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Abstract 

Airborne radio-echo sounding (RES) is a powerful tool to derive properties of glaciers and ice 

caps over spatially extensive areas, and has fundamentally improved our understanding of the 

distribution and structure of near-surface snow and firn, the ice thickness distribution and 

englacial structure of ice masses, and the topography and thermal/hydrological properties of 

glacier beds. Although several airborne RES surveys have been conducted over Devon Ice Cap 

(DIC) in the Canadian Arctic prior to this work, the data had not been utilized to investigate 

either the properties of the near-surface firn or the subglacial hydrological conditions. The 

Devon Ice Cap is one of the largest ice masses in the Canadian Arctic, and is thought to have a 

cold-based interior where ice is frozen to the underlying bedrock. Under recent warming 

conditions leading to intensified summer melt, the firn of DIC has been affected by significant 

melting and refreezing processes that can complicate the measurement of the ice cap's surface 

mass balance. Here, we use airborne RES measurements over DIC to (i) investigate whether 

the nature of the glacier surface reflection can be used to characterize the spatial heterogeneity 

of the near-surface firn, and (ii) investigate the hydrological conditions beneath the ice cap. 

A comparison of airborne- and ground-based RES, along with analysis of shallow firn cores, 

led to the development of a novel technique where the spatial heterogeneity of firn is 

characterized via the scattering component of surface returns from airborne RES data. This 

method allows for the characterization of firn over spatially extensive areas and can help to 

identify regions where the structure and stratigraphy of the firn layer are affected significantly 

by melting and refreezing processes. Investigations of the RES reflection from the base of the 

ice column led to the identification and detailed characterization of a hypersaline subglacial 

lake and provide evidence for an extensive brine-network beneath DIC. Since basal ice 

temperatures are well below the pressure-melting point, this water system is considered to be 

brine-rich, to the point that the salinity significantly depresses its freezing point. Geological 
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evidence suggests that a salt-bearing evaporite unit outcrops beneath DIC, and is presumed to 

be the solute source for the brine. 

The hypersaline subglacial lake beneath DIC and its surrounding hydrological and geological 

conditions are globally unique. The subglacial lake beneath DIC is not only the first to be 

discovered in the Canadian Arctic, but also the only spatially isolated hypersaline subglacial 

lake so far identified on Earth. This subglacial lake and the surrounding brine-network may 

host viable microbial habitats and could thus be world-class analogs for potential microbial 

habitats on other icy planetary bodies, such as Europa and Mars, where it has been suggested 

that sub-ice brine bodies may also exist. Thus, the unique subglacial water system beneath DIC, 

and the hypersaline subglacial lake in particular, are compelling targets for future in-situ 

sampling and biogeochemical investigations. The results from this study provide crucial 

information for the planning of future research over the subglacial lake and surrounding brine-

network, including in-situ access and sampling of the water to explore its habitability for 

microbial life. 
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1 Chapter 1 

Introduction 

1.1 Background and motivation 

Glaciers and ice caps in the Canadian Arctic Archipelago (CAA) contain the largest mass of 

ice outside Greenland and Antarctica [Radić and Hock, 2011], and are projected to be 

significant contributors to sea level rise over the next century [Radić and Hock, 2011; Radić et 

al., 2013; Vaughan et al., 2013; Harig and Simons, 2016]. Devon Ice Cap (DIC) is one of the 

largest ice caps in the CAA, covering an area of about 14,400 km2 [Burgess and Sharp, 2004]. 

While the interior region of DIC is characterized by slow ice flow (< 20 m/a) and is considered 

to be cold based with ice frozen to the underlying bedrock [Paterson and Clarke, 1978; Burgess 

et al., 2005; Van Wychen et al., 2017], the ice cap is drained by a number of marine-terminating 

outlet glaciers, most of which are grounded below sea-level in their lower reaches [Van Wychen 

et al., 2017]. Although the mass balance of DIC is dominated by surface melt, dynamic mass 

loss through iceberg calving is significant, and is the second largest contributor to dynamic 

mass loss of all CAA ice masses [Van Wychen et al., 2014, 2015; Millan et al., 2017]. 

Under recent warming conditions, summer surface melt has intensified and extended into higher 

elevation regions of CAA ice caps than was historically the case [Fisher et al., 2011; Bezeau et 

al., 2013; Gascon et al., 2013]. In the accumulation area, meltwater percolates into the firn and, 

where firn temperatures are below freezing, refreezes to form ice layers. This process can lead 

to a significant increase in rates of firn densification, which can lead to lowering of the glacier's 

surface elevation even in the absence of mass loss [e.g. Braithwaite et al., 1994]. Furthermore, 

strong density contrasts associated with ice layers in the firn can generate ambiguous reflections 

in airborne or satellite radar altimetry measurements, leading to a difference between the 

measured elevation and that of the actual glacier surface [Gray et al., 2015]. Melting and 

refreezing processes in the firn can therefore lead to incorrect inferences about mass balance 

trends if these are derived from repeat surface elevation measurements by altimetry [Parry et 

al., 2007]. Over the past 10-15 years, such melting-and refreezing processes have been 

documented over DIC from repeat firn cores, borehole temperature profiles, and ground-based 

radar surveys [Bezeau et al., 2013; Gascon et al., 2013; Fernandes et al., 2018], but spatially 

extensive measurements are sparse. 

Radio-echo sounding (RES), also known as ice-penetrating radar or radar sounding, is a 

powerful technique that has been applied to numerous glaciological problems since the 1960s 
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[e.g. Gudmandsen, 1969; Robin et al., 1977; Plewes and Hubbard, 2001; Dowdeswell and 

Evans, 2004; Bingham and Siegert, 2007]. RES is based on the transmission, propagation and 

reflection of electromagnetic waves in a subsurface medium, where reflections can occur at any 

contrast in the subsurface dielectric properties. When deployed from airborne platforms, RES 

provides an efficient method to study spatially extensive areas of glaciers and ice sheets, and 

has fundamentally improved our understanding of the properties and distribution of near-

surface snow and firn, and of englacial and subglacial conditions. A particularly useful 

application of RES measurements is for the identification of subglacial water and the 

characterization of subglacial hydrological systems ([e.g. Carter et al., 2009; Schroeder et al., 

2013; Wolovick et al., 2013; Chu et al., 2018]). The presence of water at a glacier bed can have 

significant effects on ice dynamics, where subglacial water reduces basal friction, which can 

facilitate faster ice flow and potentially lead to increased mass loss [e.g. Zwally et al., 2002]. 

RES surveys have also led to the identification of numerous subglacial lakes beneath the 

Antarctic and Greenland ice sheets [e.g. Palmer et al., 2013; Wright and Siegert, 2013; Howat 

et al., 2015; Willis et al., 2015; Siegert et al., 2016]. In-situ sampling of subglacial aquatic 

environments has shown that these systems provide viable microbial habitats, despite their 

extreme conditions and isolation from the atmosphere [e.g. Karl et al., 1999; Skidmore et al., 

2005; Mikucki and Priscu, 2007; Christner et al., 2014; Boetius et al., 2015]. Thus, subglacial 

aquatic environments, and subglacial lakes in particular, have long been considered as possible 

terrestrial analogs for environments in which life might exist on other icy planetary bodies [e.g. 

Cockell et al., 2013; Garcia-Lopez and Cid, 2017]. 

The first RES measurements over DIC were conducted with a ground-based radar system in 

1970, and were used to map the ice thickness and underlying bedrock topography [Paterson 

and Koerner, 1974]. A following survey over DIC in 1973 was one of the first RES surveys in 

which the shape of the returned waveform was recorded. This allowed a more quantitative 

analysis of the of basal reflections, including interpretations of the returned bed power, which 

led to the inference of a geological boundary between the central region of DIC and its western 

margin [Oswald, 1975]. Since then, several airborne RES campaigns have been conducted over 

DIC using more sophisticated radar systems [e.g. Dowdeswell et al., 2004; CReSIS, 2016]. 

However, while the resulting data have been used to derive the ice thickness, they have not yet 

been utilized to derive basal properties of DIC. Since these surveys also cover various 

snow/firn/ice facies zones on the glacier surface, each with distinctive properties, they also 

present the opportunity to investigate the characteristics of the near-surface firn over spatially 

extensive areas. 
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1.2 Thesis objectives and structure 

As described above, several airborne RES surveys have been conducted over DIC but the data 

have not previously been utilized to investigate either the properties of the near-surface firn or 

the subglacial hydrological conditions. The majority of the datasets were collected at radar 

frequencies designed to derive the ice thickness or basal properties, but not to resolve the near-

surface firn stratigraphy. Nevertheless, studies showed that firn properties can be extracted from 

low frequency measurements via statistical analyses of the surface return, although this 

approach had only been applied to areas without significant surface melt [Grima et al., 2014b; 

Schroeder et al., 2016b]. This thesis utilizes airborne RES measurements over DIC to address 

two research objectives: (i) to investigate whether the RES signal that is returned from the 

glacier surface can be used to characterize the spatial heterogeneity of the near-surface firn on 

DIC that is affected by melting and refreezing processes, and (ii) to investigate the subglacial 

hydrological conditions beneath this largely cold-based ice cap. Three studies addressing these 

objectives are presented. 

Chapter 2 presents the development and application of a novel technique that uses the scattering 

signal component of airborne RES surface echoes to characterize near-surface firn that is 

affected by melting and refreezing processes. The scattering component of the surface reflection 

is derived from a statistical method (Radar Statistical Reconnaissance, RSR, [e.g. Grima et al., 

2012, 2014a, 2014b]), and results are compared to the firn stratigraphy observed from ground-

based RES measurements and shallow firn cores. This comparison reveals three distinct firn 

facies across DIC, and shows that differences in the scattering component of the signal are 

mainly generated by differences in the near-surface firn stratigraphy. The results from this study 

suggest that this method has potential to characterize such firn stratigraphy, which can help to 

identify areas for which mass balance estimates based on surface elevation changes may have 

large uncertainties due to the occurrence of surface melting and refreezing processes in the firn 

(i.e. because melting would lower the surface while refreezing would trap the resulting water 

within the firn, and prevent it from leaving the ice cap as runoff). This study presents the first 

application of the RSR method to an ice cap where firn is affected by spatio-temporally complex 

patterns of melting and refreezing. The RSR technique has also been applied to planetary 

surfaces such as those of Mars [e.g. Grima et al., 2012] and is proposed to be used by two 

forthcoming missions to the icy moons of Jupiter [Grima et al., 2014a], for which this work 

will provide an improved understanding of the relationship between the RSR-derived signal 

components and near-surface properties. This chapter is co-authored and has been published in 

Geophysical Research Letters. I participated in the data collection, performed all data analysis 
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and wrote the manuscript. Co-authors provided roughness data that were collected prior to this 

study, assistance with airborne RES data processing, and edited the manuscript. 

Ciation: Rutishauser, A., C. Grima, M. Sharp, D. D. Blankenship, D. A. Young, F. Cawkwell, 

and J. A. Dowdeswell (2016), Characterizing near-surface firn using the scattered signal 

component of the glacier surface return from airborne radio-echo sounding, Geophys. Res. Lett., 

43(24), 12,502-12,510, doi:10.1002/2016GL071230. 

An investigation of airborne RES-derived reflections from the ice-bed interface of DIC led to 

the somewhat unexpected identification of liquid subglacial water beneath the cold-based center 

of this ice cap. Chapter 3 presents geophysical and geological evidence for the existence of two 

hypersaline subglacial lakes beneath DIC. These lakes are located in areas where basal ice 

temperatures are estimated to be well below the freezing point of fresh water. An investigation 

of the regional geology suggests that a salt-bearing evaporite unit likely outcrops beneath the 

ice, potentially providing the solute source for the hypersaline water. This study presents 

evidence for not only the first subglacial lakes to be discovered in the Canadian Arctic, but also 

for the first spatially isolated hypersaline subglacial lakes to be identified to date. It is possible 

that these subglacial lakes may support microbial life and harbor unique ecosystems. Due to 

their cold, hypersaline conditions, these lakes represent unique analogs for brine systems that 

may exist on Europa [Schmidt et al., 2011] and Mars [Orosei et al., 2018], and are therefore 

particularly compelling targets for future in situ exploration, including microbiological and 

biogeochemical investigations. This chapter is co-authored and has been published in Science 

Advances. I participated in the collection of some of the data, performed the data analysis and 

wrote the manuscript. Co-authors provided assistance with data analysis and edited the 

manuscript. 

Citation: Rutishauser, A., D. D. Blankenship, M. Sharp, M. L. Skidmore, J. S. Greenbaum, C. 

Grima, D. M. Schroeder, J. A. Dowdeswell, and D. A. Young (2018), Discovery of a 

hypersaline subglacial lake complex beneath Devon Ice Cap, Canadian Arctic, Sci. Adv., 4(4), 

eaar4353, doi:10.1126/sciadv.aar4353. 

Due to the limited coverage of the radar data used to identify the subglacial lakes beneath DIC, 

their full extent and surrounding hydrological conditions remained unknown. To increase the 

radar data coverage and overcome the limitations of the previous survey, a new targeted 

airborne geophysical survey was conducted over DIC in spring 2018. Chapter 4 uses this dataset 

to revisit the initial hypothesis for the existence of the subglacial lakes, to derive their full 

extents, and to investigate the characteristics of the surrounding subglacial environment. 
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Results strongly support the existence of one of the subglacial lakes, but indicate that it is larger 

than previously thought. In addition, the new dataset reveals evidence for an extensive brine-

network in which water may be concentrated in small ponds, thin films, or in the pore volume 

of subglacial sediments. It is likely that the characteristics of this brine-network are related to 

the bedrock lithology and topography. Results from this study will help inform the planning of 

future research over the Devon subglacial lakes, and provide context necessary for the design 

of a future program for in-situ access and sampling of the lake water and brine network, any 

accreted ice formed above the lake, or sediment on the lake floor or directly beneath the ice to 

explore the suitability of these habitats for supporting life. This study is a collaborative work 

with the University of Texas Institute for Geophysics (UTIG), and will be prepared for 

publication in early 2019. I was involved in the planning and execution of the data collection, 

performed all data analyses and wrote the manuscript. Collaborators from UTIG assisted with 

data processing and, together with M. Sharp, edited the manuscript. 
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2 Chapter 2 

Characterizing near-surface firn using the scattered signal component of the glacier 

surface return from airborne radio-echo sounding 

2.1 Abstract 

We derive the scattered component (hereafter referred to as the incoherent component) of 

glacier surface echoes from airborne radio-echo sounding measurements over Devon Ice Cap, 

Arctic Canada, and compare the scattering distribution to firn stratigraphy observations from 

ground-based radar data. Low scattering correlates to laterally homogeneous firn above 1800 

m elevation containing thin, flat and continuous ice layers, and below 1200 m elevation where 

firn predominantly consists of ice. Increased scattering between elevations of 1200-1800 m 

corresponds to firn with inhomogeneous, undulating ice layers. No correlation was found to 

surface roughness and its theoretical incoherent backscattering values. This indicates that the 

scattering component is mainly influenced by the near-surface firn stratigraphy, whereas 

surface roughness effects are minor. Our results suggest that analyzing the scattered signal 

component of glacier surface echoes is a promising approach to characterize the spatial 

heterogeneity of firn that is affected by melting and refreezing processes. 

2.2 Introduction 

Glaciers and ice caps in the Canadian Arctic Archipelago (CAA) contain the largest mass of 

ice outside Greenland and Antarctica [Radić and Hock, 2011], and are projected to be 

significant contributors to sea level rise over the next century [Radić and Hock, 2011; Radić et 

al., 2013; Vaughan et al., 2013; Harig and Simons, 2016]. With recent summer warming, 

surface melt on these ice masses has intensified and extended to higher elevations [Fisher et 

al., 2011; Sharp et al., 2011; Bezeau et al., 2013; Gascon et al., 2013; Mortimer et al., 2016]. 

In the accumulation area, where firn temperatures are below freezing, meltwater percolates into 

the firn and refreezes as ice layers. Repeat firn cores, borehole temperature profiles, and ground-

penetrating radar surveys document major changes in the firn stratigraphy of CAA ice caps and 

glaciers over the past 10-15 years [Bezeau et al., 2013; Gascon et al., 2013], but spatially 

extensive measurements are sparse.  

Knowledge of the near-surface firn stratigraphy is important for interpreting altimetrically 

derived measurements of glacier surface height in terms of changes in glacier mass balance 

[Parry et al., 2007]. The glacier surface height in the accumulation area is affected by changes 

in the near-surface firn density, even in the absence of mass changes [Braithwaite et al., 1994]. 
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Ice layer formation by meltwater percolation/refreezing can significantly increase firn 

densification rates, causing a lowering of the glacier surface height. Strong density contrasts 

associated with ice layers in the firn can generate ambiguous reflections in satellite radar 

altimetry data, leading to a difference between the measured elevation and that of the actual 

glacier surface [Gray et al., 2015]. 

Recent studies used properties of the glacier surface reflection from airborne radio-echo 

sounding (RES) measurements to determine the near-surface firn density and the surface 

roughness of Thwaites Glacier, West Antarctica [Grima et al., 2014a, 2014b; Schroeder et al., 

2016b]. However, direct density estimates from the RES surface signal are only feasible if the 

firn density increases continuously with depth (i.e. steady state accumulation) [Grima et al., 

2014b], which is not the case for CAA ice caps where there are often ice layers in the firn. Here, 

we investigate the use of the scattering signal component of the RES glacier surface reflection 

to characterize near-surface firn stratigraphies affected by melting and refreezing processes. 

We apply the Radar Statistical Reconnaissance (RSR) method [Grima et al., 2014a] to airborne 

RES measurements from Devon Ice Cap (DIC) to calculate the scattering signal component. 

We compare this component to the near-surface firn stratigraphy revealed by ground-based 

RES measurements, and to glacier surface roughness estimates and their theoretical 

backscattering values. We then discuss the relative influences of the near-surface firn 

stratigraphy and the surface roughness on the scattering component, and show that the firn 

stratigraphy is the predominant influence on signal scattering. This is the first application of the 

RSR method to an ice cap with a firn layer affected by spatio-temporally complex patterns of 

melting and refreezing. We argue that the RSR method and analysis of the scattered signal 

component have potential to characterize such firn stratigraphy. 

2.3 Data and Methods 

2.3.1 Radio-Echo Sounding Data 

Airborne RES data were collected over DIC in spring 2014 (Figure 2-1a) using the University 

of Texas Institute for Geophysics’ High-Capability Radar Sounder (HiCARS) [Peters et al., 

2005]. HiCARS transmits chirped pulses at 60 MHz center frequency (i.e., 5 m wavelength) 

over a 15 MHz bandwidth [Peters et al., 2005]. HiCARS was mounted on board a Basler DC-

3 aircraft operated by Kenn Borek Air, and positioning was obtained with a Global Positioning 

System (GPS) providing a 15 cm root mean square (RMS) vertical accuracy and smaller 

horizontal errors. The resulting radar dataset was sampled every ~1 m along the survey 
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transects. The pulse-limited footprint (area illuminated by the radar) at the surface has a 

diameter of ~235 m for typical aircraft heights above ice (~700 m). 

Several of the airborne RES transects were surveyed with a ground-based RES system in spring 

2015 (Figure 2-1a). A PulseEKKO Noggin radar (Sensors & Software Inc.) with antennae 

operating at 500 MHz center frequency (i.e., 0.6 m wavelength) was mounted on a plastic sled 

towed by snowmobile, generating a dataset sampled every ~0.4 m along-track. Positioning was 

obtained with a Leica Geosystems GPS system providing a 25 cm RMS accuracy. Processing 

steps for these RES data included dewow filtering, time-zero shift, background removal, 

Butterworth band pass filtering, and the application of a gain function [e.g. Cassidy, 2009]. The 

firn stratigraphy was further documented using six ~11 m long firn cores drilled along the 

survey transects (Figure 2-1a) in May 2015. The stratigraphic data were used to validate and 

interpret the ground-based RES measurements, and to determine bulk firn permittivities and 

the radar wave velocity in firn. 

2.3.2 Determination of the Scattered Signal Component 

In airborne RES measurements, a strong signal from the glacier surface (surface echo) is 

generated by the large contrast in dielectric properties between the atmosphere and snow, firn 

or ice. The surface echo is affected by the material properties of the near-surface (e.g. the 

vertical dielectric profile and homogeneity) with the probed depth being a function of the pulse 

width (uppermost 5-10 m for the HiCARS signal). The surface echo strength (P) can be 

expressed as a combination of reflected (specular, deterministic phase interference, Pc) and 

scattered (random phase interference, Pn) signal components, so that P = Pc + Pn [e.g. Ulaby 

et al., 1986]. Pc is mainly sensitive to the permittivity of the probed subsurface, whereas Pn is 

dominantly affected by the surface roughness and by inhomogeneous geometries in the 

subsurface [Grima et al., 2014a]. We apply the RSR method to estimate Pc and Pn [Grima et 

al., 2014a, 2014b]. To calculate Pc and Pn, the amplitudes of consecutive surface echoes from 

a defined along-track baseline (1 km, equivalent to ~1000 echoes, repeated every 50 m) are 

combined in a statistical distribution. The resulting echo amplitude distributions are then best 

fitted with an analytically derived stochastic envelope (homodyned K-distribution, HK) which 

is parameterized with the signal components Pc and Pn [Destrempes and Cloutier, 2010]. The 

scattering model assumes statistical stationarity of roughness effects over the sampled space (1 

km baseline), however, the HK distribution allows for reflector/scatterer clustering (i.e. non-

stationarity) over the radar footprint. [Destrempes and Cloutier, 2010; Grima et al., 2014a]. 
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Although scattering values are only analyzed qualitatively, Pc and Pn values are calibrated by a 

comparison between the calculated radar reflectance Pc (roughness corrected) and the 

theoretical radar reflectance generated by an air-glacier ice interface (-11.08 dB) at locations 

where nadir looking camera pictures taken during the airborne RES survey showed exposures 

of bare ice. Pn values from areas where the correlation coefficient of the fit is below 95 %, and 

where the airplane roll angle was above 2 were considered unreliable and discarded. 

2.3.3 Surface Roughness and Theoretical Scattering Component 

Analytical models that describe backscattering from rough surfaces [Elfouhaily and Guérin, 

2004] show that the scattering component of the surface echo is a function of the surface 

roughness. To investigate roughness effects on the surface echoes, we calculated the RMS 

roughness from laser altimetry data collected simultaneously with the HiCARS measurements, 

and modeled the theoretical scattered signal component for the resulting roughness. The laser 

altimeter provides a 2 mm range resolution with a footprint of ~1 m [Young et al., 2008], and 

measurements were made every ~24.5 m along-track. The RMS height h is defined as: 

𝜎ℎ = √
1

𝑀
∑(𝑧(𝑥𝑖) − 𝑧̅)2

𝑀

𝑖=1

 (1) 

where M is the number of surface height measurements, z(xi) is the height at location xi, and 𝑧 

is the mean of the surface heights. h was calculated over sliding windows with M = 7 (baseline 

of ~171.5 m along-track), and the resulting RMS heights are used to model the theoretical 

scattered signal component of the surface echo, following Grima et al. [2012]: 

𝑃𝑛 = 4𝑘2𝑟2𝜎ℎ
2 (1 − 𝑒−(

𝐷𝑘𝑙
2ℎ

)
2

) (2) 

where k is the wavenumber, 𝑟 = (1 − √𝜀)/(1 + √𝜀) is the surface Fresnel coefficient with ε 

being the dielectric constant of the firn, D is the footprint diameter at the glacier surface, l is 

the roughness correlation length, and h is the aircraft range to the surface. As the roughness 

correlation length is unknown, we assume l > 10 m [Grima et al., 2014a], for which the 

exponential of (2) becomes ≪ 1 and Pn values take on their maximum value. This is supported 

by RSR-derived surface densities at Thwaites Glacier where the same large correlation length 

assumption was applied, and the results conform well with expected density values [Grima et 

al., 2014b]. We note that the laser and radar baselines for h used in Eq. (2) are not the same. 
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The laser baseline used to calculate h is ~171.5 m, whereas the horizontal length over which 

the radar scattering signal is affected by a given surface roughness is not known precisely; 

however, it has been estimated to be a few wavelengths (5-50 m) [Grima et al., 2012]. Grima 

et al. [2014a] showed that radar RMS heights derived from Pn are about 33 % smaller than the 

corresponding laser-derived RMS heights for that specific acquisition platform. Hence, using 

laser-derived h and assuming l > 10 m in Eq. (2) likely results in an overestimation of the 

modeled Pn values. The corresponding equation for the coherent signal part Pc can be found in 

Grima et al.[ 2014a] (Eq. 6). 

Although the theoretical scattering signal component is mainly sensitive to the surface 

roughness, Pn is also a function of the firn permittivity. We use the stratigraphy of six firn cores 

(Figure 2-1a) to estimate bulk permittivity values for the uppermost 10 m of firn. Sections of 

the firn cores showing ice layers are assigned a density of 875 kg/m3 [Bezeau et al., 2013], 

whereas sections showing firn are assigned the theoretical depth-dependent density value 

𝜌(𝑧) = 𝜌𝑖 − (𝜌𝑖 − 𝜌𝑠)exp(−
𝑧

𝑧𝜌
) [Cuffey and Paterson, 2010], where i = 875 kg/m3 and s = 

320 kg/m3
 are the densities of glacier ice and the spring snowpack, respectively [Bezeau et al., 

2013]. The resulting average densities () for each core are converted to bulk permittivity 

values following the empirical relationship 𝜖 = (1 + 845 × 10−6𝜌 [kg m−3])2 [Kovacs et al., 

1995]. From this, average firn permittivity values of 2.3 and 2.7 were used to model Pn in firn 

Zones I and II, respectively (see section 2.4.1 for specifications of firn zones). Pn values in firn 

Zone III were modeled with ε = 3.0 (mostly ice in firn). 

In addition to the surface roughness derived from laser altimeter data, we analyzed ground-

based roughness measurements from a field campaign on DIC in spring 2004. The surface 

roughness was measured at 13 locations along a 48 km long transect from near the summit of 

the ice cap towards the margin in a southerly direction (Figure 2-2b). At each site, the height of 

a fixed laser level above the surface was measured at 10 cm intervals along 10 m long profiles 

oriented parallel (North-South direction) and perpendicular (West-East direction) to the 

transect. h was calculated using Eq. (1) for each profile, and the overall mean surface 

roughness was determined for each site. 

2.4 Results 

2.4.1 Firn Facies from Ground-Based RES 

Three ground-based radar echograms (Figure 2-1 (b-d)) reveal the stratigraphy of the uppermost 

~12 m of the firn. The profiles intersect near the ice cap’s summit at ~1880 m elevation and run 
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towards the margins in various directions (Figure 2-1a). A common elevation-dependent trend 

is observed in the firn stratigraphy: at the highest elevations (>1750 m), near the center of the 

ice cap, a few relatively flat and continuous reflections are present within the uppermost ~2 m 

of firn. These reflections correlate to thin ice layers (<0.18 m thick) identified in firn cores, and 

are interpreted as ice layers formed by refreezing of percolated meltwater. As elevation 

decreases, the ice layers in the firn thicken and become undulatory. Below ~1200 m elevation 

the low subsurface radar reflectivity indicates firn consisting mainly of ice, whereas internal 

reflections within the massive ice layers likely result from interfaces with residual bodies of 

firn. The massive ice layers form by refreezing of meltwater. Such a stratigraphy where firn is 

buried beneath ice layers formed by refreezing, is a plausible outcome of equilibrium line 

migration to higher elevations [e.g. Gascon et al., 2013]. Gascon et al. [2013] describe firn 

stratigraphies observed on DIC and assess their implications for melt water flow. 

To relate the RSR-derived scattering values to firn characteristics (section 2.4.2), we identify 

three firn facies zones. These are based on variations in the apparent homogeneity of firn in the 

ground-based RES data. A laterally homogeneous firn layer extending over an RSR baseline (1 

km) is expected to generate surface echoes with a weak scattering signal component. In 

contrast, firn containing internal inhomogeneities (i.e. undulating ice layers) is expected to 

cause a higher scattering signal component. On this basis, Zone I is defined as the area where 

firn contains thin, flat and mostly continuous ice layers. It is found at elevations above 1750 m 

surrounding the summit of the ice cap. Zone II is found between 1150-1895 m elevation, where 

the ice layers are undulating, and significantly thicker than in Zone I. In Zone III, the uppermost 

6 m (the theoretical depth to which the surface echo is affected by a dielectric profile composed 

of ice) of firn consists predominantly of ice, and appears more homogeneous than firn in Zone 

II. To exclude possible influences from ice flow within outlet glaciers (e.g. crevassing), we 

constrain Zone III to areas where the glacier surface lies above 900 m elevation. The resulting 

Zone III spans an elevation range of 900-1435 m, and likely includes areas that lie within the 

ablation zone in some years [Gascon et al., 2013].  

The spatial extent of the firn facies zones is shown in Figure 2-1a. For airborne RES profiles 

for which no ground-based RES data were available, the zone boundaries were interpolated 

using data from neighboring ground-based RES profiles. Since changes in firn characteristics 

between zones are gradual, we estimate a 5 km along-track error in zone boundary picking. 
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2.4.2 Scattering Distribution and Correlation to Firn Facies Zones 

The RSR-derived scattering component ranges from -40 to -5 dB across DIC (Figure 2-2a). 

Like the firn stratigraphy, Pn values display an elevation-dependent trend forming a circular 

distribution pattern around the ice cap’s center: Pn values are low (<-24 dB) in the summit 

region, (>1800 m) and below ~1400 m. These two areas are separated by a band of higher Pn 

values (>-24 dB). Transitions between these high- and low scattering areas coincide with the 

defined firn zone transitions (Figure 2-1) to within 0.4-7 km. The majority lie within the 

estimated 5 km picking error. 

To quantify variations in Pn within the different firn facies zones, we analyzed the Pn values 

statistically (Table 2-1). Firn Zones I, II and III yield mean Pn values of -26.9 dB, -23.2 dB, and 

-27 dB, respectively. A Kruskal-Wallis test (non-parametric ANOVA) indicates that Pn values 

from Zone II are significantly (p < 0.001) different from those in Zones I and III, with a 95 % 

confidence level. Thus, the scattering properties of the different firn stratigraphies are 

statistically significantly different with respect to lateral homogeneity. These results are 

consistent with the expected pattern of high scattering where near-surface firn is 

inhomogeneous and low scattering where it is more homogeneous. The high scattering values 

in firn Zone II could be explained by the presence of the inhomogeneous, undulating ice layers 

in the firn, whereas the flat and continuous ice layers in firn Zone I appear to reflect the radar 

signal coherently. Similarly, the firn stratigraphy in Zone III does not significantly scatter the 

surface echo, indicating that, despite the presence of some residual firn bodies, the probed 

subsurface appears homogeneous at the frequency and configurations of HiCARS. Higher Pn 

values near some outlet glacier termini likely result from scattering at crevasses and broken 

floating ice. 

2.4.3 Effects of Surface Roughness 

The good correlation between areas with distinct Pn values and the different firn facies zones 

suggests that changes in the scattering coefficient are caused by changes in the firn stratigraphy. 

However, because Pn is also a function of surface roughness, it is important to determine 

whether there is any relation between Pn and the observed surface roughness. If surface 

roughness was the major source of signal scattering, a positive correlation would be expected 

between Pn and roughness [Grima et al., 2014a]. 

The laser-derived RMS surface roughness of DIC ranges between 0.008 and 5.9 m, with 

averages for Zones I, II and III of 0.05 m, 0.09 m and 0.12 m respectively (Table 2-1). The 

modeled scattered signal components for the observed roughnesses (Figure 2-2b) are generally 
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lower (-31.9 dB, -26.9 dB and -24.5 dB for firn Zones I, II, and III, respectively, Table 2-1) 

than the RSR-derived scattering values, and have a different spatial pattern. This suggests the 

surface roughness of DIC is not the major influence on the scattered signal component, and 

supports the argument that differences in Pn are due to differences in the near-surface firn 

stratigraphy. This is reinforced by Figure 2-3, which shows that the observed Pn values and the 

laser-derived surface roughnesses are not correlated.  

However, given the relatively large point separation of the laser measurements (24.5 m), the 

laser-derived h values might exclude small, wind-sculpted forms like sastrugi and capture only 

large-scale surface irregularities. Unfortunately, no smaller scale roughness measurements are 

available for the period when the data used in this study were collected. Nevertheless, we 

analyzed ground-based roughness measurements from spring 2004 to seek possible correlations 

between small-scale roughness features and Pn. The formation and orientation of sastrugi and 

the associated surface roughness are dependent on the prevailing wind pattern over the glacier 

surface [e.g. Mather, 1962]. Because similar patterns of katabatic winds and sastrugi formation 

have been observed over multiple years on DIC [Koerner, 1966; Boon et al., 2010], we argue 

that despite the ten-year time span between data collection, a comparison with roughness data 

from 2004 is meaningful. The small-scale surface roughness (10 cm point separation, 10 m 

baseline) ranges between 0.04-0.13 m and displays a general trend of increasing roughness with 

decreasing elevation (Figure 2-2b). However, no significant changes occur at the elevations 

where considerable shifts in Pn are observed (~1400 m and ~1800 m). This suggests that 

patterns in Pn are also not correlated to small-scale surface roughness. Thus, changes in the 

scattering signal component at the HiCARS instrument frequency are mainly caused by changes 

in the near-surface firn stratigraphy, while surface roughness effects are probably minor. 

We assume that the winter snow pack has minimal effect on Pn. Koerner, [1966] showed that 

the snow depth distribution over DIC does not vary systematically with elevation, so it is 

unlikely to co-vary with the observed distribution of Pn. Furthermore, the end-of-winter snow 

pack that existed during the measurement period was mostly homogeneous and dominated by 

a layered (deterministic) structure (a layer of wind-packed snow overlying depth hoar), which 

would contribute primarily to the reflectance component (Pc). 

While theoretical backscattering models for a rough surface layer are well established [e.g. 

Ulaby et al., 1986; Grima et al., 2012], the formulation of models that capture effects of 

rough/undulating layers within the subsurface is more difficult [e.g. Tabatabaeenejad and 

Moghaddam, 2010; Tabatabaeenejad et al., 2013; Zamani et al., 2016]. Although a quantitative 



19 

understanding of the scattering contribution from undulating ice layers in the firn facies of Zone 

II might explain the high Pn values in this zone, modeling such an effect is beyond the scope of 

this paper. 

2.5 Conclusions 

We calculated the scattering signal component of airborne RES surface echoes from DIC using 

the RSR method, and compared the resulting pattern to the near-surface firn stratigraphy, which 

contains numerous ice layers formed by melting-and refreezing processes. Three distinct facies 

zones occupy different elevation ranges and the scattered signal component changes 

significantly between them. Low scattering correlates with laterally homogeneous firn above 

1800 m that contains thin, flat and continuous ice layers, and below 1200 m where firn 

predominantly consists of ice. Between 1200 and 1800 m, increased scattering coincides with 

firn containing inhomogeneous, undulating ice layers. Although backscattering theory suggests 

a correlation between surface roughness and scattered signal components, no such correlation 

was found on DIC. Scattering values modeled for the observed surface roughness are 

significantly lower than the RSR-derived scattering values, and failed to reproduce their spatial 

distribution pattern. Therefore, we conclude that changes in the scattering signal component on 

DIC are mainly generated by changes in the near-surface firn stratigraphy, although some 

contribution from surface roughness effects cannot be ruled out. Knowledge of the firn 

stratigraphy, especially the spatial extent of percolation features is critical if repeat altimetry 

measurements of surface height derived from airborne or satellite sensors are used to estimate 

mass balance changes on Arctic ice caps. Our results suggest that the combined use of the RSR 

method and the scattering component from airborne-RES measurements has potential to 

characterize near-surface firn. This can help to identify areas where firn is affected significantly 

by melting and refreezing processes, areas for which mass balance estimates based on 

altimetrically-derived records of surface elevation change may have large uncertainties. This 

promising approach can easily be applied to other glaciers and ice caps which experience 

similar spatially and temporally inhomogeneous melting and refreezing processes. Finally, the 

RSR technique is being applied to planetary surfaces such as Mars [e.g. Grima et al., 2012] or 

two forthcoming missions to the icy moons of Jupiter [Grima et al., 2014a], however, near-

surface scattering effects are usually not considered. Our study will benefit planetary 

exploration by providing an improved understanding of the RSR-derived signal components 

and its relationship to near-surface properties. 
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Tables 

Table 2-1: Description of the defined firn facies zones and results from statistical analysis of 

the scattering coefficient showing the mean and standard deviation of Pn. Additionally, the 

mean laser-derived RMS height h and modeled scattering coefficient within the three firn 

zones are listed. 

Firn Facies Zones 
Mean Pn 

[dB] 

Std. Pn 

[dB] 

Mean Laser 

h [m] 

Mean Modeled 

Pn [dB] 

Zone I 
Thin, continuous ice 

layers 
>1750 m asl. -26.9 2.5 0.05 -31.9 

Zone II 
Thickening, undulating 

ice layers 
1150-1895 m asl. -23.2 2.8 0.09 -26.9 

Zone III 
Mostly ice in 

uppermost 6 m 
900-1435 m asl. -27.0 3.4 0.12 -24.5 
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Figures 

 

Figure 2-1: a) Map of the airborne (black) and ground-based RES profiles (blue) over Devon 

Ice Cap, along with the location of the shallow firn cores (green). Black dashed lines indicate 

the firn facies zone boundaries. b)-d) Ground-based RES profiles revealing the firn 

stratigraphy. Dashed lines mark the location where the three profiles cross (~1880 m 

elevation), and the black markers indicate the locations of the picked firn zone boundaries. The 

scattered component of the airborne RES surface echo (Pn) is plotted in color code above each 

profile. 
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Figure 2-2: a) Airborne RES flight tracks over Devon Ice Cap, color coded with the RSR-

derived scattered signal component Pn. b) Laser altimetry transects color coded with the 

modeled Pn values, indicating the theoretical scattered signal component for the laser-derived 

surface roughness. To better illustrate large-scale variations, both the RSR-derived and 

modeled Pn values are smoothed by a moving average filter (2 km along-track window length). 

The color coded squares indicate small-scale surface roughness values. Black dashed lines 

indicate the firn facies zone boundaries. 
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Figure 2-3: Normalized density plot of RSR-derived scattering components (Pn) against laser 

RMS surface roughness (h) within the three firn zones. The black dotted lines represent the 

modeled theoretical scattering component for the given h and permittivity values of 2.3 and 

3.0. If the surface roughness was the major source of signal scattering, Pn values would lie 

along/between these lines. 
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3 Chapter 3 

Discovery of a hypersaline subglacial lake complex beneath Devon Ice Cap, 

Canadian Arctic 

3.1 Abstract 

Subglacial lakes are unique environments that, despite the extreme dark and cold conditions, 

have been shown to host microbial life. Many subglacial lakes have been discovered beneath 

the ice sheets of Antarctica and Greenland, but none have been reported to be hypersaline. Here, 

we use radio-echo sounding measurements to identify two subglacial lakes situated in bedrock 

troughs near the ice divide of Devon Ice Cap, Canadian Arctic. Modeled basal ice temperatures 

in the lake area are no higher than -10.5 °C, indicating that these lakes consist of hypersaline 

water. This is in agreement with the surrounding geology suggesting that the subglacial lakes 

are situated within an evaporite-rich sediment unit containing a bedded salt sequence, which 

likely act as the solute-source for the brine. Our results reveal the first evidence for subglacial 

lakes in the Canadian Arctic, and the first hypersaline subglacial lakes reported to date. We 

conclude that these previously unknown hypersaline subglacial lakes may represent significant 

and largely isolated microbial habitats, and are compelling analogs for potential ice-covered 

brine lakes and lenses on planetary bodies across the Solar System. 

3.2 Introduction 

Subglacial lakes in Antarctica mainly exist where temperatures at the glacier bed are maintained 

at the pressure-melting point from a combination of geothermal or frictional heating and the 

thermal insulation provided by the thick ice cover [Carter et al., 2007; Wright and Siegert, 

2012; Young et al., 2017]. In contrast, many of the Greenland subglacial lakes [Palmer et al., 

2013; Howat et al., 2015; Willis et al., 2015] receive surface meltwater input, providing heat 

that prevents the subglacial water bodies from freezing even at temperatures below the pressure-

melting point [Howat et al., 2015; Willis et al., 2015]. Liquid subglacial water has also been 

found to exist at sub-freezing temperatures beneath Taylor Glacier in the McMurdo Dry 

Valleys, Antarctica, where the composition of the brine-rich water depresses its freezing point 

[Mikucki et al., 2004; Badgeley et al., 2017]. Research over the past two decades has revealed 

increasing evidence that subglacial aquatic environments can host microbial life [Karl et al., 

1999; Skidmore et al., 2005; Mikucki and Priscu, 2007], and recent direct sampling of an 

Antarctic subglacial lake confirmed the presence of a viable microbial ecosystem in this dark 

and cold environment [Christner et al., 2014]. Terrestrial subglacial water systems are therefore 
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considered as potential analogs for microbial habitats on other planetary bodies where the 

presence of liquid water beneath ice has been inferred [Clifford, 1987; Schmidt et al., 2011; 

Cockell et al., 2013]. 

Devon Ice Cap (DIC) is one of the largest ice caps in the Canadian Arctic (Figure 3-1A), and 

has been surveyed extensively by radio-echo sounding (RES), a well-established technique 

used to identify subglacial lakes from hydraulically flat, bright, and specular (mirror-like) 

reflections from the glacier bed [Carter et al., 2007; Schroeder et al., 2015]. The interior region 

of DIC consists of a rugged terrain with mountain ridges reaching 1700 m above sea level (asl.) 

and several 100-200 m deep bedrock troughs (Figure 3-1B). This region has previously been 

inferred to be cold based where the ice is frozen to the bed [Burgess et al., 2005; Van Wychen 

et al., 2017]. Here, we present a combined interpretation of RES and geological data, which 

reveals evidence for the existence of a previously unknown hypersaline subglacial lake complex 

near the ice divide of DIC. 

3.3 Results  

3.3.1 Radar evidence for two subglacial lakes 

A total of eight radar transects show relative bed reflectivity that is 10-15 dB higher over two 

troughs, T1 and T2, than in the surrounding area (Figure 3-1). These reflectivity anomalies are 

1.6-2.4 standard deviations above the mean of all bed reflectivities measured on DIC (Figure S 

3-1). The larger dielectric contrast of an ice-water interface compared to an ice-dry rock 

interface results in significantly stronger bed echoes where the relative reflected power of 

freshwater and seawater with respect to unfrozen bedrock are expected to be ~10 dB and ~12 

dB higher, respectively [Peters et al., 2005]. We therefore interpret that the observed 

reflectivity anomalies over T1 and T2 result from the presence of subglacial water. 

The character of the ice bottom interface is further evaluated by computing the radar specularity 

content [Schroeder et al., 2013, 2015; Young et al., 2016] along profile F over T1 (Figure 3-1). 

The specularity content is an expression of the relative proportions of specularly-reflected 

(mirror-like) and scattered radar energy and allows for the discrimination of smooth, flat ice-

water interfaces (high specularity) and comparatively rough ice-rock interfaces (low 

specularity) [Schroeder et al., 2015]. High specularity anomalies have typically been used to 

identify areas of subglacial water and lakes [Greenbaum et al., 2015; Young et al., 2016, 2017], 

and very high values have been used to infer areas of basal melting beneath an ice shelf 

[Greenbaum et al., 2015]. We therefore propose that the observed specularity anomaly over T1 
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indicates subglacial water. The exceptionally high specularity content (> 0.75, Figure 3-1D) in 

the center of T1 may result from basal melting, further smoothing the ice-water interface. 

Although no specularity data are available over T2, the good agreement between the elevated 

specularity content and reflectivity anomalies over T1 (Figure 3-1) supports the interpretation 

that the similar reflectivity anomalies over T2 result from the presence of subglacial water. 

Based on the extent of the radar signatures indicating subglacial water, and their confinement 

within two distinct topographic basins, we conclude that T1 and T2 each represent subglacial 

lakes. These subglacial lakes are located 2-5 km on either side of the west-east running ice 

divide, with mean ice thicknesses of 560 m over T1 and 740 m over T2 (Figure S 3-2). We 

estimate subglacial lake areas of about 5 km2 and 8.3 km2 for T1 and T2, respectively. These 

sizes are comparable to the majority of known [Carter et al., 2007; Wright and Siegert, 2012] 

and predicted [Livingstone et al., 2013] subglacial lakes in Antarctica and Greenland, however, 

the full extent of the water bodies beneath DIC may be underestimated due to limited radar 

coverage. 

3.3.2 Subglacial hydraulic head over the lake area 

Hydraulic heads calculated along the radar transects as well as from surface and bed DEMs are 

mostly flat across T2, with a local hydraulic minimum in the western part of the trough (Figure 

3-1D and Figure 3-2A). A flat hydraulic head indicates hydrostatic equilibrium between the 

subglacial water and the overlying ice [Shreve, 1972], indicating that the ice is afloat above the 

basal water. The criteria of hydraulically flat reflections is commonly used to identify subglacial 

lakes [Carter et al., 2007], further supporting the evidence for a subglacial lake in T2. Although 

the hydraulic head across T1 is relatively flat, no local hydraulic minimum is observed. Instead, 

the gradients of the hydraulic head suggest that water flows out of T1 in a north-west direction 

(Figure 3-2A). If water outflows T1, it is possible that the lake is replenished by active 

subglacial melting, which could explain the very high (> 0.75) specularity content over T1. 

However, due to the relatively small horizontal lake extents and their confinement in bedrock 

troughs, bridging stresses in the overlying ice may prevent a fully developed hydraulic 

equilibrium. Other possible explanations for gradients in the hydraulic head include 

uncertainties due to undetected bedrock features where no RES data are available, or radar 

anomalies that arise from shallow water or water-saturated sediments. 

3.3.3 Modeled basal ice temperatures indicating hypersaline water 

Using a one-dimensional steady state advection-diffusion model [Cuffey and Paterson, 2010], 

we calculate basal temperatures of around -15.5 ± 3.5 °C in T1 and -14.3 ± 3.75 °C in T2 (Figure 



30 

3-2B). These modeled temperatures are in good agreement with a nearby measured ice 

temperature profile in which the basal temperature was -18.5 °C at 300 m depth [Paterson and 

Clarke, 1978], but are well below the pressure-melting point for fresh water derived from the 

overlying ice (about -0.5 °C). Surficial water (and heat) input that would prevent the subglacial 

lakes from freezing is improbable since only limited surface meltwater is produced at elevations 

near the DIC summit [Wyatt and Sharp, 2015]. We therefore conclude that the subglacial lakes 

beneath DIC must consist of hypersaline water with a significantly depressed freezing-point 

temperature. 

3.3.4 Underlying geology and source of salinity 

Geological mapping shows outcrops of the Archean shield (igneous rocks) surrounding the 

eastern part of DIC, and Cambrian-Ordovician sediments, including an evaporite unit within 

the Bay Fiord formation, to the west of DIC [Harrison et al., 2016] (Figure S 3-3). Drill cores 

from Bathurst Island, located west of Devon Island, show that the bottom of the Bay Fiord 

formation contains a bedded salt sequence with the salt consisting almost entirely of halite (98 

%) [Mayr, 1980]. We use published outcrop data from Devon Island [Harrison et al., 2016] to 

construct a three-dimensional geological model (Figure S 3-3) which allows us to constrain the 

bedrock geology beneath the ice. The modeled geology is consistent within the uncertainty for 

depth to magnetic basement solutions derived from airborne magnetics data (Figure S 3-4). Our 

geological model shows that the salt-bearing Bay Fiord formation outcrops near the DIC 

summit area, where it encloses the subglacial lake in T1, and outcrops about 100 m above the 

bottom of T2 (Figure 3-2). However, given the estimated uncertainty of 200 m in the projection 

of the geological model, it is possible that the subglacial lake in T2 is also situated within the 

Bay Fiord formation. The presence of the salt-bearing unit underlying the DIC summit area 

supports the existence of a substantial hypersaline subglacial lake complex, where the halite 

contained in the Bay Fiord formation likely provides the main source of salinity. The highest 

modeled ice temperatures within the uncertainty ranges for T1 and T2 are -12 and -10.5 °C 

respectively. Empirical studies show that in order to depress the freezing point of distilled water 

by 10.5-12 °C with the addition of NaCl, a salinity of 140-160 practical salinity units (psu) (2.4-

2.7 M NaCl) is required [Hall et al., 1988]. These temperature and salinity values are similar 

to those of the brine-rich water body found beneath Taylor Glacier (-7.8 °C, 125 psu) [Mikucki 

et al., 2004] and the ice covered Lake Vida (-13 °C, 200 psu) [Murray et al., 2012], both located 

in the McMurdo Dry Valleys, Antarctica.  
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The observation of radar signatures indicative of subglacial water in an area where modeled 

basal ice temperatures are well below the pressure-melting point, and the likely outcrop of a 

bedded salt sequence beneath the ice in the same area provide compelling evidence for the 

existence of a hypersaline subglacial lake complex beneath DIC. These subglacial lakes are 

likely confined to bedrock troughs where the basal temperatures are higher due to a thicker, 

more insulating ice cover (Figure S 3-2). The geological model indicates that other troughs near 

the DIC summit are also underlain by the Bay Fiord formation (Figure 3-2C), however, more 

radar data are required to investigate their basal hydrological conditions. Additionally, outcrops 

of the Bay Fiord formation are common around Ellesmere Island [Harrison et al., 2016] and 

may be found beneath other Canadian Arctic ice caps. 

3.4 Discussion  

Although numerous subglacial lakes have been discovered beneath the large ice sheets, the 

subglacial lake complex identified beneath DIC is unprecedented. These subglacial lakes, and 

their surrounding environments are very different from those reported in Antarctica and 

Greenland: The DIC lakes are situated within bedrock troughs in mountainous terrain, exist at 

temperatures well below the pressure-melting point, do not receive surface meltwater input, 

and likely consist of hypersaline water derived from dissolution of a surrounding salt-bearing 

geological formation. The origins of the hypersaline subglacial lakes, the processes by which 

they formed, and their potential interactions with shallow or deep groundwater flow remain 

unclear. However, possible mechanisms for the formation of the hypersaline subglacial water 

include melting of basal ice upon direct contact with the salt in the surrounding rocks, and 

modulated by double-diffusion processes within the waterbodies. The subglacial lakes might 

also be relict waterbodies that formed subaerially during an interglacial period, with the water 

becoming increasingly briny through interactions with underlying saline rocks, and as a result 

of cryo-concentration after they became permanently ice covered. 

The only known subglacial fluid with temperature and salinity values comparable to this 

hypothesized hypersaline lake system beneath DIC, is the brine beneath Taylor Glacier, 

Antarctica [Mikucki et al., 2004]. However, this brine body is not constrained as a spatially 

isolated subglacial lake, but is connected to a salt-rich ground-water system that is sourced by 

ancient marine water [Lyons et al., 2005; Mikucki et al., 2015; Badgeley et al., 2017]. Brine 

outflows from Taylor Glacier have been shown to contain active microbial communities 

[Mikucki and Priscu, 2007], revealing that life is possible in such hypersaline, sub-ice aquatic 

environments. We therefore suggest that the DIC subglacial lakes may have the potential to 
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support microbial life and could harbor a unique ecosystem. If life exists in these lakes, it could 

have evolved in isolation since the area was last overridden by glacier ice, which was at least 

120,000 years ago [Paterson et al., 1977]. We conclude that the Devon Ice Cap’s hypersaline 

subglacial lakes represent good analogs for the brine bodies inferred to exist beneath and 

potentially within Europa’s ice shell [Schmidt et al., 2011] or the Martian polar ice caps 

[Clifford, 1987], and are therefore compelling targets for future exploration. 

3.5 Materials and Methods 

3.5.1 Radar data and interpretation 

Radio-echo sounding data were acquired with the University of Kansas Multichannel Coherent 

Radar Depth Sounder (MCoRDS) [CReSIS, 2016] during spring in the years 2011/12/14/15, 

and with the High Capability Airborne Radar Sounder (HiCARS) [Peters et al., 2007] operated 

by the University of Texas Institute for Geophysics, during spring 2014. Ice thicknesses and 

basal reflectivity are extracted using a common semi-automatic method with rough localization 

from manual picking. Basal reflectivities were extracted from the HiCARS low gain data and 

from the MCoRDS CSARP_standard combined-gain data product. Basal reflectivity values 

were corrected for geometrical spreading losses, englacial attenuation and variations in radar 

systems [Schroeder et al., 2016a]. Englacial attenuation rates were calculated and corrections 

applied along each individual radar profile via an adaptive fitting method [Schroeder et al., 

2016a]. We set the minimal requirement parameters to ensure a meaningful fitting to the same 

values as in [Schroeder et al., 2016a]. If these requirements are not met along a profile, we 

apply the overall mean englacial attenuation rate derived from all radar data on DIC (26.8 

dB/km, with a 7.3 dB/km standard deviation) to the profile. To correct for regional changes in 

attenuation rates and variations in radar system parameters, a long-wavelength signal (moving 

average with 30 km window length) from the bed echo along each radar profile was removed. 

The specularity content from the HiCARS data was extracted by comparing the bed echo 

response from two different focusing aperture lengths [Schroeder et al., 2015; Young et al., 

2016]. 

3.5.2 Bed DEM 

An existing bedrock DEM [Dowdeswell et al., 2004] was updated using the original bedrock 

depth dataset (derived from radar data collected over DIC in spring 2000 [Dowdeswell et al., 

2004]) in conjunction with bedrock depths from MCoRDS and HiCARS data collected between 

2011-2015. The radar derived bedrock elevations were interpolated via a triangular linear 
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interpolation algorithm over a 1 km grid mesh. A crossover analysis yielded a mean error of ice 

thickness observation of 14 m (before interpolation). 

3.5.3 Hydraulic head 

Assuming the water pressure is equal to the ice overburden pressure, the basal hydraulic head 

(h) was calculated from the gridded bed elevations (B), and surface elevations (S) obtained from 

the ArcticDEM (Polar Geospatioal Center from DigitalGlobe Inc. imagery), via  

 

where ρi is the ice density (917 kg/m3), and ρb is the brine density (1150 kg/m3, corresponding 

to 15 wt % NaCl) [Shreve, 1972]. 

3.5.4 Ice temperature modeling 

To model basal ice temperatures, we use a one-dimensional steady state advection-diffusion 

model [Cuffey and Paterson, 2010] with the following parameters: A long-term accumulation 

rate of 0.19±0.05 m water equivalent per year [Paterson, 1976; Reeh and Paterson, 1988], an 

estimated geothermal heat flux of 65±5 mW/m2 [Grasby et al., 2012] and an average annual 

surface temperature of -23±2°C at 1825 m elevation [Kinnard et al., 2006] with a 4.1°C/km 

lapse rate. The lapse rate is derived from surface air temperature records along a transect on 

DIC, sampling air temperatures at numerous elevations [Gardner et al., 2009]. 

3.5.5 Geological model 

A geological map from the Canadian Arctic [Harrison et al., 2016] was combined with surface 

elevations derived from the ArcticDEM to generate a three-dimensional geological model 

(Figure S 3-3): First, surfaces through outcropping geological formation boundaries were 

interpolated, and formation thicknesses derived, assuming all geological units lie parallel to 

each other. Finally, the geological units were stacked atop of the interpolated formations that 

are most adjacent to DIC, using the derived formation thicknesses and the assumption that the 

units lie parallel to each other. Combining all formation thickness uncertainties, we estimate a 

total uncertainty of 200 m for the projected elevation of the Bay Fiord formation (salt-bearing 

unit) beneath DIC. 

3.5.6 Depth to magnetic basement 

We used depth to magnetic basement (DMB) solutions to infer the thickness of sediment 

beneath DIC. To do so, a 2D Werner deconvolution [Ku and Sharp, 1983] was applied to 
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available scalar airborne magnetics data with a single pass targeting shallow sources (0.5 to 5 

km). Uncertainties in DMB estimates are commonly between 20 and 40% of the distance 

between the source and sensor [Ku and Sharp, 1983]. The results indicate sediment thicknesses 

consistent with our geological model within the range of uncertainties in the model and the 

DMB solutions (Figure S 3-4). 
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Figures 

 

Figure 3-1: Radar evidence for a subglacial lake complex on Devon Ice Cap. (A) Landsat image 

overlain with the location of the subglacial lakes (blue) and ice divides (black). (B) Bedrock 

topography of the DIC summit area overlain with selected radar profiles. The subglacial lakes 

are located within the bedrock troughs T1 and T2. (C) Relative reflectivity along the radar 

transects atop of bedrock contours. (D) Radar transects A-F. The top panel shows the 

radargrams, the middle panel shows the ice surface and bedrock elevation (black) and the 

hydraulic head (blue). The bottom panel shows the relative basal reflectivity along the transect 

(black) and the recorded specularity content along cross-profile F (blue). The estimated lake 

extents are highlighted by blue shading. 
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Figure 3-2: Basal temperature, hydraulic head and projected salt-bearing outcrops beneath 

Devon Ice Cap. (A) Bedrock elevation overlain with the hydraulic head (blue) and ice divides 

(black). The blue star indicates the location of the hydraulic head minimum in T2, whereas the 

arrow indicates the direction of water potentially outflowing T1. (B) Bedrock elevation 

contours overlain with modeled basal temperatures. The black triangle is the location of the 

ice temperature profile where a basal temperature of -18.5 °C was measured [Paterson and 

Clarke, 1978]. (C) The area where the Bay Fiord Formation containing the bedded salt 

sequence is projected to outcrop beneath the ice is marked in yellow. Radar profiles are marked 

in blue/red. D) Cross-section along radar transect CC’ revealing the projected geology 

consisting of the Bay Fiord Formation (yellow) and underlying sedimentary rocks (brown). 
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Supplementary Figures 

 

 

Figure S 3-1: Histogram of all recorded basal reflectivity values on DIC. Corrections for 

geometrical spreading losses and attenuation are applied. Dashed lines represent the values of 

one, two and three standard deviation . The observed reflectivity anomalies over T1 and T2 

(10-15 dB) are 1.6-2.4 standard deviations above the mean of all bed reflectivities measured 

on DIC. 

 

Figure S 3-2 Interpolated ice thickness near the DIC summit area. The ice thickness is overlain 

on bedrock elevation contours [m asl.]. Fine black lines indicate the location of the radar 

transects, whereas the thick black lines represent the ice divides. The locations of the subglacial 

lakes are indicated with dotted lines. 



38 

 

Figure S 3-3: 3D geology model. Three-dimensional reconstruction of the bedrock topography 

(greyscale) and ice surface (blue) of DIC and the geological formations as interpolated from 

the published geology [Harrison et al., 2016] into our geology model. Outcrops of the Bay 

Fiord Formation (red) and Cambrian-Ordovician sediments (green) are observed to the west 

of DIC, underlain by the Archean Shield. Interpolation of these outcrops reveals that the 

geological formations are dipping upwards and towards DIC, with the Bay Fiord Formation 

intersecting the bedrock in the vicinity of T1 and T2. The location of the transect used to derive 

the magnetics depth to basement (DMB) is shown in black. 

 

 

Figure S 3-4: Comparison of modeled geology and depth to magnetic basement solutions 

(DMB). The top of the Archean shield (basement, brown solid line) is compared to the depth to 

magnetic basement (DMB) solutions (black crosses) derived from airborne magnetics data 

recorded along a transect east of the subglacial lakes (Figure S 3-3). The black lines represent 

the ice surface and bedrock topography. The error bars of the DMB solutions represent a 20 

% uncertainty of the distance between the source and sensor. 
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4 Chapter 4 

Evidence for an extensive subglacial brine network under the Devon Ice Cap, 

Canadian Arctic 

4.1 Abstract 

A recent study presented the first evidence for the existence of two hypersaline subglacial lakes 

beneath a cold-based region of the Devon Ice Cap (DIC), Canadian Arctic. The lakes likely 

derive their salinity from dissolution of a salt-bearing evaporite unit that outcrops beneath the 

ice. Subglacial lakes have long been of interest with respect to the search for life on other icy 

planetary bodies. Due to their hypersaline and cold conditions, the subglacial lakes beneath DIC 

represent unique analogs for brines inferred to exist on Europa and Mars, and are therefore 

particularly compelling targets for in-situ investigations of their biology and biogeochemistry. 

However, due to the limited coverage of the geophysical data used to identify the lakes, the full 

extents of the lakes and the hydrological conditions in the area around them remain poorly 

constrained. Here, we present results from a targeted airborne geophysical survey (radar 

sounding and laser altimetry) to re-evaluate the evidence for the existence of these subglacial 

lakes, derive their full extents, and investigate their relationship to the surrounding subglacial 

environment. Our results strongly support the evidence for one of the subglacial lakes, for 

which we delineate new shorelines that define a lake with a total area of 23.2 km2. Furthermore, 

we hypothesize that extensive areas of wet beds beneath the central and western sectors of DIC 

are part of a brine-network, where water is concentrated in small ponds, thin films, or saturated 

permeable sediments. The other subglacial lake previously hypothesized likely forms part of 

this brine-network, as we find evidence that suggests it is not a deep water body. We suggest 

that the characteristics of this brine-network are related to the bedrock lithology and 

topography. 

4.2 Introduction 

The ~14,400 km2 Devon Ice Cap (DIC) [Burgess and Sharp, 2004] is one of the largest ice caps 

in the Canadian Arctic. DIC is underlain by rugged mountainous terrain that reaches above 

1700 m above sea level (asl.) near its center and flattens towards its western margin 

[Dowdeswell et al., 2004; Rutishauser et al., 2018]. While a number of marine-terminating 

outlet glaciers drain towards the northern, southern and eastern margins of the ice cap, ice in 

the ice cap interior is slow-flowing, with velocities below 20 m/yr, and is considered to be cold-
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based with ice frozen to the underlying bedrock [Paterson and Clarke, 1978; Burgess et al., 

2005; Van Wychen et al., 2017]. 

Despite the cold-based interior, a recent study presented geophysical and geological evidence 

for the existence of two hypersaline subglacial lakes [Rutishauser et al., 2018] situated in 

bedrock troughs (referred to as T1 and T2) beneath 560-740 m of ice near the centre of DIC 

(Figure 4-1). These subglacial lakes were identified by radio-echo sounding (RES), a tool that 

has been widely used to identify subglacial water [e.g. Carter et al., 2007, 2009; Palmer et al., 

2013; Schroeder et al., 2015; Young et al., 2016; Chu et al., 2018]. Modeled basal ice 

temperatures in the vicinity of T1 and T2 are well below the pressure melting point, suggesting 

that the lakes consist of hypersaline water, and that the salinity significantly depresses the 

freezing point of the subglacial water [Rutishauser et al., 2018]. Rutishauser et al. (2018) 

showed that an evaporite-rich sediment unit (Bay Fiord Formation) containing a bedded salt 

sequence [Mayr, 1980] likely outcrops beneath the ice near the subglacial lakes, and is therefore 

presumed to be the solute source for the brine. 

Numerous subglacial lakes have been identified beneath the Antarctic [e.g. Wright and Siegert, 

2013; Siegert et al., 2016] and Greenland ice sheets [Palmer et al., 2013; Howat et al., 2015; 

Willis et al., 2015], however, these lakes are considered to consist of fresh water. Thus, the 

hypersaline subglacial lakes beneath DIC are unprecedented and are considered to be the only 

spatially isolated brine-rich subglacial lakes so far identified on Earth [Rutishauser et al., 2018]. 

The only comparable subglacial fluid reported to date is the brine found beneath Taylor Glacier, 

Antarctica. However, this brine is associated with a salt-rich groundwater system rather than 

representing a spatially isolated subglacial lake [e.g. Hubbard et al., 2004; Mikucki et al., 2004; 

Badgeley et al., 2017]. 

In-situ sampling has shown that subglacial aquatic environments, both fresh and saline, are 

viable microbial habitats despite their extreme conditions and isolation from the atmosphere 

[Karl et al., 1999; Skidmore et al., 2005; Mikucki and Priscu, 2007; Christner et al., 2014; 

Boetius et al., 2015]. Terrestrial subglacial water systems and lakes are therefore considered to 

be potentially good analogs for icy habitats on other planetary bodies where liquid water may 

exist [e.g. Cockell et al., 2013; Garcia-Lopez and Cid, 2017]. The hypersaline nature of the 

subglacial lakes beneath DIC makes them particularly tantalizing analogs for brine bodies 

inferred to exist within Europa’s ice shell [Schmidt et al., 2011] or beneath the Martian South 

Polar Layered Deposits [Orosei et al., 2018]. The subglacial lakes beneath DIC therefore 

represent compelling targets for further characterization and in-situ biogeochemical 
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investigations to explore the potential for, and limitations of, life in such extreme conditions. 

Exploration of these lakes can therefore help to assess the habitability of similar icy 

environments across the solar system. 

Rutishauser et al. (2018) defined the shorelines of the subglacial lakes beneath DIC based on 

the occurrence of hydraulically flat, bright and specular (mirror-like) radar reflections at the 

glacier bed. These criteria have all been used previously to identify subglacial lakes [e.g. Carter 

et al., 2007]. Nevertheless, although the radar reflections over T1 were highly specular, no 

hydraulic potential minimum was observed. This suggests that the T1 trough may contain either 

shallow water or water-saturated sediments, rather than a deep water body [Rutishauser et al., 

2018]. However, due to the relatively sparse coverage of the available radar data, questions 

remain regarding both the true nature and extent of the subglacial water bodies, and the 

hydrological conditions in the area around them.  

Here, we use results from a new, targeted airborne geophysical survey over DIC to evaluate the 

previous hypothesis for the existence of two subglacial lakes [Rutishauser et al., 2018], to 

identify the full extents of the lakes, and to characterize the subglacial environment that 

surrounds them. We utilize radar-derived basal reflectivity anomalies to identify areas of 

subglacial water, and the hydraulic flatness of these areas to evaluate the likelihood that they 

represent deep water bodies. Our results show that the lake in T2 is larger than previously 

reported [Rutishauser et al., 2018], and suggest that an extensive brine-network covers large 

areas beneath DIC. Based on these results, the previously-proposed lake boundaries are refined, 

and the relationships between the characteristics of the brine-network, the geological context, 

ice cap bed morphology, and expected subglacial water flow pathways are discussed. 

4.3 Data and Methods 

Data used in this study were collected during an airborne geophysical survey over DIC in spring 

2018, hereby referred to SRH1. The survey equipment consisted of an ice penetrating radar 

sounder, a laser altimeter, and a magnetometer installed on a Basler BT-67 (DC-3T) aircraft 

operated by Kenn Borek Air Ltd. A total of 4415 km of along-track data were acquired from a 

grid survey over the center of DIC. Line spacing ranged from 1.25 km to 5 km, with the densest 

grid centered over the area containing previously identified lakes (Figure 4-1). 

4.3.1 Radar sounding data 

Radar data were acquired with the High-Capability Radar Sounder (HiCARS), operated by the 

University of Texas Institute for Geophysics (UTIG). The radar is a coherent system with a 60 
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MHz center frequency (5 m wavelength in air) and a 15 MHz bandwidth. Detailed instrument 

characteristics and processing techniques are described in [Peters et al., 2005]. Here, we use 

unfocused SAR processed data to derive basal reflectivities and subglacial bedrock topography. 

The bed return is identified using a semi-automated picking algorithm which locates the 

maximum bed reflection power within manually-defined depth boundaries. Travel times were 

converted to depths using a radar wave velocity in ice of 168.4 m/µs. Travel-time effects 

resulting from the existence of a less dense near-surface firn layer are neglected, but could 

potentially contribute between 2.3-4.5m for a 30 m thick firn layer with a density between 610-

760 kg/m3 [Rutishauser et al., 2016]. 

The vertical resolution of the radar data (𝛿𝑣 = 𝑐/(2𝐵√𝜀)) is a function of the bandwidth (𝐵 

=15 MHz), the speed of light (c) and the permittivity of ice (𝜀 = 3.17 [e.g. Evans, 1965]) and 

is about 5.6 m in ice for the HiCARS instrument. The nominal along-track trace spacing is a 

function of aircraft speed and trace stacking, and was calculated to be about 21.7 m. The full 

bed return at each trace is affected by basal properties within the pulse-limited footprint 

diameter 𝐷𝑝𝑙 =  2√𝑐/𝐵 (ℎ +
𝑑

√𝜀
), where h is the aircraft clearance above the ice surface and 

d is the ice thickness. The average footprint diameter from this survey is 274 m. Small 

subglacial hydrological features such as channels or concentrated patches of water with 

dimensions below this footprint diameter may not be resolved. Bed elevations from this dataset 

result in a mean crossover error of 9 m. The bed elevation data were combined with data used 

to produce a previous digital elevation model (DEM) of the bed [Rutishauser et al., 2018] to 

generate a new bed DEM over a 500 m grid mesh, computed via triangular linear interpolation 

of all bed elevations. 

4.3.2 Basal reflectivity 

Radar-derived measurements of basal reflectivity have been widely used to identify the 

presence of subglacial water [e.g. Peters et al., 2005; Carter et al., 2007; Jacobel et al., 2009; 

Chu et al., 2018]. The basis for such interpretations is that an ice-water interface will have a 

higher reflectivity than surrounding areas where ice is in direct contact with dry bedrock. The 

theoretical contrast in Fresnel reflectivity between wet and dry beds is estimated to be about 

10-15 dB [Peters et al., 2005], and is a function of the permittivity of the bed material. However, 

the thresholds that have been used in the literature to differentiate between subglacial water or 

wet beds and surrounding areas with dry bedrock are highly variable, ranging between 2 and 
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26 dB [Oswald and Gogineni, 2008; Carter et al., 2009; Jacobel et al., 2010; Wolovick et al., 

2013; Chu et al., 2016]. 

Since bed reflectivity values derived from radar measurements are also affected by the 

characteristics of the radar system and englacial attenuation processes, a number of corrections 

are required before basal reflectivity values can be interpreted in terms of subglacial 

hydrological conditions [e.g. Matsuoka et al., 2010a, 2012; Wolovick et al., 2013; Chu et al., 

2016; Schroeder et al., 2016a]. Here, we derive the relative basal reflectivity (R) following 

 [R]𝑑𝐵 = [𝑃]𝑑𝐵 + [𝐵]𝑑𝐵 + [𝐺]𝑑𝐵 + [𝐿]𝑑𝐵 − [𝑆]𝑑𝐵 , (1) 

where P is the returned bed power, B are birefringence effects due to variations of the ice crystal 

fabric [e.g. Matsuoka et al., 2003], G is the power loss from geometric spreading of the radar 

beam, L is the loss from englacial attenuation, and S is the correction for power variations in 

the radar system, where the notation [ ]dB refers to the terms expressed in decibels ([𝑋]𝑑𝐵 =

10𝑙𝑜𝑔10(𝑋)) [e.g. Matsuoka et al., 2012]. Here, S is assumed to be constant as no changes were 

made to the radar instrument settings during the field campaign. Under the assumption of a 

relatively uniform pattern of crystal fabric orientation over the survey area, we assume that 

birefringence effects are relatively constant, and thus neglect both terms S and B when 

analyzing relative basal reflectivities. The power loss from geometric spreading is derived from 

 [𝐺]𝑑𝐵 = 2[2(ℎ + 𝑑/√ε)]
𝑑𝐵

 , (2) 

where 𝜆 is the radar wavelength in air, h is the aircraft range above the glacier surface, d is the 

ice thickness, and 𝜀 = 3.17 [e.g. Evans, 1965] is the dielectric permittivity of ice [Schroeder et 

al., 2016a]. The englacial attenuation loss term L is related to the one-way depth-averaged 

attenuation rate N via 

 [𝐿]𝑑𝐵 = 2𝑁ℎ . (3) 

N is derived from a model exploring the Arrhenius relationship between ice temperature and 

ice impurity concentration as well as from a linear relationship between the ice thickness and 

the geometrically corrected bed power (see Section 4.3.3). Inserting equations (2) and (3) into 

equation (1) leads to relative basal reflectivity estimates: 

 [𝑅]𝑑𝐵 = [𝑃]𝑑𝐵 + 2[2(ℎ + 𝑑/√𝜀𝑖𝑐𝑒)]
𝑑𝐵

+ 2𝑁ℎ, (4) 
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where we express the resulting basal reflectivity relative to the median of all observed 

reflectivities from this dataset. The uncertainty of the measured bed reflectivities is estimated 

from the mean crossover error of the geometrically corrected bed power values along the survey 

profiles, leading to an uncertainty of 5.2 dB. 

Although Rutishauser et al. (2016) showed that spatially variable radar scattering occurs from 

ice-layers within the near-surface firn over DIC, we ignore potential energy losses from 

scattering within the firn. When applied to Thwaites Glacier, Antarctica, a correction for 

scattering losses in the firn revealed that the firn losses were significantly less than the englacial 

losses [Schroeder et al., 2016b]. We thus neglect potential firn losses, although we do analyze 

the pattern of basal reflectivities in relation to previous firn scattering observations [Rutishauser 

et al., 2016], and acknowledge that the question of firn losses over DIC requires further 

investigation. 

To distinguish radar signals indicative of wet beds, we use a 12 dB reflectivity threshold. This 

corresponds to the theoretical Fresnel reflectivity increase between a dry and wet bed for the 

dielectric permittivity of seawater [Neal, 1979; Peters et al., 2005], and is 1.6 standard 

deviations from the median value of all measured bed reflectivities. Permittivity values of water 

are dependent on the water temperature and salinity, and on the frequency of the 

electromagnetic wave emitted by the radar instrument, and are typically estimated from 

laboratory experiments. Thus, the permittivity and reflection coefficient for seawater might not 

represent the true value for the dielectric properties of the brine hypothesized beneath DIC. 

However, it is likely a good approximation. Seawater permittivity was also used to approximate 

the dielectric properties of the brine beneath Taylor Glacier, Antarctica [Badgeley et al., 2017], 

which may have properties similar to the brine hypothesized to exist beneath DIC [Rutishauser 

et al., 2018].  

For visualization purposes only, we include the radar data collected by NASA’s Operation 

IceBridge that were previously used to identify the subglacial lakes [CReSIS, 2016; Rutishauser 

et al., 2018]. In order to account for the differences in instrument parameters, we apply shifts 

of 48.6 dB and -37.7 dB respectively to the data collected with the University of Kansas 

Multichannel Coherent Radar Depth Sounder (MCoRDS) [CReSIS, 2016] in 2011 and 2012. 

This corresponds to the mean crossover differences in basal reflectivities compared to the SRH1 

dataset. 
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4.3.3 Derivation of radar attenuation rates 

Radar attenuation rates are a function of the electrical conductivity throughout the ice column, 

which is primarily controlled by ice temperature, and somewhat affected by ice chemistry for 

the frequency range of ice penetrating radar sounding measurements [e.g. Corr et al., 1993; 

Matsuoka et al., 2010a; MacGregor et al., 2012, 2015]. Regional scale attenuation rates have 

been estimated from empirical relationships between the returned bed power and the thickness 

of the overlying ice column [e.g. Gades et al., 2000; Jacobel et al., 2009; Wolovick et al., 2013]. 

Under the assumption of locally constant attenuation rates, this method allows a direct 

derivation of englacial attenuation from the radar measurements and does not require 

knowledge of ice temperature and chemistry. However, due to spatial variations in ice 

temperatures, and potentially also in impurity concentrations in the ice, attenuation rates are 

rarely uniform over large survey areas [e.g. MacGregor et al., 2007, 2012, 2015; Matsuoka, 

2011; Schroeder et al., 2016a]. Most importantly, spatial variations in attenuation rates can 

exceed the theoretical reflectivity contrast between wet and dry beds [e.g. Matsuoka, 2011; 

MacGregor et al., 2012], highlighting the importance of correcting for variable attenuation rates 

in order to derive meaningful reflectivity values for subglacial hydrological analyses. In order 

to retain spatial variations in ice properties that affect englacial attenuation, several studies have 

used modeling approaches in which conductivity is estimated as a function of spatially varying 

ice temperature and chemistry [e.g. Corr et al., 1993; MacGregor et al., 2007, 2012, Matsuoka 

et al., 2010b, 2012; Jordan et al., 2016]. These conductivity models explore the Arrhenius-

form temperature dependencies of the ice conductivity, with the attenuation rates being an 

exponential function of the inverse of ice temperatures, and a linear function of impurity 

concentrations (see Eq. (6)). Other studies have used englacial layers and depth-dependent 

changes in their returned power to estimate spatially-varying attenuation rates [Matsuoka et al., 

2010a; MacGregor et al., 2015]. This method requires the presence of bright and isolated 

internal layers in the radar data which are not observed in our dataset, and is therefore not 

applicable in this study. 

Here, we model attenuation rates using an Arrhenius-type conductivity model that was 

introduced for the Greenland Ice Sheet by MacGregor et al., (2015) (referred to as the M07 

model), but with ice impurity concentrations adapted for DIC. For comparison, we also derive 

radar-inferred attenuation rates from localized linear fits between bed reflection power and ice 

thickness. 
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4.3.4 Arrhenius modeled attenuation rates 

The radar attenuation rate Na is proportionally related to the high-frequency limit of the 

electrical conductivity 𝜎∞ measured in µSm-1 

 𝑁𝑎 =
10𝑙𝑜𝑔10𝑒

1000𝜀0𝑐√ε
𝜎∞ , (5) 

where 𝜀0 and c are the permittivity and the speed of light in vacuum, respectively [Winebrenner 

et al., 2003; MacGregor et al., 2012, 2015]. The electrical conductivity 𝜎∞ is related to ice 

temperature and impurity concentration via the Arrhenius-type conductivity model 

 

𝜎∞ = 𝜎𝑝𝑢𝑟𝑒𝑒𝑥𝑝 [
𝐸𝑝𝑢𝑟𝑒

𝑘
(

1

𝑇𝑟
−

1

𝑇
)] 

+𝜇𝐻+[𝐻+]𝑒𝑥𝑝 [
𝐸𝐻+

𝑘
(

1

𝑇𝑟
−

1

𝑇
)] 

+𝜇𝐶𝑙−[𝐶𝑙−]𝑒𝑥𝑝 [
𝐸𝐶𝑙

𝑘
(

1

𝑇𝑟
−

1

𝑇
)] 

+𝜇𝑁𝐻4
+[𝑁𝐻4

+]𝑒𝑥𝑝 [
𝐸

𝑁𝐻4
+

𝑘
(

1

𝑇𝑟
−

1

𝑇
)], 

(6) 

where 𝑘 = 1.38 × 10−23𝐽𝐾−1 is the Boltzmann constant, T is the ice temperature, Tr is a 

reference temperature, and 𝜎𝑝𝑢𝑟𝑒and Epure are the conductivity and activation energy for pure 

ice, respectively [MacGregor et al., 2015]. µx is the molar conductivity, [x] is the molarity and 

Ex is the activation energy for the respective impurities H+, Cl- and NH4
+. Impurity 

concentrations were derived from average concentrations measured along a 20 m deep firn core 

that was retrieved from DIC in 2015 [Criscitiello et al., in prep.]. All parameters and dielectric 

properties used in the model are given in Table 4-1.  

Ice temperatures are estimated from a one-dimensional (1D) steady-state advection-diffusion 

model [Cuffey and Paterson, 2010] with similar input parameters as previously described in 

Rutishauser et al. (2018): An estimated geothermal heat flux of 65±5 mW m-2 [Grasby et al., 

2012], a long-term accumulation rate of 0.19±0.05 m water equivalent per year [Paterson, 

1976; Reeh and Paterson, 1988], and a mean annual air temperature of -23±1°C at a reference 

elevation of 1825 m asl. [Kinnard et al., 2006] and interpolated to all elevations using a 

4.1°C/km lapse rate [Gardner et al., 2009; Rutishauser et al., 2018]. This temperature model 

assumes no horizontal temperature exchanges and no heat generation other than the geothermal 

heat flux, thus ignoring basal frictional heating, strain heating from ice deformation and 
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potential release of latent heat from freezing of percolated meltwater in the firn. However, 

following previous flow regime classifications [Burgess et al., 2005; Van Wychen et al., 2017], 

we find that 95.7% of our data lies within flow regime 1 (FR1, 
𝑣

𝑑
≤ 0.05 𝑦𝑟−1, where v is the 

ice surface velocity) for which ice is expected to be frozen to the glacier bed and ice flow is 

solely driven by internal deformation (likely concentrated near the bed). Furthermore, the 

average ice surface velocity (derived from Van Wychen et al., (2014)) over the survey lines in 

the area classified as FR1 is 7.9 m/yr. We therefore assume that the underlying assumptions for 

a 1D advection-diffusion model are valid for FR1, and exclude the few data points outside this 

area from the reflectivity analysis. A comparison to a temperature profile measured in 1972 

near the summit of DIC [Paterson and Clarke, 1978] shows that the modeled ice temperatures 

are in good agreement with the measurements (Figure 4-2). 

For simplification, depth-averaged ice temperatures �̂� are used to derive depth-averaged 

attenuation rates in Eq. (6), where �̂� is obtained via the depth integral over the modeled ice 

temperature profile T at depth z 

 �̂� =
1

𝑑
∫ 𝑇(𝑧)𝑑𝑧

𝑑

0
 , (7) 

where d is the ice thickness. The average difference between inserting depth-averaged ice 

temperatures in Eq. (6) and multiplying by the ice thickness, versus deriving attenuation rates 

over the modeled depth-temperature profiles is 0.11 dB, which is minimal and therefore justifies 

this simplification. 

The resulting modeled depth-averaged ice temperatures over the study area range between -22 

°C and -15 °C (Figure 4-3a). Inserting these ice temperatures in the Arrhenius model (Eq. (5) 

to (7)) results in depth-averaged one-way attenuation rates ranging from 13.5 dB/km near the 

center of DIC to 22.2 dB/km towards the ice cap margins (Figure 4-4). 

Uncertainties in the attenuation rates potentially arise from uncertainties in the modeled ice 

temperatures, from the assumption of constant impurity concentration over DIC, and from the 

assumption of constant impurity composition with depth. Propagating the ice temperature 

model uncertainties results in a mean depth-averaged ice temperature uncertainty of 3.14 °C. 

Further propagating the ice temperature uncertainties at each location leads to an average total 

two-way attenuation uncertainty of 3.29 dB (integrated over the entire ice column), which is 

below the bed power measurement uncertainty. Uncertainties from spatially- and depth varying 

impurity concentrations are ignored as changes and uncertainties in temperatures are likely 
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larger and have the dominant effect on attenuation rates (the ice temperature is the dominating 

factor in the Arrhenius relationship). Furthermore, ice temperatures, and thus attenuation rates 

are expected to be relatively uniform over the relatively small spatial area containing the 

hypothesized subglacial lakes. Relative reflectivity anomalies from these areas are therefore not 

expected to be significantly affected by uncertainties in englacial attenuation. 

4.3.5 Radar-inferred attenuation rates 

Radar inferred attenuation rates are derived from a linear fit between the ice thicknesses and 

geometrically corrected bed reflection power [e.g. Gades et al., 2000; Jacobel et al., 2009; 

Wolovick et al., 2013; Schroeder et al., 2016a]. To better comply with the underlying 

assumption of constant attenuation rates over the sampled area, we constrain the sample region 

as a function of the modeled depth-averaged ice temperatures. This approach is somewhat 

similar to the method introduced by Schroeder et al., (2016a) where the sample window is 

minimized along the radar profiles, and to the method introduced by Jordan et al., (2016) where 

a moving sampling window is constrained by Arrhenius modeled attenuation rates. Here, we 

define sample regions as areas in which the depth-averaged ice temperatures lie within a 1 °C 

range (e.g. all data points with depth-averaged ice temperatures between -22 °C and -21 °C), 

with the 1 °C window repeated every 0.1 °C between -22°C and -16 °C. Attenuation rates for 

each sample region are then derived via the correlation-coefficient magnitude (C) between ice 

thickness and bed power, following Schroeder et al., (2016a). C is calculated for a sweep of 

attenuation rates between 0-40 dB/km, and the local attenuation rate is found where C reaches 

a minimum, meaning that the bed power and the ice thickness and are perfectly anti-correlated, 

and that losses from englacial attenuation are accounted for [Schroeder et al., 2016a]. To ensure 

meaningful derivation of correlation-coefficient derived attenuation rates, we require that C0 ≥ 

0.5, Cw ≤ 0.1 and Nh ≤ 3 dB , where C0 is the uncorrected correlation-coefficient magnitude, Nh 

is the half-width of the correlation minimum that falls below the correlation coefficient 

magnitude Cw, and is also an expression of uncertainty [Schroeder et al., 2016a]. Sample 

windows where these thresholds are not met are disregarded. A detailed description of this 

correlation-coefficient method can be found in Schroeder et al., (2016a). 

The resulting radar-inferred attenuation rates show a trend of increasing attenuation with 

increasing ice temperature, however, the rate of increase is stronger, and attenuation rates are 

between 0.6-20 dB/km higher than the Arrhenius modeled attenuation rates (Figure 4-4). Other 

studies also observed misfits between radar-derived and modeled attenuation rates over the 

Greenland Ice Sheet [MacGregor et al., 2015; Jordan et al., 2016], although the differences are 
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smaller than for this study. For Greenland, the discrepancy is hypothesized to be related to the 

frequency dependence of 𝜎∞, and attenuation rates were corrected by applying a constant offset 

[MacGregor et al., 2015]. Additionally, in southern Greenland, the difference was attributed to 

arise from spatial changes in the fraction of Holocene ice in the ice column, where the 

attenuation in Holocene ice is predicted to be higher due to a higher acidity [MacGregor et al., 

2015]. Investigating the causes for the misfit in our dataset is beyond the scope of this study, 

however, we believe that further investigation is necessary while also representing an 

opportunity to better understand radar attenuation losses and their frequency and temperature 

dependence. Furthermore, a detailed investigation of the radar-inferred attenuation rate and 

potentially adjusting the Arrhenius model input parameters, or evaluating the Arrhenius 

relationship itself may help to constrain the spatial pattern of ice temperature and impurity 

concentrations across DIC. 

For the purposes of this study, we assume that the general trend of the Arrhenius modeled 

attenuation rates is more likely to be realistic than is the steep increase in attenuation with 

temperature that is suggested by the radar-derived values. To best conform with results from 

both methods, we best fit the Arrhenius curve to the radar derived attenuation rates by applying 

a multiplication factor m of 1.4, and use  

 𝑁 = 𝑚𝑁𝑎 = 1.4
10𝑙𝑜𝑔10𝑒

1000𝜀0𝑐√ε
𝜎∞  (8) 

instead of Eq. (5). Resulting depth-averaged one-way attenuation rates range between 18.9 – 

31.1 dB/km and are shown in Figure 4-3b. 

4.3.6 Subglacial hydraulic head and water flow paths 

The flow of subglacial water is controlled by the subglacial hydraulic head which is a function 

of the bedrock topography, the density of the subglacial fluid, and the overlying ice pressure. 

Subglacial water flows along gradients in the hydraulic head and has the potential to pool in 

hydraulically flat areas. Hydraulic flatness has therefore been used as criteria to identify 

subglacial water bodies [e.g. Carter et al., 2007; Langley et al., 2011]. Under the assumption 

that the subglacial water pressure equals the ice overburden pressure, the hydraulic head 𝛩 can 

be derived as 

 𝛩 = (
𝜌𝑖

𝜌𝑏
) 𝑆 + (1 −

𝜌𝑖

𝜌𝑏
) 𝐵 (9) 
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where S is the ice surface elevation [m], B is the bed elevation [m], and 𝜌𝑖and 𝜌𝑏 are the 

densities of ice (917 kg/m3) and subglacial brine (1150 kg/m3, corresponding to a brine with 15 

weight % NaCl [Rutishauser et al., 2018]), respectively [Shreve, 1972; Wolovick et al., 2013]. 

The ice surface elevation is derived from airborne laser altimetry measurements, and from the 

radar surface return in areas where no laser measurements are available (e.g. due to cloud 

cover). To reduce small scale roughnesses in the radar-derived ice surfaces, which are likely 

caused by near-surface firn heterogeneities [Rutishauser et al., 2016], we apply a moving 

average filter with an 800 m window length, corresponding to approximately two times the 

average ice thickness. The hydraulic head is derived along the flight lines as well as over a 500 

m grid mesh, using bed and surface DEMs generated via bilinear interpolation of the ice surface 

and bed elevations resulting from the SRH1 dataset. To compute the hydraulic head for 

orthometric heights, the surface and bed elevations were corrected for changes in the geoid, 

using the Arctic Gravity Project geoid [Arctic Gravity Project, 2006]. Uncertainties of the 

hydraulic head are derived by propagating the mean crossover errors in the measured ice surface 

(4 m, assuming radar derived ice surfaces) and bed elevations (9 m) through Eq. (9). 

Additionally, nominal gridding errors of 0.97 m and 3.96 m are added, representing the 

residuals of the interpolated surface and bed elevations, respectively. The resulting total 

uncertainty of the gridded hydraulic head is 6.6 m. To identify hydraulically flat areas in which 

ice is potentially afloat above subglacial water bodies, we derive the slope of the hydraulic head 

(𝑡𝑎𝑛 𝛻𝜃) and use the slope uncertainty (0.75°) as the upper threshold for what we define as 

‘hydraulically flat’. 

An important implication to note is that the bedrock topography has a much larger effect on the 

hydraulic head when the subglacial fluid is considered to be brine than it does if the fluid is 

fresh water. For fresh water, the relative importance of the bed topography compared to the ice 

surface topography is about 1/11 whereas, for a subglacial brine with a density of 1150 kg/m3, 

it is about 1/4. This implies that brine-rich subglacial water bodies are likely to be 

topographically controlled, with water pooling in bedrock troughs. Although evidence suggests 

that subglacial water beneath DIC is brine-rich [Rutishauser et al., 2018], we also reconstructed 

the pattern of hydraulically flat areas that would be expected if the subglacial fluid were fresh 

water (1000 kg/m3). In general, the locations of the hydraulically flat areas identified for the 

fresh water case are similar to those identified for the case of a subglacial brine. However, over 

trough T2, where the the basal reflectivity supports the presence of a subglacial lake (see 

Sections 4.4.2 and 4.5), the area with flat hydraulic head for freshwater extends over the 

southern valley wall of T2 (Figure S 4-1). In comparison, the hydraulically flat area when 
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considering a fluid with the density of brine is mostly limited to the center of the trough. We 

found no radar evidence for the presence of subglacial water outside the trough center (see 

Section 4.5), and thus believe that the hydraulic head distribution computed for subglacial brine 

is more consistent with the radar observations than is that computed for fresh water, suggesting 

that the assumption that the subglacial fluid is brine-rich is reasonable. 

Potential flow paths for subglacial water are derived via application of a flow accumulation 

algorithm by TopoToolbox [Schwanghart and Kuhn, 2010] to the hydraulic head distribution. 

In this algorithm flow paths are identified from all grid cells that drain a minimum of 10 

upstream cells. To test the sensitivity of the water routing model to uncertainties in the hydraulic 

head, we ran the flow accumulation model 100 times with randomly perturbed hydraulic heads 

by adding normally distributed errors with a standard deviation equal to the hydraulic head 

uncertainty (Figure S 4-2). Only when the perturbation amplitudes are increased to 2-3 times 

the uncertainty of the hydraulic head, do some changes occur in the reconstructed subglacial 

water flow routes. 

4.3.7 Basal roughness 

Subglacial roughness is dependent on several factors. Ice dynamics, including the direction and 

speed of ice flow that drive basal erosion, while the bedrock lithology also affects rates of 

erosion, with soft beds being more readily erodible than hard beds. The geological structure 

may also play a role, with features such as fault zones shaping the large-scale basal topography 

[e.g. Siegert et al., 2005]. On a scale comparable to the wavelength of the emitted 

electromagnetic radar pulse, the basal roughness affects the ratio between the proportions of 

specularly (mirror-like) and diffuse (scattered) reflected energy, where diffuse scattering of the 

radar wave is increased with increasing interface roughness [Boithias, 1987; Peters et al., 

2005]. Over an ice-water interface, which is expected to be smooth compared to the surrounding 

ice/dry-bedrock interface, the reflected radar signal is expected to have a high specularity 

content. High specularity has therefore been used as a criterion to identify areas of basal water 

[Oswald and Gogineni, 2008, 2012; Schroeder et al., 2013; Jordan et al., 2017; Oswald et al., 

2018] and subglacial lakes [e.g. Carter et al., 2007; Young et al., 2017], and was previously 

observed over the hypothesized subglacial lake in bedrock trough T1 [Rutishauser et al., 2018]. 

 

The specularity content can be derived from the shape of the waveform returned from the basal 

reflection (e.g. abruptness) [Oswald and Gogineni, 2008, 2012; Jordan et al., 2017; Oswald et 

al., 2018], or from variations in the angular distribution of scattered energy along the radar 
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flight lines [Schroeder et al., 2013; Young et al., 2016]. We currently do not have such radar-

inferred basal roughness estimates for the SRH1 dataset. Instead, we compute basal roughness 

estimates from the root-mean square deviation (RMSD) of the bedrock topography along flight 

lines [e.g. Shepard et al., 2001; MacGregor et al., 2013; Jordan et al., 2017] via 

  

 𝑣(Δ𝑥)  = √
1

𝑁
∑ [𝑧�̅�(𝑥𝑖) − 𝑧�̅�(𝑥𝑖 + ∆𝑥)]2𝑁

𝑖=1  , (10) 

where 𝑧�̅� is the detrended bed elevation over the chosen window length, ∆x is the horizontal 

lag between elevation points and N is the number of sample points within the window [Shepard 

et al., 2001]. We derive the RMSD for lags ∆x between 50 and 1000 m over 5 km window 

lengths repeated at every bedrock observation. 

 

Numerous studies have indicated that subglacial terrains exhibit self-affine behavior [e.g. 

MacGregor et al., 2013; Jordan et al., 2017], meaning that the vertical scale of the basal 

roughness increases with a lower rate than the horizontal length scale [e.g. Shepard et al., 2001]. 

This power-law relationship can be expressed via the Hurst exponent H, and can be derived by 

computing the RMSD over different length scales  

 𝑣(Δ𝑥) = 𝑣(Δ𝑥0) (
Δ𝑥

Δ𝑥0
)

𝐻

, (11) 

where ∆x0 is a reference horizontal lag [Shepard et al., 2001]. H can be derived from deviogram 

plots where the rms deviations are plotted as a function of the horizontal lags on a double-

logarithmic plot [e.g. Shepard et al., 2001]. Here, we derive H from linear fits in the deviogram 

for horizontal lags between 50-800 m. Shorter and longer lags outside this range were excluded 

to ensure linearity. H ranges between 0-1, where for H = 1, the terrain is ‘self-similar’ with the 

horizontal and vertical scales of the roughness increasing at the same rate, and for H = 0, the 

terrain is ‘stationary’ where the vertical roughness parameters are independent of the horizontal 

length scale. The relationship in Eq. (11) allows us to estimate basal roughness on a wavelength 

scale (∆x = 5 m), which is much smaller than the along-track sampling rate of the radar data. 

For areas with H < 0.5, where vertical roughness is essentially independent of the horizontal 

lag, no wavelength scale RMSD values were extrapolated, leading to gaps in the resulting 

roughness map. 

The degree of radar wave scattering has been related to the Hurst exponent, with specular bed 

reflections being associated with generally lower Hurst exponents [Jordan et al., 2017]. Thus, 
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the Hurst exponents derived here may be used as a proxy for specularity, and thus for the 

presence of subglacial water. 

4.4 Results 

4.4.1 Bed morphology 

The high spatial resolution of this dataset allows us to identify great detail in the subglacial 

bedrock terrain, in particular to map the morphology of the bedrock troughs T1 and T2, each 

of which has been hypothesized to contain a subglacial lake [Rutishauser et al., 2018] (Figure 

4-5a). As previous studies already noted, DIC is underlain by a rugged mountainous terrain that 

reaches elevations above 1700 m asl. near the center of the ice cap, and is incised by numerous 

subglacial bedrock troughs [Dowdeswell et al., 2004; Rutishauser et al., 2018]. The new bed 

DEM reveals that bedrock trough T2 is part of a deeply (~150-300 m) incised canyon which 

likely extends towards the western margin of the ice cap. This is one of the most extensive 

canyons beneath DIC, and in contrast to most others, under the current ice dynamics, is not 

connected to a marine-terminating outlet glacier. Studying the formation of this canyon and 

determining whether it was formed by glacier flow, subaerial rivers or shaped tectonically is 

beyond the scope of this study, but could potentially reveal information about past ice cap 

configurations and ice dynamics. In comparison, T1 is less incised (~100-200 m) into the 

bedrock and widens towards a plateau area in the north-west, at the head of a canyon that leads 

into the Sverdrup Glacier. 

Average ice thicknesses are about 430 m, but exceed 800 m in some bedrock troughs (Figure 

4-5b). Ice thicknesses over T1 are about 555 m, whereas along the canyon extending from T2 

they exceed 700 m in a large portion of the canyon. 

The western part of DIC has a generally flatter bed topography, and is characterized by 

smoother beds than the eastern part, which is defined by a more mountainous terrain and 

rougher beds (Figure 4-6a). The general transition from smoother beds in the west to more 

pronounced and rougher bed topography in the east may result from a change in basal lithology, 

and could be used to further refine the bedrock geology model generated by Rutishauser et al. 

(2018). 

The spatial pattern in the Hurst exponent largely follows the bedrock morphology with lower 

Hurst values where the bed is flatter and smoother (Figure 4-6c and d). Furthermore, 

particularly low Hurst anomalies and low roughness occur near the previously identified 

subglacial lakes along troughs T1 and T2 (Figure 4-6b and d). The low Hurst exponents over 
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T1 correlate with previous observations of high specularity in the region [Rutishauser et al., 

2018], although the area of low Hurst exponents extends further to the west. This, in 

combination with observations of increased radar specularity over low Hurst areas beneath the 

Greenland Ice Sheet [Jordan et al., 2017], may indicate that both T1 and T2 are characterized 

by specular interfaces.  

4.4.2 Basal reflectivity 

After all corrections are applied, variations in basal reflectivity result from a combination of 

changes in the dielectric contrast at the glacier bed and the roughness of the ice-bed interface. 

A reflectivity map shows a west-east gradient in basal reflectivities, with generally higher 

reflectivity in the north-western and central part of DIC (Figure 4-7). This gradient can also be 

observed in the median reflectivities for the individual catchment areas, where catchment areas 

in the west are characterized by reflectivities about 0.4-8.1 dB higher than those found in 

catchment areas in the eastern part of the ice cap. Following previous studies and interpreting 

the basal reflectivities as indicators for transitions between wet and dry bedrock conditions 

[Hubbard et al., 2004; Peters et al., 2005; Christianson et al., 2012; Chu et al., 2018], the 

observed reflectivity pattern suggests that the central and western part of DIC consist of 

widespread areas of wet beds, whereas the eastern part is characterized by predominantly dry 

beds. A map of reflectivity anomalies above the 12 dB threshold defined here as indicative of 

wet beds, summarizes the above observations and reveals that a high concentration of values of 

R ≥ 12 dB occurs in the catchment area drained by Sverdrup Glacier (Figure 4-8a and Figure 

4-9a). 

High reflectivity anomalies are also observed within bedrock troughs T1 and T2, and over the 

areas of the two subglacial lakes hypothesized by Rutishauser et al. (2018). This is in agreement 

with the previous observation of high reflectivity anomalies [Rutishauser et al., 2018] and 

supports the presence of subglacial water in these bedrock troughs. However, the reflectivity 

anomalies over T1 and T2 are not restricted to the previously outlined lake boundaries, 

indicating that the subglacial lakes may be larger in extent than was suggested by the previous 

dataset. Furthermore, high reflectivity anomalies are also observed outside T1 and T2, and are 

generally not restricted to bedrock troughs, which suggests that subglacial water may occur 

more extensively beneath DIC than was previously thought.  

A comparison between the reflectivity pattern and the projected outcrop boundaries of the salt-

bearing rock unit beneath DIC [Rutishauser et al., 2018] shows that most high reflectivity 

anomalies are located in areas where the ice is projected to be underlain by salt-bearing rocks, 
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or at elevations below the boundary of this geological unit (especially in the western half of the 

ice cap) (Figure 4-7). While T1 is located within the projected salt-bearing unit, T2 is located 

just below the projected outcrop boundary and may receive brine input from areas above that 

are underlain by salt-bearing rocks. However, since the actual geological boundaries beneath 

the ice are unknown and because there are uncertainties in the geology model, Rutishauser et 

al. (2018) recognized that T2 may also be underlain by salt-bearing rocks. 

The general pattern of basal reflectivities appears to correlate with the mapped wavelength-

scale basal roughness (correlation coefficient r = 0.4, n > 1.5×105 and p = 0 for a 95% 

confidence interval), where the reflectivities show an inverse relationship to the RMSD 

roughness (Figure 4-8). However, only 7.1% of all areas with RMSD roughness ≤ 0.51 m, 

which is the mean RMSD of all locations with R ≥ 12 dB, show reflectivity anomalies of 12 dB 

or higher. The mean basal reflectivity for these low-roughness areas is 4 dB (Figure 4-8d). 

Despite the general correlation between the reflectivity and basal roughness, the absence of 

high reflectivity anomalies in 92.9% of the low roughness areas suggests that low basal 

roughness is not the exclusive cause of high reflectivity anomalies. Instead, it is likely a 

combination of low basal roughness and high dielectric permittivity at the glacier bed (i.e. from 

wet beds) that generates the high reflectivity anomalies observed beneath DIC. 

The spatial distribution of basal reflectivities has a different pattern than is observed for radar 

scattering at the near-surface firn [Rutishauser et al., 2016]. This indicates that firn losses are 

small, and implies that neglecting potential energy losses from the near-surface firn is justified 

for the purposes of this study. 

4.4.3 Hydraulic head and subglacial water routes 

High reflectivities indicating the presence of subglacial water are observed over both 

hypothesized subglacial lakes, as well as over extensive areas beneath the central and western 

parts of DIC. In order to examine the previous hypothesis of the existence of the two subglacial 

lakes and to determine whether the high reflectivities in the surrounding areas result from 

subglacial lakes or wet beds, we evaluate the criterion of hydraulic flatness [e.g. Carter et al., 

2007; Langley et al., 2011]. High reflectivity anomalies that coincide with regions with flat 

hydraulic heads are typical signatures for a subglacial water body, where ice is afloat and the 

water is in hydrostatic equilibrium with the ice overburden pressure [e.g. Carter et al., 2007]. 
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In agreement with previous observations [Rutishauser et al., 2018], the dataset used for this 

study reveals an area of relatively flat hydraulic head over bedrock trough T2, with slopes below 

our defined threshold for hydraulic flatness (Figure 4-9). The spatial correspondence between 

the hydraulic flatness, the high basal reflectivities, and the low basal roughness and Hurst 

exponent strongly support the previous inference of the existence of a subglacial lake in this 

bedrock trough. However, like the high basal reflectivity anomalies, the hydraulically flat area 

extends beyond the previously defined lake boundaries. This suggests that this subglacial lake 

may be larger than was previously suggested. 

In contrast, and confirming previous observations [Rutishauser et al., 2018], no area of flat 

hydraulic head is observed over the hypothesized subglacial lake in T1. Rutishauser et al. 

(2018) argued that the non-flat hydraulic head may result from flexural stresses preventing a 

hydrostatic equilibrium (i.e. the ice is not fully afloat), from uncertainties in the bedrock 

topography due to the relatively sparse data coverage, or from the lake outlined consisting of a 

thin film of water or a layer of water-saturated sediments rather than a deep water body. With 

the high spatial coverage of the new dataset, we can dismiss the argument of uncertainties in 

the bedrock topography. Furthermore, the relatively flat hydraulic head over T2 indicates that 

no, or only small flexural stresses occur over T2, thus reducing the likelihood of strong flexural 

stresses occurring over the less incised trough T1. Our results therefore strengthen the argument 

for a wet bed in- and around T1 rather than for the existence of a deep water body. 

Overall, T2 is the only location where a hydraulically flat area coincides with a high 

concentration of high reflectivity anomalies (Figure 4-10). The absence of flat hydraulic heads 

across most other areas where the reflectivity suggests the presence of subglacial water 

indicates that the bed is characterized by water concentrated in small ponds or channels, as thin 

films or in saturated sediments rather than consisting of deep water bodies. In return, areas with 

flat hydraulic heads outside T2 might be caused by coincident combinations of bed and ice 

surface topographies such as opposing bed and surface slopes, rather than by hydrostatic 

equilibrium with a subglacial lake. 

With respect to water flow paths, high reflectivities are mostly concentrated at the heads of 

predicted water flow routes and in topographically flat areas in-between them, but are not 

observed further downstream along the flow paths (Figure 4-11). The canyon connecting T2 

with the western margin is the only exception to this observation, as higher basal reflectivity 

(but still below 12 dB) is also observed along the flow path following this canyon. Possible 
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glaciological processes and potential limits in radar detection that may account for this pattern 

are discussed in Section 4.6.2. 

4.5 Definition of new shorelines for subglacial lake in T2 

Results from the SRH1 survey strongly support the hypothesis for a subglacial lake in bedrock 

trough T2, however, the new dataset also indicates that the boundary drawn by Rutishauser et 

al. (2018) is likely too simplistic and does not capture the full extent of the subglacial lake. 

Here, we use a combination of hydraulic flatness and elevated basal reflectivity as criteria to 

derive new shorelines for this subglacial lake [e.g. Carter et al., 2007]. 

In a first step, new lake shores are defined using an algorithm applied to each grid cell of the 

hydraulic head surface over bedrock trough T2 (Figure 4-12). A grid cell is defined as part of a 

subglacial water body if the cell is hydraulically flat and has a median R ≥ 7.3 dB, 

corresponding to a one-standard deviation anomaly from the mean of all observed reflectivities 

beneath DIC (Table 4-2). Additionally, neighboring grid cells that are not hydraulically flat, 

but pass the reflectivity threshold of 7.3 dB are included in the inferred lake. This allows the 

inclusion of areas with shallow water near the lake shore where hydrostatic equilibrium may 

not be fully developed. In contrast, stand-alone grid cells where the above thresholds apply are 

neglected. Finally, the algorithm-defined shore lines were refined manually based on the basal 

reflectivities along the radar transects. This allows for a more precise identification of the 

shorelines compared to the algorithm, which averages reflectivity values over the grid cells. 

The new shorelines defined in this study result in the identification of three water bodies in the 

vicinity of the southernmost of the previously identified subglacial lakes. These are hereafter 

referred to as T2A, T2B and T2C (Figure 4-12). Table 4-2 summarizes the basal characteristics 

observed within the identified water bodies, and compares them to the basal properties of the 

entire ice cap. The reflectivities over T2A, T2B and T2C are on average 9.7 dB, 8.4 dB and 8.5 

dB above the median of all measured reflectivities, respectively. For comparison, the median 

reflectivity anomaly resulting from this dataset for the area that lies within the previously 

defined subglacial lake area is 8 dB. Although the average reflectivity anomalies in T2A-C are 

below the theoretical threshold of 12 dB for a wet to dry bed transition [Peters et al., 2005], 

they are significantly higher than the anomalies in the areas around them (Figure 4-13). Similar 

observations of relatively low (6 dB) reflectivity anomalies were used to map the boundaries 

of subglacial lake Whillans, Antarctica [Christianson et al., 2012]. Additionally, the reflectivity 

distributions over T2A-C have relatively low standard deviations (ranging between 3.6-3.9 dB). 

This is much lower than the 7.3 dB standard deviation of all measured reflectivities and 



62 

indicates that more uniform bed conditions are sampled. Thus, the high reflectivity anomalies 

and low standard deviations are consistent with characteristics that are expected over a 

relatively uniform ice-water interface across a subglacial water body, supporting the defined 

shorelines. The evidence for an ice-water interface across these areas is further supported by 

the low Hurst exponent, particularly over T2A, and the low RMSD roughness that indicates a 

smooth and specular interface (Figure 4-6). Some remaining variation in basal reflectivity may 

occur due to small scale roughnesses in the ice-water interface and near the lake shores where 

the water layer is locally thin. Similarly, small slopes in the hydraulic head (below the 

measurement uncertainties) may remain due to bridging stresses in the overlying ice that 

potentially prevent a fully developed hydraulic equilibrium. The areas for the newly defined 

water bodies T2A, T2B and T2C are 10.4 km2, 4.6 km2 and 8.1 km2, respectively, with a total 

area of 23.2 km2 which is more than double the area of the previously defined subglacial lake 

in T2. 

Although the individual water bodies partially share the same hydraulically flat area, a drop in 

basal reflectivity beyond the defined shorelines suggests that they are separated by areas with 

dry(er) beds. However, it is possible that the water bodies are connected via channels that would 

remain undetected in the radar data if their sizes are much smaller than the radar footprint. Thus, 

we cannot conclusively say whether T2 consists of a single subglacial lake, or of three 

individual water bodies as outlined in Figure 4-12. For simplification, we hereafter refer to 

T2A-C as ‘one subglacial lake’. Additionally, a few reflectivity anomalies are also observed in 

the narrowing extensions of the bedrock trough around T2A and T2C, as well as in the 

connected canyon to the west. Here, we did not include these areas as part of the defined water 

bodies due to the relatively sparse occurrence of the anomalies. Nevertheless, we cannot 

exclude the possibility that water pooled in these areas may be connected to the water bodies 

mapped. 

Figure 4-13 shows the bed topography, hydraulic head and basal reflectivity along selected 

radar profiles over T2. These profiles show that the reflection surface over the subglacial lake 

is exceptionally flat, which further supports the evidence for a water filled bedrock trough. In 

contrast, the reflecting surface in the canyon further upstream and downstream of where we 

outline the water bodies is less flat, and is generally characterized by bed slopes towards the 

canyon center (Figure 4-14). While we acknowledge the fact that the unfocused radar data used 

here do not provide a true representation of the bedrock topography, the flat surfaces at the 

trough bottom are unlikely to be affected by focusing of the data. 
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The trough morphology and associated lake water depths are likely to reflect the influences of 

geological and hydrological processes such as tectonic faulting, glacial or hydrological erosion, 

and spatial variations in bedrock lithology and its resistance to erosion, and/or sedimentary 

infill processes. If T2 is a tectonically controlled feature, its subglacial lake likely has a deeper 

water column than what would be expected if the trough was shaped by erosional processes 

controlled by bedrock lithology [e.g. Bell et al., 2006; Jamieson et al., 2016]. While water 

depths in T2 are currently unknown, inspection of the trough morphology could potentially be 

used to derive first-order water depth estimates through a slope projection of the valley walls. 

Results from the water routing model suggest that if water flows out of T2A, it would do so at 

two locations (Figure 4-15). In the east, water may discharge through a relatively narrow trough 

towards the south, while in the west water routes follow the subglacial trough and potentially 

connect T2A with T2B and T2C. From the perturbation test of the water routing model, water 

would most likely flow out of T2C towards the south, with no clear hydrological connectivity 

to the western extension of the canyon. Only when the hydraulic head is perturbed with errors 

of 2-3 times the uncertainties in the hydraulic head, would water routes connect T2B and T2C 

with the canyon in the west (Figure S 4-2). Following the modeled water routes, outflows from 

the water bodies would eventually drain into North Croker Bay, a marine-terminating outlet 

glacier on the south side of DIC.  

4.6 Discussion 

4.6.1 Likelihood of the existence of the hypothesized subglacial lakes 

The combined observations of a hydraulically flat areas with relatively high- and constant basal 

reflectivities (with low standard deviation) over bedrock trough T2 strongly support the 

existence of the previously hypothesized subglacial lake. Although specularity data are not yet 

available, the low Hurst exponent and low basal roughness suggest the presence of a specular 

interface, which would support the interpretation of a subglacial lake. Finally, the particularly 

flat bottom of the bedrock trough in the subglacial lake area conforms with the interpretation 

of a water filled trough. 

An alternative interpretation for the observed reflectivity anomalies over T2, and the flat trough 

bottom could be that the trough is filled with a layer of smooth (and potentially water-saturated) 

sediments causing highly specular radar reflections. However, unless this part of the canyon 

consists of an over-deepening, this explanation raises the question why such sediments would 

only be found in this part of the canyon. Furthermore, this interpretation fails to explain the 
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hydraulic flatness over the area, which is a result of the combined relative flatness of both the 

bedrock and ice surfaces. The ice surface over a subglacial lake is generally flat due to the ice 

being afloat on the subglacial liquid. Nevertheless in the absence of a subglacial lake, flat ice 

surfaces may also occur as a result of their general relationship to the bedrock topography, 

where the surface expression is a function of the amplitude and wavelengths of bedrock 

perturbations, ice dynamics and ice rheology [e.g. Budd, 1970; Raymond and Gudmundsson, 

2005]. Overall, the observed characteristics of the ice over T2 are in good agreement with the 

physical principles that generally apply over subglacial lakes [e.g. Carter et al., 2007]. Without 

being able to fully exclude the above possibilities, we argue that the existence of a subglacial 

lake is more likely than the number of concurrent exemptions from these general principles that 

would have to occur to explain the observed subglacial lake signatures in the absence of a 

subglacial lake. 

As previously observed, this subglacial lake is situated just below the projected geological 

contact with potentially salt-bearing rocks (Figure 4-7) [Rutishauser et al., 2018]. It is therefore 

possible that brines which may have formed either through direct contact between the ice and 

the saline rocks, or subaerially during a past interglacial period [Rutishauser et al., 2018] 

are/were routed into this bedrock trough, providing the water contained in the subglacial lake. 

We therefore argue that the location of the lake relative to the projected geology supports the 

existence of a hypersaline subglacial lake. 

In contrast to T2, the absence of a flat hydraulic head gradient over T1 strongly suggests that 

the high reflectivity anomalies observed in this area are associated with a wet bed rather than 

with a deep subglacial lake. However, Rutishauser et al. (2018) observed uniquely high 

specularity values indicating a smooth ice-bed transition, and used this as a criterion for the 

existence of the subglacial lake in T1. Furthermore, they noted the possibility that the ice-

bottom interface over the subglacial lake may be further smoothed by active subglacial melting. 

The low Hurst exponents observed in this study could support the presence of a highly specular 

interface over T1 [Jordan et al., 2017]. Here, the general use of specular surfaces as diagnostic 

tool to identify subglacial lakes is contrary to the criterion of flat hydraulic heads. Jordan et al., 

(2017) also obtained such contradictory results where more specular reflections were found 

over frozen beds beneath the Greenland Ice Sheet than over thawed areas. Based on the sloping 

hydraulic gradients over T1 and the observation of high reflectivity in hydraulically non-flat 

areas below extensive parts of DIC, we conclude that the subglacial water signatures over T1 

more likely represent an area of wet bed than a deep water body. 
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4.6.2 Basal hydrological conditions outside the subglacial lake 

The pattern of basal reflectivity reveals substantial regions with high reflectivity anomalies (R 

≥ 12 dB) beneath the central and western part of DIC. In contrast to the subglacial lake identified 

in T2, these areas are not hydraulically flat and are thus not classified as subglacial lakes. 

Instead, we suggest that these reflectivity anomalies result from a subglacial brine-network in 

which water is concentrated in small ponds, channels, thin films of water, water-saturated 

sediments, or some sort of brine-slush. This brine-network is largely located in the area in which 

salt-bearing rocks are projected to outcrop beneath the ice, or at elevations below this geological 

unit (Figure 4-7) [Rutishauser et al., 2018]. Although the exact lithology is unknown, we 

hypothesize that the brine-network is associated with the lithological boundaries, such that brine 

is generated in areas where ice is in direct contact with salt-bearing rocks, and may spread 

downstream from there. Another possibility is that the brine-network represents remnant brine 

that was generated during an interglacial period through interactions of water with underlying 

salt-bearing rocks, and potentially cryoconcentration that increases the salinity upon ice 

coverage. The exact processes of salt/brine-ice interactions and the effects on basal melting, 

subglacial erosion and subglacial hydrological and geochemical processes remain unknown. 

The hypothesis that the brine-network is associated with the outcropping of a particular 

lithology could be supported by observations of the bed morphology and the pattern of basal 

roughness, which both indicate a change in lithology from the western to the eastern part of 

DIC. One could argue that the observed reflectivity pattern is a result of changes in basal 

roughness and that the reflectivity changes are misinterpreted as wet and dry beds. However, 

while acknowledging the general inverse correlation between basal reflectivity and roughness 

which likely explains some reflectivity variations, no consistent pattern is observed throughout 

all sampled areas (see Section 4.4.2 and Figure 4-8). Although we cannot differentiate between 

the reflectivity anomalies resulting from subglacial water and smooth beds with certainty, the 

interpretation that there are areas of both wet and dry beds is supported by the evidence for the 

existence of subglacial water in T2 together with the evidence for salt-bearing rocks 

outcropping beneath the ice [Rutishauser et al., 2018], and by the observation that not all 

smooth beds result in high basal reflectivity while some areas where the bedrock surface is 

rough do. However, further research, including the derivation of the specularity content 

[Schroeder et al., 2013; Young et al., 2016] is required to fully evaluate this interpretation. 

High reflectivity signatures of the hypothesized brine-network are generally observed at the 

head of water routes as well as in relatively flat areas in between the water flow paths. 
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Interestingly, no radar signatures that would indicate the presence of subglacial water are 

observed further downstream along the predicted flow routes. Possible explanations for this 

pattern include that the bed along the predicted flow paths is dry either due to either a lack of 

downstream transport of brine or basal freeze-on processes [e.g. Wolovick et al., 2013], or that 

the radar instrument fails to detect subglacial water signatures in these areas. The water routes 

for the subglacial brine are strongly topographically controlled and thus generally pass through 

relatively narrow canyons towards the ice cap margins. It is therefore possible that due to the 

confinement of water flow within narrow canyons, the subglacial brine-network transitions 

from a patchy and distributed system to a channelized subglacial water system, which has 

different morphologies and radar signatures [e.g. Schroeder et al., 2013]. Depending on the size 

and orientation of subglacial channels with respect to the radar footprint and antenna 

orientation, subglacial water concentrated in channels may remain undetected in the radar 

measurements.  

The canyon extending from T2 towards the western margin is the only exception to this pattern 

as somewhat higher reflectivities can be observed along this flow path further downstream. 

This canyon is much wider than other identified canyons beneath DIC, and it is therefore 

plausible that he subglacial water system remains as a distributed system, which shows up as 

more specular water interfaces within the radar footprint, leading to the observed higher 

reflectivities. Further characterization of the subglacial water system beneath DIC and possible 

transitions from a distributed brine-network to a channelized morphology could be investigated 

via the specularity content [Schroeder et al., 2013], which can be derived from this dataset upon 

further processing. If brine is transported to the ice cap margins, it might be possible to detect 

saline outflows from this subglacial brine-network at the margins. 

4.7 Conclusions 

Based on the results from this study, we were able to evaluate the likelihood for the existence 

of the previously hypothesized subglacial lakes beneath DIC [Rutishauser et al., 2018] and to 

characterize the hydrological conditions in the area around them. Our results strongly support 

the evidence for a subglacial lake in bedrock trough T2, where the new dataset indicates the 

existence of three distinct, but possibly connected, water bodies with a total area of 23.2 km2. 

In contrary, we conclude that the observed subglacial water signatures over bedrock trough T1 

arise from wet beds rather than from a deep water-body. This possibility has already been 

acknowledged by Rutishauser et al. (2018), but could not be resolved with certainty due to the 
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relatively sparse data coverage available for that study, which highlights the importance of 

collecting dense datasets over relatively small subglacial features such as the lake beneath DIC. 

This study also reveals extensive areas of wet beds near the central and western regions of DIC, 

which we interpret as part of a brine-network. We speculate that the characteristics of this brine-

network are related to, and potentially controlled by the bedrock topography and lithology, 

where sub-ice outcrops of the salt-bearing evaporite unit proposed by Rutishauser et al. (2018) 

likely play a crucial role in the formation of the hypersaline water and its geochemistry. 

Although the processes of formation and detailed configuration of the hypothesized brine-

network remain unknown, this study indicates that the subglacial hydrological conditions 

beneath DIC are more complex than previously suggested. 

Our results, in particular the confirmation of the existence of one of the subglacial lakes, and 

the determination of its full extent and potential connectivity to a surrounding brine-network 

will help inform the planning of future research into this lake, including in-situ access and 

sampling of the lake water to explore its habitability for microbial life. Additionally, further 

investigations into the unique subglacial hydrological system beneath DIC and its relationship 

to bed lithology and topography could serve as a guide for interpretations of other novel 

subglacial water systems that may exist in other parts of the Canadian Arctic where glaciers 

and ice caps overlie similar evaporitic geological units [Harrison et al., 2016; Rutishauser et 

al., 2018]. 

While our analysis is based on unfocused radar data, more detailed characteristics of this 

complex subglacial hydrological system beneath DIC could be derived upon further processing 

of the dataset, including derivation of the radar scattering properties of the bed (specularity 

content) and first-order water depths of the subglacial lake via a valley-wall slope projection. 
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Tables 

Table 4-1: Parameters and dielectric properties used in the conductivity model to estimate 

attenuation rates across DIC. 

Symbol Description Units Value 

Tr Reference temperature K 252a 

T Ice temperature K 
Modeled using a steady-state 

1D advection-diffusion model 

𝜎𝑝𝑢𝑟𝑒 Conductivity of pure ice µSm-1 9.2±0.2a 

𝜇𝐻+ Molar conductivity of H+ S m-1 M-1 3.2±0.5a 

𝜇𝐶𝑙−  Molar conductivity of Cl- S m-1 M-1 0.43±0.07a 

𝜇𝑁𝐻4
+ Molar conductivity of NH4

+ S m-1 M-1 0.8a 

[H+] Molar concentration of H+ µM 1.82b 

[Cl-] Molar concentration of Cl- µM 1.00 b 

[NH4
+] 

Molar concentration of 

NH4
+ 

µM 1.20 b 

𝐸𝑝𝑢𝑟𝑒 Activation energy of pure 

ice 
eV 0.51±0.01a 

𝐸𝐻+  Activation energy of H+ eV 0.20±0.04a 

𝐸𝐶𝑙 Activation energy of Cl- eV 0.19±0.02a 

𝐸𝑁𝐻4
+ Activation energy of NH4

+ eV 0.23a 

a Values taken from the M07 model for the Greenland Ice Sheet as described in MacGregor et 

al. (2015) and applied by Jordan et al. (2016).b Average concentration measured along a firn 

core retrieved from DIC [Criscitiello et al., in prep.]. 
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Table 4-2: Median (mdn) basal reflectivity along with their standard deviation (std)and 

hydraulic heads from data within the original shorelines outlined by Rutishauser et al. (2018), 

and the newly defined shorelines for T2A-C from this study. ΔR is the median reflectivity 

anomaly over the subglacial lakes relative to the median of data. 

 All Data T1a  T2a  T2A T2B T2C T2A-C  

mdn R [dB] -21.5 -11.1 -13.5 -11.8 -13.1 -13.0 -12.5 

std [dB] 7.3 6.0 5.3 3.9 3.6 3.6 3.8 

ΔR [dB] - 10.4 8.0 9.7 8.4 8.5 9.0 

Hydraulic 

head 

(range) [m 

asl] 

416-2158 

(1742) 

1604-1710 

(106) 

1575-1633 

(75) 

1599-1650 

(51) 

1559-1603 

(44) 

1506-1546 

(40) 

1506-1650 

(145) 

Area [km2] ~6700 7.4b 8.4b 10.4 4.6 8.1 23.2 

a Previously defined subglacial lake shorelines from Rutishauser et al. (2018). b Note that the 

original area calculations by Rutishauser et al. (2018) were erroneous. 

  



70 

Figures 

 

Figure 4-1: Location of Devon Ice Cap in the Canadian Arctic and Landsat image of Devon 

Ice Cap overlain with the survey grid and the locations of of the previously identified subglacial 

lakes within the bedrock troughs T1 and T2. 

 

Figure 4-2: Comparison of the 1D steady-state advection-diffusion modeled ice temperatures 

(red) to measured ice temperatures near the summit of DIC (black) [Paterson and Clarke, 

1978]. The grey shaded area indicates the uncertainties by propagating the uncertainties of the 

model input parameters. 
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Figure 4-3: a) Map of modeled depth-averaged ice temperatures using a steady-state 1D 

advection-diffusion model across DIC along with the location of the previously hypothesized 

subglacial lakes. Black contour lines represent the ice surface elevation (200 m interval) and 

the ice divides. b) Adjusted depth-averaged Arrhenius modeled attenuation rates which are 

used for the attenuation correction in this study. 
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Figure 4-4: Radar inferred (linear fit between ice thickness and bed power) and Arrhenius 

modeled attenuation rates. The uncertainty in the Arrhenius modeled attenuation rates is 

computed using the average ice temperature uncertainty of 3.14 °C, which also represents the 

temperature error bars in the radar-inferred attenuation rates. Radar-inferred attenuation rate 

uncertainties are derived as Nh. The dotted black line represents the Arrhenius modeled 

attenuation rates with a multiplier of 1.4, which is used in this study. 

 

Figure 4-5: a) Bedrock topography (contour lines every 25 m) overlain with the location of the 

outlines of the hypothesized subglacial lakes from Rutishauser et al. (2018) in blue. Red lines 

depict the 20 m/yr ice flow contour line derived from Van Wychen et al., (2014). b) Ice thickness 

along survey lines, overlain with the bedrock contours (every 50 m). 



73 

 

Figure 4-6: a) Basal roughness on a radar footprint scale (∆x=300m) over DIC, and b) basal 

roughness on the wavelength scale (∆x=5m) in the region of the subglacial lakes. c) Hurst 

exponent over DIC and d) Hurst exponent over the area of the subglacial lakes. Previously 

hypothesized (black) [Rutishauser et al., 2018] and newly defined (blue shaded) subglacial lake 

boundaries are outlined. Bed contours are marked with thin black lines with a 50 m interval, 

whereas thick black lines indicate the location of the ice divides. 

 

Figure 4-7: Basal Reflectivity map along with the median reflectivity anomaly for the individual 

catchment areas (numbers). Brown lines indicate the bottom (thick lines) and top (thin lines) of 

the projected salt-bearing rock outcrops underneath the ice [Rutishauser et al., 2018]. Thin 

black lines are the bed topography contour lines (every 50 m), and thick black lines represent 

the locations of the ice divides. 
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Figure 4-8: a) Map indicating low roughness areas (yellow) and high reflectivity anomalies 

(blue), along with locations where they overlap (green). b) Correlation between basal 

reflectivity (R) and RMSD. c) Distribution of all RMSD values along with the distribution of 

RMSD over high reflectivity areas, which has a mean of 0.51 m (used as threshold to define 

‘low roughness’ areas). d) Distribution of all basal reflectivities along with the reflectivities 

over low roughness areas, which has a mean of 4 dB. 

 

Figure 4-9 a) Bed DEM overlain with hydraulically flat areas (blue) and reflectivity anomalies 

R ≥ 12 dB (red). b) Hydraulic head over the area of the hypothesized subglacial lakes overlain 

with hydraulically flat areas, reflectivity anomalies and potential water routes. 
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Figure 4-10: a) Bedrock contour lines (25 m interval) overlain with basal reflectivity values 

over hydraulically flat areas. The newly defined shorelines of the subglacial water bodies in T2 

are outlined in blue. b) and c) distribution of all (gray) hydraulic heads and slopes observed 

over DIC, along with the hydraulic heads and slopes that occur in areas where R ≥ 12 dB (red). 
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Figure 4-11: Background map (grayscale) shows the water flow paths resulting from a 

perturbation model with 100 model runs, and is overlain with the basal reflectivities. Black 

solid and dotted lines mark the newly defined shorelines for the subglacial water bodies in T2 

and the previously outlined subglacial lake in T1, respectively. 

 

Figure 4-12: Basal reflectivities along the radar profiles and newly defined outlines of the 

subglacial water bodies occupying the bedrock trough T2. The squares represent grid cells of 

the hydraulic head mesh and are color coded with their median reflectivity value. Large squares 

indicate grid cells that are hydraulically flat, whereas the blue and black contours indicate 

whether the median grid cell reflectivity is above or below one standard deviation of all 

measured reflectivities (σ), respectively. Small squares represent grid cells without a flat 

hydraulic head but for which the median reflectivity ≥ 1σ. Thin black lines represent the bedrock 

topography (25 m interval) whereas thick black lines mark the location of the ice divides. 
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Figure 4-13: a) Bedrock topography overlain with selected radar profiles across trough T2. b-

f) Selected radar sections (top panel) along with the bed and surface elevations (black) the 

hydraulic head 𝛩 (blue, middle panel) and the basal reflectivity (bottom panel). Areas of the 

subglacial water bodies outlined from this study are shaded in blue. 
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Figure 4-14: a) Bedrock topography overlain with selected profiles across the canyon 

extending from T2. b) Bedrock elevations along radar profiles across the canyon, revealing the 

trough morphology. All profiles are oriented from south towards the north, where the dot in a) 

marks the start point. The blue shaded areas represent the water bodies defined in this study, 

and the black dotted line indicates the approximate trough center defined by the water flow 

routes. 
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Figure 4-15: a) Bed reflectivity overlain with bed elevation contours (25 m interval) and 

outlines of the newly defined water bodies. Thin lines represent the MCoRDS data used for 

previous identification of the subglacial lake [CReSIS, 2016; Rutishauser et al., 2018]. 

Previously hypothesized lake outline is shown as dotted black line. b) Bed topography overlain 

with outlines of the newly defined water bodies and the water flow routes. Arrows follow the 

gradients of the hydraulic head and indicate potential water flow. 
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Supplementary Figures 

 

Figure S 4-1: Comparison of hydraulically flat areas computed for for densities of subglacial 

brine (blue) and fresh water (green) over bedrock trough T2. Red dots mark areas where the 

basal reflectivity R ≥ 12 dB. The hydraulic head for freshwater is flat over the southern valley 

slope of the subglacial bedrock trough T2, where basal reflectivities are not indicative for 

subglacial water. The hydraulic head for brine is also flat towards the top of the ridge south of 

T2. This is likely driven by the reversed bedrock and surface slopes, and not from subglacial 

water being in hydrostatic equilibrium. 

 

Figure S 4-2: Flow accumulation model run 100 times with randomly perturbed hydraulic 

heads using 1x (a, d), 2x (b, e), and 3x (c, f) its uncertainty. Blue lines represent the water 

flow routes without perturbation. d-f show the flow routes within the region marked in a), 

along with the outlies of the subglacial water bodies defined from this study. 
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5 Chapter 5 

Conclusions 

Radio-echo sounding (RES), and in particular airborne RES is a powerful and efficient tool to 

derive properties of glaciers and ice caps over spatially extensive areas. Although numerous 

airborne RES surveys have been conducted over Devon Ice Cap (DIC), the data collected had 

not previously been utilized to investigate either the characteristics of the near-surface firn layer 

on the ice cap or the hydrological conditions beneath it. The objectives of the research presented 

in this thesis were to (i) investigate whether the RES signal that is returned from the glacier 

surface can be used to characterize the spatial heterogeneity of the near-surface firn layer on 

DIC, and (ii) investigate the subglacial hydrological conditions beneath this largely cold-based 

ice cap.  

The first part of this thesis led to the development of a novel technique for characterizing the 

spatial heterogeneity of firn affected by melting and refreezing processes using the scattering 

component of the airborne RES surface return (Chapter 2). Over DIC, low scattering 

components are associated with laterally homogeneous firn above 1800 m asl. that contains 

thin, flat and continuous ice layers, and with firn below ~1200m which consists predominantly 

of ice. Between 1200 and 1800 m asl., high scattering components are associated with firn that 

contains inhomogeneous, undulating ice layers formed by re-freezing of percolated surface 

melt. Although this interpretation scheme was developed for DIC, the approach can easily be 

applied to other glaciers and ice caps and can help to identify areas where firn is affected 

significantly by surface melting and internal refreezing processes. Because these melting and 

refreezing processes can lead to large uncertainties in mass balance estimates derived from 

surface elevation measurements made by repeat altimetry, knowledge of the spatial extent and 

distribution of the firn areas affected and how they change over time is important. The results 

from this study (Chapter 2) regarding the origins of the scattered surface signal component and 

its relationship to the near-surface properties of the ice cap will potentially be very useful for 

exploration of planetary targets such as the icy moons of Jupiter, for which similar analyses of 

the radar surface returns have been proposed. 

As a future study, this technique could be applied to the radar dataset collected during the spring 

2018 survey over DIC (data used in Chapter 4). This would not only provide a spatially more 

extensive characterization of the firn, but would also allow an assessment of any changes in the 

firn structure that took place between the period from 2014-2018. 
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The second part of this thesis led to the identification and detailed characterization of a 

hypersaline subglacial lake complex (Chapter 3 and 4) and an extensive brine-network (Chapter 

4) beneath DIC. The existence of a subglacial water system beneath the cold-based center of 

DIC was somewhat unexpected, and thus highlights the importance of investigating subglacial 

hydrological conditions through direct observations of bedrock properties. The water system 

beneath DIC is likely sustained as liquid at sub-freezing temperatures by a significant freezing-

point depression caused by a relatively high salt concentration in the water. Geological lines of 

evidence suggest that a salt-bearing evaporite unit outcrops beneath the ice of DIC (Chapter 3), 

and this is presumed to provide the solute source for the brine. Thus, characteristics of the brine-

network beneath DIC are likely related to, and potentially controlled by the bedrock lithology 

and topography, where the saline-rock outcrops beneath the ice play a crucial role in the 

formation of the hypersaline water and its geochemistry. 

The hypersaline subglacial lake and brine-network beneath DIC are unprecedented worldwide. 

The subglacial lake is not only the first such lake to be discovered in the Canadian Arctic, but 

to date, is also considered to be the only spatially isolated brine-rich subglacial lake to be 

identified on Earth. This subglacial lake and the surrounding brine-network may represent 

unique habitats that could support microbial life and are thus compelling analogs for systems 

that might be suitable habitats for life on other icy planetary bodies. Due to its hypersaline 

nature, this subglacial lake represents a unique analog for brine bodies and pockets that may 

exist on Europa or Mars, and are therefore particularly compelling targets for future exploration 

that might include in-situ sampling and microbiological and biogeochemical investigations. 

The discovery of the unique subglacial lake beneath DIC (Chapter 3) is expected to be of 

significant scientific interest to the fields of glaciology, subglacial hydrology, and 

biogeochemistry as well as to those of microbiology, the limits to life in extreme environments, 

and the planetary sciences. This subglacial lake will likely play a major role in future research 

on terrestrial analogs for environments that may host life on other planetary bodies. The detailed 

characterization of the lake, and the evidence that is presented in this thesis for its potential 

connectivity to a surrounding brine-network (Chapter 4) are crucial for the planning of future 

research on this lake. In particular, the data and results presented here will provide the necessary 

context for eventual in-situ access and sampling of the lake water, any accreted ice above it, 

and the sediment below it. 

Furthermore, other glaciers and ice caps across the Canadian Arctic may interact with evaporite 

units similar to the one that is the likely source of salt for the brine-rich water system beneath 
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DIC. Thus, this research can serve as a guide for future investigations into other equally unique 

subglacial water systems that may exist elsewhere in the Canadian Arctic. 

Future geophysical investigations aimed at further characterization of the unique water system 

beneath DIC could include helicopter-borne multipolarization radar measurements, which may 

have the potential to identify possible transitions from a distributed to a channelized water 

system. Additionally, a targeted helicopter-borne radar survey may help to determine whether 

the subglacial lake and the individual water bodies are connected with each other and the 

surrounding environment by water inflow- and outflow channels. Water inflow and/or outflow 

likely drive circulation of the lake water, and could also play a crucial role in supporting the 

existence of microbial life by transporting nutrients into the lake. Additionally, future radar 

sounding surveys that resolve the internal layer stratigraphy within the ice column could 

potentially be used to identify the distribution of subglacial melting- and freeze-on processes 

above the lakes and the surrounding brine-network, and may help determining processes of how 

the subglacial brine is formed. The collection- and analysis of gravity and magnetics 

measurements could help to further characterize the geological context beneath DIC, and thus 

further constrain possible locations where the salt-bearing evaporite unit may outcrop beneath 

the ice. Finally, while a slope-projection of the enclosing valley walls can provide first-order 

estimates of the lake water depth, seismic investigations would provide more accurate water 

depths, and would also make it possible to characterize the substrate beneath the lake water (i.e. 

the character and thickness of underlying sediments). Such geophysical investigations will 

provide information necessary for eventual in-situ access and sampling of the lake water.  
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