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A b s t r a c t

This thesis is divided into two distinct but related inquiries. First, to investigate 

the impact of different information in hypertext navigation tools, four groups of users 

were each given a different navigation tool to complete an information search task 

through a 22-page hypertext document. Each tool contained a preponderance of spatial or 

hierarchical information, a combination o f both or the absence of both. Measures were 

recorded of the overall task time, number o f pages accessed and memory measures for 

the page titles in the document. As well, a distance-like ratings task was employed to tap 

into users’ mental representations of the document. The results indicated that providing 

spatial or hierarchical or spatial/hierarchical information combined improves users’ 

abilities to efficiently move through a document but does not enhance recall of page titles 

over that of users given an alphabetical list. The ratings task indicated that mental 

representations of the document were comparable across all four groups. However, 

relationships between the representations and the actual path patterns o f users were only 

evident for users given spatial information.

The second line of inquiry in this thesis focuses on investigating 

behaviour/representation discrepancies through the use of artificial neural networks. An 

in-depth analysis of two neural networks trained to complete a spatial task revealed that 

different underlying representations can produce similar behaviours. In this case, a metric 

and a non-metric representation both produced behaviours that adhered to metric 

principles. A coarse coding scheme centred around virtual, optimal locations for each of
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the processing units in the networks appears responsible for the network’s ability to 

process both types of information and produce accurate spatial judgments.
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Chapter 1

C H A P T E R  1: INTRODUCTION 

For centuries, text-based literature has been the primary mode for disseminating 

and receiving information. The cognitive processes involved in reading and writing 

books have been studied extensively for decades as they have played a crucial role in the 

development of humankind. In the past two decades, hypertext systems (computer-based 

information systems of interconnected documents) have become increasingly pervasive 

in work and educational environments. With the advent of the World Wide Web, these 

information systems will heavily influence how we develop as a society in the future.

Our individual competence with such systems will impact our everyday lives.

Identifying the ways in which people conceptualize the computer environment (often 

referred to as “hyperspace”), interact with hypertext systems and access pertinent 

information is highly relevant to forecasting the full extent of that impact.

The study of hypertext systems is a multidisciplinary venture. Psychologists, 

computer scientists and educators all bring different approaches and goals to the effort. 

Psychologists wish to know how humans conceptualize hyperspace, specifically, how 

information in a hypertext format is perceived, retrieved and manipulated. Computer 

scientists want to know how to design an optimal interface for users. Educators are 

interested in how this technology can be applied to enhance learning. This can be 

advantageous as a broad knowledge base and diverse perspectives are brought to bear on 

the topic. However, it also results in the lack of a unified theoretical foundation for 

hypertext. Relative to many other areas, research on the cognitive aspects of using such 

systems is in its infancy; models and paradigms are still being developed. Towards the

1
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Chapter 1

goal of understanding cognition in hypertext, researchers need to apply the same 

ingenuity, rigor and attention to detail in their methodologies as reading researchers have 

in the past to reveal the cognitive processes involved in various aspects of reading.

This thesis is a series of explorations regarding the cognitive processes that 

provide a foundation for the task of hypertext navigation. The overall goal of this thesis is 

to gain insight into the nature of the underlying mental representations that support 

hypertext navigation behaviours through the application of cognitive psychology and 

cognitive science methodologies.

1.1 A Roadmap

The current chapter is an extensive review o f the literature on hypertext 

navigation from two fields of study: psychology and human-computer interaction. Part of 

this review focuses on the spatial metaphor; an early metaphor of hypertext use which 

compares hypertext navigation to aspects o f human spatial processing in real-world, 

large-scale environments.

Chapter two describes the methods used to collect the human data for this project. 

It also includes a detailed description of the program designed by the author to collect a 

number of relevant types o f data for the questions addressed in this thesis.

Chapter three presents the performance data collected; that is, both efficiency and 

effectiveness measures: speed, number o f pages accessed, recall and accuracy. Chapter 

four examines the impact of different navigation tools on users’ path patterns. This 

chapter makes use of multi-dimensional scaling for a qualitative examination o f the 

general path sequences taken by each of the four navigation groups. These path patterns

2
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are compared to the configuration of the navigation tool for each group. This chapter also 

investigates if  users’ mental representations are impacted by the presence of spatial 

information in a navigation tool. Data from a ratings task is used to identify correlations 

between the users’ perceptions of the document structure and their actual path patterns.

Chapter five begins with a theoretical discussion on the relationship between 

spatial mental representation and the behaviour generated by such representations. It then 

proceeds with two examples of spatial behaviour generated by artificial neural networks 

plus an in-depth analysis of the internal representations of the networks that guide spatial 

behaviours. An important question addressed in this chapter is: Must the underlying 

representations that produce spatial behaviours also be spatial in nature?

Chapter six provides a summary o f the thesis findings accompanied by comments 

on the relation of this thesis to the spatial metaphor and broad theories of spatial 

cognition.

1.2 An introduction to hypertext

Generally, a hypertext system is an electronic system of interconnected units of 

information or text nodes. Many different types o f hypertext systems have been 

designed, each consisting of its own specific structures that support the connections 

(links) between the user interface (the windows or pages a user views on the display 

terminal) and the underlying information system (database o f text nodes). The user 

interface is sometimes referred to as the ‘front-end’ of a hypertext system and the 

underlying database as the ‘back-end’ o f the system. In this paper, the term “window” 

will be used in reference to the screen image a user may be viewing and “node” in

3
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reference to the informational node that the window is connected to in the underlying 

database. The computer environment o f hypertext documents has come to be referred to 

as “hyperspace”. Hypertext documents that contain images, audio and video clips are 

referred to as “hypermedia” documents. In the hypermedia literature the terms 

“hypertext” and “hypermedia” are often used interchangeably (Bieber, Vitali, Ashman, 

Balasubramanian & Oinas-Kukkonen, 1997).

Each hypertext window contains icons that can be pictorial symbols or 

highlighted words (hotwords). A window can contain any number o f these icons. The 

icon represents the link to the database for that particular piece of information. When 

clicked on with a pointing device (usually a mouse), the icon activates the link to the 

referenced node in the database and a new window is instantaneously opened containing 

the information in that node. Nodes that hold related information are linked. Some 

nodes will have a multitude of links, both to and from other nodes based on their 

relatedness, whereas other nodes may only have incoming links. It is important to stress 

that links are not merely connections between nodes but that they should specify the 

semantic relationships between nodes. The author of the hypertext document is the 

engineer of the links based on his/her semantic network, that is, his/her conceptions of the 

interconnectedness of ideas within the chosen material (Jonassen, 1986, 1989).

Links can be organized in two ways: in a hierarchical structure or in a network 

structure. In a hierarchical structure, nodes are only linked to the superordinate 

information above them or the subordinate information below them (Schneiderman & 

Kearsley, 1989; Jonassen, 1986). In a network structure, any node can be linked to any

4
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other. Multiple links can exist between superordinate and subordinate information 

(Schneiderman & Kearsley, 1989). Regardless of the specific structure, because of its 

general node/link relational structure, a hypertext system is non-linear (Conklin, 1987). 

That is, unlike the pages in a book, users can access different windows in different orders. 

There is no predetermined sequential organization o f the underlying nodes. Typically, a 

hypertext system will also have a backtrack function to allow the user to access 

previously viewed windows (Nielsen, 1990).

To summarize, the defining features o f hypertext are: a large collection of 

informational nodes connected via machine-supported links, which support massive 

cross-referencing and easy access. The term “hypertext” will be used as a general term 

for systems which entail these features regardless o f their individual differences.

1.2.1 Goals in hypertext use

Different hypertext users have different goals, which produce different 

navigational strategies. Users may be searching out a very specific piece of information 

that they have already accessed, looking for a specific piece of information that they do 

not know how to find or they may be exploring the system with no specific informational 

goal. Conklin (1987) outlines the three methods of conducting an informational search in 

a hypertext system; (1) the user can visit a set of related windows or pages through the 

traversal of links, (2) the user can navigate through the document using a graphical 

browser which provides a graphical representation of the network structure, or (3) the 

user can activate a queried search where the system searches all documents to find any 

instance of a keyword or key phrase that is entered. The first two methods described

5
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above are relevant to documents that are not overly large and that can be viewed 

exhaustively in a reasonable time period. The query method is necessary for documents 

that cannot be exhaustively examined because they contain too many nodes. This thesis 

focuses on the first two methods of hypertext use, and therefore on interaction with 

smaller documents, rather than the queried search method.

1.2.2 Advantages and Disadvantages of Hypertext

The main advantage of hypertext over traditional text is that it is a high-speed 

method of accessing vast quantities o f information. As mentioned earlier, there is no 

predetermined sequential organization of the underlying nodes. This provides an 

increased flexibility in the ways that users can experience the information in the 

document compared to traditional text-based presentations. The user is free to make link 

connections in any order based on their own focus and interpretations of the material, 

toward their own end goal. However, this same feature that provides such individual 

freedom for the user also comes with costs. For example, at any point in time, the user 

only sees the current window and the links represented by icons or highlighted text, 

leading from that window to other related windows. This means the user must remember 

the windows already viewed and hypothesize about the overall size, structure and 

complexity of the entire hypertext network, as it can never be viewed in its entirety.

Because o f this, there are two related categories of problems associated with using 

hypertext systems: cognitive overhead and disorientation.

6
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Cognitive Overhead

Unlike traditional text, hypertext does not have conventional cues (e.g., chapters, 

sections) that lead the reader through a document (Gygi, 1990). With traditional text 

documents, format often indicates the type and purpose of a document and gives the 

reader hints about where important information will be found (e.g., a legal contract is 

easily distinguished from a grocery list). In hypertext, no such conventions have been 

established. In addition, there are multiple routes or paths to access a specific piece of 

information in the network. This increased flexibility results in users being responsible 

for decisions about which information to access (which links to select) and in what order. 

To this end, the cognitive resources of the user must be allocated toward several goals 

concurrently. The term ’’cognitive overhead” has been used to refer to the amount of 

cognitive resources necessary to successfully complete an informational task in hypertext 

(Conklin, 1987).

With hypertext, users must evaluate information currently viewed, must recall 

information previously viewed as well as its location relative to other viewings, and must 

create a plan to navigate toward desirable information (not only deciding which windows 

to access but also which tools to use to execute the plan). Kim and Hirtle (1995) label 

these cognitive tasks as: (1) navigational tasks: planning and executing routes through the 

network; (2) informational tasks: reading and understanding the contents presented in the 

nodes and their relationships, for summary and analysis; and (3) task management: co- 

coordinating informational and navigational tasks. The cognitive demands that these 

tasks require are compounded by increasingly complex and voluminous hypertext

7
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structures (Schneiderman & Kearsley, 1989; Conklin, 1987; Jonassen, 1989; Tsai, 1989; 

Ransom, Wu &  Schmidt, 1997). Degraded performance occurs when a hypertext user’s 

cognitive resources are overwhelmed by these demands.

Disorientation

One of the symptoms of cognitive overhead is disorientation (Conklin, 1987; 

McLeese, 1989; Ransom, Wu & Schmidt, 1997). It is well documented that hypertext 

users will often report “feeling lost” when performing poorly on an informational search. 

(Gygi, 1990; McLeese, 1989; Edwards & Hardman, 1989; Jonassen, 1988 ). Based on 

subjective reports, Edwards and Hardman (1989) characterized this phenomenon via 

three categories of the users’ experience: 1) the user does not know where to go next, 2) 

the user knows where to go but not how to get there, 3) the user does not know where 

they are in relation to the overall structure of the document. Based on empirical 

measures, Foss (1989) proposed three types of disorientation problems and their 

symptoms: 1) Navigational disorientation problems, caused by a lack of knowledge of 

organization and extent o f the document as well as unfamiliarity with navigational tools. 

The symptoms of navigational disorientation are looping, inefficient pathways and query 

failures. 2) The embedded digression problem caused by high cognitive demands that 

lead to difficulties in planning, managing and executing digressions. The symptoms for 

embedded digression are a disorganized screen layout, having many windows open 

concurrently and engaging in excessive backtracking. 3) The art museum problem 

caused by the high cognitive demand of viewing many windows superficially without

8
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attention to detail or relatedness. The symptoms of the art museum problem are short 

reading times and restricted search paths.

The problems of disorientation and cognitive overhead were identified by early 

hypertext researchers, (McLeese, 1989; Edwards and Hardman, 1989; Jonassen, 1988; 

Schneiderman & Kearsley, 1989) but continue to be unresolved (Ransom, Wu &

Schmidt, 1997; Dias & Souza, 1997). It has been suggested that unless disorientation and 

cognitive overhead can be effectively reduced the ultimate usefulness of hypertext will be 

severely limited (Conklin, 1987; McLeese, 1989; Ransom, Wu & Schmidt, 1997)

1.3 The Spatial Metaphor

Given the apparent difficulties that arise in hypertext use, an initial question to 

address in investigating the cognitive processes involved is - what, essentially, is the 

psychological nature of the hypertext environment? The identification and labeling of the 

two problems of disorientation and cognitive overhead are a direct result of how we have 

come to conceive of the environment that hypertext creates. Disorientation is a cognitive 

phenomenon that occurs in an environment where it is necessary to maintain a sense of 

one’s own location relative to the location of other objects and to maintain the relative 

location of these objects to each other. Cognitive overhead in hypertext is the amount of 

cognitive resources that are required to successfully interact with the type and number of 

structures within that environment (the type o f structures dictated by our conception of 

the environment). Thus these terms reflect the notion that hypertext exists in a spatial 

environment, an idea that is central to an early metaphor for hypertext use, the spatial 

metaphor.

9
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The spatial metaphor arose out of a need for a common language to converse 

about the hypertext environment and, subsequent to that, out of the need for a framework 

for designing tools and hypertext features that create optimal navigating environments.

Its basic premise is that locating information in hyperspace has similar psychological 

features to navigating in real-world space. Canter, Rivers and Storrs (1985) have been 

attributed with the emergence of the metaphor (Dias & Sousa, 1997), which has been 

advocated by a number o f researchers (McDonald & Stevens, 1998, 1999, Hammond & 

Allinson, 1987; Kim & Hirtle, 1995; Leventhal, Teasley, Instone, Rohlman & Farhat, 

1993). However, other authors have expressed concern over the rapid and seemingly 

overwhelming acceptance of the metaphor (Shum, 1990; Jones & Dumais, 1986; Stanton 

& Baber, 1994; Dias & Souza, 1997; Mayes, Kibby & Anderson, 1990). Navigational 

tools modeled after real-world navigational aids appear to enhance performance on some 

measures (Kim, 1999; McDonald & Stevenson, 1998,1999; Beasley & Waugh, 1995; 

Schroeder & Grabowski, 1995) but not on others (Stanton, Taylor & Tweedie, 1992; Dias 

& Sousa, 1997; Wenger & Payne, 1994; Leventhal, Teasley, Instone, Rohlman & Farhat, 

1993; Reynolds & Dansereau, 1990). Correlational data on the relationship between 

spatial ability and performance has shown increases in speed of performance with higher 

spatial ability (Campagnoni & Ehrlich, 1989; Vicente & Williges, 1988) but marginal 

effects on the accuracy o f performance (Leidig, 1992). Therefore, the empirical evidence 

to date has not resolved the issue o f how or to what degree spatial processing is involved 

in the efficiency and effectiveness of hypertext use.

10
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The spatial metaphor seems easily understood by novice users. However, if  it is 

not an accurate metaphor for the mental processes that humans engage in as they interact 

with hypertext or if  we do not understand the aspects of the comparison that make the 

metaphor beneficial, then as more and more complex, powerful systems are developed 

this metaphor will eventually be less useful. Is the spatial metaphor intended as a theory- 

constitutive metaphor, that is, as a psychological theory of how hypertext navigation 

occurs or does the spatial metaphor only function as a tool for interface design?

Having presented an overview of hypertext systems, and a brief description of 

how users interact with them, it should be clear how firmly entrenched the spatial 

metaphor is in the hypertext literature. The use o f terms related to space is solidly 

embedded in the topic of hypertext. Terms such as ‘hyperspace’, ‘environment’ and 

‘navigation’ are difficult to avoid as, at this point in time, they provide for the user the 

most direct access to meaning at an introductory level. To this end, the spatial metaphor 

has been useful and may continue to be useful. However, beyond the introductory level, 

is the spatial metaphor impeding the development of a more cognitively accurate model, 

one that might ultimately provide more benefit to the user?”

Before addressing this larger issue, it is prudent to attempt to make explicit the 

ways in which the terms “spatial” and “metaphor” are used (or not used) in relation to 

hypertext.

11
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1.3.1 The Role of Metaphor

The research on metaphor and its related term, analogy, is vast and complicated. 

The following section is a brief review o f perceptions of metaphor in both the 

psychological and human-computer interaction literature.

In the psychological literature, Lakoff (1994) describes metaphor as a mode o f 

thought that can be understood as a tightly structured mapping from the source domain to 

the target domain. The source domain is a conceptual schema that we have constructed 

based on our experiences in a particular environment. In the case of the spatial metaphor, 

the source domain is physical space and the target domain is hyperspace.

Holyoak (1996) considers metaphor, like analogy, a method toward understanding 

a new domain in terms of a source domain, but metaphor involves connections that move 

beyond surface category structure. “ Many metaphors are based on deeper relational and 

system mappings.” (p. 217).

Holyoak stresses the importance of the evaluation of these mappings based on 

similarity, structure and purpose between the source and target domains.

According to Pylyshyn, the role o f a metaphor for scientific explanation is not to 

folly explain all aspects o f a complex environment but to provide a framework on which 

to reference new, vague and disconnected ideas about that environment, phenomenon or 

concept. This framework is a means toward the development of a more thorough 

understanding of something new. Pylyshyn (1993) describes the acquisition of new 

knowledge using Piaget’s terms of accommodation and assimilation. When we first 

encounter new information, we attend to aspects that are most similar to the schemas

12
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we’ve already constructed and categorize the new information as belonging to the most 

similar schema (assimilation). If the new information is so dissimilar that it cannot be 

mapped onto an existing schema, we then adjust and expand the structure of the schema 

to include this new knowledge (accommodation). However, Pylyshyn maintains that it 

is important to provide some degree of explanation via the metaphor (a powerful 

metaphor) rather than merely description, which may leave the user with a groundless 

impression of having been provided with explanation (an impotent metaphor). The value 

of a metaphor decreases if  the user, upon closer inspection, realizes that the metaphor has 

few shared properties with the new situation the person is attempting to understand. 

Surface similarities may prove of limited value as functional and conceptual 

dissimilarities are uncovered.

In hypertext, as the user becomes more proficient the comparison between 

hyperspace and physical space may break down. The spatial metaphor may be useful as a 

pedagogical tool to introduce the novice user to the system and to aid in the initial 

organization of his/her thoughts about this new environment but may also impede the 

user from developing a more in-depth and explicit conceptualization of the hypertext 

environment. As Pylyshyn notes (1993),

“One must distinguish between the general programmatic enterprise o f trying to 

illuminate a new phenomenon and the much more demanding goal of establishing 

the validity of an explanatory theoretical principle” (p. 548).

Therefore, one goal in metaphor use within psychology is to define and explain 

the relations between the source and the target domain in the metaphor, and the cognitive

13
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processes involved in executing the task associated with that metaphor. It seems the 

spatial metaphor has been prematurely accepted as a theoretically plausible metaphor for 

the cognitive processes involved in hypertext interaction.

Unlike psychological theory, in the human-computer interaction (HCI) literature 

the end goal is to provide a metaphor for the user that helps them understand the purpose 

and function of the facilities of a specific application rather than to provide the user with 

an explanation o f the global environment of hypertext. Metaphors can be applied to an 

application with a narrow purpose (e.g., the typewriter metaphor for word-processing) or 

a broader purpose (e.g., the general desktop metaphor used in many types of 

applications). In the HCI literature, some authors are careful to explicitly present the 

spatial metaphor as a design tool for a specific application. An example of this is 

Hammond and Allinson’s (1987) travel holiday metaphor, which includes choices for go- 

it-alone travel or guided tour travel for a specific hypertext system. Other authors present 

the spatial metaphor as if  they accept the assumption that it is a psychologically plausible 

account of how people think about hyperspace in general (Kim & Hirtle, 1996;

McDonald & Stevenson, 1997).

Interface designers expect and accept the presence of metaphorical mismatches. 

Carroll, Mack and Kellogg (1988) emphasize the usefulness of mismatches as does 

Hammond & Allinson (1987). Hammond and Aliinson contend that a metaphor need not 

be accurate at all levels o f description to be useful,

14
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“Furthermore, a metaphor which is self-evidently inappropriate at some levels o f 

description will be more successful than one which is ambiguous: no attempts will 

be made to invoke mappings at the inappropriate level” (p. 83).

An example of a metaphor mismatch is exhibited in the metaphor of word 

processor as typewriter. On a typewriter, the space bar moves the typing position 

whereas on a computer keyboard the space bar inserts a space. Novice users are often 

confused when the spacebar does not produce the same result on a computer as it does on 

a typewriter (Hammond & Allinson, 1987).

Although mismatches are expected, these researchers also advocate a more 

systematic assessment of metaphor to interface design. Carroll et al. (1988) argued that 

three aspects of analysis must be undertaken to properly assess the value of an interface 

metaphor: operational, structural and pragmatic analyses. Operational analysis entails the 

measurement of behavioural effects (e.g., improvements in performance and learning). 

Structural analysis involves making explicit the mappings of referent domain to target 

domains, a description of primitives and relations between primitives in the referent and 

target domains. Structural analysis is necessary to determine the scope of the metaphor. 

Pragmatic analysis examines the practical context of the metaphor. This includes 

examining the user’s goal associated with using the metaphor as well as the impact on the 

user o f the flaws in the metaphor (e.g., mismatches). This is similar to Holyoak’s focus 

on similarity, structure and purpose in a psychological approach to metaphor validation. 

Carroll et al. emphasized that all three types of analyses are necessary to fully understand
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the dynamics between metaphor and user and, hence, to assess the overall usefulness of 

the metaphor.

“An adequate analysis o f interface metaphors needs to rest on an empirical task 

analysis of what users actually do, not an abstract normative analysis of what they 

might do”(p. 73).

Psychological and HCI researchers espouse similar types of metaphor assessment 

but towards a different focus; respectively, understanding underlying information 

processing mechanisms vs. usability. Both the psychological and HCI approaches seem 

plausible for the evaluation of a broad metaphor like the spatial metaphor. Nonetheless, 

in a survey o f the literature, it seems neither approach has been used in a systematic way 

to closely examine the hypertext/real-space comparison. The mappings between 

hypertext features and real-world features have not been empirically specified nor have 

particular cognitive processes involved in the use of hypertext (e.g., degree of spatial 

processing) been identified in detail.

1.3.2 Mental Models vs. Mental Representations

At this juncture, it is relevant to examine another disparity between the hypertext 

literature and psychological literature. The term mental model is used fairly extensively 

in both areas. For human-computer interaction researchers, notions o f mental models 

encompass a multifaceted representation (Sasse, 1992). This includes mental 

representations not only of the content space but, more pointedly, models of how the 

system works, what actions must be executed sequentially to complete a task, what is the 

purpose and functionality o f screen elements. The goal associated with this definition of
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the user mental model is to learn how the system functions, the actual content not being 

as relevant. This is very different from the goal of retrieving, understanding and forming 

mental representations of the information that comprises the content space of the 

document. Mental models for educational and psychological purposes tend toward this 

latter description. To keep this distinction in mind, I will use the term mental 

representation rather than mental model.

In addition, psychological researchers attempt to distinguish clearly how mental 

representations impact behaviour at three specific levels: behaviour originating with the 

user, the behaviour elicited by the environment and behaviour generated by the 

interaction of the two. Therefore, to fully understand a phenomenon, the properties o f the 

behaviour, the properties o f the environment and the properties o f the mental 

representation of that environment must be individually specified. The underlying mental 

representations that users develop of the content of documents may be spatial. This does 

not necessarily dictate that users’ behaviours are spatially organized. This distinction 

between representation and behaviour is often overlooked in HCI studies.

1.3.3 Relating Space to Hypertext

While investigating the use o f a spatial metaphor, it is also important to consider 

definitions of space itself. For example, what are spatial properties and how do these 

properties map onto “hyperspace”?

Metric Models of Space

Real-world, everyday, physical space is generally described in terms of geometric 

properties, specifically Euclidean or metric properties. Three-dimensional space is
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denoted by the geometric relationships between three points, X,Y, and Z. These 

relationships include such properties as direction and distance. Metric space adheres to 

three geometric axioms: minimality, symmetry and triangle inequality (Blumenthal,

1953). These axioms will be described in detail presently.

Stanton and Baber (1994) express concern that this everyday definition of space 

has been inappropriately applied to hyperspace (which they refer to as ‘electronic space’). 

They state, ” the basic concept o f hypertext in computer science terms, is an n- 

dimensional space which can be traversed by moving through links. ‘Space’ as used in 

this context has a well-defined meaning, as the collection o f objects and activities 

contained within a specific domain, similar to its use in finite state architecture.

However, much current research in hypertext appears to use the term ‘space’ in its 

everyday sense, that is, as a physical relationship between objects” (p.235-236).

In the case of hypertext, it appears that physical distance is being equated to some 

degree with psychological distance. What exactly is psychological distance? In 

hyperspace, one way of conceptualizing psychological distance would be an estimate of 

the degree of semantic relatedness or similarity between two windows.

Geometric models, like the Euclidean model of physical space, are often used in 

the psychological literature to describe psychological processes. Beginning in the early 

1960’s, many psychological researchers (e.g., Shepard, 1962; Kruskal, 1964; Guttman, 

1971; Carroll & Wish, 1974) asserted that the similarity of objects could be modeled 

using geometric properties. More explicitly, the similarity of two objects could be 

represented as points in some coordinate space and that a metric distance function could
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be used to compute the dissimilarity between two points. A metric distance function 

assigns a distance to each pair o f points based on adherence to the same three axioms that 

define physical space: Minimality, symmetry and triangle inequality. The minimality 

axiom implies that the similarity between an object and itself is the same for all objects. 

The assumption of the symmetry axiom is that the distance between two points is the 

same no matter the order, that is, the distance between A and B is the same as the 

distance between B and A. The triangle inequality axiom assumes that the shortest 

distance between two points is a straight line. That is, if  A, B, C are any three points in 

space, then the sum of any two distances (e.g., AB, BC, AC) is greater than or equal to 

the third distance. Applied to similarity theory, it implies that if  A is similar to B, and B 

is similar to C, then A and C cannot be very dissimilar from each other (Tversky, 1977).

Contrary to the above view, Tversky (1977, 1982) argued that although similarity 

relations may be represented using geometric models including the axioms presented 

above, these representations should not be viewed as psychological theory. Tversky 

contended that the minimality axiom is not fulfilled by some types o f similarity measures. 

For example, the probability of judging two identical stimuli as “same” rather than 

“different” is not constant for all stimuli. In experiments on recognition of simple 

objects, sometimes an object is identified as another object more frequently than it is 

identified as itself. According to Tversky, the symmetry axiom does not hold for 

similarity relations either. Similarity judgments can be regarded as extensions of 

similarity statements, that is, statements o f the form “a is like b”. In such a statement, a 

subject and a referent are evident. The statement is directional as it begins with the
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subject and ends with the referent. To reverse the statement is to lose its meaning; “b is 

like a “ is not the same as “a is like b”.

As for the triangle inequality axiom, Tversky stated that the implication 

mentioned above (if A is similar to B and B is similar to C, then A and C cannot be very 

dissimilar from each other) sets limits on the similarity between A and C, as the similarity 

between A and B, and B and C, constrains the similarity between A and C. Tversky 

provided an example that challenges the psychological validity of the triangle inequality 

assumption. He makes comparisons between the following pairs of countries, Jamaica - 

Cuba, Cuba - Russia, Jamaica - Russia. The dimension that defines similarity between 

Jamaica and Cuba (geographic similarity) is not the same as the dimension that defines 

the similarity between Cuba and Russia (political similarity, at the time). Therefore, 

assigning a degree of similarity between Jamaica and Russia is uninformative, as 

comparisons are not made on dimensions that are valid between the two countries.

How well do geometric properties map onto hyperspace? In hyperspace, distance 

could be thought of as the number of steps between windows (e.g., number o f mouse 

clicks), the number o f layers to traverse in a hierarchical system or the amount of time it 

takes to access one window from another (Shum, 1990). However, it could be said that 

these variables are only epiphenomena of the underlying semantic relationships of the 

material as perceived by the author, the person who has created the structure of the 

hypertext document. The links between windows are constructed by the author based on 

his/her perceptions o f the relatedness of meaning between the content of each window.

In this sense, the links are somewhat arbitrary in that the degree of relatedness perceived
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by the author may be very different from the degree of relatedness perceived by the user. 

Also, depending on the order in which the user has accessed certain windows, these 

variables may not consistently represent, from user to user, the underlying semantic 

relationships between windows.

The question therefore becomes, in the hypertext context, how does meaning map 

onto space? One implication of the spatial metaphor is that the degree of semantic 

similarity between windows can be psychologically represented as a distance. Windows 

that are similar in meaning are “close together” in the “information space”, windows that 

are not are ’’far” apart. This, in turn, implies that semantic similarity can be described 

using geometric properties just like Euclidean geometric properties define real-world 

space, hence, connections between windows can be conceptualized as “space”. Although 

a ‘metric’ distance is not applied to each pair of hypertext windows, because of the 

comparison to real space prompted by the spatial metaphor, there seems to be an 

underlying assumption that some sort of distance relations exist.

However, as outlined above, Tversky provides some compelling reasons for why 

psychological estimates of similarity should not be represented geometrically, that is, as a 

metric distance, for all stimuli in all situations. The hyperspace environment may violate 

the axioms necessary for a geometric similarity model. Previous psychological studies 

illustrate that the minimality axiom is not always accurately adhered to with simple 

stimuli. Referring to semantic similarity between hypertext windows, this problem is 

intensified due to the complexity of each window and the sheer number of windows 

being accessed in large documents. The symmetry axiom may also violated. Once a new
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window is accessed, the information the user encodes there goes with him/her back to the 

previous window, where that window is likely to be viewed in a slightly different 

manner. Therefore, knowledge-wise, the initial “distance” from the first window to the 

second or subsequent windows is not the same as the ’’distance “ from the second 

window back to the first. The ‘distance’ has been altered merely through the accessing of 

the second window and its contents. As for the triangle inequality axiom, different 

windows may or may not share the dimensions that other pairs of windows share just as, 

in Tversky’s example, Jamaica, Cuba, and Russia do not share the same dimensions.

This discussion of similarity theory has been applied toward the validity o f using 

a geometric model for semantic similarity in hypertext just as a geometric model is used 

to describe real-space (Euclidean properties). The depth of comparison in this example 

may be excessive, but it is a demonstration of how unspecified the parameters of the 

spatial metaphor remain. We are still left with an ill-defined and vague sense of how 

space is related to the hypertext environment and the elements within it.

Spatial Primitives

A less formal way o f defining space is through the decomposition of its 

characteristics into a set of basic primitives. Primitives can be thought o f as both 

elements and relationships that are necessary to convey the fundamental attributes of a 

phenomenon. Golledge (1994) identifies and describes four spatial primitives: 1) identity, 

2) location 3) magnitude and 4) time. Golledge describes providing identity ”as the 

process of equating an occurrence with a name or label. The purpose behind this 

differentiation is to allow occurrences to be recognized and their uniqueness evaluated”
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(p. 104,1994). As Golledge notes, a problem with identity is that, at times, two labels 

may be given to the same entity (e.g., a street is known by different names to different 

people). In hypertext, if  an identity is not universally acknowledged, not only may 

different users be unable to recognize an item as the same item but also individual users 

may confuse different items.

The second primitive, location, is denoted as “information about where an 

occurrence exists within the totality o f the environment” (p. 104, 1994). The way location 

is specified can be different depending on the environment being considered. The spatial 

terms and reference points that describes an entity’s location will be different if that 

entity is a continent rather than a country, a city rather than a building or an object. 

Locational information includes information that describes relations between an entity 

and other entities within that specific environment. Understanding the idea of location in 

hypertext has several obstacles. How do we describe different categories of environments 

(e.g., what is global, what is local?) How do we specify location within that environment? 

An item in hyperspace has no absolute location or even a consistent relative location.

From the property o f location, several derived concepts emerge: 1) distance, 2) 

direction, 3) sequence and order, and 4) connection and linkage. Golledge defines 

distance as the “ interval between the locations of occurrences” (p.106, 1994). To 

quantify distance, location must be clearly specified. Direction can only be specified 

within an established frame of reference. Sequence and order are dependent on 

definitions o f distance and direction as well. Connection and linkage are related to 

principles of proximity and similarity, which again, are inextricably tied to the
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specification o f location. The relation between hyperspace and these derived concepts 

cannot be determined until the relation between hyperspace and location is clearly 

understood.

The third primitive, magnitude, refers to the size of an identity. In instances where 

we can define “ how much” with a single number the measurement of magnitude is 

straightforward (e.g., how many cows are in a field). In other instances, Golledge 

concedes that magnitude is difficult to measure. For example, do we define a city by the 

area covered, the size of the population or by the boundaries o f specific activities? With 

hypertext, do we measure magnitude by the number of nodes in a document, the degree 

of linkage within the document or the degree of linkage to other documents within a 

network? It is not clear how magnitude may be defined in hyperspace.

The fourth primitive, time, denotes the permanency of an occurrence. Does an 

occurrence exist at a later point in time just as it exists in this moment? Does an 

occurrence retain its location over time? The relation between time and location is 

particularly tenuous in hypertext as we may not even be able to denote location itself. As 

well, large systems of hypertext documents such as the Web are dynamic. Using a 

particular site as a landmark for locating other sites will be ineffective as sites can be 

removed, linking can be changed and the general appearance of the site may be altered. 

Beyond the issue of location, unlike real-space, navigation time in hypertext is not 

correlated to “distance”. Changing locations between windows that are unrelated can be 

achieved just as quickly as moving between windows that are closely related.
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Whether we approach the hypertext/real-space comparison from the axioms of 

Euclidean space or a list of spatial primitives, identifying discrepancies between the two 

environments will inform us about the value of the spatial metaphor towards enhanced 

information access.

1.4 Spatial Cognition

If spatial cognition plays an important role in how people interact with hypertext, 

comparisons between behaviours in hyperspace and behaviours in physical space should 

be possible on several levels: Do people hold spatial representations in memory of the 

hypertext environment? Do novice hypertext users go through the same process that 

people in novel physical environments do? Do children show similar patterns of 

development in hypertext navigation as real world navigation? To address these questions 

we must have a brief look at spatial cognition and how it develops in real-world 

environments.

The study of spatial cognition is characterized by diverse approaches in the 

choice of settings and paradigms. For example, subjects have been asked to find their 

way (e.g., Passini, 1984), to locate an object in real space (e.g., Cornell & Heth, 1983) as 

well as to imagine how an object might look if  it was rotated to a different orientation 

(e.g., Shepard & Metzler, 1971). Small-scale environments such as a single room where 

all contents are visible have been studied (e.g., Acredolo, 1978) and, conversely, large 

environments, such as the layout of a campus or city, where all locations are not within 

view (e.g., Cornell, Heth & Alberts, 1994). Researchers have been interested in people’s 

knowledge of particular places as well as their knowledge of abstract spatial concepts.
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Subsequently, there are a variety of definitions o f spatial cognition, each prompted by 

and constrained by the environment under investigation.

In general terms, spatial cognition is the knowledge and mental representation o f 

the structure of space and the location and relation of objects or entities within that space, 

along with the knowledge of when and how to use this stored information and the ability 

to think about the mental representations themselves (Liben, 1981). This definition 

includes two parts: the informational system itself and the individual’s ability to access 

and make use o f that information. The informational system has been referred to as a 

cognitive map, a term first used by Tolman (1948). In this paper, the term cognitive map 

will be used to refer to the informational system that is part o f and supports spatial 

cognition.

1.4.1 Cognitive Maps

Cognitive maps are long-term memory representations of spatial information. As 

we cannot view cognitive maps directly, we must infer their features from behaviour 

during specific tasks. Consequently, empirical evidence involves these representations as 

they are applied to the performance of a particular action. External forms produced by 

behaviour (e.g., sketch maps, verbal protocols, quantitative and structural analyses), are 

often called spatial products, a term originally used by Liben (1981). Spatial products 

give us some indication of the nature of underlying spatial representations. Behavioural 

evidence suggests what the rules and operations are that govern the use of spatial 

representations (Presson & Somerville, 1985).
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The term cognitive map often elicits the assumption that this representation is an 

image-based, map-like mental representation. The actual form of cognitive maps has 

been highly debated. Some researchers have suggested that the cognitive map is 

analogous to a cartographic map, a Euclidean model of the world (Lieblich & Arbib, 

1982). This is not to say that cognitive maps are exact replications of features on a map. 

They have been described as “schematic, sketchy, incomplete, distorted, and otherwise 

simplified and idiosyncratic” (Kaplan, 1973, p. 276).

Other researchers have suggested a conceptual-propositional, rather than image- 

based, theory of spatial information encoding (for review see Golledge, 1997). In this 

view, both verbal and visual information are stored as abstract conceptual propositions. 

Concepts are embedded in a prepositional network and conceptual meanings are partially 

dependent on their relations to other concepts in the network. If concepts are close 

together in the prepositional network, they will function as cues for the retrieval o f one 

another. Alternatively, some researchers (Kitchin, 1994; Golledge, 1997) have argued 

that the term “map” should only be thought of as a hypothetical construct for the spatial 

system that we accept as existing and influencing our spatial decisions.

Aside from the debate about the form o f cognitive maps, Kitchin (1994) 

summarizes the types of information that cognitive maps contain. Cognitive maps are 

selective, subjective representations of the environment that preserve the locational and 

attributional features that are most informative for the individual perceiving that 

environment. The attributes that designate the structure of the map (landmarks or labels) 

are markers for action that should take place at that point in space and time. According to
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Kitchin, this is an important aspect o f the cognitive map, that it is constructed to combine 

the concepts of place and action. Cognitive maps are individual constructions for 

individual events, there is no singular cognitive map that retains all the spatial 

information and knowledge we’ve acquired. They are dynamic, that is, our knowledge 

(cognitive map) influences the experiences we have and our experiences alter our 

knowledge (cognitive map).

More recent research into the nature of cognitive maps has suggested that their 

hierarchical structure is important. Hierarchies are organized by semantic and conceptual 

relatedness not by spatial relations. Several studies provide evidence that cognitive maps 

have a hierarchical structure, that is, entities are encoded at different levels or regions 

(e.g., particular objects in relation to sets o f objects) based on their conceptual similarity 

or dissimilarity rather than their actual spatial location.

For example, Stevens and Coupe (1978) found that people are influenced by 

superordinate spatial relations of geographical locations. They asked subjects to judge 

the spatial relations o f different cities (e.g., Is Montreal north or south of Seattle?).

People often misjudged the location of different cities based on the state or country the 

city is situated in (e.g., Montreal is in Canada and Canada is north o f the United States, 

therefore Seattle must be south of Montreal). The superordinate category of country 

influenced judgments about the subordinate category of cities, irrespective o f their spatial 

locations.

McNamara, Hardy and Hirtle (1989) submitted subjects’ recall protocols o f a 

spatial layout to an algorithm that constructs hierarchical trees consistent with the internal

28

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 1

organization of the protocols. They found that subjects’ distance estimations and spatial 

priming was dependent on whether pairs of objects appeared in the same subtree or 

different subtrees of the hierarchy rather than each objects spatial location in the total

array.

Both of the above studies highlight the importance of categorization and meaning 

in the organization of mental representations of spatial information. If hierarchical 

structure is important to the retrieval o f spatial memories o f objects in physical space, it is 

plausible that hierarchical structure is even more relevant than spatial position to the 

recall of objects in hyperspace where objects have no absolute position or even consistent 

relative position.

1.4.2 Spatial Knowledge Acquisition

In a highly influential article, Siegel and White (1975) suggested that the ability to 

act efficiently within large-scale environments is based on the mental integration of 

multiple views. Because large environments cannot be viewed all at once, some type of 

mental spatial representation must be constructed in order to comprehend the entire 

space. Siegel and White proposed that the acquisition of these spatial representations 

follows a distinctive course, as a series of stages, landmark recognition being the first in 

which individuals learn to discern and remember separate landmarks. In the second 

stage, landmarks are coordinated in a sequence, which results in path or route 

representations. This route knowledge is comprised of both spatial and temporal 

relations between landmarks. As route representations become more refined, a 

representation of the entire space forms, a survey representation, which includes the
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relations between landmarks and routes. Thus, with increased familiarity of the 

environment, spatial representations gradually incorporate more sophisticated versions of 

landmark, then route, then survey knowledge; survey knowledge being qualitatively 

different from the first two because it incorporates the understanding of metric distance 

relations between landmarks and routes. Siegel and White’s view remained the dominant 

framework throughout the 1970’s and 1980’s and has been cited in the hypertext 

literature (Dillon, McKnight & Simpson, 1990; Edwards & Hardman, 1989; Leventhal, 

Teasley, Instone, Rohlman & Farhat, 1993)

More recently, Montello (1993) argued that the final acquisition of survey 

knowledge is a quantitative rather than a qualitative change. He asserts that metric 

knowledge is being encoded right from the earliest learning stages and that survey 

knowledge merely appears as a qualitative outcome of the integration of spatial 

knowledge, including metric knowledge, about separately learned places. Montello 

describes spatial knowledge as consisting of both nonmetric and metric information 

beginning with the first exposure to a new place. He also asserts that some types of 

spatial information are stored in a linguistic format and comes to the conclusion that “ 

there exist two or more distinct subsystems that represent spatial information in different 

formats”(p. 17, 1993). Montello cites several authors who present converging evidence 

and arrive at comparable conclusions. For example, McNamara, Halpin & Hardy (1992) 

referred to three formats of spatial knowledge -  temporal strings, propositions and metric 

spatial representations. Kuipers (1982) proposed that spatial knowledge is stored in 

many disconnected components that include separate metric and topological components.
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Kosslyn (1987) suggested that the right hemisphere of the brain is specialized for 

processing coordinate spatial representations while the left hemisphere is specialized for 

processing categorical representations.

Three questions emerge from Montello’s position: a) If metric knowledge is so 

pervasive throughout the acquisition of knowledge of large-spaces, how relevant is real 

world navigation to hypertext as metric distance may not be a property of hypertext?, b) 

Do spatial aids prompt the user to develop some form of mental representation that 

includes metric distances between elements? c) Integration of multiple types o f spatial 

information is cognitively demanding (Golledge, Ruggles, Pellegrino & Gale 1993), 

therefore, what is gained by adding components to hypertext (e.g., spatial maps) that may 

force another knowledge subsystem (in this case metric knowledge) to be engaged?

An alternative perspective is that navigation may be route-based, that is, route 

knowledge is not a prerequisite for or subset of survey knowledge but rather route and 

survey knowledge are acquired and represented separately (Hirtle & Hudson, 1991). 

Hirtle and Hudson found that subjects could acquire route knowledge from both slide 

presentations and maps but could only acquire survey knowledge from maps. This 

suggests that, with hypertext, even without global survey knowledge of a document, users 

should be able to encode sequences o f landmarks into routes and integrate separate routes 

for a local representation of parts of the document. However, even with a route-based 

explanation of hypertext use, we still encounter the problem of distance definition. A 

route is defined by the sequence of and distances between landmarks. In hypertext,
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distance is not easily measured and is inconsistent from one traversal of the document to 

the next.

1.4.3 A Preliminary Comparison of Hyperspace and Physical Space Features

Metric distance may be one property that is not shared by hyperspace and 

physical space. In the following section several other possible disparities are suggested 

as examples of the types o f issues that need to be investigated to evaluate the 

appropriateness of the spatial metaphor.

Perceptual Cues

As mentioned previously, landmarks are important in navigation because they are 

a cue for a specific action to be carried out. In real-space, the surrounding environment 

provides additional retrieval cues for that action. In hypertext, we view only one window 

at a time. If the window itself is not a strong enough cue to retrieve the action from 

memory (e.g., select a particular icon to another window) and there are no navigational 

aids to help orient the user, the user must make a random selection of icons.

In contrast, real-world environments have an abundance o f perceptual 

information, that is, they provide a rich collection of features and attributes on which we 

can base spatial decisions. Perceptual information allows us to make predictions about 

the future positions of objects in the environment as we move through space. For 

example, in a city setting, distal landmarks such as tall buildings are occluded by closer 

buildings. As we move through space, the degree of occlusion changes giving us clues as 

to the future position of the buildings that are not entirely in our view in that moment.
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Hypertext environments are featurally impoverished compared to real-world 

environments. This may make the attributes that are present more salient but it also 

provides fewer opportunities for the user to establish multiple reference points that 

designate the users position along a route. There is no perceptual information that is 

inherent to the hyperspace environment that helps us make predictions about the future 

positions of objects.

The Nature o f Landmarks

As navigational elements, in real-space, landmarks have no inherent meaning. 

Their relevance is learned and defined by the actions attached to them. Landmarks have 

a sequential relationship but not a semantic relationship. For example, a tree has no 

shared meaning with a car unless an action pairs the two together such as, “ I must walk 

to the car and turn left towards the tree”. In hypertext, landmarks, such as individual 

windows, have their own semantic content that is related to other landmarks aside from 

their possible sequential or spatial relationship.

A sequence of landmarks makes up a route. In real-space, the length o f that route 

and the spaces between landmarks can be defined by a distance. Distance in real-space is 

correlated with time, that is, the longer the distance the more time it takes to traverse it. In 

hyperspace, this correlation does not hold, partly because we have no way of accurately 

measuring distance but also because hypertext is dynamic. Distances do not remain static 

but change depending on the order of access the individual uses at any given time or the 

different preferences expressed by different users.
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Spatial Mental Representations

Survey knowledge in a large hypertext document can only be achieved through 

navigational aids such as maps and content lists. This means that it is possible that 

survey knowledge is mentally represented in a different form than route knowledge 

where the user has visually experienced the pages. If survey knowledge is encoded in a 

different form than route knowledge, it must undergo some kind of mental manipulation 

so as to track it to route knowledge. This increases the cognitive demands of the task.

Contrary to this, in real world navigation distal landmarks and the general lay of 

the landscape are visible. Through these cues, survey knowledge can be partially 

acquired in the same manner as route knowledge; it is an expansion o f the cognitive map 

developed for route knowledge. The accumulation of metric and nonmetric information 

occurs from the outset, that is, survey knowledge begins to be encoded in the same 

manner, at the same time as route knowledge. A presentation of a survey map in the 

homepage of a document provides survey information at the outset as well, but in a 

different form than route knowledge.

A Question of Scale

If physical space is cognitively related to hyperspace, how many nodes does a 

hypertext document need to have to approximate the mental space equivalent to the size 

of a neighborhood or a city or province? In the real world, we have different cognitive 

strategies for dealing with different sizes of spatial configurations. How well hypertext 

cognitively maps onto physical space may be dependent on appropriate scale matches.
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1.5 Hypertext Navigation

To this point, this chapter has focused on a broad overview o f some o f the issues 

regarding the spatial metaphor. The following section presents specific studies focused 

on the contribution of spatial navigational aids to hypertext performance.

How can we ascertain people’s conceptualizations of such an intricate 

environment? As in most research on human cognition, such study requires inferring 

cognition through people’s observable interactions with specific aspects of an 

environment. For hypertext research, a promising approach is to examine the influences 

of tools intended to facilitate the user’s completion of a given task. Navigation tools can 

be used as mechanisms for closely examining the users’ reliance on certain types of 

information to make navigation decisions. Navigation tools are easily manipulated to 

have the content and structure desired by the researcher. They can be designed to contain 

specific combinations of information. Navigation tools are often the users’ only exposure 

to all parts o f the document in a single format.

Information access in hypertext documents is impacted by the structure o f the 

document itself outside of the navigational aids that may be provided (Korthauer & 

Koubek, 1994). There are three levels at which this may occur: 1) The inherent structure 

of the material (Is hierarchical organization an intrinsic quality o f the material regardless 

of presentation?), 2) The organization of the material within the document or document 

structure cues (Are pages from subordinate categories differentiated from pages in 

superordinate categories?), 3) The linking structure (Does it reflect both of the above or, 

in and of itself, does it impose structure or constraints on the document?). These are
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global features o f the hypertext document that are beyond the focus o f this thesis. 

However, we need to be aware of and explicitly report these features during the course of 

investigating navigational aids.

1.5.1 Measures

How is navigational performance typically measured? Two categories of 

measurement encapsulate most o f the measures typically used in hypertext research: 

efficiency and effectiveness measures.

Efficiency measures are based on speed and the number o f steps taken to 

complete an information search. Efficiency measures often include the number o f nodes 

visited in relation to the entire document, the number o f excess nodes visited, the number 

of nodes revisited, the time taken on each node of the document and the total task time.

Effectiveness measures focus on the user’s search accuracy as well as his/her 

recall and understanding of the structure of the document. Effectiveness measures 

typically include measures of recall o f the elements within and the structure of the 

document. This would include the number o f node titles remembered, number of node 

titles filled into a blank overview or a sketch map of the document (Stanton, Taylor & 

Tweedie, 1992). Accuracy is also an effectiveness measure denoted by the number of 

correct answers to questions that require the user to conduct an information search.

A distinction needs to be made between navigation effectiveness and learning of 

the document material. In contrast to effectiveness, learning involves a deeper 

understanding of the content of the document and is often measured by the study or 

review time per node, the number of main ideas or concepts retained (Dee-Lucas &
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Larkin, 1997), and the number of concepts retained over time (McDonald and Stevenson, 

1999).

Several studies that have found positive effects for spatially based navigational 

aids have reported an increase in efficiency measures but not in effectiveness measures. 

(McDonald & Stevenson, 1998, 1999; Wenger & Payne, 1994). If hypertext is to be a 

truly useful informational tool both measures would seem important. Making decisions 

quickly and accessing the least windows necessary is relevant but if users are not able to 

find the information they need (incomplete or inaccurate search) or recall how they found 

it, the usefulness of hypertext could be severely constrained. Therefore, it would seem 

that a successful navigational aid should increase both efficiency and effectiveness.

1.5.2 Types of Navigational Aids

A spatial map, spatial overview or graphical browser is a visual representation of 

the structure of the document, which depicts the hypertext nodes and the links that 

connect them (McDonald & Stevenson, 1998, 1999; Dee-Lucas & Larkin, 1995). These 

are usually in a diagrammatic form such as block diagrams, diagrams organized around a 

central term (spider map), or hierarchically ordered tree diagrams.

Non-spatial navigational aids or textual aids include alphabetical or arbitrarily 

ordered content lists, conceptually ordered content lists and indices (e.g., Simpson & 

McKnight, 1990). It is difficult to pinpoint what features distinguish a textual from a 

spatial aid. I suggest that lists that assign a spatial location through features such as 

indentation (e.g., Chou & Lin, 1997) should be thought of as a spatial aid as they provide 

a spatial location for each term in the layout.
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1.5.3 The Effects of Navigational Aids

Most hypertext tasks can be described within the broad classification of open or 

closed tasks (Marchionini, 1989). Open tasks have a general goal o f browsing or 

exploring the document. Closed tasks have a specific goal o f finding a particular piece of 

information. The effects o f navigational tools on both types of task have been studied. 

The following section describes first a general meta-analysis on navigational aids, task 

types and user characteristics, followed by specific examples of studies on closed and 

open tasks.

Chen & Rada (1996) conducted a meta-analysis on 20 experimental studies and 3 

doctoral dissertations that appeared between 1988 and 1993. Generally, the meta

analysis indicated that the effects o f navigational tools such as indices, table of contents 

and graphical maps interact strongly with the type o f task involved (open or closed).

More specifically, for effectiveness scores (based on various measures of 

accuracy), task complexity showed the greatest effect size followed by graphical maps. 

For efficiency scores (based on various speed measures), task complexity and spatial 

ability showed the largest effects. Also, spatial ability interacted with navigational aid on 

measures of efficiency (speed).

These results suggest that spatial processing may be play a role in hypertext 

processing. However, as a meta-analysis is an analysis of common features across 

studies, it does not make detailed comparisons of the specific features o f each type of 

navigation tool. It is still not clear which specific features may contribute to this effect.
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Effects o f Navigational Aids on Closed Tasks.

McDonald and Stevenson (1999) reported on two studies examining the effects of 

navigational aids on navigation and learning. In the first study, the effect of a localized 

spatial map, a textual content list and no aid were compared. The map consisted o f labels 

with connecting lines indicating the links between nodes. Not all nodes were linked. The 

content list was a scrollable list of all the nodes in the document. The navigational aids 

were not interactive in that users could not access pages via the aids but had to navigate 

through the pages indicated by the map or list. The aids were displayed in separate 

windows from the text content of the document. Subjects were asked to first find ten 

target nodes and immediately after were asked twenty questions regarding information in 

the text. The navigation measures were: the mean time taken to access the target nodes 

and the number o f additional nodes opened beyond that determined to be the optimal 

route. The learning measures were: the number o f questions answered correctly and the 

mean number of node titles recalled during free recall. The results show that subjects in 

the map condition outperformed both the content list and no aid conditions on both 

measures of navigation efficiency. However, no significant differences were found 

between the three conditions on accuracy on the test questions. The number of titles 

recalled were comparable between the spatial map and the contents list but were 

significantly less for the no aid condition. The spatial map did not produce better recall 

than the content list.

In McDonald and Stevenson’s second study, a spatial map and conceptual map 

were compared to a no aid condition. The conceptual map was similar to the spatial map
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described for the first study but with the added feature of link descriptions. The same 

measures were recorded. Subjects again found ten target nodes and but then answered 

forty questions based on the text, twenty factual questions and twenty questions meant to 

tap into deeper conceptual learning. This session was referred to as the acquisition phase. 

A week later, subjects returned to answer forty additional questions to test for long-term 

retention (the retention phase). As in the first study, significant differences occurred 

between all conditions on both efficiency measures. On the effectiveness measures, there 

was no difference between the spatial and conceptual map conditions on the accuracy of 

factual questions in the acquisition phase. Both were better than the no aid condition. In 

the retention phase, conceptual map subjects answered more factual questions correctly 

than the spatial map and no aid condition. Regarding the conceptual questions, in the 

acquisition phase, subjects in the conceptual map and no aid conditions answered more 

questions correctly than the spatial map subjects. In the retention phase, there was a 

difference between all three groups, conceptual map subjects answering correctly most 

often followed by the no aid group and finally the spatial map group. These results 

suggest that a conceptual map is important for learning whereas a spatial map increases 

efficiency but not effectiveness.

Dias and Sousa (1997) studied the effects on performance of a navigational map, 

described as a content index that provides a global overview of the document as well as a 

representation of the path taken by the user. Subjects were asked to find the answers to 

12 questions. A map icon allowed the users to access the overview. From the overview, 

the subjects could access any page within the document. Performance was measured on
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the accuracy of the information search (answers to the test-questions), time spent on each 

screen page, frequency o f visits to each information node, frequency of visits to the map 

and time spent on the navigational map. Performance on these measures was compared 

to a pre-defined, optimal path for that particular test item as determined by the authors. 

Subjects were divided in to three groups according to map access, both frequency and 

time spent on the map. The results showed no significant differences between the three 

groups. Subjects who visited the map frequently and /or spent more time on the map did 

not access more relevant screen pages or fewer unnecessary pages than subjects who used 

the map less frequently or for less time.

In another search task study, Leventhal, Teasley, Instone, Rohlman and Farhat 

(1993) found that measures of navigational performance were not correlated with use o f a 

hierarchical overview. Correlations between accuracy and speed measures and both the 

percentage and total number o f visits to two types of hierarchical overview cards were 

not significant.

Stanton, Taylor and Tweedie (1992) found evidence against facilitation of 

navigation maps on effectiveness measures. Subjects were divided into map and no map 

conditions and were asked to search out the answers for a sentence completion task.

They were then asked to draw an outline of the hypertext document on paper. The 

results indicated that the no map subjects outperformed the map subjects on accuracy of 

the sentence completion task. Subjects in the no map condition were also better able to 

produce a drawing of the document structure and reported feeling more in control of the 

search situation.
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Effects ofNavigational Aids on Open Tasks.

The category of “open tasks” encompasses a number o f different approaches. 

These have included: 1) directed reading of the document followed by free review, 2) 

reading until the users felt all nodes o f the document had been accessed and 3) navigation 

of a document with no specific instructions. Such studies have produced mixed results.

Dee-Lucas and Larkin (1995) investigated the effects of structured versus 

unstructured overviews on recall. The structured overview (described to the participants 

as a content map) consisted of a hierarchical diagram with one central heading and three 

levels of subheadings. Through the placement of the headings, referred to as unit titles, 

the diagram indicated the subordinate and superordinate relations between the unit titles. 

The unstructured overview (described to the participants as a content list) was a vertically 

arranged list of each unit title. The unstructured overview provided no indication of the 

relations between the unit titles. Both overviews were interactive, in that, as the reader 

finished a unit he/she was required to return to the overview to select and link up to a new 

unit title. Both document formats contained 9 units. Participants were asked to read all 

material first in a specified order and then were free to review any material they chose. 

Participants were then tested on both recall and study strategy measures. The recall 

measures included the number of unit titles recalled, the proportion of text propositions 

(main ideas) recalled, the proportion of propositions recalled per unit and the proportion 

of units with at least one proposition recalled. On all these recall measures there were no 

significant differences between the two overviews.
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Wenger and Payne (1994) investigated if  the presence of a graphical browser 

impacted the comprehension and retention of the content and structure o f a hypertext 

document. In this study, the graphical browser indicated the structure of the document in 

a hierarchical fashion and also, through the highlighting of visited nodes, allowed the 

user to see which portions of the document had been accessed. To minimize imposing a 

certain order of viewing, users were allowed to access the document at any entry point by 

choosing, on the first node, from an unstmctured alphabetical listing of the contents.

Both the browser group and the no-browser group had this option. The browser group 

could return to the browser from any node in the document. The subjects were instructed 

to read through all the nodes and indicate when they felt they had accessed all available 

nodes. At the end of the text, in a timed recall task, users were required to note as many 

as the node titles as they could remember. They then completed multiple-choice tests as 

an indicator of their comprehension of the text. Finally, to tap into the users’ knowledge 

of the text structure, users were presented with pairs of node titles and asked to state if  the 

nodes were linked within the previous text. On all three o f these effectiveness measures, 

results showed no differences between the browser and no-browser groups. The only 

significant differences occurred in efficiency measures: the number of nodes accessed 

and the number of nodes revisited. Subjects in the browser groups accessed a higher 

proportion of the total available nodes and exhibited less revisitation than the no-browser 

subjects. Subsequently, the authors suggested that presentation of a graphical browser 

enhanced the efficiency of browsing but did not improve users’ performance on measures 

of effectiveness.
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Generally, these prior studies on the effects o f navigation aids have provided 

inconclusive evidence on the role of conceptual vs. spatial information.

1.6 Summary of Review

Research concerning hypertext use is conducted within numerous disciplines each 

with its own focus, methods and terminology. Such results are reported in diverse sources 

making the integration of knowledge and theoretical comparison challenging.

Understanding hypertext use should not be confined to understanding this specific 

context or process but should also address connections to environments that share 

characteristics (e.g., real space) and to broader generalities o f human cognition (e.g., 

spatial cognition, metaphor use).

The spatial metaphor suggests that spatial information and processing plays an 

important role in hypertext navigation but empirical evidence to date has not specified the 

parameters of that role.

1.7 The Current Research

Since these early discussions regarding the spatial metaphor, some would argue 

that the metaphor has subsided in its prevalence because the use of spatially-based tools 

has diminished. However, because spatiality is such a pervasive, unavoidable aspect o f 

our environment and our cognitions, others remain convinced that understanding the role 

of spatiality in hyperspace is critical.

“ It is our contention that an essential element in understanding ICTs (information 

and communication technologies) and cyberspace is a comprehension o f how they are 

transforming, and creating new, spatialities , spatial forms and space-time relations. In
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short, we argue that geography continues to matter, despite recent rhetoric claiming the 

‘death of distance’. (Dodge & Kitchin, 2001)

Hence, a distinction should be made between the potential usefulness o f the 

spatial metaphor itself as a psychological foundation for hypertext navigation versus the 

usefulness of the tools that have been developed thus far to support the metaphor. It is 

my assertion that a more thorough understanding of the cognitive processes implied by 

the metaphor may ultimately lead to a better applied use o f the metaphor. The intent 

behind this thesis is to provide a theoretical investigation of the underlying cognitive 

processes related to the spatial metaphor rather than to present applied outcomes that 

directly address design considerations. This thesis investigates hypertext navigation from 

a cognitive psychology perspective with a focus on the form of mental representations 

that support this task. The navigation tools used within the human data phase of the thesis 

function as tools for examining cognitive processes rather than as applied solutions for 

navigation difficulties. If spatial processing is an integral part of hypertext navigation 

then providing spatially-based navigation tools should enhance the navigation process 

including the formation of appropriate mental representations of the document space. 

Given that spatiality can be represented in a multitude of ways within a navigation tool, 

this thesis should be viewed as a preliminary investigation to be followed by studies 

portraying spatiality in a variety of presentations.

The thesis begins with what could be referred to as a coarse-grained assessment of 

overt navigation behaviours followed by a series of increasingly fine-grained analyses 

aimed at examining underlying mental representations.
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The first line o f inquiry (Chapter 3) examines the impact of different types of 

navigation tool information on basic user behaviours such as the speed and economy of 

navigation during an information search task. Measures o f accuracy and recall are also 

taken. The goal of this analysis is to ascertain if  spatial information plays a unique role in 

influencing hypertext performance. If, as the spatial metaphor suggests, spatial 

processing is essential to navigation in hyperspace, navigation tools with higher degrees 

of spatial information should result in more efficient and effective navigation 

performance.

The second analysis of navigation behaviours (Chapter 4 -  The Behavioural 

Space) examines the path patterns of users to determine if the presence of different types 

of information influence the sequence of users’ navigation decisions. This chapter 

highlights the innovative application of a statistical technique (multidimensional scaling) 

that provides a rich but understandable format o f navigational behaviour. The goal of this 

analysis is to better understand the relationship between properties of the navigation tool 

and properties of users’ paths. The MDS configurations provide a means to make 

qualitative comparisons between tool and path characteristics and also provides an 

opportunity to uncover potential contributing dimensions that are not initially obvious.

The third analysis (Chapter 4 -  The Representational Space) delves deeper into 

the issue of mental representation through the use of a distance-like ratings task. Users 

were asked to rate the relatedness or closeness o f pairs of hypertext pages from the 

document they traversed. These ratings should reflect the users’ underlying mental 

organization of the document space. The goal o f this approach is to detect relationships
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between the navigation tool information and the users’ mental representation of the 

document. This relationship may not be direct but rather could be mediated by the course 

of navigation behaviours from the beginning to the completion o f the information search 

task. Therefore, relationships between behaviours and ratings are also examined using 

correlation and regression methods.

Finally, Chapter 5 provides an indepth exploration of spatial mental 

representations through the use of artificial neural networks. The goal of this study is to 

better understand the relationship between the form of mental representation and 

consequent behaviours. Two parallel distributed processing networks are trained to 

complete a spatially-based task. The internal representations developed by the networks 

to accomplish the task are carefully inspected by using correlations between network 

activations and actual distance information. This investigation provides insight into 

correspondences between overt behaviours and covert mental representations. The 

networks reveal that the properties o f underlying representations are not always 

equivalent to the behaviours they produce. This finding underscores the necessity for 

understanding what type of mental representations are created by given presentations of 

information such as those produced by particular navigation tools. Relevant to the topic 

of hypertext navigation, without closer inspection, it cannot be assumed that spatial 

navigation tools create spatially-based mental representations.
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CHAPTER 2: TRACKING COGNITIVE PROCESSES IN HYPERTEXT

2.1 The Data Collection Program

The task of navigating in hypertext involves the integration of many complex 

cognitive processes within a very multifaceted environment. The multitudes o f variables 

that such a task presents demands methodologies that allow for control of the interface 

that users see and that provide flexibility for collecting diverse types o f data. To provide 

such control, the human data used in this thesis was collected using a customized 

program. The purpose of the following section is to describe in detail the computer 

program developed to record behaviours associated with hypertext navigation.

2.1.1 Controlling the Interface

The Visual Basic ActiveX WebBrowser Control included in Visual Basic 6.0 

creates a highly customizable web browser that allows for the management of options 

available to users of hypertext documents. This is important for two reasons. First, to 

access information about the cognitions involved in hypertext use, a pared-down, sparse 

version of browsers and hypermedia pages may be desirable. Custom programming 

allows the researcher to introduce new elements to the browser controls as well as 

eliminate unwanted controls resulting in interface elements that are specifically 

applicable to the question of interest. For example, for some research questions, the 

elimination of options such as the back, forward or print buttons from the browser menu 

may be favorable.

Second, a custom browser ensures a novel environment for every user regardless 

of their prior experiences with standard browsers. Pretesting users on previous computer
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use is helpful but these measures usually rely on general information such as how often a 

computer is used in a certain timeframe or the number o f activities the user engages in on 

a regular basis (e.g., e-mail, word processing). Questionnaires can result in ambiguous 

responses depending on the questions asked and the users’ interpretations o f the 

questions. Ensuring that every user begins the research task with an equal level of 

familiarity with the browser eliminates one extraneous variable.

2.1.2 Collecting Appropriate Data

Often, hypertext researchers are interested in tracking very quantitative navigation 

responses such as time spent on pages, number of pages accessed and order of pages. A 

custom program can provide procedures for data collection that are strictly controlled by 

the researcher, eliminating any impact of features inherent in other standard tracking 

mechanisms such browser history lists or server logs.

For example, browser history lists make use of a variety o f procedures for 

recording page access. To optimize the history list, some methods bump prior revisits 

and only retain the most recent instance of access (e.g., for further description of history 

lists see Tauscher & Greenberg, 1997). By creating a custom application, a local log file 

o f users' movements can be constructed to record every single move with no elimination 

of repeated page accesses that can happen with the typical history lists of standard 

browsers.

For some types of data, collecting data via server logs presents obstacles as well. 

The procedures used by the server to cache items may skew data by affecting the way 

pages are delivered to the user. For instance, as a single page is accessed numerous times,
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by numerous users, the server retains the page in memory and will load that page quickly 

relative to a page that is not held in memory. This results in navigation experiences that 

may be different from user to user. Also, because server use involves multiple users on a 

shared network, system traffic could interfere with timed results as page delivery could 

be delayed by network congestion. By having tracking procedures local to each 

individual workstation, that is, creating local logs instead o f server logs, we can avoid the 

above-mentioned problems.

2.1.3 Advantages of Visual Basic 6.0

It is true that other programming formats include a customizable browser 

function, so why use Visual Basic 6.0? There are several pragmatic reasons for using 

Visual Basic specifically. First, it’s easily accessible. Versions of Visual Basic are 

included in popular office suite software packages. Second, Visual Basic is w ell- 

supported in that many reference books are available as well as extensive on-line help. 

Third, Visual Basic is a relatively simple programming environment, as compared to 

many other programming languages.

The program description is organized into two sections. First, the development of 

the interface of the document is described. Second, the coded routines that accompany 

the interface are detailed.

2.1.4 Interface Development

The hypertext interface is created in two parts: 1) the actual hypertext pages with 

the specified content and links are constructed and 2) the Visual Basic application forms, 

including the WebBrowser Control that displays the Web pages, are programmed.
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Developing the Visual Basic Application

Visual Basic 6.0 is an Integrated Development Environment (IDE) that allows the 

user to design, run, test and debug Windows applications built using the Visual Basic 

language. Development in the Visual Basic 6.0 environment involves placing standard 

components onto a visual container called a form, thereby constructing the user interface. 

Coded routines are created to respond to the user’s interactions with the form’s interface 

components. A user interaction is called an event and the coded response is called an 

event handler. Each control has a certain set o f events that will generate responses (e.g. 

Mouse Click, Resized, Document loaded). Several forms, which appear as separate 

windows, were constructed for this application, including the form that contains the 

specialized component, the WebBrowser control.

The Development of Forms

Individual forms for the interface are constructed to accomplish certain tasks. 

Tasks are subdivided into user actions that are represented as various controls in strategic 

positions on the form. Each form in the application is maintained in a file designated by 

the form name plus the extension.frm. Form files contain the graphic interface of the 

form but are also text files that contain descriptions of the controls on the form and coded 

event handlers.

There are several types of standard window controls that can be included on a 

Visual Basic form. For example, Textboxes are used to display and enter text. Command 

buttons represent actions that will occur when that control is activated by the user. Option 

buttons are presented in groups and are used when the user is required to make one
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choice out of several options. The CheckBox control allows the user to make several 

choices from a list of options. In Figure# 1, the Login form shows an example of a form 

with labeled textboxes (the spaces provided for user and password submissions), option 

buttons (the buttons used to select the appropriate condition) and a command button (the 

"submit" button). Such controls are added by selecting and placing icons from the 

General Toolbox panel onto the form. Numerous properties can be selected for each 

control (e.g., for the textbox control, properties for the number o f text lines, the inclusion 

of scroll bars and the maximum length of the entered text can be chosen). Properties can 

either be set from the Properties window or written into the code. As the project is 

developed, the Project Explorer provides a list of the components (e.g., forms) that have 

been added to the project.
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Figure 2.1. Administrative Login Form

2.1.5 Code that Accompanies the Interface

Controls can be activated by several types o f events triggered by user interactions 

in the form of either mouse use (e.g., clicking, press and release o f the mouse button or 

movement of the mouse) or keyboard use (e.g., key press, changes to text boxes). Other 

events are triggered by changes in control state (e.g., the WebBrowser’s 

documentComplete is triggered when the control has successfully loaded a page). 

Whenever a control on a form is activated, the program will initiate the event handler 

routines that are coded for the event that activated the control. For example, on the Login 

form (Figure # 2.1), once selections are made between the option buttons in the dialog 

boxes, clicking on the "submit" button initiates the subroutine coded for the on click
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event as outlined in Listing # l(see Appendix A). Note the initial section of code for each 

form declares the variables local to that form using the Dim (dimension) statement. Local 

variables that are intended to be available only to a specific subroutine can also be 

declared within individual subroutines.

An initial login form, such as the one above, can be used to specify a particular 

condition or version of stimuli for each individual subject. Later in the application, flow 

control statements (e.g., "If-Then", "Select Case") can access the selections made in the 

initial Login form and use them to execute only the appropriate statements for the 

specified stimuli.

Displaying the Web Pages

In this application, the Browser Form contains all the code necessary to display 

the Web pages. When the Browser Form is loaded, the "select case" structure is used to 

direct the program to present the appropriate instruction page and the navigation aid to be 

used in that specific test session (Listing # 2, Subroutine #1 and #2 from the Browser 

Form set-up routines, see Appendix B and C). Within the code, the four conditions in this 

study were referred to as Alpha, Hier, Spatial, Spatialhier.

Once the WebBrowser Control is functioning, the links embedded in the 

individual Web pages allow the user to revisit the navigation aid and instructions page. 

Each successful navigation triggers the WebBrowser’s “Document Complete” event, 

which causes the subroutine WebBrowserl DocumentComplete to execute, calculating 

and recording the time the user has spent on the previous page (Listing #3, Subroutine #5, 

#6, see Appendix D).
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Developing Data Files

In order for the program to open data files and store data within them, certain 

variables must be accessible to all Forms and Modules throughout the run time of the 

application. These variables must be declared as Public (rather than Dim) and as Form 

variables or within Modules.

Users’ responses to the four tasks were collected and stored in text files that are 

automatically constructed when the user interacted with specific forms in the program. 

For three of the tasks this merely involved transferring the typed responses or option 

button and checkbox responses of the user to text files. The fourth task required the 

storage of selections of text, which necessitated a slightly different approach. In order to 

check the accuracy of the users' search efforts, users were instructed to highlight the 

answer with the mouse (e.g., phrase or sentence) for each question from the page on 

which they found it and then submit the answer by clicking on a "submit" command 

button. The code that responds to the “Click” event takes advantage of the fact that the 

WebBrowser is an OLE container for the active HTML page and as such can access the 

active document within the container. The container accesses the document through an 

interface that initiates the correct implementation of the common command specified. 

One of the commonly supported commands is to copy the currently highlighted or 

selected text to the clipboard. Using the execCommand method of the active document’s 

interface with “Copy” as the indicated command, the highlighted or selected data is 

copied to the clipboard. The globally available (common to and useable by all) clipboard 

was then accessed by the research program, which retrieved the data to a local variable
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and wrote the information to file (Listing # 3, Subroutine #3, #4, see Appendix E). 

Constraining the user to copy and pasting information to the clipboard avoids common 

problems like typing mistakes or user interpretation of data, which would make 

subsequent data verification or validation difficult.

The collection o f efficiency measures was accomplished using a log file of the 

users' movements through the document which records each page accessed including 

revisitations, the time spent on each page and the page where the user found the 

information required by the search task (see Figure # 2.2 an example o f the log file). The 

log file was constructed by writing successive lines in the log file each representing a 

record of specific structure (e.g. User, Page, Time Spent). Each record is a series of 

comma-delimited pieces o f information. The new line character separates individual 

records. The format of the log files was chosen because it offers a format that is tool 

independent providing guaranteed access while being of a common format used by data 

analysis tools that import data from other sources. This allows for easy organization of 

data beyond the data collection phase.

Proj ect2\Instructions.htra","0.719999999993888" 
Proj ect2\instructions!.htra","47.5800000000017" 
Project2\SpatialHier.htm","19.4700000000012" 
Proj ect2\Shtypes.htm","25.9100000000035" 
Project2\SpatialHier.htm","4.63999999999942 » 
Project2\Shclub.htm","18.61000 00000006" 
Project2\SpatialHier.htm","1.44999999999709" 
Project2\shsac.htm","23.9499999999971"
Project2\SpatialHier.htm","1.68000000000029" 
Project2\Shconjugat.htm","23.0600000000049" 
Project2\SpatialHier.htm","1.83999999999651" 
Project2\ShChytrids.htm","26.1800000000003" 
Project2\SpatialHier.htm","1.13999999999942" 
Project2\Shlichen.htm","24.5999999999985"

Subject 1 ","C:\VB
Subject 1 ","C:\VB
Subj ect 1 ","C:\VB
Subj ect 1 ","C :\VB
Subject 1 ","C:\VB
Subj ect 1 ","C:\VB
Subj ect 1 ","C:\VB
Subject 1 ","C:\VB
Subject 1 ","C:\VB
Subj ect 1 " , "C:\VB
Subject 1 " , "C:\VB
Subject 1 " , " C : Y VB
Subj ect 1 ","C:\VB
Subj ect 1 ","C:\VB

Figure 2.2. Example of a Log Text File.
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The Visual Basic program outlined above provides an accessible and effective 

means of tracking the processes involved in hypertext use. Once the custom browser 

program is created, altering the content and functions of the individual hypertext pages 

can modify the task to address additional research questions. To accompany navigation 

data, relevant tasks such as recall and recognition tasks can be programmed for on-line 

data collection in a text format that is easily manipulated for subsequent data analysis.

2.2 Methods

The portion of this thesis using human data focused on the reliance of users on 

different types of information within a navigation tool. Four different versions of a 

navigation tool were presented to four groups of participants. Participants were required 

to complete a series of tasks involving the same hypertext document, the only difference 

being the navigation tool presented. The following section provides details for the 

methods used for this part of the thesis.

2.2.1 Participants

The participants were 169 undergraduate first-year psychology students (81 males 

and 88 females) from the University of Alberta, Edmonton, Alberta, Canada. Students 

participated as part of a research participation program and received credit for their 

participation. The students were randomly assigned to four conditions based on the 

navigation aid presented: Alphabetical, n = 44 (22 males and 22 females), Hierarchical n 

= 41 (20 males and 21 females), Spatial, n = 41 (18 males and 23 females), and 

Spatial/Hierarchical, n = 43 (21 males and 22 females). ). Participants were pretested on 

their Internet experience via a questionnaire. Items on the questionnaire included the
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frequency and duration o f Internet use in a one week period, the availability of Internet 

access at home, and a rating of how much each participant engaged in particular Internet 

activities such as information searches, surfing, chat rooms, e-mail, use of search engines, 

copying images and the construction of a Web page. Preliminary analyses found no 

differences between the four groups on Internet experience.

2.2.2 M aterials

The Hypertext Document

Participants were tested on a 22-page hypertext document on the topic o f Fungi 

programmed using Visual Basic 6.0 (Professional Edition) (Boechler, Dawson & 

Boechler, 2002). Each hypertext page contained a short text section with similar word 

counts between pages (approx. 130 words each) and a picture to help users differentiate 

between pages (see Figure 2.3).

The Navigation Tools

The four navigation aids used in this study were constructed to approximate the 

most singular representation o f each type of information, the absence o f both types of 

information or a combination of both types of information. The Alphabetical navigation 

tool is merely a content list of the page titles organized alphabetically. It contains 

minimal spatial information and no conceptual information, as the list provides no 

suggestion as to how the page titles may be semantically related (see Figure 2.4a).

The Hierarchical tool contains conceptual but minimal spatial information. It is a 

content list that designates the superordinate and subordinate categories in the material 

through the use of font size and label color (Figure 2.4b).

58

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 2

Content List

Club Fungi §

J |  M ushroom s are  th e  fru iting  bod ies p ro d u ce d  by  som e fung i. T he function  o f  th is  v isib le  pe rt o f  som e fu n g i is  to  produce  and  release  th e  la rg est % 
po ssib le  num ber o f  sp o res  i n  the  sh o r te s t p ossib le  time. S p o re s  create new  indiv iduals after be in g  carried aw a y  o n  th e  w ind  a n d  landing1 i:s r > 

l l  p lace  fo r  grow th. |j|

| |  T ru e  m ushroom s typ ically  lo o k  like um brellas. T h e y  c o n s is t o f  a  sta lk  to p p e d  b y  a fla t, cu p -shaped  cap . Their sp o res  are p ro d u ce d  o n  specia l ceBs|i; 
| f  called basid ia , loc ate d  o n  th e  underside  o f  th e  cap. T his is  the  feature typical to  Chib Fungi. B asid ia  m ay  c o v er  th e  su rface  c ftis su e - th in , bang ing  , 

J§ p la tes  called gills o r  line th e  inside  o f tu b e s  or cover " tee th " .

| |  W h e n  th e  sp o res  are ready , th e y  are d ischarged  a  s h o r t  dis tance  in to  th e  space  b e tw ee n  th e  gills o r  te e th  o r  in to  th e  cen te r o f  th e  tu b e . T he %\ 
| |  sp o res  th e n  fa il o u t o f  th e  c ap  and  w e carried  aw ay b y  th e  w ind. f)

C lub  F ungi c<

Figure 2.3. Example of hypertext document page

The Spatial tool was a map of the page titles containing spatial information but 

minimal conceptual information (Figure 2.5). Given that spatial information cannot be 

completely eliminated from any type of visual display, even the content lists contain 

some spatial information as labels can be allocated a location (e.g., second from the top), 

there exists an infinite number of possible spatial arrangements that could be used for the 

spatial version of the navigation tool. As a preliminary investigation into the role of 

spatiality in navigation tools, I operationalized the formatting of the spatial navigation 

tool in the following manner: The spatial array was derived by counting the number of 

steps between titles in a hierarchically ordered tree diagram of the material. The resulting 

"distances" were transformed into a matrix of correlations that was analyzed using

59

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 2

multidimensional scaling. The configuration produced by this analysis provided the 

positions for the page labels on the map.

Anti-rejection Drug S i-UNC-l
Biocontrol p o s i n v i .  usi;s

Caterpillar Tonic Medicine
Chytrids Penicillin

Club Fungi Anti-Rejection Drug
Conjugation Fungi Caterpillar Tonic

Disease Food
Food Morels
Fungi Truffles
Heart Yeast

Lichen : Bioeoniiul
Medicine j 1 S' PUS ^
Morels ! (. lub Fungi

Negative Aspects j Sac fungi
Penicillin j Conjugation fungi

Poisonous Mushrooms ! Cliytnds
Positive Uses L when

Sac Fungi 1 Y i’c v n v r  \ s p f c t <
Skin ; Diseases

Truffles Skin
Types Heart
Yeast Poisonous Muslnnoins

Figure 2.4. a) Alphabetical List b) Hierarchical list

MDS is a statistical method for uncovering the stmctural regularities or patterns 

hidden in a matrix of data and representing that structure in graphical form for easier 

visual interpretation. The coordinates that create the MDS configuration represent some 

underlying property of the data and the configuration o f points they create illustrates how 

closely the objects under study are related to each other as a function of this underlying
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property. In the case of the spatial tool, the coordinates reflect the distances between 

labels on the tree-diagram, a diagram that has explicit hierarchical categories.

In an MDS analysis, the dimensions that produce the spatial coordinates may be 

abstract such as the conceptual relatedness between pages or concrete such as the 

physical distances between page labels on the navigation tool. On a MDS plot, related 

items are plotted close together and unrelated items are plotted far apart, (for examples 

see Borg & Groenen, 1997). In the case of this MDS configuration, both conceptual 

relatedness and physical distance are contributing dimensions as these are salient factors 

in the tree-diagram arrangement.

Caterpillar Tonic

Penicillin

rejection — Medicine

d ocontrol
Positive

Morels

I ruffles
Food

Yeast

Diseases
Skin

Heart
Poisonous 

-------Mushrooms
Negative
Aspects

Fungi

Tvoe Coniuaation

Chvtrids

Sac Fnnni Lichen

Figure 2.5. Spatial Navigation Tool

The spatial map did not provide explicit information about the semantic 

relatedness of pages but the process described above created a configuration with some 

implicit information about relatedness given that the clustering of page titles reflected to
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some degree the conceptual levels of the tree diagram. This approach was chosen over 

totally random spatial label locations as it is unlikely that a hypertext document would be 

accompanied by a random spatial map as a navigation aid. To avoid any explicit 

indications of semantic relatedness, link designations were excluded from the spatial tool.

Throughout the thesis, this spatial array will be referred to as the spatial 

navigation tool. This does not preclude the possibility that other spatial arrangements 

may produce different results. Future research needs to investigate the effects of many 

different versions of spatiality.

The Spatial/Hierarchical tool explicitly contains both types of information. It is a 

tree-diagram with the superordinate heading of “Fungi”, below which are three levels of 

subordinate categories (see Figure 2.6). This tool presents conceptual information not 

only through the levels of categories represented but also through the link connections 

between subsets of labels. Link connections only occur within the three depth levels of 

the hierarchy. The tool also contains spatial information as the location of labels 

corresponds to their conceptual relationship to other labels. Labels that are closely 

conceptually related are closer together in the configuration whereas labels with less 

semantic relatedness are farther apart. As with the spatial tool, a variety of spatial 

configurations could be used. This particular configuration corresponds to the inherent 

hierarchical organization of the topic of “Fungi”.
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Figure 2.6. Spatial/Hierarchical Navigation Tool

The organization of the navigation aids did not reflect the linking structure of the 

document but only served as a representation to help the users mentally organize the 

document material. All page labels on all four navigation aids were linked to the 

corresponding page, therefore, the users could always navigate directly to any page from 

the navigation aid without having to access intermediary pages. Hence, the optimal route 

to a given page was always a direct selection of a particular page label from the 

navigation aid. These tools were designed with the recognition that there is no 

representation that is purely one type of information and also with the constraint of 

retaining some ecological validity.
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The Tasks

Participants were asked to complete four tasks: an information search task, a free 

recall task, a recognition task and a distance-like ratings task.

Information Search Task: The search task began with an instruction page, 

followed by the navigation aid for a given condition. It consisted of ten questions 

presented consecutively on various aspects o f fungi. Users were required to navigate the 

document and locate and record the phrase or sentence that answered each question.

Recall Task: The free recall task was intended to determine if  there were 

differences between groups in how well participants could remember elements of the 

document content, specifically page titles. With the free recall task, participants are not 

cued for responses but must generate them independently. The recall task form appeared 

automatically after the response was submitted to the final question of the information 

search task. The form consisted of an instruction caption and a textbox for participants to 

type in the titles of pages they remembered. The instructions read, “ In the text box 

below, type all the page titles you can remember from the “Fungi” document. When you 

are finished, click the “Submit” button at the bottom of the page”.

Recognition task: The recognition task was again a measure o f memory for 

document elements. As the page titles were single labels (one or two words), the 

recognition task was modeled after a title recognition task developed by Stanovich and 

West (1989) to test print exposure. It consists of a list of titles with both actual and foil 

titles. Participants are asked to indicate the titles they judge as familiar. In Stanovich and 

West’s version, participants are told that some titles are actual titles and some are not and
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that they should, therefore, refrain from guessing. Participants are not told the ratio of 

actual titles to foils. In the current recognition task, the participants have already been 

exposed numerous times to the entire list o f titles via the navigation tool. Therefore, it 

was assumed that the participants would recognize the list was substantially longer than 

the number of titles they were exposed to in the navigation tool and were not informed 

that foils were present. The current recognition task consisted of 22 page titles and 10 

foils.

The recognition task immediately followed the recall task. The form consisted of 

an instruction text box at the top of the page and two columns of checkboxes with the 

page titles adjacent to them. The instructions for this task read, “From the list below, 

check all the page titles you can remember from the “Fungi” document. When you are 

finished, click the “Submit” button at the bottom of the page”.

Ratings Task: The ratings task was designed to reveal how participants mentally 

organized the structure o f the document. Immediately following the search task, 

participants were asked to rate 100 pairs of page titles according to their distance from or 

relatedness to each other. The form for the ratings task consisted o f a text box with 

instructions at the top of the page followed by a list of page pairs on the left side of the 

page. On the right side, a series o f buttons appeared with ratings o f one to seven labeled 

above them. Each page contained fifteen pairs o f page titles with the final page 

containing the remaining ten pairs. Two subgroups in each group were tested with 

different instructions. One group was instructed as follows “Based on a scale of 1 

(lowest) to 7 (highest) rate the following A and B pairs according to the question: How
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related are pages A and B?”. The other group was given the instructions “Based on a 

scale of 1 (lowest) to 7 (highest) rate the following A and B pairs according to the 

question: How close are pages A and B?’\  Participants used the mouse to select the 

button that represented their chosen response for each item.

2.2.3 Procedures

At the beginning of the test session, as a group, the participants were given brief 

instructions on the function of icons and the use o f the mouse. Participants were then told 

they were required to complete four tasks related to a document that they would be 

viewing. It was explained that Task 1 would involve searching through the document for 

the answers to 10 questions and that once this task was complete the program would 

provide instructions for the following tasks. Participants were told that when the program 

proceeded to a Windows file folder window all the tasks were completed. Each 

participant was then assigned to a separate testing room.

To begin the information search task, participants were presented with a login 

page where they submitted their name and student number by typing in the necessary 

information into textboxes and clicking on a command button labeled “Submit”. This 

initiated the appearance of the instruction page, which students could view as long as 

they chose before clicking on a command button labeled "Continue". The navigation tool 

for that condition then appeared in a new window with the first question of the 

information search task listed at the bottom of the browser frame. The timer for the first 

question was initiated when the navigation tool page appeared. Also, on the bottom of the 

browser frame was a command button labeled “Found it”. When the participant had
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located the answer to the question they were to click on the “Found it” button and the 

timer would stop. The “Found it” label then changes to “Submit”. When the student was 

sure of the answer he/she had selected and had highlighted the answer with the mouse, 

he/she would then click on the “Submit” button and the program recorded the answer.

The “ Submit” button was added to ensure that the recorded search time was not 

confounded by the time that participants might take to execute the selection of the phrase 

with the mouse and also to ensure that participants did not make impulsive or inadvertent 

selections that they could not alter before submitting them. The clicking of the “Submit” 

button also prompted the return to the navigation tool page and the appearance of the next 

question. This process was repeated until all ten questions were answered.

After the completion of the information search task, the program proceeded to the 

recall task. Students were instructed to type all the page titles they could remember from 

the document in the textbox below and then to click on the “Submit” button to record 

their answers.

Following the recall task, the recognition form appeared. Again, participants were 

to make their selections and then click on the “Submit” button.

Finally, the program continued to the ratings task. Participants were asked to 

complete the 100-item ratings task of page title pairs. On the completion of this task the 

program ended and returned to a Windows file folder window.
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CHAPTER 3 -  P e r f o r m a n c e  in  h y p e r s p a c e

3.1 Issues related to Navigation tools

This thesis focuses on examining the cognitive processes involved in hypertext 

use by manipulating the organization and content of navigation tools. This is a different 

goal from attempting to design the optimal navigation aid, as the navigation tools used in 

this study have limits that may make them impractical in an applied setting. Instead, I 

viewed these navigation aids as mechanisms for revealing the effects of certain types of 

information presented to the user. Specifically, I was interested in the effects of spatial 

and conceptual information in navigation aids on several measures: the efficiency and 

effectiveness measures described in the introduction (I refer to these as performance 

measures), the path patterns that users choose and the form of mental representation that 

users develop of the document. This current chapter focuses on the effects of different 

navigation tools on performance measures, specifically, speed, number of pages accessed, 

recall and recognition. The following data analysis addresses two issues introduced in 

previous research. The first a specific methodological issue and the second is a wider 

theoretical issue.

First, results of earlier studies on the influence of navigation aids on performance 

measures may have been clouded by the users’ preference for accessing a particular type 

of tool over another type of tool. For example, McDonald and Stevenson (1999) found 

that when users were given the option of accessing a spatial map or conceptual map, 

spatial map users took less time to complete the task than conceptual map users.

However, it was not reported how frequently each group accessed each navigation aid
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relative to other pages in the document. Dias and Sousa (1997) found that when users 

were allowed to access the map provided at will, different subsets o f users accessed the 

map significantly more than other subsets. Other studies did not make clear if  the users’ 

only avenue for navigation was through the navigation tool (Dee-Lucas & Larkin, 1995, 

Beasley & Waugh, 1995). The current study forced users to make all navigation decisions 

from the navigation tool only, thus the impact of each type o f information on 

performance and memory should be more salient as all users experienced similar 

exposure to the navigation aid. The total number o f pages that an individual accessed 

might vary from user to user but the ratio o f pages visited to navigation tool visits 

remains constant.

Second, one theoretical issue in hypertext research involves the role o f spatial 

versus conceptual information in hypertext use. The design of the present study was 

intended to further separate the effects of these two types of information on navigation 

performance. An important aspect to note about a number of the previous studies 

comparing spatial navigation tools versus content lists is that hierarchical organization 

(conceptual information) and spatial location (spatial information) are sometimes 

confounded (e.g., McDonald & Stevenson, 1998, Dee-Lucas & Larkin, 1995, Beasley & 

Waugh, 1995, Wenger & Payne, 1994). For example, by placing page titles within a 

hierarchical framework, such as a tree diagram, pages are automatically assigned a spatial 

location producing a navigation aid that contains both types o f information. Spatial 

maps, which focus on the spatial relation of pages, can also provide information about the 

conceptual relatedness of pages in several ways. First, individual pages can be linked or
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not linked. Second, the full linking of a subset o f pages can create a cluster o f related 

material versus the partial linking of other subsets. Third, the spatial clustering of page 

labels implies relatedness. Conversely, providing a textual content list removes not only 

spatial location but also the hierarchical information that highlights the conceptual 

relations between page titles.

Thus, some previous studies provide an incomplete picture o f the contribution of 

spatial versus conceptual information to navigation performance. For example, 

McDonald and Stevenson (1998) found that a spatial map produced faster and more 

accurate searches in which users accessed less extraneous pages. However, this was in 

comparison to a content list that conveyed no conceptual information. Dee-Lucas and 

Larkin (1995) found that access to a spatial map resulted in better recall for the unit titles 

in a document than an alphabetical content list, which, again, does not relay conceptual 

information to the user.

In the current work, in order to understand more clearly the effects of spatial and 

conceptual information in hypertext navigation comparisons were made between four 

carefully constructed navigation aids. These aids and the procedures used to collect data 

with them were described in detail in Chapter two. Generally, within these four tools, 

spatial information was considered present when the page titles were organized in a 

configuration that was not a linear list, a list being the only representation that minimized 

spatial location as an element. Thus, page labels in the spatial tool were situated as items 

on a map, spread across the page surface. The spatial/hierarchical tool also situated labels 

throughout the 2D space of the page. Conceptual information was represented by the
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hierarchical organization included in two of the navigation tools, the Hierarchical and 

Spatial/hierarchical aids, which were organized around one superordinate heading and 

three levels of subordinate headings. This hierarchical organization conveyed information 

about the importance of particular page titles and the conceptual relatedness of the pages 

to one another.

3.2 Goals of the Performance Analysis

The goal of this set of analyses was to determine if  the presence of spatial and/or 

hierarchical information in a navigation tool differentially influences the speed and 

economy of navigation as well as users’ abilities to recall document elements and locate 

target information.

3.3 Results

On all the performance measures, preliminary analyses indicated no differences 

between genders. Therefore, tests for gender differences were not conducted within 

subsequent analyses.

3.2.1 Efficiency Measures 

Effects on Speed of Navigation

Total task time: On the time measure, four subjects were lost due to missing data. 

Based on the criteria of greater than 3 standard deviations away from the mean on 

standardized scores, three data points were excluded as outliers. The resulting sample size 

for this task was n = 162. Significance for all measures was determined using a 

probability value of .05.
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The means and standards deviations for total task time for each group are shown 

in Table 1. To detect any differences between groups in the speed of navigation, a one

way ANOVA (Time x Condition) was conducted on total task time (n = 162). There was 

a significant main effect for Condition, F (3,158) = 6.871, p < .001. Tukey’s HSD post 

hoc tests were used to reveal where these differences occurred. (Alphabetical vs. 

Hierarchical, p < .01, Alphabetical vs. Spatial, p < .01 and Alphabetical vs. 

Spatial/hierarchical, p < .001).

The Alphabetical group performed poorly relative to the other three groups. The 

Spatial, Hierarchical and Spatial/Hierarchical groups perform comparably indicating that 

combining spatial and conceptual information did not speed up search any more than 

either alone.

Table 3.1
Means and Standard Deviations for the Average time across questions to complete the 
information search task for all groups.

M SD n
Alphabetical 95.42 33.48 44
Hierarchical 76.09 25.60 40
Spatial 73.92 27.25 37
Spatial/hierarchical 72.06 19.07 41

Effects on Economy of Search

Number of pages accessed: On the page count measure, four subjects were lost 

due to missing data. Based on the criteria of greater than 3 standard deviations away from 

the mean on standardized scores, one data point was excluded as an outlier (n =164).
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A one-way ANOVA was conducted on the mean number o f pages accessed by 

each of the four groups (PageCount x Condition). Again, a main effect for Condition was 

evident, F (3,160) = 15.084, g < .OOl.Tukey’s post hoc tests indicate the differences lie 

between the Alphabetical group and the other three groups (Alphabetical vs. Hierarchical, 

<.001, Alphabetical vs. Spatial, g < .001, Alphabetical vs. Spatial/Hierarchical, g < .001). 

Providing organization, whether it is spatial or conceptual, contributes to a more 

parsimonious search.

Table 3.2
Means and Standard Deviations for the Average number of Pages accessed across 
questions to complete the information search task for all groups.

M SD n
Alphabetical 6.87 2.48 44
Hierarchical 4.39 1.53 41
Spatial 4.91 1.7 37
Spatial/hierarchical 4.67 1.68 42

3.2.2 Effectiveness Measures

Effects on Free Recall

Recall scores were obtained for all 169 participants. There were no outliers on the 

recall scores.

A one-way ANOVA was conducted on the mean number of page titles recalled by 

each of the four groups (Recall x Condition). Again, a main effect for Condition was 

evident, F (3,165) = 2.689, g <.05. Tukey’s post hoc tests indicate this result was due to a 

difference between the Hierarchical group and the Spatial/Hierarchical group, g <.05.
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The group with the added spatial information was more able to recall page titles than the 

group given only hierarchical information.

Table 3.3
Means and Standard Deviations for the Average number of Page Titles recalled for all 
groups.

M SD n
Alphabetical 9.05 3.69 44
Hierarchical 8.66 4.41 41
Spatial 9.37 4.32 41
Spatial/hierarchical 10.89 3.13 43

Effects on Recognition

The recognition task produced complete data for 167 participants. The recognition 

score was calculated as the total number o f correct titles chosen plus the number o f foil 

titles not chosen. A one-way ANOVA (Recognition x Condition) revealed a significant 

difference between groups, F (3,163) = 20.177, g < .001.Tukey’s HSD posthoc tests 

revealed this difference was due to the alphabetical group’s elevated performance over 

the other three groups (Alphabetical vs. Hierarchical, g < .001, Alphabetical vs. Spatial, g 

< .05, Alphabetical vs. Spatial/Hierarchical, g < .001). Given that the Alphabetical group 

performed poorly relative to the other groups on several measures, this was a surprising 

result. Consequently, the format of the task was reviewed. It was found that the listing of 

the titles used in the recognition task was partially alphabetically ordered thus giving an 

advantage to the alphabetical group. Subsequently, a smaller sample o f 48 participants 

was tested on a randomized version of the title list, which resulted in no differences 

between the four groups on the recognition scores.
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Effects on Search Accuracy

Proportion of correct answers: Accuracy data was available for 166 subjects. 

Again, based on the criteria of greater than 3 standard deviations away from the mean on 

standardized scores, two data points were excluded as outliers (n = 164).

To detect any differences in the number of correct answers obtained by subjects in 

each group, a one-way ANOVA (Answer x Condition) was conducted on proportion 

correct. This analysis revealed a main effect for Condition, F (3,160) = 2.664, g = .05. 

Based on Tukey’s HSD, this effect seems to be due to the differences between the 

Alphabetical group and the Spatial group (Alphabetical vs.Spatial, j> = .063). However, 

the average scores for all four groups were high (see Table 4) indicating that the task was 

not difficult for most subjects. The questions used in this task were fact-based not 

concept-based. More challenging types of questions may have produced different levels 

o f accuracy between groups. Evidence for differential effects on accuracy due to question 

type has been documented (Leventhal et al., 1993).

Table 3.4

Means and Standard Deviations for the proportion of correct answers from the 
information search task for all groups.

M SD n
Alphabetical .76 .26 43
Hierarchical .84 .15 40
Spatial .86 .14 38
Spatial/hierarchical .85 .14 43
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3.3 Discussion

One purpose of this analysis was to address the general issue of 

multidimensionality of navigation tools. In this instance, I was interested in the effects of 

spatial versus conceptual information on navigational measures, a question raised 

frequently in prior literature. However, directly measuring the differential effects of these 

two types of information is complicated by the fact that most navigation aids are not 

absolute singular representations of either type of information. Spatial maps often 

contain implicit conceptual information via the indication o f links and the positioning of 

page titles relative to each other. Conceptual or hierarchically ordered diagrams assign a 

spatial location to labels even if  their positioning is not related to the document material 

structure. The absolute degree of spatial versus conceptual information within or between 

navigation aids is not quantifiable. When comparisons are made between only two tools 

that are intended to reflect a singular representation of a particular dimension, the 

potential for delineating the effects of that dimension (e.g., spatial versus conceptual 

information) is diminished because the effects may be obscured or inflated by the 

presence of some other unspecified dimension. Therefore, in order to fully understand the 

role of spatial and conceptual information in hypertext use, it is necessary to separate the 

influences of each type o f information. The four navigation aids in this study were 

carefully constructed to represent either a preponderance of spatial or conceptual 

information, a combination ofboth or the lack of both.
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3.3.1 Summary and Implications.

Even in a relatively small hypertext document, we see differences in performance 

based on the information in the navigation tools provided. After constraining all groups 

to the same ratio of page to navigation tool visits, measures of efficiency and 

effectiveness showed few differential effects for spatial versus conceptual information. 

Generally, providing alphabetical information alone resulted in poorer user performance.

Viewing the two efficiency measures separately, for speed of navigation, as 

measured by time on task, either spatial or hierarchical information or a combination of 

both, lessens the time it takes to complete the information task. For economy of search, as 

measured by the number of pages accessed, spatial and/or hierarchical information seem 

to contribute to a more parsimonious search, that is, where users access less pages to 

locate target information. For both measures, the post hoc analysis of the individual 

groups has produced a rather counterintuitive result. Although both spatial and 

conceptual information is important, combining spatial and conceptual information in a 

single navigation tool does not produce faster or more economical search.

Regarding effectiveness measures, alphabetical information alone produces poor 

search accuracy relative to the spatial group. The spatial, hierarchical and 

spatial/hierarchical groups perform comparably on search accuracy. However, spatial 

information added to hierarchical information does impact users ability to recall page 

titles from the document. The spatial/hierarchical group retrieved significantly more titles 

in the free recall task than the hierarchical group.
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In relation to previous research, the results of the effectiveness measures are 

inconsistent with McDonald and Stevenson’s (1999) who found no difference on recall 

measures between a conceptual versus spatial map. This is possibly due to the 

confounding of spatial and conceptual information, which was addressed in this paper, 

but could also be attributed to the stmctural differences in the navigation aids themselves. 

For example, both McDonald and Stevenson’s navigation tools included link 

designations whereas the spatial map in this study did not. Also, McDonald et al. used 

localized spatial maps instead of global spatial maps. Potentially, the impact of spatial 

information on effectiveness measures may be less crucial when the users are viewing 

only a portion of the whole document structure rather than the entire document structure. 

This is an issue that needs to be addressed in future research.

Clearly, stmctural aspects of a hypertext document may affect the usefulness o f a 

given navigation tool: document size, local versus global navigation tools, the types o f 

information provided or the linking structure. These stmctural effects are important to 

consider in the context o f different navigational goals. Users begin navigating a 

document with an overall goal in mind. They could be browsing with no specific target in 

mind, searching for a particular piece of information that they have not located before, or 

reconstmcting a previous search. The task demands of the overall goal determine the 

subgoals that users must set for themselves. These subgoals are not end states but are 

outcomes of more process-oriented strategies such as moving quickly, opening the fewest 

pages or remembering a page or subset of pages.

78

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 3

The results o f the previous analyses suggest that different kinds o f information in 

a navigation tool may support different subgoals. For example, the goal o f remembering 

the basic elements of the document is enhanced by hierarchical information combined 

with spatial information over hierarchical information alone. Hence, different types of 

information in a navigation aid may provide support for only some of the subgoals 

involved in the course of navigating a document. Subsequently, the match between the 

goals of the user and the type of support the navigation tool was designed to provide 

would be particularly relevant. This would be hue for both intermediate process goals as 

well as for overarching goals.

Given the findings of this analysis, it is apparent the appropriate question is not 

whether a spatial versus conceptual navigation tool is better, but rather which 

combinations o f conceptual and spatial information provide the best support for a 

particular set o f goals. Identifying the types o f information that support intermediate 

processes such as moving quickly, accessing the fewest pages, recalling basic elements 

and accurately targeting specific information needs to be undertaken within the context of 

different hypertext structures across the time course of navigation.

To this end, the methodology used in this paper could be extended to study 

additional issues of interest such as document size, fine-grainedness of navigation tools 

or the integration of information and subgoals and, therefore, may be an effective 

approach toward understanding the complexities of hypertext use.

The implications for design highlighted by this analysis are threefold. First, 

providing organization based on meaningful or salient information such as conceptual or
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spatial information is important. Second, combining spatial and conceptual information in 

a single navigation tool does not guarantee improved user performance. Third, because 

we see differences in the information that supports different subgoals, task analysis that 

takes into account distinct user sub goals is important.
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CHAPTER 4 -  O v e r t  a n d  C o v e r t  S p a c e s

4.1 The Behavioural Space

As in the approach used in the preceding chapter, much of the previous research 

on the effects of navigation tools looks at these effects from a performance perspective, 

that is, using typical measures o f efficiency and effectiveness (Dee-Lucas & Larkin,

1995; Dias & Sousa, 1997; McDonald & Stevenson, 1998).

Although navigation tool studies using performance measures have yielded 

valuable (albeit inconclusive) information about how navigation tools impact users’ 

ability to find specific information in a fast and economical fashion, most do not reveal 

much about how different navigation tools affect the paths that users choose to access 

target information. This is important because, although basic performance measures 

indicate if users’ abilities to arrive at targeted information is enhanced by a navigation 

tool, these measures do not indicate how users went about their search or what navigation 

choices were made at different decision points. How does different information presented 

in a navigation tool affect where groups of users generally go? In order to determine this, 

users’ path patterns must be examined. The collective path patterns for any group of users 

can be called the behavioural space for that group.

4.1.1 Goals of the Behavioural Analysis

In Chapter 3, it was found that spatial information does not enhance efficiency 

measures such as speed and economy but that, in conjunction with hierarchical 

information, it can enhance recall of document elements. Given that, in general, we see 

few differences between the spatial, hierarchical and spatial/hierarchical groups’
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performance, we may suppose that users’ in these groups also exhibit comparable path 

patterns. The current chapter uses a novel method of data analysis, multidimensional 

scaling, to investigate if  there are identifiable differences in user path patterns across the 

four groups.

4.1.2 Linearity of Use

Prior hypertext research has examined different aspects of users’ path data with a 

number of approaches. Linearity o f use is a focus of some of these studies. Linearity has 

been operationalized in a number o f ways.

Beasley & Vila (1992) used proximity matrices where each cell contained the 

frequency of a particular page-transition, to examine the linearity of user behaviour and 

found that females navigated in a more linear fashion than males where linearity was 

defined as the choice of the next screen in a predetermined lesson sequence. It is relevant 

to note that, as it relates to navigation support tools, these measures o f linearity did not 

take into account access to menu items.

Beasley & Waugh (1997) used page-transition frequencies to reveal predominant 

path patterns of users during learning and review. They found a strong tendency for users 

to navigate top-down and from left to right during initial learning but less structured 

navigation during review.

Homey (1993) makes the distinction between linearity o f the document and 

linearity of user navigation. According to Homey, linearity of the document can be 

described through a linearity function. Path length can be derived by tracing paths 

backwards until the probability that a certain path is taken drops below a certain criteria.
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The average length of the paths gives a measure o f linearity for each node and when all 

nodes are averaged together, for the entire document. In contrast to this, linearity o f use 

was based on the number of visits to each node from each of it’s parents where a parent 

node is defined as those nodes visited immediately prior to a given node. Hence, some 

nodes could have more than one parent node if  two nodes led into the given node. The 

linearity function for use was calculated from path probabilities that were derived from 

the ratio of parent-child traversals to the total number of node visits. Using these two 

definitions, Homey examined the path patterns of eight hypertext authors and found that 

users with different skills and goals use distinctly different navigation patterns and that 

these patterns show little resemblance to the linearity of the document itself.

Andris (1996) also distinguished between the linearity o f the document and the 

linearity of the user’s path. He described the baseline linearity of the document as a ratio 

of the minimum number of linear accesses to ensure full coverage of content vs. the 

minimum number of nodes accessed to ensure full coverage of both content and menu. 

The actual linearity o f a given user’s path was then defined as the ratio of actual number 

of linear accesses of content vs. the actual accesses o f content and menu. Finally, the 

linearity of the user’s path was defined as the ratio o f baseline to actual linearity. Based 

on this definition, Andris found that the different learning styles of users resulted in 

different degrees of linearity of use.

Given that linearity of use is an aspect of interest within total document 

navigation, it seems prudent to examine this issue in regards to navigation tools as well. 

Therefore, the purpose of the present analysis is threefold: 1) to investigate if there are
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differences during an information search task in the page-transition patterns o f users who 

are exposed to different navigation tools, 2) to examine if  page-transition patterns reveal 

linear use of the navigation tool, 3) to develop an alternate approach to data analysis to 

help shed light on the properties that guide navigation tool use.

4.1.3 A Qualitative Approach: Multidimensional Scaling

One obstacle to such an investigation is the difficulty o f making path comparisons 

between groups o f users rather than individual users. To address this issue, a qualitative 

approach was taken toward examining the behavioural space of multiple users. The use of 

multidimensional scaling (MDS) will provide a means of making global comparisons 

between groups of users as well as reveal how the form of the navigation tool impacts the 

behavioural space of a given group.

MDS is a statistical method for revealing the underlying properties embedded 

within a matrix of data and displaying those properties in a visual format. In this case, 

the matrices o f frequencies show how frequently a move was made between column and 

row elements. Based on the correlations between items in the frequency matrices, spatial 

coordinates are calculated and plotted in a configuration. MDS is often used to analyze 

frequency, similarity or distance data (for examples see Borg & Groenen, 1997). MDS is 

related to factor analyses but is more parsimonious as the optimal multidimensional 

solution is constrained to five dimensions or less. Solutions of more than five dimensions 

create spatial configurations that are not visually interpretable.

MDS is particularly suited to the frequency data of hypertext navigation because 

it allows us to produce a configuration that visually represents each group’s path data and
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to partition these configurations in different ways to determine if  the behavioural space of 

users reflects the navigation tool they used.

MDS uses measures of proximity to produce representative configurations o f a 

data set. When we apply MDS analyses to psychological data, it is based on the 

assumption that measures such as similarity judgments between object pairs are 

equivalent to measures of proximity; that the rating or ranking of objects constitutes the 

psychological distance between two objects. This approach has been used in many 

studies of psychological phenomenon. For example, in the case o f frequency data 

specifically, Dawson and Harshman (1986) used a variant ofMDS to reveal information 

about letter-perception processes. In this instance, a confusion matrix contained 

frequencies of how often subjects confused one letter-like symbol with another. The 

frequencies within each cell of the matrix were indicators of the subjects’ perceptions of 

the similarity between two symbols. The subsequent MDS analysis on this data revealed 

that global characteristics such as the size and general shape of a letter guided these 

perceptions.

In the following analysis, the frequency count is a page-transition count such as 

that used by Beasley and Vila (1992) and Beasley and Waugh (1997), that is, the number 

of times a move from one particular page to another was taken. For example, for the 

Alphabetical group, the average number of times subjects moved from the page entitled 

Club Fungi to the page entitled Conjugate Fungi was 1.73. This captures a view of the 

data based on transitions as opposed to states. By counting the number of particular 

transitions we can gain a sense of which connections are important and which are not.
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Each cell of the transition matrix contains the average frequency of moves from 

one particular page to another. Transitions that occur frequently can be assumed to be 

between pages that are very related on some, as o f yet, unidentified dimension whereas 

transitions that occur infrequently can be assumed to be between pages that are less 

related. In this way, the frequencies of transitions are used as a measure of proximity or 

relatedness.

Potentially, extraneous variables such as familiarity or response biases may 

impact transitions. However, if  dimensions representing conceptual relationships remain 

consistently evident in the data it would suggest that such extraneous variables do not 

exert an overly strong influence relative to the importance of relatedness. Also, because 

transitions are averaged across subjects in a given group, such individual differences 

would have reduced impact.

Using this approach to analyzing frequency data, questions of interest are: Does 

the behavioural space reflect some aspect o f the navigational tools? Is this space based on 

different properties or dimensions for different navigation tools? If so, what does this 

reveal about how different navigation tools are used? Is linearity an important aspect of 

navigation tool use?

4.1.4 Results

For each subject in all four navigation tool groups, a matrix was constructed of 

the frequencies for a move from one particular page to another. Subject matrices were 

then averaged to create a group matrix of averaged frequencies for each of the four 

navigation tool groups.
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Initially, an analysis of variance was conducted on the frequency matrices for the 

four groups which revealed a main effect o f group, F(3, 1936) = 4.053, p <.01. Tukey’s 

post hoc tests (HSD) indicated this result was attributable to a difference between the 

Alphabetic group and the Hierarchical group, Alphabetical vs. Hierarchical, p < .01.

The averaged frequency matrices were then transformed into correlation matrices 

and analyzed using MDS.

The optimal solutions (number of dimensions) for each group were determined 

using several criteria typically used in MDS analyses (Borg & Groenen, 1997). The most 

common measure that is used to evaluate how well a particular configuration reproduces 

the observed distance matrix is the stress measure. Stress is a goodness-of-fit measure for 

the entire MDS representation based on the error between the observed proximities and 

the reproduced proximities that comprise the configuration. The stress criteria adopted in 

this study was based on the stress norms proposed by Kruskal and Wish (1978), who 

suggested a value of .20 or less was acceptable to define the optimal number of 

dimensions. Scree plots of the stress versus number of dimensions were also examined. 

Viewing scree plots, the optimal number of dimensions is suggested by the sharpest 

elbow in the curve which represents the solution where further increases in dimensions 

does not improve the stress statistic (Kruskal, 1964). Changes in R2 values are also used 

to evaluate the precision of solutions. The optimal solution typically results in a more 

drastic increase in the R2 value from the previous dimension than between any other two 

dimensions. For instances where two solutions were very close, Shepard diagrams, which 

are scatter plots that plot the proximities on the x-axis and the corresponding MDS
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distances on the y-axis, were also examined. The solutions that produced diagrams with 

the least scatter and no obvious outliers were chosen as the optimal solution. These 

criteria were judged collectively to determine the appropriate number o f dimensions for 

the MDS solution.

Alphabetical: The Alphabetical tool consisted of the twenty-two page titles in a vertically 

organized alphabetical list (see Figure 2.4a). The list contained a beginning structure 

where the top label was adjacent to only one other label below it, a middle structure 

where labels had two adjacent neighbours and an end structure where the last label had 

only one adjacent label above it. No conceptual information was contained in this tool. 

Thus, we would expect that if  users’ behaviours are driven by the navigation aid, the 

MDS configuration should reveal the alphabetic structure. Pages that are alphabetically 

related should be clustered together. For example, the pages at the beginning of the 

alphabetical list should appear close together in the configuration, the pages in the middle 

of the list should be clustered and the pages at the end of the list should appear close to 

one another. In fact, this is exactly the type of arrangement reflected in the 

configurations.

According to the criteria above, the optimal solution for the Alphabetical group 

data was a three-dimensional solution that accounted for 75% o f the variance with an 

acceptable stress value, Stress = .156. A scree plot of the stress values and the dimensions 

shows a sharp elbow at the three-dimensional solution suggesting this is the appropriate 

solution. The MDS configuration for the three-dimensional solution appears in Figure 7
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and can be partitioned into three distinct ordered regions (for further information on 

regional partitioning see Borg & Groenen, 1997).

These regions represent the Alphabetical listing divided approximately into thirds 

in an ordered fashion; beginning, middle and end (from right to left). Although the MDS 

plot reflects the general form o f the navigation tool in an ordered way, the order of 

individual points within the three regions do not precisely follow the alphabetic sequence 

of the list.

©HEART1.000, ^POSITIVE

t&SKIN
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f e O r^ W U G A T E
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Figure 4.1. Three-dimensional solution for the Alphabetical Group -  Axial Partitioning 

based on the divisions of the alphabetical list into thirds

In order to determine if  the precise alphabetic order was possibly obscured by the 

three-dimensional representation, each facet of the three-dimensional plot was projected 

onto a two-dimensional configuration (facet diagram). Out o f these 3 diagrams, the plot
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o f Dimension 1 and Dimension 2 shows an obvious alphabetical organization into 

clusters of the thirds, ordered in a counterclockwise fashion (see Figure 4.2a). The plot of 

Dimension 1 and Dimension 3 (Figure 4.2b) shows a very clear axial partitioning of the 

space into the three alphabetical portions of the list. This facet is an ordered facet as well, 

the first third o f the alphabet appearing on the right, the second third in the middle and 

the last third on the left. However, neither o f these plots shows absolute correspondence 

to the order of labels on the list. The final plot of Dimension 2 and 3 shows no obvious 

organization based on the dimension of alphabetical order. To investigate if  the third 

facet diagram was possibly organized via another dimension, I attempted to partition the 

behavioural space according to the frequency of a given page being accessed, rather than 

the transition frequency. Frequency of access for individual pages did not appear as a 

clear dimension in any of the facet diagrams for the Alphabetical group.
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Figure 4.2. Alphabetical Facet Diagrams: (a) Dimension 1 and 2, (b) Dimension 1 and 3
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Hierarchical: The Hierarchical tool was a list with the levels of the hierarchy denoted by 

different font sizes and label colors. This tool contained conceptual information with a 

minimum of spatial information. The three basic subheadings that are most salient in the 

list are Positive Uses, Types and Negative Aspects. If  users’ navigation choices are 

influenced by this hierarchical organization then we should expect that these three 

categories would be represented in the MDS configuration as well.

The optimal solution for the Hierarchical group was a two-dimensional solution, 

which accounted for 74% of the variance in the data. The stress value for this solution 

was adequate for defining an optimal solution (stress = .20). The scree plot showed a 

distinct elbow at the two-dimensional solution. A plot of the two-dimensional solution 

showed that three distinct regions could be axially partitioned (Figure 9). These three
j

regions represent the three subheadings of the 2 level of the hierarchy (Positive uses, 

Types and Negative aspects) grouped with the fourth and fifth level labels below that 

correspond to each. This reflects the depth of the hierarchy of the material. Partitioning of 

the behavioural space based on breadth (the horizontal levels of the hierarchy) did not 

produce any clear representations. This is not surprising as the information based on the 

breadth of the hierarchy was embedded in the list, denoted by font size and label color, 

and, therefore, was not as salient as the depth information. Frequency of access for 

individual pages was not reflected in the behavioural space either.
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I
K
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Figure 4.3. Two-dimensional solution for the Hierarchical group axially partitioned by 

depth of hierarchy.

Spatial: The Spatial tool was a map with no explicit links and no information about 

conceptual relatedness except for that suggested by the general clustering o f the labels. 

The navigation tool contained three obvious clusters, each containing the page labels 

from one of the three main categories. If users’ decisions are affected by these spatial 

groupings, we should see these clusters reiterated in the MDS configuration and this is 

exactly what occurs.

The best solution for the Spatial group is also a two-dimensional solution, R = 

.870, stress = .183, with a scree plot elbow at the two-dimensional mark. The two-
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dimensional plot for the Spatial group showed similar groupings to the hierarchical group 

and could be partitioned in two different ways, axially and in clusters. The axial 

partitioning of the space clearly delineates the three depth subheadings of the hierarchy 

(see Figure 10) but cannot be partitioned clearly into the horizontal levels of the 

hierarchy. The clustering of regions also reflects the vertical levels, although the cluster 

regions do not take into account the FUNGI label. These clusters closely resemble the 

clustering of the page titles on the spatial navigation tool but the individual points do not 

adhere to the vertical order of the labels.

2
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0

1
y e a s t ®

:FLES

2
0 1 22 1
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Figure 4.4. Spatial two-dimensional solution: Axial partitioning and clustering according 

to three depth levels of hierarchy.

Spatial/hierarchical: The spatial/hierarchical tool was a tree-diagram that explicitly 

showed the hierarchical categories and their relations to one another. This tool contained
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both conceptual and spatial information. The conceptual information is organized in an 

explicit hierarchy, making available to the user information about both the depth and 

breadth of the organization whereas the hierarchical tool conveys only information about 

the depth of the hierarchy. Therefore, we should expect that the behavioural space for the 

spatial/hierarchical group could be partitioned into areas that independently represent 

depth and breadth.

The best solution for this group is a three-dimensional one, R2 = .83, stress = .135 

with a scree plot elbow at the three-dimensional mark. The three-dimensional plot (see 

Figure 11) could be partitioned both axially and radially into the three subheadings of the 

hierarchy.
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MORELS
.0.650]
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Figure 4.5. Three-dimensional MDS solution for the Spatialhier group -  (a) Axial 

partitioning based on depth o f hierarchy, (b) Radial partitioning by depth from Fungi 

center point.
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This type of partitioning illustrates users' reliance on information provided by the 

depth o f the material. The dimension of breadth is also discernible in the three- 

dimensional plots for this group as illustrated in Figure 12, which shows a distinct 

partitioning of the behavioural space into the three horizontal layers of the hierarchy. 

However, this partitioning is not absolute as the point “Biocontrol” is outside the 

appropriate region, yet inspection of the “Biocontrol” label on the spatial/hierarchical tool 

provides no obvious reason for this.

\  4FUNGI 
\  POSITIVE

ICHEN

OS

Figure 4.6. Three dimensional MDS solution for the Spatialhier group - Axial partitioning 

by breadth of the hierarchy
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In the case of the spatial/hierarchical tool, both depth and breadth are explicitly 

presented in the navigation tool and both types o f information are also evident in the 

users’ transition choices.

Linearity: Because the page-transition frequencies so obviously mirror the navigation tool 

structures, it is tempting to deduce that users are merely moving through the navigation 

tools in a linear fashion. However, a purely linear usage of the navigation tool would 

result in the one-dimensional MDS solution being the most optimal for describing the 

data. This would be particularly true for the two lists which users are limited to traversing 

vertically. Consequently, if there is a significant difference between the one-dimensional 

solution and the optimal solution chosen for each group, this would suggest that another 

property, potentially in conjunction with linearity, was guiding tool use. To ascertain if 

users moved solely in a linear manner, F tests were conducted on the variance for the 

one-dimensional solution versus the variance for the optimal solution for each group. For 

all four groups a significant difference was detected between the R values,

(Alphabetical, F(3,18) = 12.05, p < .05, Hierarchical, F(2,19) = 24, p < .05, Spatial, 

F(2,19) = 25.14, p < .05, and Spatial/hierarchical, F(3,18) = 5.22, p < .05). Therefore, 

linearity is not the sole dimension that influences how users traverse the navigation tool.

4.1.5 Discussion

The stmcture of the navigation tool heavily influences the transition choices that 

users make as indicated by the relationships found between the spatial configurations 

derived from the page-transition frequencies and the organization of the navigation tools. 

The MDS configurations for each group can be clearly partitioned into dimensions that
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reflect the elements contained in each o f the four navigation tools demonstrating that 

different navigation paths were produced by presenting different navigation tools to 

users. Even though users were unconstrained by the linkage structure of the pages, they 

still relied heavily on the structure o f the tool to guide their choices. This was true even 

for the groups that used the two lists and the spatial tool, which did not contain any 

explicit linkage suggestions within the tool. With these tools, there were no elements to 

suggest some pages were linked while others were not. Hence, users were free to access 

any page title without any suggestion that certain pages were not directly accessible from 

other pages. This allows them the freedom to make choices based solely on the potential 

content of a page rather than on the link connections between pages. However, the results 

show that users did not exploit this freedom but rather were guided substantially by the 

order and structure of the navigation tool.

Looking closely at the MDS solutions, there is a difference in the number of 

dimensions for an optimal solution in the alphabetical and spatial/hierarchical groups 

versus the hierarchical and spatial groups. This difference suggests that users’ are making 

different transition choices between the four navigation tools. The optimal solution for 

the Alphabetical tool group was a three dimensional solution where the most identifiable 

dimension was alphabetic order. For the hierarchical group, a two-dimensional solution 

produced the clearest organization of the data, the important dimension being depth of the 

hierarchy. The spatial group data was best represented by a two-dimensional solution as 

well where the depth of the hierarchy was clearly identifiable as a guiding dimension. 

Finally, the optimal solution for the spatial/hierarchical group was three-dimensional with
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the depth and breadth of the hierarchy both represented in the facet diagrams. For this last 

group, if the breadth representation was just a matter o f users accessing the lowest level 

of the hierarchy infrequently relative to the other levels, this would also be reflected in 

the plots partitioned by the frequency of access for individual pages for the other 

navigation tools. This is not the case. Therefore, this suggests that, for the 

spatial/hierarchical group, users rely on the breadth information in the tool to make 

navigation decisions as well as the depth information.

Generally, users’ navigation transitions seem to reflect the most prevalent 

organization in a given navigation tool whether that is conceptual, alphabetical or spatial. 

However, there are two different lines of evidence to suggest this is not totally linear 

usage of the tool. First, if use of the navigation tool were absolutely linear then the MDS 

analyses would reveal a one-dimensional solution as optimal; this is not the case for any 

of the groups. Secondly, inspection of the plots of the optimal solution for each group 

should reveal not only partitioning based on salient features of the navigation tool (e.g., 

the three depth subheadings) but also all of the individual points lying within certain 

regions should precisely correspond to the order o f the labels in the navigation tool as 

well. Again, this is not the case. For example, with the Spatial tool, linear navigation 

would result in the “column” on the left side of the tool being traversed from top to 

bottom, followed by a move to the right to the top of the next “column” (see Figure 2.5). 

The order of navigation would then be Caterpillar, Penicillin, Anti-rejection Drug, 

Medicine, Biocontrol, Positive Uses, Food, Morels, Truffles, Yeast. However, the two- 

dimensional-solution plot of where users actually went (Figure 4.4), illustrates that, in the
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cluster that contains these particular labels, the above order o f navigation is not 

represented. These two lines o f evidence indicate that, although the property of linearity 

may contribute to navigation, it does not function in isolation but rather in conjunction 

with other guiding dimensions such as the conceptual layout o f the material or the user’s 

individual mental representation of the space.

Summarily, information contained within the structure of the navigation tool and 

linearity of use explains much of the observed navigation behaviour. A remaining 

question is, does the inherent organization of the content affect navigation, that is, are 

users relying on content to make any navigation decisions? The data from the alphabetic 

group provides an opportunity to speculate on this issue. Besides random choices, users 

of the alphabetic navigation tool are limited to reliance on three sources of information 

for navigation choices: 1) alphabetic order, 2) linear order or 3) content as suggested by 

the page titles. If the alphabetic group was navigating only linearly or only 

alphabetically, the best MDS solution would be one-dimensional. Because this is not the 

case, a conceivable explanation is that users must be making some transition choices 

based on content as well, that is, a best guess from the labels or previously visited pages 

as to what would be an appropriate page to find the target information.

In summary, three conclusions are suggested by the results o f this configural

analysis o f page-transition data. First, users’ transition choices are heavily influenced by

the types of information presented in the navigation tool. Second, users’ do not adhere

strictly to a linear usage of the navigation tool. Third, in an unfamiliar document, even

with a navigation tool that presents limited content information (only the page titles
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themselves), users seem to make some page-transition choices based on suppositions of 

content.

These results may seem somewhat obvious but the MDS analysis gives reason to 

suppose that this relationship may be more complex than expected. For example, the 

optimal solutions for each of the four groups are o f different dimensions, in some 

instances two dimensions describe the data, in other instances three dimensions are 

required. If navigation behaviour was wholly dependent on the tool, the optimal MDS 

solution to describe that behaviour would be two dimensions for each of the groups, in 

essence, a reproduction o f the two-dimensional configuration o f each navigation tool. 

These are important findings because they suggest that other properties or characteristics 

of the course of navigation are mediating the relationship between the navigation tool and 

the resultant behaviours. Future research should focus on identifying those variables and 

understanding their role in the sequence of relationships between navigation tool, 

behaviour and mental representations.

This analysis also pioneers the use of MDS on page-transition data as a viable and 

enriching approach toward investigating the properties that guide navigation tool use. In 

this study, MDS analysis of page-transition data revealed highly systematic and 

interpretable regularities in the flow of user transitions. This type o f scrutiny is not 

possible using more traditional methods of group comparison. Other commonly used 

statistical methods, like analysis of variance, fail to capture all the differences between 

groups of users’ page-transition patterns, whereas MDS represents the data in a

100

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 5

configural manner that highlights these differences and allows for the detection of 

theoretically relevant properties that underlie the data.

4.2 The Representational Space

Chapter 3 provided evidence that the information in a navigation tool impacts 

some aspects of performance. From the results reported above it is apparent that the 

actual path patterns of users, that is, the behavioural space of a given group, can be 

influenced by the form of the navigation tool as well. These findings lead to an 

interesting question: Are navigation tools impacting navigation behaviours because they 

influence users’ underlying mental representations of the document or do all users 

develop the same representation but exhibit different behaviours?

Several studies suggest links between graphical tools and users’ abilities to 

recreate the structure of a hypertext document and also differences in performance 

between users who develop graphical representations and those who don’t. McDonald 

and Stevenson (1997) found that users given a spatial map to help with an information 

search task subsequently placed more correct node titles on a map of the document than 

users given a content list or no navigation tool. Kerr (1990) found that faster users have 

more accurate and more graphically detailed representations, while slower users tended to 

give verbal descriptions o f the document. These studies imply that navigation tools can 

facilitate the use or development of accurate mental representations of a hypertext 

document.

However, other studies provide contrary evidence. Stanton, Taylor and Tweedie 

(1992) found that users given a map for navigation were less able to recreate a map o f the
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system than users who were given no navigation aid. Specifically, map users drew fewer 

primary links and total number of links on an outline o f the hypertext system than users 

without maps. Wenger and Payne (1994) found that providing a graphical browser for 

users did not improve their recall of text structure over that of users given no navigation 

aid.

Previous methods for accessing users’ conceptualizations o f the document have 

included users creating sketch maps (Gray, 1990), filling in blank tree diagrams or 

outlines of the document (McDonald & Stevenson, 1997), arranging page labels in a 

configuration, giving verbal descriptions of the format of the document (Kerr, 1990).

Such methods tended to force users to create a spatial configuration of the document 

whether or not the navigation tool used was spatial in nature.

In this study, as described in the methods chapter, users were asked to complete a 

ratings task which required them to rate the distance between 100 pairs of page titles 

(e.g., Lichen to Conjugation Fungi). The ratings task was administered with two sets of 

instructions. These instructions were designed to allow the user to interpret the task as 

either a spatially based or a semantically based task. Users were asked to rate the distance 

between pairs of pages based on either their closeness (spatial relation) or relatedness 

(semantic relation). The premise of this task is that users’ ratings o f the distances between 

pages will reflect the underlying representational space they have formed of the 

document.
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4.2.1 Goals of the Representational Analysis

The goal o f this analysis was to answer two specific questions : 1) Are the ratings results 

different between groups? 2) is there a relationship between the representational space 

(ratings results) and the behavioural space (actual path patterns)?

Unlike the behavioural space analysis, the data for the representational space was 

not conducive to the use of MDS as the ratings task only produced data for a portion of 

all possible combinations o f pages. This resulted in a data matrix with a large amount of 

empty cells (a sparse matrix), making the use of MDS unreliable. Instead, the ratings data 

was examined using correlations and regression analyses.

4.2.3 Results

Out of the 100 pairs, four pairs were omitted due to repetition or missing labels. 

Correlations for the average ratings between groups were high, indicating the patterns of 

ratings were similar across groups (see Table 4.1).

Table 4.1.

Correlations for average ratings between all groups.

Alpha Hierarchical Spatial Spatial/
Hierarchical

Alpha 1.000
Hierarchical 0.864 1.000
Spatial 0.802 0.853 1.000
Spatial/hierarchical 0.707 0.819 .877 1.000

Instruction conditions

For each of the four groups, two-sample t-tests were conducted to detect any

differences in ratings between the two instruction subgroups. Three of the four groups
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showed no differences between question types. Only the hierarchical group showed a 

significant difference between the question types, t_(190) = -2.55, p <.05. Why might we 

see a difference in this group? Possibly, the conceptual information in the hierarchical 

aid, that is, the hierarchical organization of subheadings, was salient enough to the users 

that a distinction could be made between the notion of “closeness” versus the notion of 

“relatedness”. With the spatial tools, for the “related” condition, it is possible the users 

assumed the spatial layout was a representation of the conceptual relatedness of the pages 

and, therefore, made no distinction between the terms “close” and “related”. With the 

alphabetical list, either term might appear ambiguous.

The Relationship between Behaviour and Representation

The MDS analyses on users’ path patterns at the beginning of this chapter 

revealed that users’ sequence of movements closely reflected the structure of the 

navigation tool. Given that the information in the navigation tool influenced where users 

went, the relationship between where they went (frequency of page-transition) and how 

they perceive pages to be related (ratings task) should be suggestive of the type of 

information that is the basis for their underlying mental representation. Multiple 

regression analyses were done to determine if frequencies (behaviour) predicted ratings 

(mental representation). The analyses reveal that for the two groups that contained spatial 

information, the spatial and spatial/hierarchical group, the page-transition frequencies 

predicted the users ratings of distance between pages, Spatial, R = .387, F (l, 94) -  

59.438, p < .001, SpatialThierarchical, R2 = .141 , F(l, 94) = 15.373, p < .001.This 

suggests that the experience of moving through the document contributed to the users’

104

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 5

mental representation of the document space. That is, their perception of the document 

structure was at least partially motivated by their behaviour within the document, which 

was in turn influenced by the navigation tool they used. This was not true for the 

Alphabetical and Hierarchical groups. One possible account for this result is that, spatial 

information may facilitate the integration of knowledge obtained from two separate 

sources: the navigation tool itself and the experience of moving through the document. If 

so, users given spatial information have the advantage of only having to access a single 

representation in memory rather than having to mentally combine information from 

multiple sources.

4.2.3 Discussion

Based on the distance ratings, high correlations between the four groups’ average 

ratings indicate the patterns o f ratings were comparable across groups suggesting all 

groups formed a similar mental representation.

At the start of the tasks, the users are first exposed to the navigation tool. The 

assumption is that, initially, the navigation tool prompts users to form a hypothetical 

organization for the material. As users move through the document, their navigation 

experiences potentially confirm and facilitate further development of these 

representations. Although the mental representations as indicated by the ratings (the 

representational space) are similar across groups, the page-transition frequencies (the 

behavioural space) indicate that navigation behaviours are differentially associated with 

the structure of the navigation tool. For spatial tools (spatial and spatial/hierarchical), the 

representational space and the behavioural space are related. Users’ navigation
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behaviours predict the mental representations they have formed by the completion of the 

tasks. For the non-spatial tools (alphabetical and hierarchical), the representational space 

and the behavioural space do not appear to be associated. Users’ navigation behaviours 

do not predict the mental representations they have formed by the completion of the 

tasks.

4.3 Summary and Implications

To summarize the results o f the behavioural data collected thus far: First, 

navigation tools containing spatial and hierarchical information enhance performance 

over an alphabetically ordered tool whether these types of information appear in isolation 

or combination. However, combining spatial and hierarchical information does not 

produce enhanced performance over either alone.

Second, as evidenced by the MDS analyses, where users go is substantially 

influenced by the information in the navigation tool. The behavioural space of a given 

group reflects the predominant type of information within that particular navigation tool.

Third, even though users in all four groups produced comparable ratings on the 

ratings task, only the two groups given spatial information exhibited navigation 

behaviours that predicted their subsequent mental representations of the document.

4.3.1 Performance and Representation

If all groups form comparable mental representations of the document material, 

why would the alphabetical group perform poorly relative to the other three groups? A 

possible explanation is that, for the alphabetical and hierarchical groups, two 

representations develop, a representation of the navigation tool itself and a representation
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of the content of the document. For the hierarchical list users, the presence of hierarchical 

information provides conceptual information related to the information conveyed by the 

two spatial tools, possibly allowing for some merging of the two representations. 

Hierarchical organization could be suggestive of a tree-like organization with 

superordinate, basic and subordinate levels. Hence, the hierarchical group performs 

comparably to the two spatial groups. For alphabetical users, the absence o f information 

that organizes the material in a meaningful way leaves the user with separate unrelated 

notions of the document space, one based on the alphabetical organization of the content 

list and the other based on a relational organization constructed through the experience of 

navigation.

If this is the case, then discrepancies in performance, as reported in Chapter 3, 

would not be due to the development of different mental representations but may instead 

be due to difficulties in consolidating multiple, unrelated forms of information (e.g., the 

alphabetical list has no relation to the semantic-relatedness of pages) into a single, 

cohesive representation. This suggests that performance is enhanced when the 

information in the navigation tool corresponds to the conceptual organization of the 

material and that conceptual relationships can be conveyed via spatial or hierarchical 

information.

4.3.2 Behaviour and Representation

The regression analyses on the ratings data indicate that behaviour predicts mental 

representation for the two groups that contain spatial information. The navigation tool 

with hierarchical information alone does not produce this relationship nor does the
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alphabetical tool. This implies that, in the ongoing links between the navigation tool, 

behaviour and representation there is something unique about spatial information. It is 

possible that spatial tools provide an initial hypothetical organization of the material in a 

form that facilitates the integration of further information, that is, relational information 

gathered through traversal of the document. This results in a final integrated 

representation of information from all three sources.

The analysis of the representational data backs up the complexity of the 

relationships between different aspects of the navigation experience as suggested by the 

MDS behavioural analysis. There appears to be a continuous relationship between 

elements of the early navigation experience and variables that appear later on. However, 

this does not seem to be a one-to-one correspondence between individual variables but 

rather a cumulative, sequential relationship between numerous variables.

Although I have provided a possible explanation for the discrepancies between 

behaviour and representation, this explanation is speculative. Also, the ratings task rests 

on the assumption that peoples’ estimates o f distance between pages reflects their actual 

underlying representation. Questions regarding the mental representations o f users cannot 

be satisfied from this data alone. In order to better understand how such discrepancies can 

occur this issue should be viewed from a broader theoretical perspective. This is the 

theme of the following chapter.
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CHAPTER 5: REPRESENTATION AND BEHAVIOUR: A SYNTHETIC APPROACH TO AN

EARLY DEBATE

5.1 Introduction

Chapter four provides behavioural evidence that suggests the links between 

behaviour and representation in a hypertext environment are somehow mediated by 

spatial information. However, users provided with various types o f information seem to 

formulate comparable representations to those given spatial information even though 

their navigation behaviours are different. The obstacle in establishing explanations for 

such behavioural/representational discrepancies is that, o f course, the cognitive system 

we are speaking about is the human brain and we have no direct means for viewing 

mental representation in the human brain. On the other hand, a computational framework 

such as a connectionist system provides an opportunity to examine underlying 

representations within an information processing system. Consequently, the current 

chapter presents an alternate methodology for investigating discrepancies between 

representation and behaviour. It focuses on spatial representations in particular for two 

reasons: 1) the predominance of the spatial metaphor in hypertext literature brings up 

questions regarding the definition of space and the processing of spatial information, 2) 

as evidenced by the ratings data in Chapter four, spatial information seems to play a 

distinctive, albeit unexplained, role in hypertext navigation.

As outlined in chapter one, there are several different ways of conceptualizing the 

properties of space and the course of spatial knowledge acquisition. One such supposition 

is that spatial encoding involves internalizing the metric properties o f an environment and
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that the resulting mental representation of that environment possesses metric properties as 

well. Such proposals are not without controversy. Nonetheless, the notion of metric 

spatial representation has been studied in several related contexts, some of which were 

superficially discussed in the introduction o f this thesis. The following sections review in 

more detail the nature of these representations in three key areas o f study: similarity 

spaces, mental imagery and cognitive mapping.

5.2 Similarity Space Representations

The previous chapter investigated the behavioural space of users under the 

assumption that the frequency of their page-transitions reflected the perceived relatedness 

of the two pages traversed. The subsequent MDS analysis o f this data is based on the 

premise that the psychological distance or similarity between entities can be represented 

as points in a multidimensional space. Points that represent related concepts are close 

together in the similarity space, whereas points that represent very different concepts are 

far apart. This similarity space is assumed to have metric properties. Specifically, this 

space adheres to the three properties o f minimality, symmetry and triangle inequality.

The concept of a similarity space has been linked to explanations of many types of 

cognitive phenomena such as similarity judgments (Tversky,1977, 1982,1986; 

Krumhansl, 1978, 1982), analogical reasoning (Sternberg, 1977) and judgments of 

metaphor aptness (Tourangeau & Sternberg, 1981, 1982).

An assumption that emerged from the similarity space proposal was that the 

behaviour based on this space would mirror the metric properties inherent in the 

underlying representational space. More simply, similarity space mediates similarity
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judgments. Behavioural evidence for and against the similarity space proposal was 

generated through studies of human judgments o f similarity.

Tversky (1977,1982,1986) found there were a number o f variables that could 

consistently impact people’s similarity judgments, resulting in responses that violated the 

principles of metric space. For example, with respect to the symmetry principle, an 

unfamiliar category is judged to be more similar to a familiar category than vice versa. 

Tversky argued that such behavioural discrepancies were evidence that the mental 

representations that supported similarity j udgments could not be metric.

In response to Tversky’s assertions, Krumhansl (1978,1982) provided evidence 

indicating that if  additional information is taken into account when evaluating similarity 

judgments, judgments that are nonmetric can still be based on a metric space. 

Specifically, if  the relationship between points in the similarity space is evaluated not 

only by distance but also using procedures that are sensitive to density, how crowded the 

space is in different positions, then the metric space can lead to similarity j udgments that 

are not symmetric.

The similarity space proposal was based on the human experience o f similarity, 

an experience that is not distinctly spatially based. The concept that mental 

representations of space could be organized in precisely the same way that physical 

spaces are organized was even more apparent in the study of mental images.

5.3 Mental imagery

The theme of disparities between representation and behaviour was echoed in 

another early debate centred around the nature of mental images.
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Kosslyn, Ball and Reiser (1978) produced behavioural evidence that suggested 

mental images o f spatial configurations preserved the metric qualities observed in real- 

space. For example, images seemed to have the property o f distance because subjects 

took longer to scan across larger distances in a mental image than shorter distances. 

Images also seemed to have the property o f size as it took subjects longer to report small 

details o f small images than small details in a large image. Shepard (1962) found that 

subjects took longer to mentally rotate one object to match another when the disparity o f 

the degree of rotation between them was large.

Counter to Kosslyn’s position, Pylyshyn (Pylyshyn, 1980, 1981, 1984, in press) 

argues that mental images are merely “mental structures that play a role in an information 

processing account of mental activity” (in press) and that the actual representations of 

knowledge are of another form. He emphasizes the distinction between the “functional 

space”, that is, whatever representation (e.g., propositions, Cartesian coordinates or a 

matrix of distances) carries the cmcial descriptors of a space, and the two-dimensional 

pictorial expression of those descriptors. The pictorial space (mental image) is bound by 

the physical laws that are inherent in the environment represented. Contrary to this, the 

functional space is not bound by physical laws. For example, places in the pictorial space 

can be between other places within that space, which necessitates travelling through one 

place to access another. In the functional space, such as a distance matrix, there are no 

such constraints. From this perspective, there is no reason to suppose that observed 

behaviour must reflect the properties o f the underlying representation.
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The pursuit o f a resolution to the imagery debate prompted some researchers to 

consider evidence gathered from the area of cognitive neuroscience. Current brain 

imaging techniques have shown that mental imagery elicits activity in many of the brain 

areas involved in visual perception, in particular the primary visual cortex. These areas of 

the visual cortex are spatially organized, both physically and functionally. (Farah, 1989; 

Kosslyn, 1994,1995,1997, 1999; Thompson, 2001). Kossyln relies on such evidence to 

support his proposal that mental images are patterns of activity in a spatially organized 

structure in the occipital lobe. However, findings from neuroscience studies are not 

conclusive as several researchers have provided evidence that these same areas can be 

activated by other cognitive processes and not all mental imagery tasks elicit activity in 

the primary visual cortex (for review see Mellet, 1998).

The previous literature on similarity space and mental imagery illustrates the 

potential for discrepancies between the form of spatial mental representation and the 

behaviour it produces. How are these notions of mental representation related to actual 

navigation behaviour?

5.4 Cognitive Mapping

The idea that intelligent agents develop spatial mental representations that 

preserve metric properties was initiated by Tolman’s (1948) cognitive map proposal. 

Based on his studies of rat behaviour, Tolman concluded that some type of mental map 

that mirrored properties o f the environment was established in the brain during the course 

o f learning. This map allowed the animal to generate new navigation behaviours that 

were not based on the animal’s direct experience of two places. For example, animals
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were able to generate novel short cuts between places to reach desired locations. Many 

subsequent studies of animal behaviour demonstrate that animal representations o f space 

do indeed preserve metric properties (for introductions, see Cheng & Spetch, 1998; 

Gallistel, 1990).

Consequently, neuroscientists have been interested in identifying the brain 

mechanisms that may be responsible for encoding metric information. In animal studies, 

recordings of single-cell activity in the hippocampus suggest this structure may be 

responsible for the physical realization of the metric cognitive map (for review of 

hippocampal cell activity see Best, White & Minai, 2001). These individual cells, 

referred to as “place cells”, were found to be sensitive to specific configurations o f distal 

cues in the environment and reacted in a predictable fashion to changes in those cues. 

Based on such findings, O’Keefe and Nadel (1978) proposed that the hippocampus is the 

neural foundation for cognitive maps and that place cells are the primary units of the 

map. Further research (O’Keefe & Burgess, 1996) revealed that the receptive field of a 

place cell can be described as the sum of two or more Gaussian tuning curves sensitive to 

the distance o f the animal away from a wall in its environment. Hence, the environment 

is represented in the hippocampus via collections o f place cells, each of which represents 

a specific spatial region of that environment.

Regarding theories of human navigation, in early theories (e.g., Siegel & White, 

1975, Hart & Moore, 1973) the role of metric information in knowledge acquisition of 

large-scale environments was considered the qualitative outcome of the accumulation of 

other types o f spatial knowledge. These theories rested on the supposition that spatial
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knowledge is acquired in a sequence of qualitative transitions. Initially, individual places 

or landmarks are encoded. These are discrete, recognizable patterns o f objects in the 

environment that, in and o f themselves, do not contain information about the complete 

space. Beyond landmark recognition, sequences of landmarks (routes) are encoded, that 

is, landmarks are linked together by actions that occur between them. Finally, collections 

o f routes are encoded which represent a survey perspective o f a specific environment 

including the metric relationships between places. This view of spatial knowledge 

acquisition assumes that only nonmetric knowledge exists during the earliest stages of 

learning. The accumulation of nonmetric knowledge eventually results in the acquisition 

of metric knowledge.

More recently, Montello (1993) proposed that metric information plays a more 

continuous role in spatial knowledge acquisition. According to Montello, metric 

information is encoded in a separate spatial memory system where nonmetric information 

is neither a precursor for nor an inherent part o f metric knowledge. Montello supports his 

theory with evidence from a number o f studies demonstrating that even with minimal 

exposure to an unfamiliar path, subjects are sensitive to differences in metric properties 

(e.g., segment length and turn angles) in two paths that are topologically identical 

(Klatzky et al., 1990; Montello & Pick, 1993; Sadalla & Montello, 1989; Smyth & 

Kennedy, 1982). Such results could not occur if  nonmetric information (landmark and 

route knowledge) was a necessary prerequisite for metric knowledge acquisition. Rather, 

these studies suggest that metric knowledge is acquired concurrently with nonmetric 

knowledge.
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This review of similarity spaces, mental imagery and cognitive mapping suggests 

two characteristics of spatial mental representations: 1) that metric spatial representations 

do not necessarily initiate metric behaviours and, 2) that metric knowledge is an essential 

component of spatial mental representation from the onset of exposure to a novel 

environment. The latter statement provides impetus for further study of metric 

knowledge acquisition while the former statement provides a specific line of inquiry, 

which is investigated through the use of computer simulations described in the next 

sections of this chapter.

5.5 A Synthetic Approach

If an intelligent agent retains metric information as part of the mental 

representation of spatial relations, does that representation automatically produce 

behaviour that adheres to metric principles?

To investigate this question, an alternate approach to the traditional behavioural 

methodology, a synthetic approach, was employed. Why is a synthetic approach 

warranted? The evidence produced by traditional cognitive psychology paradigms has not 

resolved the debate on the role of metric information in mediating spatial behaviour. 

These traditional methods are based on the decomposition of complex human behaviour 

into basic processes that suggest the form of the underlying representation (Cummins, 

1983; Dawson, 1998).

Although this approach to analysis has yielded a large and informative body of 

knowledge, discrepancies between perspectives such as similarity, mental imagery and 

cognitive mapping may be due to two issues related to these established methods. First, it
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is difficult to attribute observed behaviours specifically to one of three possible origins: 

behaviour generated by the organism, behaviour prompted by the environment and 

behaviour that reflects an interaction of the two (Braitenberg, 1984; Simon, 1996). 

Second, the attribution of behaviours to a specific origin is theory-driven, therefore, there 

is always the potential for uniformities in the data that are counterintuitive to theory to go 

unnoticed. Because a synthetic approach involves constructing a theory-neutral system 

that allows for the examination of the processing undertaken by different components of 

the system, that is, the identification of the origins o f its behaviour, this approach can be 

used to address these issues.

A simulation approach is particularly suited to the metric representation example 

explored in the introduction of this paper because it is possible to construct a system that 

directly adheres to the properties inherent in the formal definition of space, that is, metric 

space. These are the same properties explored in much intensive psychological research 

devoted to human spatial processing as described in the previous sections on similarity, 

mental imagery and cognitive mapping. Although it may be argued that geographical 

space is an arbitrary construction, with inaccuracies embedded within it, it is a widely- 

studied and standardized system. Physical space adheres consistently to the three axioms 

of minimality, symmetry and triangle inequality. This formal definition provides an 

opportunity to use a set o f reliable statistical tools for further analysis.

Contrary to physical space, hyperspace has no standardized and widely accepted 

definition with specific properties. Because of this ambiguity, decisions for appropriate 

network representations based on the “Fungi” hyperspace could have been compromised
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on several levels. For example, which o f the four navigation tools most accurately 

represents the essence of the hyperspace defined by the web-site? What measurement unit 

is appropriate to represent the properties or qualities of relationships between entities in 

that hyperspace? What is the nature of the global referent system that encompasses the 

relational or local space of this particular hyperspace? In this preliminary network study, 

the number of assumptions required to establish a local and global referent system for a 

particular hyperspace may be numerous. Accurate representations of external information 

that retain the most essential properties of a particular real-world phenomena are critical 

to meaningful simulations of human cognition. Network processing is only as stable as 

the information used as input.

5.5.1 Goals of the study

Chapter one raised several questions regarding the nature o f hyperspace from a 

psychological perspective. A primary question is -  Does hypertext navigation involve 

spatial processing? In order to answer this question fully, it is necessary to first 

understand precisely what information is being represented and manipulated during 

spatial processing is the goal of the following network study.

In particular, I describe two parallel-distributed processing (PDF) networks that 

were trained to rate the distance between pairs of places in Alberta. There were several 

questions of interest. First, if very few constraints are placed on the internal structure o f a 

system, then will it develop metric representations to guide its behaviour? Second, if  the 

same system is designed to generate behaviours that violate metric properties of space,
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then will it develop nonmetric internal representations? Or can both metric and 

nonmetric behaviours be mediated by similar (metric) representations?

5.5.2 Introduction to PDF Networks

Generally, a PDP network is a multi-layered system that consists of a layer of 

input units that receive information from the environment, a layer o f hidden units that 

process the information and a set o f output units which produce a response based on the 

activation patterns produced by the entire network. Each o f these units is connected to the 

other units by connection links. The strength of a connection is represented by a 

connection weight that can be positive or negative causing a particular input to either 

excite or inhibit the unit that receives it (McClelland, 1989). Each processing unit in a 

PDP network should be viewed as a representation of a single neuron, which could 

potentially be connected to many other neurons, each receiving their own input from 

other neurons and each producing their own outputs, which are passed onward to other 

neurons.

Because PDP networks are computational models, the information that is 

introduced into and processed by the system are mathematical representations of 

information relevant to the task to be performed. Each input pattern is a mathematical 

representation of the current stimulus o f the information processing task.

PDP networks are adaptive systems, that is, they begin with a set architecture (the 

arrangement and number of units and the initial pattern o f connectivity between units) 

whose form and processing can be progressively altered through the presentation of 

information. Thus, PDP networks are capable of learning, gradually discerning over time
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the underlying patterns and structure within the information received and altering 

responses accordingly. Unlike the processing implemented in a typical computer program 

where the program provides explicit information on how a task should be executed, PDP 

networks are trained to accurately complete a given task. The behaviour o f a single 

processing unit in this system can be characterized as follows: First, the unit computes 

the total signal being sent to it by other processors in the network (net input). Second, the 

unit adopts a particular level o f internal activation on the basis of this computed signal. 

Third, the unit generates its own signal that is based on its level o f internal activity, and 

sends this signal on to other processors.

A common learning algorithm for presenting feedback to the network is called the 

generalized delta rule (Rumelhart, 1986). It is based on the error between the network’s 

responses and the correct responses for a given input pattern. As each pattern is processed 

through the network, an error term is generated that reflects the difference between the 

actual output computed by the network and the target response set out for that particular 

input pattern. The error signal is sent backward through the network from the output units 

to the hidden units. Each hidden unit computes its overall error by treating the incoming 

error signals as net input (i.e., a hidden unit's total error is the sum of the weighted error 

signals that it is receiving from each output unit). Once a hidden unit has computed its 

overall error, the network responds to the discrepancy by adjusting the connection 

weights between the output and the hidden units so the output is either more or less 

activated depending which will lessen the error. Assuming the hidden unit, not just the 

output unit, contributes to the overall error, the weights leading into the hidden units are
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adjusted as well, based on the errors o f the output units and the weights between the 

hidden and output units. In this way, each time a particular input pattern is presented to 

the network the connection weights will adjust to lessen the error. By repeating this 

procedure a large number o f times for each pattern in the training set, eventually, the 

error will be so negligible that we can judge the network as having learned the 

appropriate output response. When the network can discern all the correct responses for 

all the input patterns associated with a given task, we can say the network has been 

trained on that task. At the end of training, the network will have a very specific pattern 

of connectivity in comparison to its random start.

5.5.3 Value Unit Architecture

The hidden units in a PDP network use an activation function to calculate the 

signal to be forwarded to the output units. Most networks using the generalized delta rule 

for training have hidden units that use a monotonic activation function, that is, as the 

input increases, the activation function increases as well. For this reason, units that use 

this activation function have been called integration devices (Ballard, 1986). 

and their activation function is a sigmoid-shaped curve that is defined by the logistic 

equation (Rumelhart, 1986).

However, some networks use processors that are tuned to activate to a small range 

of net inputs, and generate weak responses to net inputs that are either too small or too 

large to fall in this range. The response of such a processor is nonmonotonically related to 

increases in net input, and for this reason it is called a value unit (Ballard, 1986).
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One example of a network of value units is an architecture designed by Dawson & 

Schopflocher (1992). The processing units in this architecture use a Gaussian activation 

function that ranges between 0 and 1, with a standard deviation o f 1. These units 

generate a maximum response o f 1 when their net input is equal to the mean of the 

Gaussian. Networks of value units are trained with a variation of the generalized delta 

rule.

Several studies have illustrated that the internal representations produced by value 

units networks are more easily interpreted than those of other types o f networks. 

(Berkeley, 1995; Dawson, 1996, 1997,1998, 2000; Leighton, 1999; Zimmerman, 1999). 

Thus, the value unit network is particularly well suited to address questions related to the 

nature of representations.

5.6 Simulation 1: Metric Spatial Judgments

5.6.1 Methods

In the first simulation described below, a network was trained to make j udgments 

about the “crows flight” distances between places on a map, specifically, thirteen 

different locations in the province of Alberta: Banff, Calgary, Camrose, Drumheller, 

Edmonton, Fort McMurray, Grande Prairie, Jasper, Lethbridge, Lloydminster, Medicine 

Hat, Red Deer, and Slave Lake. All the possible pairings of these thirteen cities resulted 

in 169 distances. This included distance ratings between each city and itself, which would 

be zero. Each pair of city names appeared twice, once for each order (e.g., the distance 

between Banff and Calgary would be rated, as would the distance between Calgary and 

Banff). The actual distances between cities in kilometres are shown in Table 5.1.
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BANFF 0 128 381 263 401 840 682 287 342 626 419 253 652
CALGARY 128 0 274 138 294 733 720 412 216 519 293 145 545
CAMROSE 381 274 0 182 97 521 553 463 453 245 429 129 348

DRUMHELLER 263 138 182 0 279 703 735 547 282 416 247 165 530
EDMONTON 401 294 97 279 0 439 456 366 509 251 526 148 250

FT. MCMURRAY 840 733 521 703 439 0 752 796 948 587 931 587 436
GR. PRAIRIE 682 720 553 735 456 752 0 397 935 701 982 586 318

JASPER 287 412 463 547 366 796 397 0 626 613 703 413 464
LETHBRIDGE 342 216 453 282 509 948 935 626 0 605 168 360 760

LLOYDMINSTER 626 519 245 416 251 587 701 613 605 0 480 374 496
MEDICINE HAT 419 293 429 247 526 931 982 703

00VO 480 0 409 777
RED DEER 253 145 129 165 148 587 586 413 360 374 409 0 399

SLAVE LAKE 652 545 348 530 250 436 318 464 760 496 777 399 0

Table 5.1. Distances between cities o f Alberta, measured in kilometres.

The target ratings that the network was trained on were derived by taking the 

shortest distance in kilometers between two cities and converting this distance to a rating. 

These ratings were based on the following scheme: If the distance to be determined was 

between a city and itself, it was assigned a rating o f 0. If the distance between the two 

cities was less than 100 kilometres, then it was assigned a value o f 1; if  the distance was 

between 100 and 199 kilometres, then it was assigned a value of 2; if  the distance was 

between 200 and 299 kilometres, then it was assigned a value of 3; and so on up to a
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maximum value of 10 which was assigned to distances o f 900 kilometres or more. The

complete set of ratings that were used is provided in Table 5.2.
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BANFF 0 2 4 3 5 9 7 3 4 7 5 3 7
CALGARY 2 0 3 2 3 8 8 5 3 6 3 2 6

CAMROSE 4 3 0 2 1 6 6 5 5 3 5 2 4

DRUMHELLER 3 2 2 0 3 8 8 6 3 5 3 2 6

EDMONTON 5 3 1 3 0 5 5 4 6 3 6 2 3
FT. MCMURRAY 9 8 6 8 5 0 8 8 10 6 10 6 5

GR. PRAIRIE 7 8 6 8 5 8 0 4 10 8 10 6 4

JASPER 3 5 5 6 4 8 4 0 7 7 8 5 5
LETHBRIDGE 4 3 5 3 6 10 10 7 0 7 2 4 8

LLOYDMINSTER 7 6 3 5 3 6 8 7 7 0 5 4 5

MEDICINE HAT 5 3 5 3 6 10 10 8 2 5 0 5 8

RED DEER 3 2 2 2 2 6 6 5 4 4 5 0 4

SLAVE LAKE 7 6 4 6 3 5 4 5 8 5 8 4 0

Table 5.2. The distances from Table 5.1 converted into ratings on a 0 to 10 scale.

This set ofjudgments was considered metric in nature for four reasons: 1) the 

ratings matrix was based on physical distances between geographic locations, 2) the 

minimality principle was enforced by requiring that the distance between a place and 

itself be rated as 0, 3) the symmetry principle was enforced by rating City 1 to City 2 the 

same distance as City 2 to City 1, and 4) the triangle inequality principle was adhered to 

by ensuring that for any given triad of cities the distance between any two cities was
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shorter than the distance between all three. As confirmation, a subroutine programmed in 

Excel using Visual Basic was used to check that all possible triad combinations of all 

thirteen cities adhered to the triangle inequality principle. Finally, as additional 

corroboration, multidimensional scaling was applied to the ratings matrix. The 

effectiveness ofMDS rests on the assumption that the data being analyzed has properties 

that adhere to the restrictions o f metric space. Hence, an MDS solution that accounts for a 

large amount of the variance in a data set would suggest that data has metric properties. 

For the ratings data, a two-dimensional MDS solution accounted for 99.4% of the 

variance. When plotted on a scatterplot, the points from this solution created a 

configuration very like the map of Alberta (see Figure 5.1).

Grande Prairie

Slave Lake Fort McMurra}

Jasper Edmonton
• • Lloydminsi

• Camrose
Red Deer •

• # •  Drumheller
Banff Calgary

• • Medicine Hat
Lethbridge

er

Figure 5.1. The locations o f 13 Albertan cities taken from the MDS analysis o f the ratings 
matrix of Table 7. The positions o f the cities are very similar to their locations on a map 
of Alberta.
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Network Architecture

The network that was trained to make the distance ratings was a network o f value 

units that had 10 output units, 6 hidden units, and 13 input units as illustrated in Figure 

5.2.

Input unit representation. Each input unit represented one of the thirteen place 

names. Pairs o f places were presented as stimuli by turning two o f the input units on 

(that is, by activating them with a value of 1). For example, to ask the network to rate the 

distance between Banff and Calgary, the first input unit would be turned on (representing 

Banff), as would the second input unit (representing Calgary). All of the other input units 

would be turned off (that is, were activated with a value of 0). This unary 

representational scheme was chosen because it contains absolutely no information about 

the location of the different places on a map of Alberta. In other words, the input units 

themselves did not provide any metric information that the network could use to perform 

the ratings task.

Hidden units. The layer o f hidden units in this network consisted of six value 

units. Preliminary testing revealed this was the least number of hidden units that could be 

used and still allow the network to learn the correct output responses, that is, learn the 

ratings task accurately. Previous research has suggested that using the least possible 

hidden units results in a network that is easier to interpret (Berkeley et al., 1995).

Output unit representation. Ten output units were used to represent the network’s 

rating o f the distance between the two place names presented as input. The output units 

were also value units. To represent a rating of 0, the network was trained to turn all o f its
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output units off. To represent any other rating, the network was trained to turn on one, 

and only one, of its output units. Each of these output units represented one of the ratings 

from 1 to 10. For example, if the network turned output unit 5 on, this indicated that it 

was making a distance rating of 5.

Output
Units

Hidden
Units

Input
Units

Figure 5.2. A multilayer perception. The environment activates input units, which in turn 
produce activity in a layer of hidden units. The hidden units then produce a response by 
sending signals that produce activity in the output units. Links between layers are 
weighted connections; the values of the weights are determined by having the network 
learn through examples. Given two input city names, the network was trained to rate the 
distance between the cities on a map of Alberta.

Network Training

The network was trained using a variation of the generalized delta rule that has 

been developed for networks of value units (Dawson & Schopflocher, 1992). Prior to
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training, all of the connection weights were randomly assigned values ranging from -0.10 

to +0.10. The biases o f processing units (i.e., the means of the Gaussian activation 

functions, which are analogous to thresholds) were randomly assigned values ranging 

from -0.50 to +0.50. The network was trained with a learning rate o f 0.10 and zero 

momentum. During each sweep of training, each of the 169 stimuli was presented to the 

network. The learning rule was used to update connection weights in the network after 

each stimulus presentation. Prior to each sweep of training, the order of stimulus 

presentation was randomized.

After 10,907 sweeps, the network was able to generate a correct rating for each 

of the 169 patterns. Correct responses for the output units were operationalized as an 

activation value of 0.90 when the desired activation was 1.00 and as an activation value 

of 0.10 or lower when the desired activation was 0.00.

5.6.2 Results

The network learned the task of producing the correct ratings from 0 -10 between 

all pairs of the thirteen cities in Alberta.

Given that the output ratings produced by the network adhere to metric properties, 

the question of interest focuses on the type of internal representations that the network 

relied on to generate this metric behaviour. What information is used by the hidden units 

to represent the spatial configuration o f the map of Alberta?

Relating The Map O f Alberta To Hidden Unit Connection Weights

As described earlier, a PDP network learns by making adjustments to the 

connection weights between units in the network. These adjustments are based on the
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errors between initial responses and target responses. Therefore, the possibility that the 

network’s representations o f distance are contained in the connection weights is likely.

Neuroscience evidence regarding the function of place cells in the hippocampus 

establishes the premise that individual processing units may be responsible for 

representing specific spatial regions of a given environment. Therefore, the first analysis 

of the internal representations of the network is based on the supposition that each hidden 

unit may be calculating distance by establishing its own position in the map o f Alberta. 

Each hidden unit then, based on its connection weights, calculates a distance to each of 

the cities relative to it’s own position. If this hypothesis is correct, an optimal position on 

the map of Alberta for each hidden unit should be identifiable where there is a substantial 

correlation between the unit’s connection weights and the distances from each city to the 

hidden unit location.

The Solver tool in Microsoft Excel provided an objective method for finding this 

location for each hidden unit. The Solver tool is a program that manipulates the values 

o f specified cells in a spreadsheet as it attempts to optimize the value of one other cell 

(Orvis, 1996). In this case, the Solver tool was used to optimize the correlations between 

the map distances and connection weights for each hidden unit.

An Excel spreadsheet was created for each hidden unit that contained a column 

for the latitude and the longitude for each of the thirteen cities and a column for the final 

connection weight for each city for that unit. To begin the analysis, the hidden unit was 

first assigned an initial latitude and longitude that positioned it in the center of the map of 

Alberta. The spreadsheet was designed to calculate the distance for each of the cities to

129

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 5

the hidden unit in this starting position. These 13 distances were then correlated with the 

13 connection weights feeding into the hidden unit. This correlation was the value that 

the Solver tool optimized. The Solver tool searched for the latitude and longitude of the 

hidden unit that produced the most extreme correlation between distances and connection 

weights. For each hidden unit, a map location for the unit was found that produced 

strong correlations between city distances to that location and the hidden unit’s incoming 

connection weights (see Table 5.3).

These correlations suggest that each o f the connection weights leading into a 

hidden unit represent the distance from that unit to a particular city when the hidden unit 

holds it’s own specific location on the map. Figure 5.3 illustrates the map of Alberta with 

both the actual locations of the 13 cities and the calculated locations of the 6 hidden units.

Hidden Unit Hidden Unit 

Latitude

Hidden Unit 

Longitude

Correlation Between Map 

Distances And Incoming Weights

HO 51.72 113.55 0.88

HI 50.84 113.63 0.59

H2 50.88 117.70 0.72

H3 53.39 115.05 -0.54

H4 53.91 113.42 0.79

H5 51.17 115.57 -0.48

Table 5.3. Results of relating Alberta map distances between cities and hidden units to 

the values of the connection weights feeding into the hidden units in Simulation 1.
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Unit 4
Unit 3

8 i UnitO

Unit 5

Unit 2Unit 1

1 Banff
2 Calgary
3 Camrose
4 Drumheller
5 Edmonton
6 Fort McMurray
7 Grande Prairie
8 Jasper
9 Lethbridge
10 Lloydminster
11 Medicine Hat
12 Red Deer
13 Slave Lake

Figure 5.3. The locations of the six hidden units from the first simulation on the map of 
Alberta. These locations optimized the correlations between hidden unit connection 
weights and distances from the cities to the hidden units.

Relating Connection Weights To Hidden Unit MDS Spaces

Although there were clear correlations between the hidden unit connection 

weights and the actual map distances, these correlations were not as strong as anticipated. 

There are two explanations to consider as to why the hidden units would have a distorted 

representation of the map. First, conceptually, if  connection weights leading into a hidden 

unit represent distance, then these distances are dramatically transformed by the Gaussian

131

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 5

activation function of the hidden unit when connection weight signals are converted into 

hidden unit activity. This kind of conversion could be expected to result in a distortion of 

the actual map configuration.

Second, for any given pair of cities, the activation value for a particular hidden 

unit could be thought of as that unit’s distance rating. However, if we examine hidden 

unit activity to various pairs of cities, we can see that a hidden unit’s activation value 

does not correspond uniquely to a particular distance. For example, for hidden unit 2, 

when the network is asked to rate the distance between Red Deer and Jasper, this unit 

generates an activation value of 0.69. The actual distance between Jasper and Red Deer 

on the Alberta map is 413 km. However, for Edmonton and Lloydminster, which are 

much closer together on the map (251 km), hidden unit 2 generates an almost identical 

activation value of 0.71. If the network is generating the correct ratings for all pairs of 

cities, then what is the basis for this discrepancy?

The previous analyses revolve around the assumption that the hidden units are 

spatially organized and that their organization is based on the map of Alberta. This 

assumption ignores the possibility that the hidden units may be spatially organized 

around some other space. If we consider that the hidden units are indeed spatially 

organized but are organized around a different space than the actual map, the question is 

what could be the origin o f that space?

The distance information contained within the entire network is represented in the 

connection weights between units. However, the distance information contained in a 

single hidden unit can only be represented by that unit’s activation value. It is reasonable
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then to consider that the activation value of a particular hidden unit represents that hidden 

unit’s rating of a particular pair o f cities. For each hidden unit, every possible pairing o f 

the thirteen cities would result in a matrix o f 169 activation values. If these values are 

considered equal to ratings, MDS can be applied to this data matrix to discover the 

structure of the space that underlies each hidden unit’s behaviour. It would then be 

possible to investigate how the properties o f that space and the connection weights of the 

hidden unit may be associated.

Therefore, in this second analysis, a 13 X 13 “activity matrix” for each hidden 

unit was created, in which each row and each column corresponded to an Albertan city, 

and each cell was the hidden unit’s activation value for a particular pair of cities. MDS 

was used to analyze each of these activity matrices, in order to create a space that 

represented each hidden unit’s perspective on the map. For each hidden unit, a two- 

dimensional MDS solution accounted for almost all of the variance in the data. This 

solution generated an R2 of 0.98 for hidden unit 0, 1.00 for hidden unit 1,0.99 for hidden 

unit 2, 1.00 for hidden unit 3, 0.99 for hidden unit 4, and 0.97 hidden unit 5. However, 

each of the two-dimensional plots based on these solutions were different and none 

resembled the map of Alberta at all. Nonetheless, what this MDS analysis did accomplish 

was to provide a set of new city coordinates that was customized for each hidden unit.

How do these MDS city coordinates, relate to the hidden unit connection weights? 

Excel Solver was again used to optimize the correlations between each unit’s connection 

weights and the distances from each city to the unit but in these analyses the new city 

coordinates based on each MDS space were used instead o f the actual city coordinates. In
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this way, for each hidden unit a location was found in the MDS space that produced a 

near perfect correlation between distances and connection weights, as is reported in Table 

5.4. This location represents the point o f reference for all the other points in the space. 

This type of spatial referencing is referred to as allocentric, meaning, “ centred on 

another” (Grush, 2001).

Hidden Unit X-Coordinate Of 
Hidden Unit

Y-Coordinate Of 
Hidden Unit

Correlation Between 
MDS Distances And 
Connection Weights

HO 1.53 -1.88 -0.95
HI -0.07 0.10 0.96
H2 -1.33 0.31 -0.88
H3 -0.13 -0.14 0.93
H4 0.07 0.16 -0.95
H5 3.20 0.19 -0.96

Table 5.4. Results of relating connection weights to city distances from the MDS 
solutions obtained from the activity matrix for each hidden unit in Simulation 1. The 
table provides the maximum correlation, as well as the coordinates of the hidden unit in 
the space that produces this maximum correlation.

Coarse Coding From Hidden Unit Activations To Distance Ratings

We can see from these analyses that the network was able to form an internal

representation that encoded the spatial relationships between the thirteen cities on the

map. This was accomplished by using the connection weights as representations o f the

distances between the hidden units and the cities in a two-dimensional space.

However, although there are clear relationships between the connection weights 

in the network and the distances on the map of Alberta, the individual hidden units 

themselves do not provide accurate assessments o f distances between cities. In fact, at 

times, a similar activity value generated by a hidden unit for different pairs of cities will
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not produce the same output response (rating) by the network. To verify this claim 

quantitatively, the activity o f each hidden unit was correlated with the desired rating for 

the input patterns. For units HO through H5, these correlations were -0.32, 0.04, 0.04, - 

0.10, 0,04, and 0.16. As well, none of the two-dimensional MDS plots generated from the 

activity matrix for each hidden unit resembled the configuration of city locations in 

Alberta. Yet, ultimately, the network was able to generate the correct output ratings for 

each pairing of all the thirteen cities.

This is possible because of a type of representation called coarse coding, (e.g., 

(Churchland & Sejnowski, 1992, pp. 178-179). Essentially, coarse coding means that, 

unlike a processor tuned to detect a very precise feature, the individual units in the 

network are sensitive to a wider range of values of a particular feature. These value 

ranges overlap from unit to unit resulting in a final rating that is the pooled output of all 

the hidden units, a very accurate representation of a particular feature, in this case a 

distance. When the network is asked to generate a rating for a specific pair of cities, each 

hidden unit produces a rough estimate of the combined distance from the two cities to the 

hidden unit. When the estimates from all six units are pooled together, the network can 

produce an accurate representation of that distance. In order to solve the problem, the 

hidden units in the network adopted this type of coding.

If the hidden units in the network are indeed using coarse coding, then the 

combined activation values for all six units for each of the 169 stimuli should account for 

a large amount of the variance in the distance ratings. A regression analysis indicated 

that this was the case. Multiple linear regression was used to predict the distance ratings
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from the activation values produced by the six hidden units for each of the 169 stimuli
' j

presented during training. The regression equation produced anR  o f 0.691, F(6,163) = 

60.714, p <0.0001).

Once the network was trained to solve the task, the network could account for 

100% of the distance ratings due to the Gaussian activation functions of the output units, 

which resulted in a nonlinear transformation of the signal sent by the hidden units.

5.6.3 Discussion

In Simulation 1, a PDF network was trained to correctly rate the distances 

between thirteen cities in Alberta. Several analyses of the internal representations 

developed by the hidden units in the network indicated that these representations were 

metric in nature. First, a two-dimensional MDS solution accounted for most of the 

variance in the activity matrix for each hidden unit. Second, a virtual position for each 

hidden unit could be determined that produced strong correlations between the incoming 

connection weights for a given pair of cities and the actual map distance between that 

pair of cities. Third, these correlations were even higher when a customized space for 

each hidden unit, as determined by MDS analyses of its activation matrix, was used to 

examine the relationship between the connection weights and the distances within that 

space.

In Simulation 1, the PDP network generated accurate distance ratings because it 

adopted a coarse coding scheme based on an allocentric spatial reference, that is, a 

reference system organized around the location of the hidden unit itself. We can refer to 

this as allocentric coarse coding. To summarize this process: Each hidden unit in the
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network estimated the positions o f cities relative to it’s own virtual position in a two- 

dimensional space. For each pair o f cities, this was accomplished by combining the 

distance from the hidden unit to each of the two cities being rated. While none of the six 

individual hidden units represented a space that resembled any portion of the map of 

Alberta, when the relations encoded in the six separate spaces were considered together, 

the network was able retrieve accurate spatial information about the map of Alberta.

5.7 Simulation 2: Nonmetric Spatial Judgments

In Simulation 1, the network was trained to make distance judgments based on 

representations that adhered to the properties of metric space. The resulting internal 

representations of the network also exhibited spatial properties. These properties were 

based on an unexpected referencing scheme, allocentric referencing, where each hidden 

unit occupied an imaginary location in the map of Alberta and calculated a total distance 

from itself to the two cities being rated. Coarse coding across the hidden units was 

responsible for the network’s ability to generate accurate distance ratings even though the 

individual hidden units themselves produced distorted distance information.

The overall theme of this chapter is the relationship between spatial representation 

and behaviour, specifically, can there be disparities between the properties o f a behaviour 

and the underlying representation that produced that behaviour? The representations of 

distance used in Simulation 1 followed metric principles, consequently it is not wholly 

unexpected that these representations resulted in metric judgments. But what happens if  

the information that a network is trained on violates metric properties? Is it possible for a 

metric representation to bring about nonmetric judgments? The coarse coding
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representational scheme revealed in the first simulation allows for the possibility that the 

metric representation of the network might be flexible enough to generate distance 

judgments that are not entirely metric. To test this hypothesis, a second simulation was 

designed to violate the minimality principle o f metric space. Two questions of interest 

were: Will such a network learn to discern the correct distances between the thirteen 

places? Will the internal representation o f this network also rely on coarse coding or will 

it require a different form of representation to solve the task?

5.7.1 Methods

In the first simulation the minimality principle was upheld by having the network 

learn to rate a distance as 0 whenever it was asked to rate the distance between a city and 

itself. In this second simulation, the minimality principle was violated. For some of the 

cities, the network was trained to make a judgment of 2 when rating the distance of a city 

to itself (Camrose, Grande Prairie, Lloydminster, Red Deer, Slave Lake). For some of 

the other cities, the network was trained to make a judgment of 1 when rating the distance 

of a city to itself (Drumheller, Fort McMurray, Lethbridge, Medicine Hat). For the 

remaining cities, the network was trained to make a judgment o f 0 when rating the 

distance of a city to itself (Banff, Calgary, Edmonton, Jasper). This was accomplished by 

inserting the values listed above into the diagonal entries of Table lb. These values were 

chosen to reflect what is known about human similarity judgments. Subjects are more 

likely to give higher self-similarity ratings (which would be converted into shorter 

distance ratings) to more familiar items (Tversky, 1977). Based on such findings, a
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rating of 0 for the four most familiar Alberta cities was used, a rating o f 2 for the five 

smallest and least familiar cities, and a rating of 1 for the remaining four cities.

Network Architecture and Training

The input unit and output representations in the second simulation were identical 

to those used in the first simulation. However, a seventh hidden unit was required for the 

network to converge on a solution.

As before, the network was trained using the modified generalized delta rule 

developed by Dawson and Schopflocher (1992). Connection weights and biases were 

randomly started in the range from -0.50 to +0.50. The network was trained with a 

learning rate o f 0.01 and with zero momentum; the order of pattern presentation was 

randomized every sweep through the training set. After 2,057 sweeps the network 

converged on a solution for the problem.

5.7.2 Results

The network used in Simulation 2 was able to solve the spatial configuration task 

even though the training information did not entirely adhere to metric principles. Beyond 

the network’s ability to complete the task, an interesting issue is the nature of the internal 

representations that enabled it to do so. Do the relationships found in Simulation 1 

between the connection weights, the activation values and the map distances hold true for 

Simulation 2? Or did the second network develop an entirely new way of representing the 

map distances? Given that the second network required an additional hidden unit to 

process the information, there are two possibilities regarding its internal representations. 

First, it is possible the first six units in the network processed the metric information just
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like the six units in Simulation 1, while the seventh unit behaved in a more specialized 

manner, dealing with the non-metric information on its own. Second, the network in 

Simulation 2 could have processed the information across all seven units using the 

allocentric coarse coding scheme outlined for Simulation 1. To investigate which 

explanation of internal representation accounted for the results of Simulation 2, the same 

analyses were conducted as those for Simulation 1.

Relating the Map of Alberta to Hidden Unit Connection Weights

As with Simulation 1, the Excel Solver tool was used to identify the location for 

each hidden unit on the map of Alberta that optimized the correlation between each 

hidden unit’s connection weights and the distances between the unit and each of the 

thirteen cities. Again, a position was found for each hidden unit that produced a 

considerable correlation between the hidden unit connection weights and the map 

distances (Table 5.3). A quick comparison of the correlations generated for the six hidden 

units in Simulation 1 (Table 5.3) and the correlations generated for the first six hidden 

units in Simulation 2 (Table 5.5), suggests that no hidden unit in Simulation 2 is behaving 

qualitatively different from any other hidden unit in that network. This indicates that none 

of the hidden units in Simulation 2 are acting as a specialist to deal with the nonmetric 

information introduced to this network but rather, as in Simulation 1, the spatial 

information is distributed across the hidden units.

When the hidden unit positions from this analysis are illustrated on a scatterplot, 

none of the units share a position with a real city location. This is the case for Simulation 

1 as well although the hidden unit positions for Simulation 1 (Figure 5.3) are different
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from those in Simulation 2 (Figure 5.4). Because the units occupy distinct positions from 

the cities, the distances from the units to the cities, that is, the connection weights, must 

always be greater than zero. This particular property of the network may be responsible 

for the network’s ability to deal with the violation of the minimality principle because 

even in the metric network, a hidden unit never has a distance of zero between itself and a 

city.

Hidden
Unit

Hidden
Unit

Latitude

Hidden
Unit

Longitude

Correlation 
Between Map 
Distances And 

Incoming 
Weights

HO 50.55 112.99 0.69
HI 54.84 115.17 0.54
H2 54.06 113.14 -0.69
H3 50.02 110.72 0.46
H4 54.51 112.20 -0.76
H5 51.17 115.57 -0.57
H6 52.75 115.44 -0.41

Table 5.5. Results of relating Alberta map distances between cities and hidden units the 
values of the connection weights feeding into the hidden units in Simulation 2.
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1 Banff
2 Calgary
3 Camrose
4 Drumheller
5 Edmonton
6 Fort McMurray
7 Grande Prairie
8 Jasper
9 Lethbridge
10 Lloydminster
11 Medicine Hat
12 Red Deer
13 Slave Lake

Figure 5.4. The locations of the seven hidden units from the second simulation on the 
map of Alberta. These locations optimized the correlations between hidden unit 
connection weights and distances from the cities to the hidden units.

Relating Connection Weights to Hidden Unit MDS Spaces

In accordance with Simulation 1, the correlations between the hidden unit

connection weights and the map distances were sizeable but not compelling.

Consequently, the second analysis used for Simulation 1 was repeated for Simulation 2.

MDS was applied to the activity matrix for each of the seven hidden units to identify the

coordinate of the hidden unit in its customized two-dimensional space and the city

coordinates that also corresponded to that space. Again, the two-dimensional solutions

accounted for close to all the variance in the data (R2 = 0.981, 0.991, 0.992, 0.998, 0.992,
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0.996, 0.998 for the analysis of hidden units 1 through 7). Using Solver, the location for 

each hidden unit was found that optimized the correlations between the connection 

weights and the MDS city distances. As shown in Table 11, similar to Simulation 1, 

these correlations turned out to be very strong.

Hidden Unit X-Coordinate Of 
Hidden Unit

Y-Coordinate Of 
Hidden Unit

Correlation Between 
MDS Distances And 
Connection Weights

HO -4.08 -0.98 -1.00
HI -0.27 -0.03 0.84
H2 0.14 -0.11 0.87
H3 0.00 0.12 0.80
H4 0.36 -0.02 0.58
H5 0.38 -0.48 -0.93
H6 -0.90 -0.35 0.88

Table 5.6.
Results of relating connection weights to city distances from the MDS solutions obtained 
from the activity matrix for each hidden unit in Simulation 2. The table provides the 
maximum correlation, as well as the coordinates of the hidden unit in the space that 
produces this maximum correlation.

Coarse Coding from Hidden Unit Activations to Distance Ratings

For Simulation 1, coarse coding was introduced as an explanation for the

network’s ability to complete the distance ratings task because individual hidden units

themselves did not seem responsible for generating any specific map distances. This was

demonstrated by the low correlations between individual hidden unit activities and the

distance ratings. However, the combined activities of all units were strongly related to the

distance ratings. This was the case for Simulation 2 as well. When individual hidden unit

activities were correlated with distance ratings, the correlations were weak (for units HO

through H6 respectively, -0.51, 0.22, -0.06, -0.03, -0.08, 0.06, and 0.17). However, when
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the activities o f all seven hidden units were combined, a multiple regression analysis 

revealed the hidden unit activities predicted approximately 70% of the variance in the 

distance ratings. The regression equation produced an R2 of 0.74, F (6,163) — 66.59, g < 

0.0001). When this linear combination is transformed by the nonlinear activation 

functions in the output units, the result is near-perfect prediction (i.e., a converged 

network).

Coarse Coding for Violations o f Minimality

To this point, the analyses for both Simulation 1 and Simulation 2 have produced 

similar results, indicating the internal representations of both networks are comparable. In 

addition, the second network did not seem to recruit any particular hidden unit to deal 

with the minimality violations introduced into a subset of the ratings. To investigate this 

possibility further, the modified diagonal entries were correlated with the incoming 

connection weights to each hidden unit. Given that these connection weights represent 

distance information, if one hidden unit is processing the minimality violations 

independently, then the correlations between the modified diagonal ratings and that unit’s 

connection weights should be higher than those between any other weights and units. In 

fact, this was not the case. No individual unit produced correlations large enough to 

suggest it was processing the minimality violations on its own and, generally, the 

correlations for all seven units were comparable. The correlations that were computed for 

each of the seven hidden units were 0.36, -0.41, 0.22, -0.32, 0.30, -0.12, and -0.32. Thus, 

it appears the ratings that violate metric principles are processed in the same manner as
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those that adhere to metric principles, that is, across all seven units by means of coarse 

coding.

5.7.3 Discussion

In Simulation 2, a PDP network was trained to rate the distances between the 

same thirteen cities in Alberta as in Simulation 1. Unlike Simulation 1, some of the 

ratings the network was trained on violated a principle of metric space, that is, the 

minimality principle. Despite this being a more difficult task, the network was able to 

converge on a solution but required an additional hidden unit to do so. The question of 

interest for Simulation 2 was - if spatial judgments are made based on nonmetric 

information, will the resultant internal representations of the network be qualitatively 

different from those judgments based on metric information?

Based on the same analyses as those used in Simulation 1, the second network’s 

internal representations did not appear to be qualitatively different from those in the first 

network. Again, for each hidden unit, a two-dimensional MDS solution accounted for 

almost all the variance in its activity matrix. Strong correlations between the incoming 

connection weights and the actual map distances were found when an optimal virtual 

location was established for each hidden unit. Using a customized space derived from 

the activity matrix of each hidden unit, even stronger correlations were produced between 

the connection weights and the distances within that space.

Furthermore, indicated by comparable correlations for each hidden unit, no single 

hidden unit seemed to be processing the metric violations as a specialist. This suggests 

that the coarse coding representational scheme provides the network with the flexibility
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to process nonmetric information and still generate metric behaviour (e.g., ratings that 

follow metric principles).

5.8 Summary and Implications

The introduction of this chapter reviews three proposals o f spatial mental 

representation involving the notion that mental representations maintain the metric 

properties of real-space: similarity spaces, mental imagery and cognitive mapping. These 

proposals are all based on the evidence that observed behaviours have metric qualities 

themselves. However, behavioural evidence alone has not resolved the debate. The 

synthetic approach provides evidence that suggests it is both. Metric representations can 

mediate metric behaviours but nonmetric representations can also mediate metric 

behaviours. The two simulations described in Chapter five not only provide evidence that 

both are possible but also revealed one mechanism by which such representations can be 

accomplished -  allocentric coarse coding.

Two neural networks were trained to rate the distances between thirteen cities in 

Alberta. The first network was trained on ratings that adhere to the metric principles of 

space. Once the network was trained, examinations of its internal representations 

revealed a representational scheme, allocentric coarse coding, that accounted for the 

network’s ability to learn the task even though it was never given metric input directly. 

Allocentric coarse coding has two essential properties. First, this representational scheme 

is termed allocentric because each processing unit in the network appears to represent the 

relations between cities as distances from itself in a virtual location to every actual city 

location. Second, this representational scheme is referred to as coarse coding because the
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final correct distance ratings are a result o f the combined activities across all processing 

units in the network. Each hidden unit alone does not produce an accurate rating but their 

combined outputs, in conjunction with the Gaussian activation function, produce a 

correct response for every pairing of the thirteen cities. This is possible because the 

individual units in the network are sensitive to a wide rather than narrow range of 

distance values. These value ranges overlap from unit to unit resulting in a final rating 

that is the pooled output o f all the hidden units.

The second network differed in two ways from the first: 1) the ratings the network 

was trained on contained values that violated the minimality principle o f space, 2) the 

network required one additional hidden unit to process these violations. This second 

network was able to process these violations without any qualitative changes in its 

internal representations o f distance from those used by the first network. No individual 

processing unit was responsible for processing these violations; the network appeared to 

use the same allocentric coarse coding scheme as that described for the first network. It is 

quite possible the flexibility provided by the wider range o f sensitivity of each unit to the 

ratings values and the resultant overlapping effect between units was responsible for the 

network’s ability to process the discrepant values.

The synthetic approach yielded a result that suggested a representation, allocentric 

coarse coding, that would not be apparent from behavioural evidence alone. This coding 

scheme has properties that explain how different representations can produce similar 

behaviours. The PDP simulations also illustrated that in order to process discrepancies
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between the properties of representation and the properties of behaviour, additional 

processing resources are necessary (e.g., an additional hidden unit).

These findings also have implications for the functioning of place cells in the 

hippocampus. The allocentric coarse coding representation of spatial information 

introduced in this study provides one feasible explanation for two concerns raised in the 

literature on the hippocampus. First, even though place cells appear to play a significant 

role in the instantiation of the cognitive map, there does not appear to be any regular 

topographic organization of place cells relative to either their positions within the 

hippocampus or to the positions o f their receptive fields with respect to the environment 

(Burgess, Reece & O’Keefe, 1995; McNaughton et al., 1996). Second, place cell 

receptive fields are at best locally metric (Touretzky, Wan & Redish, 1994). This is 

because information about bearing cannot be garnered from place cell representations, 

and the distance between points that are more than about a dozen body lengths apart 

cannot be measured because of a lack of place cell receptive field overlap.

The PDF networks display the same properties that suggest place cells may not be 

capable of rendering totally metric representations o f space. First, because the hidden 

units are all connected to all of the input units, the network has no definite topographic 

organization. Second, each hidden unit appears to be at best locally metric. While the 

input connections can be correlated with distances on the map, the responses of 

individual hidden units do not provide an accurate spatial account of the map. Yet these 

locally metric processors are capable of producing a configuration of the thirteen cities 

that accurately reflects the map of Alberta. This is possible because the network does not
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base its output on the behaviour o f  a single hidden unit but rather, via coarse coding, it 

generates its response from the activity of all hidden units considered simultaneously.
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CHAPTER 6

6.1 C o n c l u s io n s

The evidence presented in this thesis illustrates that different hypertext 

navigation behaviours are affected by the information provided in navigation tools. This 

is tme for both navigation performance measures such as speed and recall, and also for 

the course o f navigation as evidenced by page-transition patterns.

In Chapter two, a custom program for data collection was described. This 

program addresses several obstacles in the collection of relevant data, specifically, 

potential difficulties with relying on inherent mechanisms within traditional webrowsers. 

For example, browser history lists make use of a variety o f procedures for recording page 

access. To optimize the history list, some methods erase prior revisits and only retain the 

most recent instance of access (e.g., for further description of history lists see Tauscher & 

Greenberg, 1997). By creating a custom application, a local log file of users' movements 

can be constructed to record every single move with no elimination of repeated page 

accesses that can happen with the typical history lists of standard browsers. By having 

tracking procedures local to each individual workstation, that is, creating local logs 

instead of server logs, we can avoid the above-mentioned problems.

Regarding methodology, the distance-like ratings task is a unique task developed 

to tap into users mental representations of the document space. The task is based on the 

premise that a psychological distance can be a measure o f semantic relatedness. By 

asking users to provide distances between numerous pairs o f pages, we can gain a sense 

of what information was important for organizing material in memory.
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The novel methods introduced in this thesis have promise for investigating 

additional, related areas o f hypertext use. For instance, different user characteristics may 

alter the influence o f certain types o f information. As a specific example, the navigation 

tools, data collection program and ratings task may be used to study the effects o f reading 

skill on users’ interactions with given interface elements.

As reported in Chapter three, for performance measures, including both types of 

information in a single navigation tool did not enhance user speed or economy over tools 

with either spatial or hierarchical information alone. However, all three of the navigation 

tools with spatial and/or hierarchical information produced more efficient search than the 

alphabetical list. The recall measure was the only performance measure that indicated 

spatial information combined with hierarchical information enhances performance over 

hierarchical information alone.

Evidence for the differential impact of navigation tool information on users’ path 

patterns was provided in Chapter four. The examination of page-transition patterns shows 

that, generally, users’ patterns of page-transitions seem to reflect the most prevalent 

organization in a given navigation tool whether that is conceptual, alphabetical or spatial, 

although transition patterns do not indicate an absolutely linear usage of the tool.

Finally, as evidenced by users’ ratings o f the distances between pages, spatial information 

within a navigation tool seems to influence users’ mental representations of the document 

space. This is mediated by the users’ reliance on the navigation tool to make navigation 

decisions and their subsequent route through the content space of the document. Spatial 

information plays a unique role in this process.
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The behavioural data in this thesis points toward a complicated interaction 

between spatial and conceptual information. The combination of spatial and conceptual 

information does not produce a summative effect on performance. Relationships do exist 

between behaviour and the information in the navigation tool but this is not a perfect 

relation. Spatial information is implicated as contributing to the development o f a 

continuous relationship between an initial hypothetical organization for the document 

material, the behaviour elicited by such an organization and a final mental representation 

o f the material. However, even though spatial attributes of the navigation tool may 

contribute to some kind of spatial organization of the material, that spatial representation 

may not be comparable to a spatial map. Rather, the representation may incorporate 

information such as that suggested by Pylyshyn (in press), functional descriptors that 

represent spatial relationships among elements. Such a possibility led to a departure from 

human data to an investigation of the relationship between behaviour and representation 

at a more abstract, theoretical level.

The nature of spatial mental representation was investigated in Chapter five using 

a synthetic approach which yielded evidence beyond that uncovered by behavioural 

analyses. An in-depth analysis o f two neural networks trained to complete a spatial task 

revealed that different underlying representations can produce similar behaviours but 

additional processing resources are required to do so.

The implications of this network study for the applied issue of hypertext 

navigation are twofold: 1) discrepancies that appear between representation and 

behaviour may require more cognitive resources to produce usable mental representations
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of the document, resulting in longer processing times and requiring experience with more 

inputs (e.g., accessing more pages of the document) and, 2) a synthetic approach presents 

a promising opportunity to explore navigation data from a new perspective. For example, 

if the underlying representations of users’ represent an integrated space constructed from 

multiple sources of varying types of information, using the MDS coordinates derived 

from the human data as input for network processing could be revealing. In this sense, 

future research in the area of hypertext use might do well to incorporate connectionist 

representations of navigation behaviours to facilitate our understanding of the properties 

and functions o f underlying mental representations.

The broader implications of this network study reach into areas of general 

human cognition and neuroscience. Specifically, it speaks to the issue of spatial 

representation in the place cells of the hippocampus. Place cells have been found to 

involve some properties o f metric space, for example, the Gaussian tuning curves seem to 

calculate distance from environmental elements. However, it has been argued that place 

cell circuitry by itself does not provide a cognitive map that can be considered metric for 

two reasons: 1) place cells are not organized topographically, and 2) place cell receptive 

fields may be only locally metric. Given these constraints, not all types of spatial 

information (e.g., information about bearing) could be encoded in the hippocampus 

neural circuitry with a strictly metric representation. The results of the network studies in 

this thesis suggest a representational scheme that might allow for a different type of 

spatial representation. In some respects the network is metric, hidden units are like place 

cells and distances are represented in connection weights. However, the network
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representation also has new unexpected properties that are not metric. Through 

allocentric coarse coding, processing units calculate distances based on their own optimal 

location in a new type of space and the processing of information occurs in a distributed 

fashion across all processing units. This kind of representation provides one explanation 

as to why topographical organization of place cells may not be necessary and also 

explains how metric information encoded locally by place cells may be able to contribute 

to a more global configuration o f a given environment.

6.2 Impact to Practitioners

As stated in the introduction to this thesis, the intention of this work was to 

provide a theoretical investigation into psychological aspects of hypertext use. Given the 

focus and scope of this thesis, advocating particular design practices based on such a 

preliminary study would be premature. However, from an applied standpoint, two 

outcomes may be relevant to practitioners. The performance data in chapter three 

indicates that providing navigation tools that convey conceptual relationships, whether 

that is through explicit hierarchies or through spatial formats with conceptual information 

embedded within them, produces better performance that an alphabetical presentation. 

The data also suggests that, for most user subgoals, combining spatial and hierarchical 

information into one navigation tool does not produce a summative effect on 

performance. Hence, for navigation tool design, designers may be better off focusing on 

choosing one type of information and making that highly salient to the user.
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6.3 Limitations

This thesis represents a preliminary investigation into the cognitive processes 

involved in hypertext use with a particular focus on mental representation. This requires 

the modification of established psychological methodologies to the particular 

environment of hypertext. The ratings task was devised to tap into user mental 

representations of the document space. The usefulness o f the ratings data relies on the 

assumption that the ratings are a reasonable reflection of that underlying mental 

organization of the material. Additional studies are needed to ascertain if  this is a valid 

assumption.

As mentioned earlier, the format of the navigation tools in this thesis represent 

only one option for presenting spatial information. Additional studies using various 

spatial contexts are required to fully comprehend the role of spatial processing in a 

hypertext environment.

Regarding the network studies, as with all simulations of human cognition some 

would argue that neural networks cannot be assumed to process information in a 

comparable fashion to human beings. I would address that argument with two statements: 

First, with traditional behavioural analyses we are also forced to make assumptions about 

relationships between mental process and behavioural outcomes. That is, we can never be 

entirely sure that our assessment of behavioural outcomes reflects actual mental 

processing. Second, the spatial task the network was trained on is not meant to be offered 

as a task equivalent to the hypertext navigation task completed by human participants but 

rather as an example on a theoretical level o f how such outcomes of
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behavioural/representational discrepancy could possibly come to pass. With these two 

thoughts in mind, the neural networks in this thesis function as complimentary tools to 

behavioural paradigms that provide the additional option of exploring internal 

representations.

6.4 Future Research

Hypertext navigation is a complex task involving many intermediate sub goals, 

each of which may require different types of support. Spatial information does appear to 

impact some of these subgoals or intermediate processes but not all. Therefore, the spatial 

metaphor as it has been previously defined may be an appropriate metaphor for some of 

these sub goals but as an overall theoretical explanation of the cognitive processes 

involved in hypertext navigation it is incomplete. Further research is required to identify 

the interactions between sub goals, cognitive processing and diverse ambient factors in a 

hypertext environment. However, one point to consider that arises from the network 

study is that spatial representations may be very important for hypertext navigation but 

not the kinds of spatial representations implied by the spatial metaphor as it stands. An 

alternative, unusual spatial representation, not solely based on the traditional notions of 

space, may be responsible for such a relationship. This is an important theme for future 

research.

The nature of human interaction with physical spaces has been extensively 

studied in multitudes of spatial contexts. To gain a useful understanding of cognition in 

hyperspace, particularly as it applies to spatial processing, the study of mental processing 

as it relates to numerous spatial layouts in hypertext is also required.
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Appendices

Appendix A 

Listing #1 - Administration Login Form Code

Option Explicit

Public LoginSucceeded As Boolean 
Dim QuestionSelected As Boolean 
Dim ConditionSelected As Boolean

Private Sub cmdOK ClickO

'Event: User clicks OK button 
'Response:
' If the password is correct 
1 Record login success
' Check if one of the navigation aid conditions is selected
' Check if one of question wording options is selected
' If both question wording and navigation condition have been selected
' Close this form
' Move to the test subjects login
' Otherwise
' Indicate required information is missing
' Otherwise
' Indicate the password is incorrect 
' Set up the form for the user to re-enter password

If (txtPassword.Text = Psswrd) Then 
LoginSucceeded = True

ConditionSelected = ((Option 1 (0).Value) Or (Option 1 (1).Value) Or (Optionl(l).Value) Or

(Option 1 (2) .Value) Or (Option 1 (3). Value))
QuestionSelected = ((Option2(0).Value) Or (Option2( 1).Value))
If (QuestionSelected) And (ConditionSelected) Then 

Me.Hide
LoginForm.Show

Else

MsgBox "Something’s Missing!"
End If

Else
MsgBox "Invalid Password, try again!",, "Login"
txtPassword.SetFocus
SendKeys "{Home}+{End}"

End If 
End Sub
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Appendices

Listing # 2- Subroutine# 1 Browser Form Code (Set-up)

Dim StartTime As String 
Dim EndTime As String 
Dim PageTime As String 
Dim LastPage As String 
Dim Answer As String 
Dim Question As Byte 
Dim Page As String 
Dim InstructPage As String 
Dim Done As String

Private Sub FormJLoadO

'Event: Form Loads 
'Response:
' Initialize start and end times for tracking user 
' Open navigation log files
' Select instruction page based on admin options set in AdminLogin 
' Navigate to the instruction page

Let EndTime = Timer 
Let StartTime = Timer
Open (App.Path & AnswerFile) For Append As #3 
Open (App.Path & LogFile) For Append As #2 
Let Frame 1.Visible = False 
Let Submit.Visible = False 
Let LastPage = App.Path & InstructFile 
Select Case Condition 

Case "Hier", "Alpha"
InstructPage = "\instructions2 .htm"

Case "Spatial", "Spatialhier"
InstructPage = "\instructions 1 .htm"

Case Else
InstructPage = "\instructions 1 .htm"

End Select
WebBrowser 1 .Navigate App.Path & InstructPage 
End Sub
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Appendices

Appendix B

Listing # 2- Subroutine# 2 Browser Form Code (Set-up)

Private Sub ContinueClickO 
' * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

'Event: Continue button clicked 
'Response:
' Set up form for questions
' Select navigation aid page based on admin options set in AdminLogin
' Navigate to the navigation aid page 
> * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

Question = 1 
Frame 1 .Visible = True 
Continue.Visible = False 
Change_Question (Question)
Select Case Condition 

Case "Hier”
Page = "\hierlist5.htm"

Case "Alpha"
Page = "\alpha.htm"

Case "Spatial"
Page = "\spatial.htm"

Case "Spatialhier"
Page = "\SpatialHier.htm"

Case Else
Page = "\alpha.htm"

End Select
WebBrowserl.Navigate App.Path & Page 
End Sub
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Appendices

Appendix C

Listing #3 — Subroutine #5, #6 Browser Form Code (Operational)

Private Sub WebBrowser l_DocumentComplete(ByVal pDisp As Object, URL As Variant)

'Event: User navigation to new document page 
'Response:
' Log time taken on last page
' Prepare for next log entry by recording the page navigated to
' as the last page visited
I * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

LogTime
Let LastPage = URL 
End Sub
Private Sub LogTimeO 
' * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

'Event: Called directly by coded routines 
'Response:
' Get the time spent on the last page and record it in the log
' Reset the start time for the next page
» *  *  *  *  s f :  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  ❖  *  *  *  *  *  %  #  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  *  ❖  *  ❖  *  *  %  *  *  *

Let EndTime = Timer
Let PageTime = EndTime - StartTime
Write #2, Subjectlnfo.Name, LastPage, PageTime
Let StartTime = Timer
End Sub

175

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Appendices

Appendix D

Listing # 3 -  Subroutine #3 Browser Form Code (Operational) 

Private Sub Found_Click()
I * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

'Event: Found answer button is clicked 
'Response:
' If attempting to select answer from the navigation aid 
' Indicate this action is in error and continue current question
' Otherwise
' Log time taken on last page
' Set up for user to submit the answer

If (("\" & WebBrowserl.LocationName) = Page) Then 
MsgBox ("Answers cannot be found on this page.")

Else
LogTime
Found.Visible = False 
Submit. Visible = True 

End If 
End Sub
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Appendices

Appendix E

Listing # 3 -  Subroutine #4 Browser Form Code (Operational)

Private Sub Submit_Click()
< * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

'Event: Submit answer button is clicked 
'Response:
' Empty the clipboard
' Copy the user highlighted information from the document 
' to the Answer variable by having the WebBrowser's document object
' use it's ExecCommand to perform a standard command, in this case copy
' If there is nothing in Answer then 
' Indicate to the user there has been a mistake and exit 
' Otherwise
' Write the information to the log files 
' If that was the last question then 
' Log the time for this last event
' Move to title recall form
' Otherwise
' Change to the next question
' Set up to allow user to select found answer
' Reset new page start time
' Navigate to navigation aid
I * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * : * *

Clipboard.SetText ("")
WebBrowserl .DocumentExecCommand ("Copy")
Let Answer = Clipboard.GetText 
Let Done = "Done"
If (Answer = "") Then

MsgBox ("Please highlight the answer before clicking submit")
Else

Write #3, Subjectlnfo.Name, Question, Answer 
Write #2, Done 

.. .Question = Question + 1 

...If (Question =11) Then 
LogTime 
Me.Hide 
T itleRecall .Show

Else
ChangeQuestion (Question)
Submit.Visible = False 
Found.Visible = True 
WebBrowserl .Navigate App.Path & Page 

End If 
End If
StartTime = Timer 
End Sub
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