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ABSTRACT

This thesis attempts to- solve the problem of breast tumor detectton in mam-
mograms A teohmque for detectmg one type of breast tumors cucumscnbed ‘
v_ masses, using a combination of detectlon cr1ter1a used by experts is presented
'A The cntha mclude the shape, brightness « contrast and uniform density of
tumor areas. This techmque employs modified medlan filtering to enhance
mammogram images. and template matchmg to detect breast tumors. In the
template matchmg step, SUSplCIOUS areas are plcked by fhresholdmg the Cross-

- correlatlon values and a percentlle method is used to determine a threshold for
- “each film. In addmon two tests are designed to remove false alarms from the

| resulting candrdates -The results obtamed by applying these techmques to
some test unages are descnbed The computatmnal cost of the template
mafchmg procedure. and its possrble solutlons Jare dlSCUSSCd A coarse- ﬁne
approach is suggested for speeding up the procedure In addition, a rev1ew on
the general techmques found 1n the hterature for noise c}eamng and object
. detectlon s presented Sevenal norse gtenng algomhms are implemen -~  d

thmr performance are compared
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Chapter 1
o | - Introduction

- This thesis attempts to search for techniques to solve a radiographic image analysis
problem in a particular biomedical application — the detection of breast tumors in mam-

-

mograms. _ : $
Breast cancer is not only a leading cause of death among all cancers for women of
middle age and older [Tab85], but its incidence is rising. Primary prevention is not possi-
«ble since the cause of this disease is still not understood. Once it has become dissem-
inated, the chance for complete recovery is small, because the course of the disease at '

such a late stage has not been greatly affected by the tremendous efforts to 1mprove treat-

ment [Tab85] .

- However, current methods of treatment are very effective against breast carcer in its
early phase when the balance between the tumor and its host is more favourable [Str87].
The}efore, removal of the.cancer while it is still in ‘its early. stages is the most promising
way to achieve a significant chahge in the current breast cancer situation. Of all diagnos-
tic methods currently available for this purpose, mammography is the most relioble
method for the detection of early breast cancer [Zuc87]. Hence, a mass screening pro-

gram uti’ _.ng mammography is obviously the best weapon against breast cancer.

A najor problem expected w1th such a screening program would mvolve the
mterpretanon of the large volume of images produced. In addition to a shiortage of
trained radlologlsts and the need to improve the cost benefit ratio of such a program, it is
difficult for human rad1ologlsts to maintain interest m interpreting large numbers of
images which show only a small number of abnormalities [Dha86]. Hence, the need to

construct computer-aided systems to diagnose breast cancer in mammograms becormes

~



- L1 Background

~r

apparent.

"The processing of mammograms by computer can be roughly drvrded into three
phases: ' , , _ L ' \>

>

(1) Enhancement Enhancement of preselected features and removal of irrelevant

N

(2)  Object Location : Location of suspicious areas in mammogrames.

. . {
details using application dependent techniques.

(3) Classification - Feature-based classuicanon of these areas into non- tumors bemon

or malignant tumor areas.

The most difficult of the three stepa is object locagon. This is particularly relevant
with respect to radiographic image analysis and the reasons are as follows [Hal 71].
First, radiogr: phs, like mammograms, are characterized by their low resolution and low
contrast ratios of small features superimposed onto non- umform backgrounds. Second
the diagnostic mformauon content in a radJograph is more semantic than statistical in
nature. That is, the features essential for dxagnosmg a particular drsease are determmed
both by the drsease and the class of images. For example heart size is relevant in the
dlagnosm of rheumatic heart dlsease but is probably irrelevant in the diagnosis of pneu-
moncomosm opacities. Thll‘d the resolution required in a particular disease apphcatlon .
may, for example be an order of magnitude higher than that%ecessary for all general
diseases u;mg the same class of i images.

Yo
A large Jepertoire of image processing techmques has been developed for image

enhancement object location and pattern classrﬁcanon However due to the problems of
radiographic image analysis mentioned above, most 1magé~8rocessmg techniques which
have been applied to biomedical 51tuat10ns have been found to be very apg:oadon depen-

dent. This phenomenon 1s analogous to the fact that radlologlsts adopt diffarent strategies

s -

L

\



,to analyze dxﬁ'erent types of ‘medical images. Thus startlng h a 1arée repertoire'of,v

techmques one may have to comblne and modlfy some existin. tech "uques to create the

_ best technique for a partlcular apphcauon Some examples are the htstogram enhance- .
.ment and zoom thresholdmg techniques developed by Tou [Tou79] for detectmg lung ns- B
| sue boundanes in lung tissue micrographs, and the region growmg algorithm developed

by Li, Savol and Fong [Li78] to detect pneumoncon1051s opacmes in chest X-rays.

In the past several groups. [Ack72 WingQ7], have demonstrated the potential use of
computers in feature based classrffcauon of SUSPICIOUS areas Smce human assrstanee is
“needed to locate these areas before the computer processes the images, these systems are.
not fylly automated. Hand et al. .[Han79] have developed a method for 1dent1fy1ng and A
locating ~bnormal areas in xeromammograms Their approach ‘which utilizes fourteen
texture parameters and two shape- Pparameters together with a comparison of left and right |
breast images, shows a high false alarm rate of approx1mately fifty-three suspicious areas |
per xeromammogram. Since xeromammo’grams are produced using a«different recording
technique than that used for mammograms, the performance of Hand er al.’s method with

mammograms cannot be directly determined.

‘ . . ¢ . . . . ey 3y o+

~ In diagnosing breast cancer, radiologists use. several indicators or markers” in
mammograms, all being defined by a set of criteria, ,such as area, bnghtness contrast and
shape This thesis is the ﬁrst stage of a long term research project which aims at 1mple-

menting an expert, system for breast cancer diagnosis based on the same set of markers -
and CI'ltCI'la the experts use.
\ . ’ ’
L.2. Statement of the Problems
This thesis explores an approach to the detection of one category of breast tumor,

czrcumscrzbed masses, using a combination of detectlon criteria considered relevant by

experts. ‘The criterion used for distinguishing ¢ susp1c10us” from “clearly normal” regions



Y A

on a ﬁlm mammogram is that a suspicious area is a bnght (compared w1th surrounding ’
' [ISSLIC) and approx1mately circular area of umform den51ty and of varying size [Tab85

. Mar82]

\ ' -

'I'hetﬁrob{em stated in this thesis can be summanzed as fo\II—ows Given an image of “
a JSilm mammogram the problem ist- find a detectzon method which determines the loca-
tion' and size of all suspzczous areas, if therc are any It must be noted that a sy uspicious
area in a mammogram is not necessarily a tumor area. It can be a benign tumor or an
.rea Wthh radtologlsts would choose to examine in greater detall In the classification
step, these suspxcmus areas produced by the method desigred, are c1a551ﬁed into non-

I

tumor Or tumor areas.

Locating SUSpIClOUS areas in mammograms 1s difficult due to the poor 1mage quality
of mammograms. The approach described in this thesis takes this problem into account -
andiexxsnng techniques are modified to improve tumor detection. This approach employs
selectzve median filtering to enhance the images and templare matchmg to detect suspi-
cious areas. Bue to the fact that each mammogram may contain ‘more than one suspi-
cious area our template matching approach uses a statlstxcal dec151on criterion to select
susp1c10us areas; In addition, since the candidate areas produced by this matching pro-
cess will ngt be exclusively susp1c1ous areas, two tests are de51gned to remove false

<

alarms from the resuiting candldates

~

Some general approaches to 1mage enhancement and ObJCC[ detection in radiographs
- are dxscussed The results of applying some of these techmques on a mammogr%m image
-are dlscussed and compared with the techniques developed. To eValuate the effectlveness
of the techmques described, no formal proof is given. Instead the results obtained by

applying these techniques to test images are reponed ’ _



-~

1.3. Conventions and Notations

As used in this thesis, the term mammogrant image, refers to a digital 1mage of a
mammogram ﬁlm digitized by a TV camera * It-is considered as a two dtmensmnal array
vof integers whose row and column indices identify a pomt in the image and the
corresponding array element value 1dent1ﬁes- a gray level (brightness level) at that point.

The elements of such a digital array are called picture elements or pixels.

Pixels are identified by their @ ,j) positions with respect to the uppgr left hand
comer of the image, which has position (0,0). The i- drmensmn increases to the right; the
. J-dimension increases downward. The mtensmes of each p1xe1 are represented by

numbers from 0 through 255, with 0 representmg black and 255, represenﬁng white,

1.4.".Organization of Thesis

' In Chapter 2, the basic principles of mammographtc dlagn051s are dlscussed This
includes a descnp ot the mammographlc techniques recently used and the cntenon
 used by expert radlologrsts to detect circumscribed masses. Also, the difficulties i in usmg »

a computer to detect thrs type of breast tumor are described.

Chapter»3 gives a survey of techniques for image enhancement The two classes of
techmques that will be discussed are histogram modrﬁcagon and i image enhancement by
smoothing. A modified medran filter is proposed to enhance mammogram films. Results

of applying! these techmques to test 1mages are given.

A review of several techmques developed for obJect detectlon is presented in
Chapter 4. It includes techniques employmg 1mage segmeéntation and template matching.
A method using template matchmg to detect susplctous areas in mammogram film is

proposed The de51gn of templates for matchmg tumors, the smularlty measure and the

that produces mammograms. *



e ' o ' R , 6
cntena used for interpreting this measure are dlSCUSSCd Also, two tests demgned to
~remove false alarms are presented. Results of applying. these techmques on some test

»

1mages are repprted

, Chapter 5 presents the conclusion of this thesis and the direction for further résezifch

in the area of automated detection of breast tumors in mammograms.

of
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Chapter 2 »‘ B

Basic Principles of Mammographic Dia_gnosis |

2.1. Ma.mmography and Tumors

At the present time the only reliable system for diagnosing early breast tumor is byx_

“means of routine X-ray mamrhography and the accurate interpretation of marnmograms

| by'exptert ‘radiologists [Her87]. Besides, to produce high quality mammograms with the’
least radlatxon dose, it is necessary to use machmery spemﬁcally de51gned for this pur-

. pose Many mammography techniques have been developed to 1mprove the performance
of these machmes To design an automated system to diagnose breast cancer in mammo-
grams, itis essennal to gam a basic knowledge in mammography techmques that directly
affect th&\quahty of 1mages produced Also, the diagnostic procedures used by the expert

radiologist in detectmg breast tumors rnust be studied.

Mammography, the radlologlc study of the breast, has changed dramatically during
the past 20 years [Hau85.]. The major hurdle in the development of mammography was
the diﬁiculty of obtaining suﬁicient"‘_contrast in the soft-tissues of the breast that would
define the individual structures[ZucS?] In addmon although mammography is presently -

3 accepted as a relat1ve1y low-risk method for detecung breast tumors [Str87], 1t was once
| v1ewed as a techmque that increased the rlsk of breast cancer in women below the age of
ﬁfty Controversy on the radiation risk of mammography gradually gave rise to further ~
lmprovement of the technique during the 1970’s and the emphasis of new techmques is

, 'placed on reducmg the radiation dose while mamtammg opumum diagnostic i 1mage qual-

1ty [ZucS / ]

-

-The mammographic examination routinely includes two views of each breast in

differ'en_t view planes [D’Os83].- When an expert radiologist gets. t_he.f'our,e‘mamrnograms '

7
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of the same patient, the radiologist will guide the diagnostic w'ork-up which extends from
physical examination through film  reading 10 interventional procedures [Tab85]. The film
reading procedure involves the interpretation of individual ﬁlms and a comparison study
of the four mammograms. Accurate d1agnos1s of breast tumors m 1nd1v1dua1 ﬁlms.
depends on the perception of the tumor site \and the right clasmﬁcanon of the site into a
- benign or malignant tumor. According to the* mammographic appearance, the pathologi-
' cal_ lesiohs occurn'ng in the, breast can be grouped into- four major categon'es cir-
cumscrzbed tumors, star-shaped lesions, calcifications and pathological processes giving
Tise to the thickened skin syndrome[Mar82] For each group there are a,tertam number of
X-ray signs. This thesis is concerned with the detectlon of cxrcumscrlbed tumors. The
. criterion in detectmg this category of tumor will be dxscussed.

, : ) o

22 Mammogra'phy Techhiques
Dedrcated mammographlc machines are bullt to prov1de special 1mag1ng require-
ments for mamrhography The two main components of this unit are the X- -ray unit and
the recordmg system The key factors that must be controlled in these two components
m order to produce. ‘mammograms of good quality while rrumrmzmg radiation dose to the

pauent are discussed in thlS sectlon

2.2.1. Mammography X-ray Units

Subject contrast is-defined as the ratio of the X-ray mtensuy transmitted through one
) part of the breast to that tmnsmltted through a more absorbmg adjacent area in the breast
' [Hau83] Subject contrast 1s of vital importance in mammography, because it picks up
the very small dlﬁ'erences in the density between normal and pathologlc soft tissues of )
the breast. It also helps to detect minute details such as tumors of extremely small size
| whrch are very often, the foci of attention in breast tumor dragnoms Factors aifecétmg

subject contrast include absorption differences in the breast (thickness and densxty)

-~
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radiation quality, and scattered radiation. The last two factors are the ones that can be

controlled in the X-ray units [Hau83].

In addition, compression of the breast is crucial because it makes the breast thick-
ness more uniform,’thereby providing more even penetration by the X- ray émd reduees
“the amount of scattered radiation [D’Or83]. Also compression 1mmob1hzes the breast
and reduces blurring caused by motion. However, the amount of compressmn is hmlted
‘by the amount of pain a patient can endure. Various techmques for compressing breast
tissue have been developed, ranging from a balloon fitted intc the -adrographlc cone to a
movable plastic shield. Very often, a poor quality image is caused by usmg improper

compression equlpment (D’Or83].

",’1

2.2.2. Mammography Recording Systems - _ ‘

The two recordmg systems in use today are film and xeroradiographic processmg ,

In ﬁlm processmg, the use of direct exposure film with a fine grain, produces excellent .
radl_ographlc details. However, the radiation dose to the breast is large, therefore, a better .
film-screen combination is used today [Hau83]. - film-screen combination makes use of

- a single high-definition screen in contact with a single emulsron film [Way79] To ensure
‘ optrmal ﬁlm-screen contact, a vacuum exists inside the film cassette. .This further

. Teduces the radiation dose without sacrificing i 1mage quality [D’Or83]. ’

Xeroradrography was first used as an alternate means of recordmg 1mages m the
- 1970s. This method involves the productlon of an electrostatrc image which is then
.coated with powder placed on paper, and finally coated with plastic [D’ Or83] The |
advantages of xerorad;ography include wide exposure latxtude increased small-area con-

trast and ~onvenient 1nterpretat10n (eg no view box required) [Dod81]

Comp=t1t10n between film-screen mammography and xeromammograph to capture

the market for mammographrc equipment is intense [G0183] There are advoeates for
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each method whd are adamant In their ciaims that one is supenor to the other. In fact,
whlle there are advantages to each.; stechnique, there does not appear to be 51gn1ﬁcar
A

dlfference in’their ability to detect cancer [Pag80]. The success of either mammographic

techmque is, in fact, mostly dependent on the skill and experience of the radiologist

[Gol83]

2.3. Criterion in Detecting Circumscribed Tumors

‘'The process of mammographic ihterpretation begins with the search for lesions in

the mammogram. Perception is influenced by the texture of normal breast tissue. The

radiologist must ensure that all parts of each mammogram are carefully searched for the

presence of lesions to help dlSCOVCI' tumors whlch are partially obscured by overlying
breast tissue. [Tab85]. X-ray signs of cucumscnbed tumors described by radiologists are
as follows [Tab8s, Mar82] Clrcumscnbed masses have hazy and mdlstmct borders.

Their shape is close to c1rcu1ar but some masses have short spicules on their surface.

_Bemgn breast tumors are sharply outlined by their contour, and malignant tumors have

an mdrstmct coritour, sometlmes with short spicules. Benign tumors usually have about
the same attenuanon as the surrounding breast tissue. Circumscribed tur- ots, which are

partly or completely the - same density ‘as fat are benign. Cu*cumscnbee maugnant tumors

* usually absorb more radlatxon than normal breast tissue. Because of their high- -density

radlopaque mammographlc appearance overlying structural elements such as trabeculae

and blood vessels cannot be seen through them. Malignant circumscribed tumors con-

- taining mucin and relauvely little fibroelastic components are of hlgher density on the

mammogram than those which have the same den51ty as fat The size of a tumor and its
onentatlon within the breast are of secondary i 1mportance but ane helpful in differential

dragnoms



2.4. Difficulties Using Computers to Detect Breast Tumors
‘ ,

In order to design an automated method to reliably detect likely tumor sites, the
radiologists’ descriptions of the X-ray signs of the tumor must be translated into more

explicit terms. Based on the previous descriptions given by experts, a susplc1ous area is

defined as an area which

(1) has a higher density value (brighter) than its surroundjng tissue,

(2) has uniform density inside the area,

(3) hasan approxunately circular shape and of varymg size, and

(4) has fuzzy edges

Locating suspicious areas in mammograrhs isdiﬁ’iciflt for a number of-reasons. The
small differences in density between normabh, and tumorous tissues in human breasts
create little contrast between a tumor area-and its background i 1n the image. Thls contrast
is further reduced In the filming and digitization process of the mammogram 1mages In
addmon the presence of noise and other anatomical structures, such as ducts and glands
increases the background variations of tumor areas ‘The boundaries of tumor areas are
fuzzy and in some instances, ~only partlally v151ble Together with the small size of
early-stage tumors, makes any attempt to segment the image by global gray level thres-
holdlng technique very dlfﬁcult Also, some tumor areas lose some of the well- defined
characterxstlcs menuoned above. To tackle these difficulties, mammograms must be-
enhanced prior to applymg any technique for tumor detectlon A survey of ex1st1ng tech-

-niques for 1mage enhancement and - a proposed method for enhancing mammogram

‘images ave presented in the next chapter.
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2.5 Examples of Mammogram Images

Mammogram images 1 and 2 are‘ shown in Plate 2.1 and 2.2 reépectively The
SUSPICIOUS areas in these mammograms are marked by circles in Plate 2.3 and Plate 2.4.
The suspicious areas in image 1 is ea51er to detect than that in image 2. This is due to the
fact that there are less background variations at the suspicious areas in image 1. In image
2, the background variations are due to the presence of gland and fatty tissue in the

K

breast.

Plate 2.1 Mammogram image 1 with easxly detectable suspicious areas. This
image is the test image used for testing the tmage enhancement methods
1mplemented in Chapter 3

*



Plate 2.2 Ma
detect :

Plate 2.3 Mammogram image 1 with suspicious areas marked in circles

mmogram image 2 with a suspicious area which is difficult

to

13



Plate 2.4 Mammbgram fmagg: 2'with suspicious area marked in a circle

Rl
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Chapter 3

Image Enhancement

-

3.1. Introduction

The main objective of enhancement techniques is to process a given image so that
the result is more suitable than the original image for a specific application or for further

processing. In general, this is zchieved by either noise removal or by feature enhance-

ment. -

It is evident that much useful physical information is lost and noise is introduced
during the imaging process. When a picture (or a film marrimpgram) is digitized, further
ififormation is lost due to quantization and sampling errors. In addition the effect of
equipment and other environmental factors also introduce noise in digitized images. In
the case of mammogram images, the problem of information loss is worsened by the fact

that during e X-ray imaging process, subJect -contrast is difficult to be retained due to

scattered radiation, thk:_kness of the breast, etc. (see Chapter 2).

Thefe 1s a large repertoire of techniques available ih the literature for image
enhancement. However, no single technique is applicable to all classes of image~ ~nd the
choige of technique often depends on the epeciﬁc application. Some sin ple, but general,
techniques are studied in this chapter so that a suitable technique can be chosen for the

purpose of enhancing mammogram images. Also, a method combining several tech-

mques is proposed and 1ts performance is evaluated

- .

3.2. Survey of Existing Methods

In geaeral, existing image enhancement techniques can' be divided into three

N

categories :

15
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(1) contrast enhancement,

\2) image smoothing or noise cleaning, and

3) .image sharpening or deblurring.

Unlike image res?oration, these techniques make little or no attempt to estimate the
actual degradation process that has operated on ‘the( image. They do, ;mwever, take into
account certain general properties of image degradation Contrast enhancement tries to
compensate for attenuation of the picture signal, image smoothmg reduces noise from' the

image and image sharpemng removes blurring which is mtroduced by the degradation

process.

Contrast enhancement by histogram modification and vanous techniques for image
smoothing are discussed in the following sections. Techniques for smoothing in both the |
spatial and frequency domam are considered and linear methods such as low-pass filter-
ing-and non- hnear ones such as selective nelghborhoéd averaging and medla aring
are mcluded Image sharpening techniques w111 not be discussed here because these tech-
mques are useful primarily as enhancement tools for highlighting edges in an image.
However, pure edge information by itself is of little Importance to our tumor detection .

method described in later sections. :

to mamrnogram image 1 (Plate 2.1). In the followmg discussion, thls unage is referred as
the rest image. The enhanced version of this test 1mage is sho% after the dlscusswn of a

specific method.:
2
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3.2.1 Contrast Enhancement by Histogram Modification

- The grey level histogram (first-order probabilrty density function) of a typical radio-
graphic image is highly skewed towards the darker levels [Hal71]. Thus details in Ehf,/
. dark regions are often not perceptible and thls can be observed in the test image. The hlS-.
togram of this test image is shown in Fxgure 3 1 Hlstogram modification is a group of

techniques t}\at can be used to enhance this type of image by rescalmg or translatmg ‘the

grey scale of the original image, so that the hlstogram of the enhanced image follows

&
some desired form.

For many types of images, the “ideal” distribution of gray levels is a uniform distri-
bution [Hal74]. This is due to¥the fact that a u'niform.distribution of grey levels makes
equal use of each quantization level and tends to enhance low contrast mformauon
Hence, histogram- enhanced i 1mages should possess more low contrast details than the ori-
-ginal one. I—hstogram equalization [Hal74, Hum75] is a technique in which the histogram .
of L}le original image is mapped into another histogram which has a uniform distribution
of grey levels. Algorithms for computing the mapping are given in [Hal71, Hum77,
Ros82] and most of them are based on the selection of threshelds for the original histo-

gram which map into equal areas (“vertical slices”) of the new histogram.

The result of applying histogram equalization to the rest'image 1s shown in Plate 3.1
and its histogram is shown in Figure 3.2. The algorithm used is based on a Sihgle-vedued
transformationi therefore, gray-level bins of the original histdgram were only merged
together, but no bin was broken up. 'I'hus due to the large peaks in the original histo-

gram, the transformed histogram (Figure 3.2) is only very approximately a flat hlstogram

~

It should be noted that, although contrast enhancement by histogram modification is
very effective for enhancmg low-contrast detail, it does not discriminate between low-_

cor‘-ast mxormatlon and noise. Also, in pgrforming histogram equalization to an image,
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Wwe are assuming that the information in the sparsely populﬁted grey level ranges is of no

special significance; so that compressing them will not result in informaticn loss [Ros82].

~ Another histogram modification technique which transforms the grey level distribu-
tion of an image mto a hyperbolic dlStI'lbllthIl instead of a uniform dlstnbunon is sug-
gested in [Fre77]. It is based upon the idea that the transformatjon which ﬂattencd the
distribution of the outputs of the retinal receptors of the human visual system will pro-
‘ vide the best visual enhancement. Then, by assuming a logarithm response of the human
visual system, the resultmg transfom)atlon transforms the histogram into a hyperbola.
This method seemed to work well for satellite pictures with inherently poor contrast and

it was claimed (Fre77] to be superior to a histogram equalization method
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" Figure 3.1 Hiétogram of the test image shown in Plate 2.1
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Figure 3.2 Histogram of the image in Plate 3.1

Plate 3.1 Result of applying histogram equalization to the test image
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3.2.2. Averaging Filters

3.2.2.1. Unweighted Averaging in the Spatial-Domain v

In the spatial-domain, unwelghted averaging is a straight-forward technique for
image smoothing. Given an xmage f (x .Y ), every pixel (x,y) is replaced by the average
of the grey level values of the p1xels contained in a predefined neighborhood of (x.y). In

other words, the smoothed i mage g (x .y )is obtained by calculating the average
<k . '

gxy) = % 2 fxy)

(Jyew
where W is the set of coordinates of pixels in the nexghborhood of the pixel (x y)

and N is the total number of pixels deﬁncd inw,

The neighborhood of (x,y) can be defined by a window of various sizes and shapes.
It is conventional practice to select a square array template of size 3x3 [Hal79]. How-
ever, intuitively, if the objects in the image are small relative to the smoothing neighbor-
hood size, smoothing may blur the Ob_)CCt In the case of circumscribed masses, the smal-
lest size they appear in mammogram mages is around six pixels in diameter. Therefore,
‘to preserve the edges of small masses, square wmdows of 3x3 and 5x5 pixels are used in
1mplement1ng the method dlscussed in th1s section. With a window size of 545 lexels{
the average is - : ’ lou y i

g(x,y) = o= Z Z f(x+l Y+/)

i=2 j=-2 1

The effect of unwcxghted averaging is shown by applymg the procedure to the test
marnmogram image. The smoothed image is shown in Plate 3.2a. The image is more
dxﬂ'used than the original and the edge of the suspxcxous area is blurred. This eﬂ'ect is
increased with larger window 51ze (see Plate 3. 2b) Hence, when edge information mustfl

be preserved for future processing, unweighed averaging is not suitable for enhancing the



e | ’ . : ’
image. ' !

Plate 3.2 Result of applying unweighted avera

ging to the test image using
window size of (a) 3x3 pixels and (b) 5x5 pixels :



3.2.2.2. Weighted Averaging

The undesuable eﬁ'ect of an unweighted averaging ‘operation can be prevented by

using a weighted average in such a way that it never averages across edges

When a given plxel 1S on an edge but not in the interior of a region, its nelghbors,, |
which belong to the same region of the glven pixel should take a heavier weight in the
averagmg operanon otherw1se the edge pixel will be “blurred”. Based on this idea, a
weighted averaglng operation assxgns different welght to the nelghbors The weight
~ assigned to a neighbor represents the confidence that the nelghbor and the given pixel
come from the same region. A greater wexght 1s given to neighbors that belong to the
same region as the given pixel. Spec1ﬁcally, the weighted averaging operation [Lev77]

can be defined as:

“ gU.J)= 3 wl,j)f(.j),
. (i,j )eA
where g (i,/) is the enhanced image and f (i ,j) 1s the on'ginal image, w(i,j) is the

| : /
~ weight given to neighbor (i ,j) within the nelghborhood defined by A.

Two methods of constructing the welghts w (i, ) are presented in [Lev77].

3.2.2.3. Averaging in the Frequency-Domain

The averaging operation 1n the spatial domain is equivalent to low-pass ﬁltermg In
the frequency domain. Before we define low-pass filtering, we first present the convolu-
tion theorem [Gon77] Wthh is important for dxscussmg frequency domain techniques.
Let g (x .y) be an image produced by the convolunon of images f (x y)and h(x,y), that
is g (x YY) = hix ,y) * flx,y). Then, from the convolution theorem, we. have
Gu,v) = Hu v)F&u}v) where G,H and F are the Founer transforms ofg h and f

respectively.

Noise in an image generally has higher spatial frequency than the normal Tmage
o . o » ,
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components because it lacks spatial correlation [Pra78]. Hence, this implies that n01se

attenuation can be achieved by attenuating a spemﬁc range of high- frequency com-
ponents in the transform of a given image. We can treat F(u,v) as the transform of the
image we wish to smooth. Then, we have to sele(:t a function H(u,v) which produces
G(u,v) by attenuating the high frequency components of F(u,v). The inverse transfoﬁﬁ of
G(u,v) w1ll then yield the desired smoothed 1mage g(x,y). Since high-frequency com-
ponents are “filtered VBut” and mformation in the low-frequency range is4“passed”
without attenuation, this method is commonly referred to as “low-pass filtering” [Gon77).

The image 4 (x,y) is often called a noise cleaning mask Two examples [Pra78] of such

masks are listed in Figure 3.3.

P - —
h,(x,y) = Y hy(X.y) = 16

- -\ /) \ /

- A d
- d
- o =
i
N AN
-t ) =

Figure 3.3 Examples of noise cleaning mask

These two masks are normalized to unit weights so that the n01se cleanmg process
does not introduce a bnghtness bias in the smoothed i 1mage Also, all the elements in the
mask are posmve numbers. These two facts hold true for all 1ow-pass filter masks. It |
should’ be noted that a low-pass filter using h(x,y) as mask is equivalent_y to the
unweighted averaging process operating in the spatial domain, using a 3><3 square win-
dow. With large window sizes, it is computationally faster to do the operation in the fre-

[

quency domam using Fast Fourier Transform algonthms |
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3.2.3. Selective Averaging Filters . .
An alternative idea to using a weighted average is to use selgcted ncighbbrs f;r
averaging. This téchnique adapts; to a given neighborhood by estimating the nature of the
| ncighbd’rhooc_i and then si:lecting the be_st subset of neighbors to compute the averége. As
o a resEJlt, averaging acrdss edges can be avoided. These techniques can be viewed as a

speéial class of weighted averaging techniques which assign a equal weight to all

selected neighbors and zero to the rest, according to some selection scheme.

As discussed in [Lc'v77}', better smoothing effects can be achieved by smoothing
procedures if a larger neighborhood size is used. However, as mentioned earlier, due to
the' small size of circumscribed masses, the neighborhood size is limited to 5x5 pixels.
.One solution to this problem is to iterate the smoothing procedure over a‘small neighborv-
hood in order to bring more pictorial context to bear on the .smoothing of individué.l

points [Dav78].

Four selective averaging algorithms are discussed in this section. All of them were
impiemented and were applied to the test image (see Plate 2.1)1. The enhanced version of
the test image is shown after the discussion of each method. As cbnstrai?lted by the high
computational cost in appiying these techniques to the test image, each procedure was
iterated five timés maximum, If blurring occurred (detected by human visual judgement)
bef(")re- the fifth iteration, the procedure was terminated.

; ( 1) Edge preserving smoothihg

fﬁis scheme- [Nag79] tn'qes to search for a homogeneous neighborhood around each
pixel in an image and avcragé:s on this rieighbo‘rhood oﬁly. The search is dohe by rotat-
" ing a mask or a-window around a given pixel and\the variance in t-~<2 .'naslgs is used as 4
measure of homogeneity of an area, Nine masks aré defined for each pixel. These masks

are designed so as to smooth with a homogeneous neighborhood without blurring sharp



- 25

edges.

If the neighbors of pixel M are
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To apply this scheme, the variances of these nine masks are compared with each

at each i 1mage coor. dinate (xy) and the average grey level of the smallest-variance
s given to the pixel (x ).

The result of applying this technique to the test image is shown in Plate 3.3.

)

Plate 3.3 Result of applying the edge p

reservmg smoothing method to the test
image using a wmdow size of 3x3 pixelss :

-



(2) Half-neighborhood method : : : 7

. i : ! S ’ » — ’l
This method [gch80] operates like unweighted avcraging at pixels in the interior of

aregion. For pixels that hc on an edge thc five neighbors (m a 3x3 neighborhood) Wthh

lie in the. same reglon a/s the g1ven pixel are used to compute the average. This prevents \

K

This method assumes that an edge is stIanht and 1s represented by five eonsecutive

averaging across edges.

p1xcls The eight immediate nelghbor’f a given pixel are partitioned into two groups.

Let N be the set of elght nelght?ors of p1xe1 P, such that N'= N JN,, where N1 1s a set -

of three consecuuve neighbors and N, consists of the five remaining nelghbors The pos—

sible combinations of N ; 1 and N, ar{: shown in 'Figure 3.4. ke
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Figure 3.4 Possible combmauon; of N, and N,. Points in the shaded areas
belong to the set N and plxels in the blank areas belong to the set N,
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Let N{ and 1\—/; denote the average grey levels of N 1 and N, respectively. Then the
criterion used to determine if a pixel P sits on an edge is
(i) - To choose the strongest edge, we choose the_ N, for which IN, ~N, | is the

greatest.

.

@) If IIW -N,l > T (where T is a p_re_deterrnined threshold), then an edge is
present. | |

This scheme was applied to the test image, the -value used for T is § smce the

‘minimum contrast between the susplclous areas and their- background was found to be

around five grey levels. The result is shown in Plate 3.4.

@ s

()

Plate 3.4 Result of applylng the half nelghborhood method to the test lmage
using window size of (a) 3x3 plxels and (b) 5x5 pixels v

N

S,
S5
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(3) The k-nearest neighbor method

This method [Dav78] is based on the idea that pixels in the same reglon should have
similar grey values. Therefore under this scheme the average is taken usmg the &
neighbors (e.g. k =5) whose grey 1evels are closest to that of the given p1xe1 ThlS method
is simple to 1mplement and can be v1ewed as a generalization of the previous method It

makes no attempt to detect the presence of an edge and 1t does not require that the neigh-

bors involved in the averaging are consecutive.

The result of applying this meth’od to the test image is shown in Plate 3.5.

(@)~

(b)

Plate 3.5 Result of applying the k-nearest neighbor metho

d to the test image
using a window size of (a) 3x3 pixels and (b) 5x5 pixels
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(4) Directional smoothing

.This method [Ros82] is similar to the half-neighborhood method in that it tries to
detect if an edge is‘bresént. If _this is the case, a directional average is taken on thoSe'
neighbors tha‘t lie in the direction along the edge. If the given pixel sits in the interior of "
aregion, averaging is done usihg all the neighbor pixels. )

To deéide if a pixel is on an edge, e rarige of the pixels values inside‘a' neighg)r-
hood (e.g. in a 3x3 square) of a given pixel is checked, if it exceeds a given threshold, T,
the pixel is treated,as an edge pixel. The edge pixel is then replaced. by the average of its
two.neighbers in the direction of minimum edge Yah;e. The edge values are obtained by

convolving the image with a set of edge detection masks in four orientations. T_he masks

are listed in Figure 3.5.

1

Figure 3.5 Edge masks in four different orientat(ions

This method is easier to implement than the haif-néighborhood. method becau'se the
latter method needs a prespecified algorithm for partitioning the neighborhood which are

obtained either by trial and error or by prior knowledge.

This method was applied to the test Image using a threshold value of 5. The

2nhanced image is shown in Plate 3.6,



(a)

(b)

Plate 3 6 Result of applymg the directional
image usipg a window size of (a) 3x3 plXClS an

L\

1

smoothmg method to the test
d-(b) 5x5 pixels
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3.2.4. Median Filtering

Median Filtering is a non-linear filtering technique which has been successfully
applied in many speech signal ahélyéis (ég. [Rab75]) and image précessing (eg. [Hua79))
tasks. Also, it has been found to be very powerful in ,remc;ving noise from two-
dimension signals without blurring edges [Bov87]. Due to this proberty, it is suggested ‘
in [Ioa84] that the median filter is particularly suitable-for enhancing medical images.
Since we use thlS filtering method for enhancing mammogram images, a detailed
deﬁniﬁdn of media-m filters and a review of their properties and implementation aspects

are presented in this section.

To appiy median filtering to a digital picture, we replace the value at a pixel by the
median of the values in a neighborhood of the pixel. Before giving a more precise

definition of a median filter, we first give a basic definition on the order statistic, r}ze.dz'an,

we are using.
- Given a set of n numbers {xl X, J and we define the ordered ser
[xf e x,: }, then the median of the set is given by

*
, Xnr2 n even
median { x, - Xn = 1{ «
. X(ns1y2 M 0dd

In one dimension, the median filter of size n on a sequence { x; ,i € Z } is defined as :

median [x,-_v,...,'x,- Ceey Xy J, I e Z,

. Where v=(n~1)/2 and v is odd. ‘ .
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line segments, squares, circles and crosses. The two-dimensional median filtering opera-

tion is defined as follows :

For a two-dimensional filter window W (i,j) centered at image coordmates (i,j)of

a picture {xi; :(,j)e Z° } the median ﬁlterlng output is
i

Xj = median {x, . : (rs) € NG,j) |, (.j) e 22

where N (i ,/) is the area in the image covered by window W (i, ).

Similar to low-pass filters, the median filter removes noise by examining the trend

of the data at different points over a small region, defined by a window, and uses a.statist—

“ical estimator to replace the grey level value at the centre. While a low-pass filter usually
uses Lhe average (i.e. mean) a median ﬁlter uses the median as the estimator. It is noted

that someumes the median 13 a better estimator of the ’trend’ than the average [Bed84],

'b_ecause the sample average tends to be pulled towards the direction of a single aberrant
data value. For example, consider the average of ten numbers, nine of them are between

zero and five, and the tenth is 1000, The average of these ten numbers surely does not

reflect the ’trend’ of the majorities, while the meédian does. ‘As a result, low- pass'ﬁltering
is not adequate for certam applications because it tefds to blur the image and smear out

the edges in the origmal 1mage

It is observed that medigﬁmeveral interesting properties that sometimes

make them superior to low-pass filters{Kuh81]. If \an_' ima.ge has impulse-like noise,
. median filtering can remove them without significantly modifying other components, and
if an image contains edges, median filtering can preserve them. This can be explained by
- the fact that the median over a neighborhood does not “respond” 10 an edge when only a
small fraction of the neighborhood overlaps the edge. In addmon Bovzk er al. have suc-
cessfully applied generahzed filters based on linear combinations of order statistics to the

¢

image filtering problem, and demonstrated that among thoie_ the median filter is nearly
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optimal for suppressing noise which is charactenzed by a large percentage of outhers le.

very heavy-tailed or impulsive noise [Bov83].

As mentioned earlier, the median filter is a non-linear filter, That is, in general,

median [fij' J + median [gij } #* median {f‘-j + & }
where f; and g;; are two different pictures. \

UnfOrtunately, as is true for all non-linear operations, it is difficult to perform quantita-
tive analysis on the behaviour of median filters. Nevertheless, for one- dlmensmnal
median filters, this has, to a large extent, been done by Gallagher and Wise [Gal81,
Nod82]. They studied and defined various concepts associated with rnedlan filters. They
formalized 1deas such as “impulse-like”, “edge” and “constant neighborhood”. Also they
proved that successive median filtering of a signal eventually reduces the original signal
to an(mvanant signal called a roor 51gna1 This suggests the concept of a filter passband
and stopband. Signals which do not reside ennrely within the filter passband can be
reduced to their passband component by repeated ﬁltermg At its stopband the filter is
.invariant to subsequent filtering. They showed thax only signals composed of constant
nelghborhoods and edges algg 00ts to thé median filter. Thls implies that the smoothing

power of median filters can be improved by 1terat1ng the filtering process and that edge

mformanon 1s not lost due to such 1teranons

The extension of the above propemes of one-dimensional median filters to two-
dimensional filters is dlscussed in [Nod82]. It was noted that although prehmmary stu-
dies showed that root (1nvar1ant) SIgnaJs may also exist in two- dlmensmnal median filter-
ing, it is still not clear if or how most of the other propernes can be extended to the 2D
case. Part of the problem is that of defining terms, such as constant neighborhood in
more than one dimension; also, two-dimensional windows can take on many different

shapes many of which have been found to be useful
!
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Furthermore, some statistical properties of one-dimensional median filters are
analyzed in [Ata81]. Kuhlmann and Wzse analyzed the output autocorrelation function
and the ourput power spectrum of medlan filtered stationary sequences of 1ndependent
data and they observed that one-dimensional median filters behave hke a low pass filter
when the filter size is small [Kuh81]. "To improve the power of the median filter in
removing non-impulsive noise components, a modification of the median filter has been

developed in [Lee84] which combined desirable properties of both linear and non-linear

: L
filters. : g

For the 1mplementat10n aspect of median filters, one criticism which is someumes
rarsed against median ﬁlters is that they are too slow for routine large data volume. appli-
cations due to the large number of sorting involved. Huang et al. have introduced a fast
algorithm [Hua79] for two- -dimensional median filtering, the algorithm was reported as
much faster than conventional sorting methods For a window size of nxn, the comput-
ing time required is O (n ). 'Ij'hls algonthm 1s based on storing and updating the gre%
histogram’ of the prctur;e elements in the window and the amount of sorting required 1s
minimized. For real time application, Atama et al introduced a fast method [Aat80] for
real time median filtering. A special hardware device for median filtering suitable for
parallel processing is presented in [Qan81]. In addmon a separable median filter is
introduced in [Nar81], although it is not a true two-dimensional filter, it was observed
that its performance in image noise smoothing is close to that of the two- drmen51onal

L
case. It was shown that the separable filter has a much srmpler implementation in real-

time hardware. ‘ -

3.3. Proposed Solution

There are two possible approaches in enhancmg mammographic fea;ures One is to

)
1ncrease the contrast of suspicious areas and the other is to remove-bickground noise:
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Some techniques for contrast enhancement of film mammograms have been suggested

earlier [Dha86, Gor84]. Their method is based on ‘adaptive neighbourhood processing

with a set of contrast enhancement functions or agn optimal one to enhance ihe contrast of

mammographic features. In our research, we take the other approach and enhance the

images by removing background noise while preserving the edge information in suspi-
cious areas in the images. | | '

As in most medical images, the structure of the signal in mammogram images is not
well defined, so that the Hesign of a more specific filter to remove noise in mammogram
images is not feasiblc. Noise reduction and edge preservation are the two most important
requirements in 'choosing a ﬁlteri\ng method. The ability of the median filter to provide

both noise reduction and edge preservation makes it promising for this application. -

3.3.1. Selective Median Filtering

Investigation shows that the edge préservation power of a pure median filter is not
. sufficient for enhancing mammogram images due to the fuzziness of the boundaries of
suspicious areas. In order to further préserve the boundaries of suspicinus areas, a
modification of the megian filter s introduced and is termed Selective Median Filter

(SMF). The two-dimensicnal Selective Median Filter is defined as follows :

For a window W(i.j) centered at image coordinates (i.j), the selective median

filtering output is "

Xij = median X, - (rs) € N(,j) and X5 =X ) <T J, (i.j) evZ?‘
where N (i) is the area in.the image covered by window W(,j)and T is a thres-_
hold. N

Thus, in computing the median, the set of pixels is restricted to those with a

‘difference in gray level no greater than T’,%l‘ By adjusting T, the amount of ’edge smearing
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can be controlled. This modification of the median filter is related to selective averaging
schemes developed for linear filters [Ros82] that show good results in imprdving the

edge prcScrving power of linear low-pass filters.

In general, to achieve sﬁﬁicient noise suppressish, 6nc needs either a filtering tech-
nique allowing a large window sizé, or the filter has to be applied repeatedly to the data
[loa84]. Median filters act as low-pass filters in homogeneous areas and as their wiﬁdow
.size increases, they respond with increasingly narrow pass- bands [Gal81]. Also, it was
shown in [Gal81] that as the window size mcreases noise is reduced but distortion is
introduced into the actual 51gna1 As dlscussed earher iteration of median filters will not
remove edge information from the image. Therefore in using the SMF, we choose to

iterate the filtering operation to achieve sufficient noise reduction.

The pure median filter has no design parameters othex; than the wiﬁdow size and
cannot be adjusted to the given signal éﬁd noise characieristics Such filtering may }
degrade important information in some type of images or p0551bly mtrod&lce artifacts
[Ioa84]. The selective median ﬁlter SMF, has three design parameters that can be varied
to adjust the filter to the noise characteristics of all mammogram unages The parame-
ters are thc window size W, the gray level difference threshold T and the number of
iterations. The eﬁ'ect of the SMF is contrelled mainly by the threshold T. If T is small,

the edge preserving power of SMF is strong, but its smoothmg effect wlll be small. If T

1s large, the SMF behaves the other way round.

SMF using a T value of 5 was applied to the test image, the, result is shown in Plate

-



(a)

Plate 3.7 Result-of applying scléctivc; median fi
window size of (a) 3x3 pixels and (b) 5x5 pixels

<

ltering to the test image using a

\

38
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3.3.2. Evaluations and Comparison

In this section, the perfoxmance of the neighborhood averaging methods dlscussed
in Sectlon 3.3 and the proposed method are compared and evaluated. In enhancing mam-

mogram images, we require an enhancement technique which clears noise while preserv-

ing edges of suspicious areas. | .
"
To evaluate the performance of the various techniques, by followmg the literature

[Hal71], some quantltatlve measurements were computed for the enhanced i images. They

¥
are .

(1) the zero-shift correlzition, l
(2)' the mean and va;'iance,
(3) the mean error and mean-square error.

In computing the zero- Shlft correlation, mean error and mean square error, the refer-
ence image 1s the original image. The correlatlon value measures the amount of change
'~ -in the picture structure of the enhanced image, an enhanced i 1mage Wthh has little resem-
_blance to the original i 1mage W111 Pproduce a small correlation value. The other measure-

ments measure the amount of change of the overall grey level values in the enhanced

1mages For instance, a large mean- square error 1mphes a great change The results are

tabulated in Table 3.1.

~ From Table 3.1, we can observe that the SMF-enhanced i lmages are the only ones
that have larger mean, variance and mean error values than those of the original image.
This implies that the SMF tends to pull up the mtensuy of an image slightly in its
smoothmg process. In addition, the correlation measures of all the enthanced i lmage are

slightly less than one. This shows that the original plcture structure is not altered

severely by the smoothmg process.
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These quantitative measurements cannot measure the amount of semantic structure
in an image. For example, they cannot tell if 1mportant information, such as edges of =
susp1c1ous areas, are enhanced or removed i in an 1mage In fact at present, no Ob_]CCthC‘

method is avallable to Judge Wthh 1mage is best enhanced. In my own view, the most

~ eff>~tive method in companng images is still subJectlve human evaluation. To facrhtate'

the evaluation of the edge preserving power of the various enhancement techniques, the
boundary information of the enhanced 1mages was extracted for human evaluauon A

hrgh-nass (Laplacian) filter. was used for this purpose the high-pass filter output is
deﬁned as

-

glxyy) = Z Z f(x+z,y+/)—9f(x,y) L o
‘ ) =1 j=-1 // ‘ '7 S - o
where f (x,y) is anetTBance_d image. o

dfimage was then converted to 2 binary image using a fixed

d. The binary hig‘h-pass filtered images of thc ongmal test image and of the'

,__:ate 3.19. By exagtining these images, it is observed that among the six techmques
1rnp1emented the unwetghted averaging method has the best’ HOISC removal _power, but it

blurs edges. Blurring increases as the wmdow gets larger. Therefore this ‘technique is

not suitable for our "nnlication.

—~

~



Plate 3.8 La
_Plate 2.1

placian of the test image in

Plate 3.10 Laplacian of the image in Plate
3.2b (smoothed by unweighted averaging
using a window size of 5x5 |

il
'

Plate 3.9 L
3.2a (smooth

‘using a window size of 3x )

placian of the image in Plate_
ed by unweij hted averaging

Plate 3.1 Laplacian of the image in Plate

3.3 {(smooth
smoothing me

ed by the cdge—preserving ’
thod) ' ‘

-
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" Plate 3.12 Laplacian of the image in Plate
'3.4a (smoothed by the half-neighborhood
method using a window size of 3x3)

Plate 3.74 Laplacian of the image in. Plate
3.5a (smhothed by the k-nearest neighbor
method using a window size of 3x3)

'
'

Plate 3.13 Laplacian of the image in Plate
3.4b (smoothed by the half-neighborhood
method tising a window size of 5x5)

Plate 3.15 [aplacian of the image in Plate
3.5b (smoothed by the k-nearest neighbor
method using a window size of 5x5)



Plate 3.16 Laplacian of the image in Plate  Plate 3.17 Laplacian of the image in Plate
'3.2: (smooth-gd by direttion smoothing 3.6b (smoothed by direction smoothing

using a window size of 3x3) using a window size of 5x5)

Plate 3.18 Laplécian of the image in Plate  Plate 3,19 La
3.7a (smoothed by selective median  3.7b (smoothed by . selective median
[filtering using a window size of 3x3) filtering using a window size of 5x5)

placian of the infage in Plate

iy

- ~
L
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The dJrecnonal smoothing method ca‘hnot preserve edges well when compared with
~ the otber methods and it tends to preserve straight edges better Intumvely, th1s can be
'explamed by the fact that thls method assumes that edges are’ qu1te straight, such as those
‘in Frgure 3.6. However in mammogram 1mages the shape of suspxcroUs areas is approx-
1mately circular, therefore, edges do not always lie in a straight line (see Figure 3.7). In
this « .case no matter whlcb drrectlom the average is computed, the edge p1xe1 is alwaysf
being averaged with a pixel which does not belong to the same region as the edge plxel

As a result, the edges of susp1c1ous areas are blurred As the window size increases, this

eﬁ”ect 1S more promment

¢

° o] Ao
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Although the k-nearest neighbor method is easy to implement, it can not preserve
edges as well as the half-neighbor or SMF method. The k-nearest neighbor method
assumes that the ﬁve nearest nelghbors (in grey level) must bclong to the same reglon of
the centre pixel in a window. 'I’hls 1s not always true and the five nearest neighbors may
include pixels that lie out51de the region. The half-neighborhood method preserves edges
better because it lreats edge pixels differently and restricts that the five nelghbors selected
for averaging must be consecutive pixels. This latter restriction reduces the chance of
averagmg an edge plxel with pixels belonging to another region. By using a threshold to

select pixels from Wthh the median is chosen, the SMF achieves the same effect.

In comparrng the high-pass results of the various enhanced images, it was noted that
only the edge preservmg smoothing method (Plate 3. 11) and the SMF method (Plate
3.19) preserve the edges of the suspicious areas well. In both plates the edges of the
SUSplClOUS areas appear as approxunately closed rings. However, the noise cleaning
power of the SMF method is better than that of the edge preserving smoothing method.
This can be illustrated by the fact that there are less noise edges in Plate 3.19 than that in ,
Plate 3.11. Based on these observatlons it was concluded that the SMEF method with a
5x5 wmdow size enhances the mammogram images better than the other methods. In
addition, although Table 1 shows that the computation ttme of these two techmques is
close, the fast algorithm designed for median ﬁltenng (see section 3.2.4) makes SMF

more attracttve (in terms of computation time) than the other methods.

3.3.3 Performance of the Proposed Method L

To further evaluate the performance of the SMF, a set of 24 mammogram films
" were used. They were randomly selected from mammogram files mamtamed by the
Radiology Department of the Cross Cancer Institute. They were diagnosed by an expert

radiologist who circled the suspicious areas w1th Wax pencil in each test case. His mark-
\ .
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~ying were then translated into X,y coordinates representing the approximate center®nd

radius measures.

The SMF has three pzirametcrs that can be adjusted to adapt the filter to the noise
charact'eristic_s of the mammograms. The three parameters are the ;hreshold T, the
number of iterations and the window size W. To set the values of these three parameters,
a training set of seven mammograms are used. The other seventeen mammograms are

grouped into a test set for testing the perforrnance of the proposed method after the

values of the parameters are determined.

To estimate the maximumYalue for the parameter T, the contrast between pixels in
the SUSPICIOUS areas (of the training set images) were checked. It was noted that the con-
trast ranges from S to, 15 grey levels Using d1ﬁ"erent threshold values within this range,
the SMF was applied to the tralmng set. The high-pass result of the enhanced versions of
the—test 1mage (Plate 2.1) are shown in Plates 3.20 through 3.23. By observing the
amount of noise .edges and “relevant” edges in these plates, it was concluded that
MmouJ?% the use of a large threshold value, such as 10, can remove noise more effectively
(as shown in Plate 3. 23) a smaller threshold value, such as 5, can preserve edges of all

suspicious areas better (Plate 3. 22). Therefore, to preserve the edges of all suspicious

areas and to remove a moderate amount of noise, a threshold value of 5 was selected for

the SMF.

In addition, it was noted that the performance of SMF does not improve much after
the 5th iteration if the other two parameters (W and T') are kept constant. This is in
agreement with Gallarger and Wise’s [Gal81] observation that every sxgnal can only be

reduced down to a certain point no matter how' many times we apply the median filter. At

1ts stopband the ﬁlter is invariant to subsequent filtering.

Best }Jerform‘ance of the SMF was found for Window size W = 9%9, number of itera- .
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tic;ns = 5 and edge threshold T=5’, g{smg these parameter values, the SMF was applied
to the mammogram image 1 (Plate 2.1) and 2 (Plate 2.2) which are members of the train-
3in"g set. The ﬁltércd iinages are shoWned in Plate 3.24. In comparis)on to the on'gihal
images, the backgfound variation is reduced in the filtered images while the boundaries
- of all shspicious areas are preserved. However, it was noted that the filtered images have
a mottled appearance and this is caused by the iteration of the filter. This éﬁ”ect is not
desirable and it may produce false alarms in the tumor detection ;;rocess. This problem
can be easily overcome by applying a false alarm test using the original unfiltered image.
This test 'is ‘discussed in detail in Chapter 4. In Plate 3.25, areas that may produce this

kind of false alarms in the images shown in Plate 3.24 are marked by circles.

In applying this SMF on the test set of seventeen mammogram images, the perfor- ,
mance of the SMF was found to be satisfactory.” The background variations in the filtered

images is reduced and the boundaries of all suspicious areas are preserved.

3.4. Summary

~In this chapter, several general image enhancement techniques are discussed\and a
A v . (
proposed method, Selective Median Filtering, is presented. Five existing image smooth-

ing techniques were implemented. and their - © ormance is compared with the proposed

method. These five techniques are unweighted averaging, edge preserving smoo s

half-neighorhood smoothing, k—nearest neighbor srﬁ'oothing and directional smoothing,

In enhancing Fnammogram images, an effective enhancement technique is required

&

.to remove noise and preserve edges of suspicious areas. But these two requirement zire, é
Qer'y often; conflicting, Hence, in choosing an optirr;um method, we prefer a method
which works rhoderately well in both noise clearing ahd edge preserving, rather than one’
which removes noise‘ effectively but does not preserve edges or one that does the oppd-

site. Based on this evaluation criterion, we found that the Selective Median Filtering

ScliaW
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method is more effective than the other five techniques in enhancing mammogram

images.

-

A training set of 7 mammogram 1mages were used to set the parameters of this

Selective Median Filtering method. 1t was then appheg/t% test 1mages and its perfor-

mance is saUSfactory

[y



Plate 3.20 Laplacian of the SMF-enhanced

Plate 3.21 Laplacian of the SMF-enhanced ‘
mammogram image 1 , threshold T = 3

mammogram image 1 , thrcshold T=5

Plate 3.22 Laplacian of the SMF-enhanced
mammogram image 1, threshold T = 7

Plate 3.23 Laplaéian of the SMF-enhanced
mammogram image 1, threshold T = 10
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(a)

(b)

—Plate 3.24 Results of applying selective median filtering to (a) mammogram

image 1 and (b) mammogram image 2, using a threshold value of 5, window
size of 9x9 pixels and five iterations -

Plate 3.25 False alarms caused by iterating the SMF are marked in the
enhanced images '



Chapter 4 -
Object Detection

4.1. Introduction e ”

Object detec{on 1s a typical i 1mage analysis problem which mvolves the extraction
of objects from th ir background. In three- dlmensxonal scenes, obJect detection' is com-
plicated by the requirement of an understandmg of the imaging geometry, that is, how
three-dimensional scenes are mapped into two-dimensional images. In addition, bemdes". ’
the problem of translation, rotation and scale distortion, the image obtamed from a three-
dimensional scene may suffer from perspectwe distortion as. well. This thesis is con-

-~

cerned with detection of ObjCCtS In mammogram ﬁlms whlch are pracuoally in a two-

‘ dlmensmnal medlum Hence, the discussion followmg is hrﬁned to o@t detection tech-

niques applied to two-dimensional scenes only.

_ Ideally, an object detection technique should possesses two characteristics. First,

the technique should be able to detect an object in an image 1ndependent of the transfor-

~ mation (position, orientation and size) of the object relative to those spe01ﬁed Second, lt"

~ should give positive response only to truly matched ObJCCtS In qther words, the f’alse

alarm rate of the technique must be kept mxmmal aflowever, in reality, none of the exist-

ing obJect detection techmques possesses all these characteristics. In addition, to solve

* an object detecuon prf)blem in a particular domain, one would have to combine and tailor

4

some exxstmg general techniques according to the i Image charactenstlcs and nature of the

\

object. To gain some knowledge on the techmques available for tumor detecnon a brief

survey of existing Ob_]CCt detecuon techniques is presented in this chapter.

Many techniques have been developed for Ob_]CCt detection, the two most general

approaches are template matchzng and zmage segmentation. Template matchmg is the

Pa
/

/
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simpliest approach ro the problem of loeating an object in an image. In thilépproach a

template which is a standard representative pattern of the object is compared to all loca-

tions in a data 1mage The degree of match at each image location is represented by some
s1rn11anty measure. Then by ipterpreting this metric, the location of the match position,’
if any, is known. The‘r advantages of this approach are that detection is not affected hv
translation of the object and the shape of the object can be mtegrgted into the criterion for -
matchmg véry easily, though the match may be disturbed by shape distortion. Also, the
location of the detected object is easily obtained from:the output of the process. On the
other hand the main dlsadvantage of the template matching approach i 1s that the detection
ds sensitive to rotation and size of the object. Modlﬁcanons of the method -are required to

detect objects that will appear in different orientations and sizes in the data i image. A

detaxled drscusswn of this approach is given in Sectlon 4.2.1.

_The unage segmentation process partmons a.n\ image into disjoint regions which

'usual . a:dzrespond to meamngful units. In solvmg the problem of object detecnon

l”“l}m

S 1dea]fy, the segmentanon process partmons the image into obJect(s) and background seg-

ments. Since the orlentano‘h size and shape of the object seldom affects the partition
decmon this apprdach to object detection has the advantage of being insensitive to rota-
tion, srze and shape distortion of the obJect However the dlsadvantage of this approach
is that a segmented image prov1des no direct i 1morrnatlon on.the size, shape and location
of the Ob_]CCt segment. Very often, further processing is required to extract them. Image
segmentatlon involves a large range of techmques that are developed for 1mage analysis.”
But not all of them are apphcable to the problem of object detection. No attempt is made

in this chapter to review all segmentanon techmques but only those which are generally

' apphcable are included in the survey\presented in Section 4.2.2.

In the case of mammograms tumor detection is relanve}x difficult because the low

quahry mammogram i lmages are noisy and the tumors are not well defined. A method for
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breast tumor detection is proposed in Section 4.3. ThlS method uses a template matchmgr
technique to detect suspicious tumor areas in mammogram 1mages. Desp1te the disadvan-
tages of the template matchmg method mentioned above, the proposed method is insensi-

tive to size and onentatton of the tumor. Also, to reduce the false alarm rate, two falsc
o
alarm tests are designed to drscnrmnate noise from true suspicious areas The perfor- .

mance of this method is evaluated by applying it to 24 test images. The result is
4
presented in Sectlon 4.3.6. g

G

4.2. Survey of Existing Methods

. used

4.2.1. Template Matching

“In thts -approach, Ob_]CCt detection is achleved by a window search process in which
a template is matched wrth all locatlons in a data Image to find a match location, if any.
The object to be detected is usually known a priori so that the- template can be con-
structed based On representative features of the object. This method produces another

1mage of thc same dimension as the data i 1mage in which each pixel value glves an indica-

o :tron of the degree of match of the template in 1ts neighborhood. In interpreting these

match values or sumlanty measures, one can pick the locatlon with the peak value as the
match posmon or some thresholding tmethod can be used to select a set of candidate

points whlch are possrble locatrons of the object

The dlsadvantage of thrs\\approach is that the match is sensmve to the size and
otientation of the object. In :'general if a geometrically distorted copy of the template is
present in the data mage, it will be leff undetected due to the low similarity measure pro-

duced in its 1mmed1ate vicinity. To. c1rcumvent this problem .Mmultiple templates are

‘ ‘ '. . . -\ R
. . '

-
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Other irnportant issues of this technique are: ' M

(1) the sirnilarity measure be_tWeen image and template
" (2) the criteria in selecting match positions,
(3) the eﬂiciency of the matching process.

These issues are discussed in the following sections.

4.2.1.1. Similarity Measures

Major similarity measures used in templatg matching are the absolute differences
and the Crogg-correlation coefficient. Other similarity measures have also been used in
the window search process such as invariant moment [Won78a] and Walsh- Hadamard

transform coeﬂiments [Sch8()b] In thxs sectlon the most w1dely used similarity measure,

cross-correlation, is dlscussed

~Let S be the i image, an LxL array of pixels each taking one of K gray levels; W be
the template, which is MxM with M << L. Each MxM subimage of S can be uniquely
referenced by .its upper left corner coordmates (14) There are (L M+1)(L-M+1) such

(1,1) s.

The unnormalized cross-correlation between image and template is defined as

-

. M ” ‘
RGj) =3 EW(k,m)S(z+k ~Lj+m=1) - ﬁ

klml

and locations can be defined as peaks of R(i,j) over the whole.image area. ¥
S~ ’ '

One dxsadvantage of using unnormalized Cross- co(latlon is that it is sensitive to
~local properues of the image, such as its average bnghtness As a result, the maximum of
the unnormalized correlation does not always yleld the real location wuh Ihe exact match

[Ba182] Improved detection performance is achleved by using norrnahzed Cross-

correlatlon defined as [Ros82]:

b}
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) where I, is the mean ot the terplate and Uy is the mean of the Subimage centered
| at image point (i ,j).

Th $ normahzed Cross-correlation has an absolute value less than or equal to One It
takes on a max1mum value of one where the template and the sublmage are 1dent1cal In
addition, it is less dependent on the local propertles of the subimage than is the tnnor-
malized correlation, but it is more sensitive to noise that may mask the peak. correlanon
[Li86]. This may lead to multiple match candldates However this merely mtroduces
false alarms but does not dlscard true target areas. |

. - : M M - | 2

_Note that for a given window W, the term >y [W(kf,m) -, J is a constant.
_ k=1 m=1

Therefore, if only one template 1S used, the computatlon can be reduced to

l

M M
DI [[W(k,m)—uw~j [S(i+k—1,j+m—1)—us([,_,')}
k=1 m=1 | & , J
M
VE |

The process of cross- correlatmg a template w1th an image can be Justlﬁed by the )

) R'(i,j)v=

MMK

[S(i+k—l,j+m-l) —}.ls(:i?j)]z

matched ﬁlter t/zeorem [Ros82] This, theorem states that u under certam agsumptlom the
best ﬁlter to use for ﬁndmg matches between a template -f and an 1mage g is J jaself.
Furthermore the cross- correlation operation is equivalent to convolvmg g with f rotated

by 180 degrees.
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4.2.1.2. Criteria in Selecting Match Positions ' ; - -

'*“’n L A
3@" ; .A'f" . R
A template match is rarely very exact due to image noise: and & prnarz uncertamty
as to the exact shape and su'ucture of an obJecgt to be detected. Consequently, to choose

the best matched sublmage one of the following can be used :

(1) pick the location with the maximum cross-correlation value,
' !
() p1ck the locations. with the max1mum cross-correlation value for each of a

number of templates used, if more than one template is applied,
(3) pick all the locations with cross-correlation value exceeding a threshold. ‘

The choice of a selection criterion depends on the nature of the object detection

problem. In a situation where a umque match 18 reaulred (1) can be used. But in other
situations, such as tumor detecuon in mammogram images, where the object may be

found in more than one location in the an unage, (2) or (3) should be considered.

4.2.1.3. Efficiency of the Matching Process ,

One disadvantage of template matching using cross correlation measure is its high
computauonal cost. For an image of size L xL. and a template of size M xM , the number

of operations (add1t10n multiplication, d1v1510n and companson) requ1red is proportlonal

to Mz(L—M+l)2'

To speed up -tbe matching process, the two general approaches are:
(1) speed up the computation at.”each test location, and '
(2) ’reduce the number of test locatlon‘é, to be fully checked.
For the first approach, a typical solution is to compute the cross-correlations .ini tlxe

frequency domain via a Fast Fourier Transform algorithm. By the con" ~Intion theol*e{n

cross- correlatmg a template with an image in the spatial domain is equlvalent to mult1pl1--

e

cation in the frequency domam However, the time saving is sxgmﬁcant only if the
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template size is large. The computatio‘n reqtiirement is the same for normalization, The

trade off of this method is the large amount of memory space requ1red

Barnea and Szlverman proposed a sequential decision method [Bar72] wi@h is
based on the idea that since the matching process spends most of its time in checking
locations that do not match the object, mich time can be saved if we can discover a
mismatch earlier (before all locatlons in the template are tested). Their method starts by
calculating the measure of match (sum of absolute differences) using corpeSpondmg pairs
of sample elements out of the subimage and the template in pseudo- random order. If at
any time, the measure becomes non-optimal according to their decxslon criteria, the cal-
culation is discontinued and the area is dxscarded as non-matching. Otherwme the calcu-
lation is contmued untl the whole area has been mcluded They claimed that this method

was : a factor of 50 faster than the FFT correlatlon method

— In the above methods, although less time is needed for the computatton at each test
location, all locations in the j Image are involved.in the matching process. In fact, a lot of
effort is wasted due to the large amount of local coherence existing in most images. That
is, in most 1mages an area centered at one pixel does not usually differ greatly from an
area centered at a neighboring plxel Due tc this reason, the second approach to speed up

the template matching process leads to very efficient algorithms.

A mwo-stage template matching approach [Van77] proposed by Vanderburg and
Rosenfeld is a typical example of methods usmg the second approach Their method
d1v1des the process into two stages. In the first stage a subtemplate which is a subset of
template pixels, is used for matching. In the second stage the entire template is matched
only at those positions where the subtemplate has matched well. In [Ros77], the same
group proposed a. similar approach termed Coarse-Fi ine template marching. In the first
stage of this method, a coarse template (1e reduced- resolutlon template) is matched with

a coarse image (ie., reduced- -Tesciution image). Only those positions Where the coarse
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A
template has matched %R are used to match with the Full resolution template in the

%

second,stage. z--’% :

The computatlonal savings of these-two methods are due to the reduction in the
number of test locations needed. to be checked thoroughly. It should be noted that
although they both divide the - ‘matching process into two, stages, they construct the sub-
template in different ways. A reduced-resolution subtemplate does include the informa-
tion of every pixel in the original template, but it is not true in the case of the mwo-srage

template matching approach because only a subset of template pixels is used.” This

difference may have impact on the performance of these methods.

Wong and Hall preposed a even more efficient hierarchical scene matching algo-
rithm [Won78b] This algonthm first creates two "pyrarmds which are a set of search
area 1mages and a set of templates in decreasmg resolutlon The search for a matching |
posmon srarts at the lowest resolutlon level fthat 1s, t'he top ‘of the pyramld and then it *
proceeds to the next ‘higher resolunon level At each search level k a search is made only )
at tést locations where a suﬁiment match has been recorded in the (k+1) th level. As k'
decreases, fewer and fewer test locatrons are checked The most prormsmg locations are
examined at level 0. At the lowest resolutlon level the number of possible test location is

7
reduced to [27 - 2—" + l] dyyhere ‘k .i,Sﬂ tlréfototal number of search level, L and M are
the d1men51on of the search area and the template respectrvely Comparing this to’the
possible test locations of (L-M +1)2 3 at the highest resolution when k=O there 1S a reduc-
tion of nearly 2% in possrble locatlon of computatlon To funher mmlmlze the computa-
tion, the search at each level. of r?soluuon can be guided by the sequentral testing and -

detection techmques used in [Bar72]
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4.2.2. Image Segmentation

The image scgrnentauon process partitions an image into disjoirt regions such that
picture elements with similar propemes are grouped into the same reglon Each reglon
usually corresponds to a meanmgful unit and me definition of its meaning is domain

depﬁg}gn(i r& the case of object detection, the resulting segments should correspond to

e’ ob}éﬁf(q) *and the background One drawback of this approach to Ob_]CCt detection is

that it is difficult to extract geometrical 1nformanon such as locatlon shape and size, of

the object in an image. Also, it can stanﬁlargc shape distortion-of the object. o

The main issue for this techm ue is the prope used for partitioning an ‘image.
q I{ p p g g

Based on thls issue, scgmentauon techniques can be categorized into three’ types :

& (1) PLX'eI basgd global techniques Wthh segment an 1mage according to the property
of plcrunc elemems without rcgard to their positions or any local conditions in the

1mage . . .
A\

(@) Edge-“based techniques which detect an object by outhmng the object boundary

w1th1n an image.

(3) Rigion-lgased'— techniques which segment an image according to local regiorial pro-

perties, ‘
These three types of techniques are discussed in the following sections.
B :

L



4.2.2.1. Pixel-base'd Segmentation

" Pixel- based segmcntauon tecbngques attempt to group picture elements having simi-

lar properties, such as brightness or color, into reglons without regard to their position in

the image. The 51mplest method of this kind, grey-level thresholding, partitions an image
based on the grey level value of each image point. Assuming' that the object 1s a bright
area in a dark background, this approach segments the object from its background\by
selecting a threshold grey level value, T, such that pixels with grey level larger than T

belong to the object region -and the rest are in the background region. Then the position

corresponds to the region number. The decision rule [Hal79]

1 if f(xy)2T
EEY) =10 if fayy<T

applied to each point of the on'ginul image, S (x.,y), would produce the newiimage.

The effectiveness*of this approach depends on the selection of an appropriate thres-

hold which correctly separates the object grey levels from the background. In a simple
s1tuanon such as an image with homogeneous objects in a ho ogeneous background of
_sharp contrast, the threshold ¢ can be determined by choosmg/the point that separates the
two peaks in the bimodal intensity- hlstogram of the 1mage [Ros82, pp. 62] Usually the
htstogram is first smoothed and then an exhaustlve search i is made for the peaks and val-
leys. This approach assymes that the‘ object grey levels are similar and the size of the
object is big enough to ereate a sigriiﬁcaut'peak in the histogram. As a result, the histo-
gram contains peaks cOrrespondiug to grey levels of objects, while the valleys are

)

assumed to fesult from edge pixels that are much less numerous.

If there is fmore than oné object in the Image and their bnghtness 1s not the same, a

~ single threshold may not be enough to segment the i image and mdeed the mtensxty histo-

gram may contain more than two_peaks. In such cases several thresholds may have to be

-

{

of the regions can be shown by forming a new 1mage g (x.y), whose grey level'y\



used [Ros82, pp. 66].

In the gase of radiographs, threshold selecuon is comphcatéd by the fuzzxness of the -
object boundary, the small size of the object. and the vamnggrey levels of xhe back—
ground. In most cases, the 1nten31ty hxstogram 1s not blmodal and exhlbfts only one dm-
tinct-peak [Tou79]. Hence, the sxmple thresholdmg techmque mennoned al;oye faJls to .
generate a solution. Some mod1ﬁcatlons of the grey level thresholdmg method have been ;

developed to cucumvent these problems |

For example, Tou and Liu introduced th@pt of intenszty hzstogram enhance-

—~In
hyy phmum threshold [Tou79]. Instead of usmg only global 1nformatlon thelr method uses

gnt to produce a bimodal histogram and a zpom thresholding techmque to select an

edge points, i.e. local information, in an 1mage To generate a blmodal hlstogram only a
fixed percentage of pixels with high Laplaman values are selected to generate the
enhanced histogram. Hence , with a suitable percentile value, only points, that. lie in the
immediate v1cm1ty of the object boundary are used to plot the histogram. Among these
pomts the probability that a pomt lies in the background is'about equal to the probablhty
that it lies in the object Thus the enhanced hlstogram should be bimodal.

the criterion

M) = | Ta@) - }:n(zﬂ)
where 7 (z) is the number of pixels with intensity equal to or greater than the thres-

hold r and AA (t) denotes the rate of change of the ObjCCt area using the threshold t.

of the object, the rate of change of the object area, A ;s minimal. Theréfore, the thres-
hold, r, ¢ zooms to the true boundary threshold when A4 (t) reaches a minimum. These
techniques have been applied to the problem of ‘determining lung tissue boundaries in

‘ .

U~
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lung tissue micrographs. The result was found to be satisfactory based on two test’cases

[Tou79]

" Another optimum threshold selection techmque 1s developed by Chow and Kaneko

for outlmmg boundaries of the left ventricle in cardioangiograms.! In their application, a
single global threshold is madequate due to contrast dxﬁ'erences throughout the image,
therefore, a dynamzc thresholding technique is used[Cho72]. Their technique divides the
1mage up into partially overlapping rectangular subxmages an&computes a threshold for
~.each sublrnage If a sublmage fails to have a threshold (ie. the histogram is not bimodal),
it receives interpolated thresholds from neighboring subimages that are bimodal. Finally,

} _ ‘the entire picture is thresholded using separate threshoids for each subxmage In the last
step of the process, the thresholds are selected dynamically; the value of the threshold at

a point depends on its proximity to boundary points which have bimodal hlstograms

. From these examples, we can see that the power of pixel-based segmentatlon tech-
~ nique can be improved by considering global information as well as local information. A

detailed discussmn of the- vanous extensions of this segmentation technique is presented

in [R0582 Pp. 61 83]

4.2.2.2. Edge-Based SegmentatiOn

P

. Boundanes are ;eglons between Ob_]CCtS and the background, therefore, the object
detection problem can be con@ered as a problem of finding boundaries bet cen the.s
_two reglons Edge detecuon or edge enhancement 1s a widely studied topic, “ir vos
. techmques which aim at extractmg pnmmve edge elements from an image. ‘But these
-~ edge elements are often dlsconnected and do not yleld enough information for object
. detection wx{hout further processmg The goal of edge based segmentation is to connect _

* individual local edge elements to produce’ meamngful boundaries. In object detectlon

Sl Cardloanglograms are x my plcturcs of a heart which have been injected wuh a dye

.
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" the segmentation 1s considered correct, if the resulted boundanes correspond to object

boundaries.

In the followmg dlscussxon the edge detection step is ftreated as a rocessing step

necessary for most edge- based segmentatton techmques Smce it 1s not ghe Toqus of this

survey, the various techniques developed for edge detecnon are not scussed. A fetailed

survey of these techniques can be found in [Bal82, Ros82]

Exxstmg techniques for edge- based segmentanon vary i the amount of prior
knowledge mcorporated into the segmentatlon process. - Som techniques require prior
knowledge such as an estimates of ob_]ect locahon whlle others make very little assump-

tlon on the 1mage content and are generaily apphcable Three generally applicable

~

approaches are discussed in the followmg - N

(I)Hough Transform

The classmal Hough techmque for curve detection is applicable if the location
_of the object boundary is not known, but the shape is known and can be described as
a parametric curve, such as a- stralght line or comc Its maun advantage is that it is

relatlvely unaﬁ'ected by gaps in curves and by noise [Bal82].

This method [Dud72] 1nvolves the transfonnatlon of a curve in Cartesian coor-
dinate space to a point in polar coordination space. Con31der the detection of
straight- lmes in an 1mage A straight line shown in Figure 4.1 may be pararnetncally
descnbed by the angle 0 of its noxmz:l\d \1ts algebraic distance p from the origin.

After the Hough u'ansform the equation of t is straight line becomes
A= .

I

P = xcos9 + ysin@ v ,
The i 1mponant property of the Hough transform i 1s_that this line can be defined
by a single point (P,6) in.the 8—p plane. Also, a family of lines that pass through a
common pmm in the x~y plane is transformed to a smusmdal curve in the 0—-p

r‘»"
4
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plane : nce it is easy to show that the curves in the 8—p plane which correspond
to a set of colmear points in the x~y plane will have a common point of intersec-

tion.

Figure 4.1 A straight line in Cartesian coordinate space

Suppose we have a set of edge points and we want to find a straight line that |
- fits them. Based on the above properties of Hough transform, all points are first
transformed into sinusoidal curves in the 6—p plane. Then the problem can be j/
solved by finding concurrent curves in the 8—p plane. The implementation of this

method is dlscassed in [Dud72].

The generahzanon of this technique to other curves is simple. For example, if
the object shape is cmcular then we will like to transform edge points into the (a,b)
space where in the x—y plane, the equation of the circle is
(x-a)’+(y-b)? = a2+ 52,
However, for other conics which have many parameters, the Hough technique

becomes impractical due to the large amount of memory required and the increased:

computation time.

-
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This technique has been used successfully several medical applications

which mVQIVe radiographs, such as in the detec. . of tumors [Ski179] and ribs

[Wec77] in chest radlographs
(2)Boundary Following

Boundary following is also known as boundary fracking. When the shape of
the object is not known g priori, this method is commonly used to obtain global line
or curve-information from local edge elements. It operates by beginning at a point
where a local edge occurs and searches for a succession of each points that lie along
a curve. This approach usually finds the curves in the image one at a time. Many

tracking algorithms have been developed a detailed survey can be found in [Ros82,

o ~

pp-133-137].

The main issues of [hlS method are the search mechamsms used to” search for
~successive points that lie along a curve and the tracking criterion for acceptance of
the next point of interest. Classical tracking techniques use a search mechanism
i which proceed along the best path (curve) at each step and never reverse a decision
once made. An altemnative to this is to allow backup, ie, if an acceptance decision
seems to be leading to a series of poor subsequent acceptance, one can go back and
alter the decision. In fact, the tracking problem can be viewed as one of searching
for optimum curves that stretches across an image [Ros82]. Optimality might be
defined in terms of maximizing an evaluatlon funcnon which is an estimate of the

value of the best curve in the plcture that passes through a pomt Good evaluation

functions are discussed in [Bal82, pp.133].

To find optimum curves, heuristic search techmques can be used. A heuristic
‘technique would not only eva]uate a given point ori the basis of how it can be

reached from the starting point, but would also attemgt \to look ahead and estimate
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how the goal (a curve that crosses the image) can be reached from the given point. |
Based on this technique, Ramer suggested a system that used heuristic svearch to
orgamze bottom-up edge following in an image [Ram75]. In medlcal applications,
Greer used a hrmtcd look-ahead heuristic search to successfully locate lung boun-

daries in tomographs [Gre78].

4

The problem of finding optimum curves can also be solved using a dynamic
programming technique [Mon71]. In this approach, the criterion for selecting the
best curve is embedded in a merit function which is to bz maximized in the optimi-
zatior{ process. This approach is computationally costly, but it is found to be
eﬁ’ectlve In some difficult situations. Ballard and Sklansky successfully applied this

techmque for tumor detection in chest rad10graphs [Bal73].

. 4.2.2.3. Region-Based Segmentation

B Region growicg isa tvypical appro/ach to region-based segmentation. It involves the -
proc_esc of joining neighboring points into larger regions and the ig,oal is to partition the
entire image into disjoint regions such that they have no two dimensional overlaps and no
pixel belon‘gs to the interior of mcre than one region. ‘Early efforts in developing region
growing algorithms involved the merging of regions with similar pmperﬁes. Later,
refinements of these methods were obtained by combining splitriné and merging mechan-
isms to produce more reliable segmentations. Both a;;broachcs .e discussed in the fol-
lowing sections.

(1) Merging techniques

The most primitive region growing algorithms use only aggregates of proper-
ties of local groups of pixels to determine regions. It starts with a point that meets a
detection criterion’ and then al] its nelghbormg pomts which meet a growth accep-

tance criterion are merged into the same reglon The acceptance criterion may
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depend on some statistical measures of a-region. For example, it can be based on
the smulanty 1n average grey level of the region and the grey level of the candldate
point. When a new point is accepted, it becomes part of the reglon and the process
is repeated with the Tesulting region. For this algorithm, the results of segmentanon
always depend on the choice of starting pomts and the order in which points are
added to the region. Optimization or ‘heuristic search techniques can also be used to
control the process [Ros82]. In simple situdtions, if the starting points and the
number of regions are known g prtorz this method can produce good segmentation

results.

To improve the performance of this algorithm, Brice and F ennema use a more
global approach by developing heuristics which evaluate parameters dependlng on
more than one region. In this method [Bri70], the picture is initially partmoned into

_“atomic” regions of corkfant grey level by i msertmg an elementary boundary seg-
ment between pixels of differeqt intensity. These large number of atomic regions
“are then combined by the successive apphcatlon of two heunstlcs which are based
on the properties of the edge boundaries between regions. The first heuristic
(¢ phagocyte ’) merges two adjacent regions if the boundary between them is weak
and the resulting new region has a shorter] boundary than the previous two. That is,

f.

two adjacent regions R; and R; have a weak boundary and are merged 1f

/s

. Wimin (P, L) >0
where 0 1s a suitably chosen threshold, W denotes the length of the common

boundary and P denotes the perimeter of region R;.

In this heuristic the threshold 8 controls the merging. If it is small, regions are
merged frequently, otherwise, few regions are merged and in fact one reglon would
pracncally have to surround another for merging to happen.

G -
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’ .’I’hc‘ second heuristic (“weakne‘ss”) merges two regions if the weak portion W
of their common boundary is above some predetermined percentage of their total
shared boundary. This heuristic is applied to refine the results of the phagocyte ,

r

heurrstlc

This method of region growrng provides reasonably accurate segmentation:, of

~In this approach to region growing, splitting of non- -homogeneous regrons is

1ncorporated into the merging algorithm. The general idea of - thrs approach 1s to
start with a given initial partition, then the process proceeds by merging adjacent
¢ -regions if the résulting new regron is suﬂimently homogeneous and splitting aregion
if it is not homogeneous enough. After a region is split, its parts becorne can:iidates

for merging with adjacent reglons The homogenetty 1s measuzed by the closeness to

which a region can be approx1mated usua‘lly By,a functton of a given type.

- An algorithm based on this approach was suggested by Horowitz and Pavlidis. .
This algorithm use a pyranndal data structure which is a stack of pictures decreasmg
in resolution, with the smallest being a single point. Beginning with the original
image in the bottom the next picture higher in the stack i 1s obtained from the previ-
“ous one by averaging every four adjacent oomts in the lower picture to produce one
point in the next hlgher plcture The split and merge operations are then defined in
terms of these ascenchng collections of square regions. Based on this structure, the
merge and split region-growing Lalgorithm operates as follows: Given a homo-

geneity property H, for any region such that A is 'f'alse, it is split into four subre-
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gions. For any four appropnate regions such that H is true, they are merged into a
single region. This process continues until no n:glo_q’can be funher split or merged.
Thes for any mwo nelghbormg regions such that H is true, they are merged. Details _
of this algonthm are presented in [Hor74]. As for the performance of this method

Rosenfeld comments that in tne absence of special knowledge about the de31 ed seg-

mentauon this method appears tQ be the preferred approach to image segmentation,
o |
4.3. Proposed Method

4.3.1. .Templat;e Matching Approach to Tumsr Detection '

In exarmmng cmena used by radiologist to extract suspicious areas from ﬁlm mam-
mogmms we notice that the approxxmately circular shape and the bn'ghtness
homogenelty of tumor areas are important charactenstrs used in-detecting suspicious
areas. Among the general techniques developed for object detectlon pixel-based and
1,regron qbased segmeﬁtatlon technlques can make use of the brightness homogenelty pro-
perty of reglons to' segment the 1mage but such detectlon processes will be bhn‘) the
shape of tumors. Smce brightness homogenelty 1S not a unique charactenstlc of tumor

areas, it is very dlfﬁcult tG use this criterion alone to segment the image successfully 1nto
b
v ) { ) ; N

tumor and background segments. -

Among other, .techniques, two approaches which make use of the shape characterls-
tic. of the target ob]ect are p0551ble solutions to the problem of tumor detectlon One is to
use the region mforrnauon by applying a template matching techmque to search for a '
homogeneously densc reglon with a circular shape The other approach is to use thc
boundary 1nformat10n by applying an edge based | segrnentatlon techmque on a hlgh-pass
filtered image and to detect, rmg like structures. The edge based segmentanon approach
. requxres a’ preprocessmg step-to extract edge ele‘ments from the mammogram images,

S1nce edgg detectlon ‘techniques make use” of local information to detect the presence of

2
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edges, a tremendous amount of noise edges will be extracted from those mammogram

-

images which are rich in texture. These noise edges may make successful boundary
trackmg impossible. In addition, if segmentation techniques are used to detect breast

tumors, further processing is necessary to extract the locations and sizes of the suspicious

areas from the segmented images.

- A method based on the template matchin‘;‘ approach is proposed in this section.

With this approach, the shape and homogeneity characteristics of tumor areas can be used

[

as the match criterion by deﬁ7mng them in the templates. The location and size of the

detected suspicious area(s), can be easily obtamed from the output of the matching opera-

tion. The problem of object orientation variance is solved by the fact that the shape of

breast tumors is approx1mately circular. To cope with the object size. variance, mulnple

templates can be used.

L4

. . . .9 T - .
_A general dlscussmn of the template matching approach 1s presented in Section

4.2.1. In the case of tumor detection, the search area of the matching operanon is an

SM- ﬁltered mammogre‘n image and the template is an mteger array which represents ap~”

1deal tumor. The i 1mportant issues of the proposed method are discussed in the follow- |

mg sections.

i

4.3.2 Deﬁnition ‘of the Tur:lg'r-like Template

3 . - -

A tumor 11ke template is deﬁned based on three charactenstlcs of tumor areas and .,

.tbleyare - N -. ,%-'. B s

‘ ( l) /br;‘ightness: eontrast _(Iie_. a bright object in a dar,k‘background), .
2) Uniforrndensﬁity‘,' - | b o
3) approximately. circular sbape.

The template used to match tumors with a diameter of 5 pixels is shown in Figure
. .

o . -
S : -

"



4.2. The templates are designed so as to ascribe varying.wcights to points within the
templates. The circular patch of 1’s in the cenfer of ‘the template represents‘a tumor area
havir;g unifomz density. To allow tumor shape to deviate slightly from a perfect circle,
the patch of 1’s is bounded by a ring of 0’s. This is a “don’t ¢care” area in the match. The
bé&'k.ground of the patch is filled with -1’s instead of 0s, because we are looking for a
light object on a dark background. The size of the ring of O’S‘and the background in each
template increas;e in proportion to the size of tumor the template represents. In addition,
the shape of the templéte is circular instead of square, so aé to incrgse the sensitivity of
| the match. By using a circular templatc, all‘ the neighboring pixels which locate evenly

around the tumor are checked in the matching process.

1

o«

- -1 -1 -1
-1-1 0 -1 -1
) 1-10 1 0 -1 -1
-1'-1 01 11 0 -1 -1
1011 111 0-1
-1-1 01 11 0-1-1
-1:1 0'1°0 -1 1 .
-1-1 0 -1 -1
-1.-1. -1

.5|
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D

Figure 4.2 A tumor-like template for matching with turnors of ’5 pixels_,in diameter
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4.3.3. Similarity Measure’

To measure the surulanty between a true suspicious area and the template, we need
a similarity measure that is not sensitive to properties of the mammogram that vary with
the offset, such as its average brightness. In addition, the measure produced by templates

~ of different sizes must be comparable. Hence, the following niorma’lized cross-correlation

_measure is used :

M M _ ' '
DS [[wac,m)—uw] [S<i+k—1,j+m-1>—us<i,j)]}
R(i,j) = — L=l ‘ , "
B M M : M M ‘ 2
SR W), | I 3 [ststjom-n -]
k=lm=1 : = .

m’%
ﬂhotauon and indices of this equation are the same as those used in section 2.4.1. l

As mentioned earlier, one disadvantage of using template matching is that the orien-
tation and size of the target Ob_]ECt may dasturb tha match However the shape of the
tumor ama 1s c1rcular therefore, the match 1S orientation mvanant To cope with size

¥
variations: of the ob;ect multlple templates are used. Invesuganons showed that the size

of breast tumors ranges from three to fourteen p1xels in radlus Therefore twelve tem- e

plates are used to match against each image. The cucle in the smallest template has a

radius of three ptqus whlle the Iargest template has a radius of fourteen pixels.

434 Crlterra in Selectmg Susprcrous Areas o -

L

The template matchmg operauon produces twelve output images in' which each
- pixel value is the result .of cross- correlaturg the template and the subimage centered at the
point. Itis important to devise an appropnate method to 1nterpret these values so that all

susp1c1ous areas are detected and non- SUSplClOUS areas are excluded
Y

Due to the de51gn of the templates a cu'eéTar dark ob_]ect on a bnght background

s . -

[
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will produce a large negative cross-correlation value. Hence, locations in the images

which have negative cross- -correlation values are not considered as suspicious ar/e>s

. Aneffective cnterlon for selecung susplcxous areas must be able to solve\t}yo prob-
lems. First, the most suspicious areas have the max1mum cross-correlation value when
being matched with one of the twelve templates, but we have no guarantee that. it is
always true. Second, we do not have prior knowledge. of the size and: thé number of

tumors in a mammogyam film. In fact, a mammogram film may contain more than one
¢

suspicious area and several suspicious areas if the same mammogram film may have the .

same size. It is obvious that criteria Wthh look for locations with , peak cross-
correlation value are not suitable for this apphcatlon because they either assume that
fthere can be at most one tumor m .each mammogram 1mage or that no two tumors of the
same size will appear in a mammogram i Image. A more relaxed crxtenon must be used.
The thresholdmg criterion seems to be a p0551ble candidate, but some modlﬁcatrons must

be made

{

Thls cntenon requlres a threshold to be. found for each .image However a single

* threshold for all i lmages is- not sufﬁment because of the followmg reason It is observed

¢

, contain

thz!t the breast image in some mammograms such as the one shown in Plate

a lot of glands and fatty tissue which produce a very rich texture in the ima Asa -
) : A 4
résult, these images\ create many false suspicious areas tha‘t.have large ,ctoss-Co relation

values Some of these v,alues are even greater than those of the suspicious areas in other

1rnages Therefore a smgle thresholﬁ w111 either produce too many false alarms or mlss

- ;some true suspicious areas.

s
\

A percentzle method [Doy62] is used to determine a threshold for each Image. We

assume that suspxclous areas only occupy a fixed percentage of the breast area. Hence,

by analyzmg the normalized cross -correlation distribution of an image, ‘we choose a
€

threshold value R, such that q percent of the locations in the i image havmg a correlation
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larger than R are considered as suspicious areas. This corresponds to mapping q percent

of the locauons 1nto suspicious areas and the value of q is constant for all images.

’I’he template matching process only considers local mformauon therefore it can not
adjust to the global texture, of each i 1mage. This percentile method i 1mproves ‘the template
—r

‘ matchmg step by taking into account the global information in an image. In general, if

many locauons In an image (w1th rough texture) produce large cross-correlation values, a
e

of susp»i‘cious areas. The cross-correlation distri-
bution curves burlt for the i 1mages shown in Plate 3.24 are displayed in Fxgurcs 4.3 and

4.4. Note that in us;hg the same q value, a large threshold (0.67) was selected for the

1mage with'rough te\é‘mre while a smaller threshold (0. 58) was selected for the smoother

' 1mager

iTo ung‘ement thts percenule method the largest among the twelve CTOSS- correlatlon

. R

 values (correspondmg to the twelve templates) computed for each image coordinate was
‘ stored in a two- dimensional array and the correSpondmg radlus was stored as well. To
save processing time,-locations with a cross- correlation value less than 0.2 were dis-
carded as 1n81gn1ﬁcant locauons 'Il'hen the center d each “51gn1ﬁcant” locatlon in the“
| array ‘was, deterrnmed by a clustenng operanon bas on the given’ radms and cross-'
correlation value Among these looat1ons q percent, havmg the largest cross-correlation

value were pxcked as susp1c1ous areas in each 1mage The x,y- coordmates and radius of

each suspicious area were stored ina llSt for further examination.

B
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4.3.5 False Alarm Tests . ‘ o -
The percenule method produces a set of candidate pomts wh1ch .will not be
excluswely suspicious areas. To improve the performance of this tumor detection tech-
nlque we need some selection methods to remove as many false alarrns as p0551ble One
1mportant requirement of a false alarm test is that they must not respond to true suspi-
cious areas because if it does, it will degrade the overall performance of the proposed
method. After analyzing the characteristcs of the many false alarm areas, two tests are '

de51gned They examine a mammogram image at the locations reported as suspicious by

_ the template matching procedures and try to discriminate false alarms from the guspi-

B CIOUS areas.

o Neighborhood Ta’gt;‘ B
This test is constructed based on the fact that at the center of a suspicious area,

the cross-correlation value will not fall off significantly in its immediate neighbor-
hood ~The normalized cross-correlation values computed around the center of a
_susp1c1ous area and a false-alarm area are shown in F1gures 4 5 and 4.6 respecuvely
It can be observed that there is a cluster of large correlanon values at the center of
the suspicious area, bit such a cluster does not exist at the false alarm area. Recall
that the boundary of a suspicious area is fuzzy and the shape of a susp1c10us area is
circular. Therefore a perfect match between a template and a suspicious area will
not be confined to a single Ppixel sitting at the center of the suspicious area. Instead
the pixels in the immediate nelghborhood of the center pixel will also produce hlgh
cross-correlation value when being matched with a template having the same size as
the suspicious area. C1 the other hand, in false alarm areas where a bright, homo-

geneous and circular area does not ex15t, the cross-correlauon value may fall off

quickly away from the center.
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Moreover as mentioned earlier, some false alarms are due to an artificial |
phenomenon created by the filtering process. The neighborhood test also aims at
removing this type of false alarm by applying the test to the original image instead
of the filtered image. This i is bé‘}ed on the belief that when the matching is applied to
the original 1mage a cluster oﬁngh Cross-correlation values should not exist i |
these false alarm areas because they should appear as normal tissue in the unﬁltered
image. |

To implement this test, the immediage’ "flghborhood of the center of a suspi-

clous area is deﬁned by a 3><3 Cross- shapcd mdow To detect the cluster at the
center of each suspicious area, the wmdoyv.? Q:éhtered at the area in the original
image and the Cross-correlation value of the plxele inside the window are calculated
us1ng the known tumor radius. Then the average of these crass-correlation’ values
are taken. This average value reflects the "strength" of the cluster. If the cross-
—correlancﬁ value fall off mgmﬁcan?y in the immediate nelghborhood of thé center. .
- of the susp1c1ous area, the average value will be small ‘Otherwise, the average value
w111 be large and in fact, should be larger than the threshold, R, selected for the par-
tlcular image by the percentile method. Therefore to determme if a cluster _exist,

this average value is compared with the threshold R If it is less than the threshold,

.. R, of the parncular rmage the susplcxous area is dlscarded asa false alarm.

-
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Figure 4.5 The normalized cross-correlation values computed around the
center of a suspicious area located in the image shown in Plate 3.24a
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Figure 4.6 The normalized cro
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center of a false alarm area loc

ated in the image shown in Plate 3.24a
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(2) Histogram Test | '

It is observed that many of the false alarms are caused by the presence of noise
and anatomical structures in the j image. The contrast of these areas is very small
when compared with that of the true suspicious areas A second test is desrgned to
discriminate these false alarms. This test examines each suspicious areas and
checks if there are two regions corresponding to the tumor area and its ‘surrounding

aion. To define a region, the homogeneity property used is its intensity. Thcse

areas which have only one region are non-suspicious areas.

To 1mplement this test, an approach based on the grey-level thresholding
method (refer to section 4.2.2. 1) is used. A gray level histogram is constructed in
each suspﬁqus site using’ the known tumor radius reported by the template match-
ing process. After subsequent smoothing of the histogram, the n{rmber of peak> in
the hrstogram 1s checked. Areas which have a single- peaked hlstogram are rejected
as p0551ble susplcrous areas. ThlS test relies heavily on the structure of the gray
“level h1stograrn Wthh contains peaks and valleys corresponding to gray level sub-
populations of the i Image. A tumor and its surrounding area (represented by “histo-
gram peaks) are assumed to differ significantly in average gray level. Hence a true

susprcrous area must have at least two peak&m its gray level hlstogram and the

' peaks should remain after subsequent smoothing,of the histogram. The smoothed

grey- -level histograms constructed in a true suspicious area and in a false alarm area

are shown in Figures 4 7 and 4.8 respectively. Note the number of peak in each hlS-

togram.
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4.3.6. Experimental Results

To determine the value of the parameter, q, used in the percentile me\tgod, the pro-
cedures dewﬁbcd Wcre applied to the- training set of seven mammogram images (piease
refer to Scc;tion 3.3.3) using different q values. The three 'diﬂ'érent q values used are 0.5,
2.5 and 5. These values are chosen because they are commonly used as percentile values

in solving statistical problems.

positive detection' was established. A suspicious area was considered as detected, if the
circle placed around a suspicious area by thefadio_logist and the nearest area mapped 'by \
the computer overlap by at least 50%. If the overlap was less thanySO%, it was counted.
as a_‘miss. The result of this compaxjisén"bascd on the training set is shown in Table 4.1,
the q value uséd is 2.5. The. table lists the size and location of the 'suspicious' area(s)
diagnosed by tile radioldgist along with the areas located by computer. Also included are

the total number of suspicious areas reported in each test case,

' the other hand, although the false alarm rate is zero when a q value of 0.5 is used, the hit
rate produced falls to 54%. As a result, a q value of 2.5 is chosen for the percentile
method bccau's;e, as shown in Table 4.2 it p-roduces- a hit ratg of 100% and a moderate
false alarm rate of 1.1 Per mammogram. In Plate 4.1, the suspicious areas reported byvthe

proposed method are circlé_d in the mammogram images 1 and 2. s
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The result of applying the proposed method to the test set of sevenicen images
(SMF-cnhanecd images) is shown in Table 4.3. The data shown in this table is summar-
ized in Table 4.4. Although more test images were used, thc hit rate of the proposcd
method in dctcctmg §usp101ous areas is retained at 100%, that is, all suspicious areas
detcctcd by thc radiologist were detected by the proposed method. The false alarm rate is
1 7 pcr mammogram.

In addition, to investigate the importance of the image enhancement step, we
applied template matching to the original images. We found that many false alarms of a
small radius size were produced and-some suspicious areas were not detected by the tem-
-platc matching techmquc The false alarms detected in the ongmal mammogram image 1
are marked by c1rcles-m Plate 4.2. The cross-correlation distributio,. curve bu11t for this
image is shown i 1in Figure 4.9. Note that there are more locauons in thxs unagc that pro-
duce'large cross-correlation values when compared with that in the enhanced image (see
Figﬁrc 4.3). This result rcﬂccts that the SMF filtering process effectively remaves noise

from the image 2nd this process is significant to the proposed tumor detection technique.

P

q Hit-rate*® T Total number Average number [Average number
of false alarm | of false alarm | of false alarm
' detected per film per pixel
0.5 54% 0 0 0.00% T\
2.5 100% 8 : 1.1 - 0.01%
5.0 100% 47 6.7 0.04%

Tablg 4.2 Companson of the performance of the proposed method using
different q values

* In the tranining set, 11 suspicious areas are reported by the radiologist
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Plate 4.1 Result of ap

plyih'g the - prdposcd method to the enhanced mammo-

. gramimages 1 and 2. All suspicious areas reported are marked by circles

J

Plate 4.2 Result of applying‘ the proposed method io the ori
images_ l. ~ Some suSpici.gus areas reported are marked

ginal mammogram
by circles
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1 . _"\$
1 | - |
Number of films+ested o =17
Total number of true suspicious areas ~ =19 .
’ .. ‘ . . % ‘ : ¢
Average number of true suspicious areas per film =1.1
- Hit-rate of the technique o =100%
AVémgc number of false alarms found i)cr film . =17
Average number of false alarms found pcr pixel = 0.026%
‘ ' k)
Table 4.4 Summary of experimental results
L
07 R = 0.66
i 24 suspicfous
areas obtaingd
E 20 ﬁ
(=]
|~8
s .
Lo
2 : _ o
E 104 g ° tumor area
. ’=."" . i 1
b’ 0 T T : T T T M T '
.02 03 04 03 06 07 .08
.. correlatiop value -

. _

puted:for the original mammogram image 1. Using a q value of 2.5, the thres-

o hold R of this image is 0.66 .
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" Figure 49 A distribution curve:of normalized cross-correlation values com- .



4.3.7. Computatiqn Consideration

:t »~

3 4.3.7.1’. ‘Discussion
The compumtlonal cost of this template matchmg method is hlgh In orderlto match
tumors of varymg sizes, twel‘ve templates have to be used ‘The sizes of the templates
range from 10x10 to 4.>><45 pixels. Usmg a mammogram unage size of 256><256 the .-."t
| ; number of operatIons requ1red to match the smaﬂest template with the i 1mage 1 prOpor- ~
tional to 102(256—10+1)2 = 6.0 x10°. Experlmental results show that approx1mately 157
rmnutes are required to complete the matchmgoperauon on one image usmg all twelve :

templates ona VAX 11/7 80 processor

- Toi 1mprove the speed of the template matchutg process one solution is to compute
the cross-correlation in the frequency: domam v1a a Fast Fourier Transform algonthm
(FFT ). The numerator of equation (1) in Section 4.3.3 can be treated by FFF, with a cer-
tain amount of time saving. The computational complexity of computing the numerator_

is proportional to 2562 (log ,256) = 5.2 X 10°.

Another way to speed up the computation is to reduce.the number of locations to be °
- fully checked. M.ethods similar to the two-staée template matchingf%pproachesmen-‘

tioned in Section 4.5.1 can be used.

4.32(2. Experim_euts

| A coarse-fine template matching method was- destgned and rmplemented In the.
first stage of thts method a reduced resolution template is matched with , a reduced- : ~l
_ resolution vers10n of the image. Only those locations which produces a match value
larger than a predetemuned threshold are used in the second stage where a full resolutlon ‘
template and i 1mage a{e matched Normahzed Cross- correlauon ts agam used as the sum- :

lanty measure. The coarse templates and i unages are obtamed by averaglng four plxels in

N
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a higher resolution level to produce_ one pixel in a low resolution level
In. tlus coarse-ﬁne template matching process, the expected computat10nal cost

[Ros77] at each 1mage point is of the form c+ pd where v. -
E= cost of applymg'the goarse template in the first sta%
P= probabllxty of an above threshold matl'h/to the coarse template
d = cost of applymg the fine (ie., full-resolunon) template in the second stage.

In general costs ¢ and d are propomonal to the numbser of pixels in the coarse t&m-
plate. 'If the coarse template has very few pomts ¢ will be small; but this w1ll lead to a

“‘higher probabxhty of above- threshold match, g that pd may be large

In this implementation, the cost of the ﬁrst stage ¢, is about one- 51xteenth of the‘
orlglnal ‘one-stage” template matdung, since the image and template are reduced to a
quarter of thelr ortglnal sizes. The cost .of the second stage, pd, depends on the thres-
hold. If the threshold ‘is hlgh the cost of the second matching stage is low but some
‘ susp_tcxous areas may have a correlauon value smaller than the threshold and therefore
will not be used in the second stage rnatchmg Thls is particularly true for small srze '.
tumors. They: are small and have low contrast w1th their surroundings; therefore they are

-

\
often smeared in low resoluuon 1mages As a result, they produce cr‘ relatron values

R smaller tha.n therthreshold in &e ﬁrst stage This leads to a hrgher miss ra. On the Gther -

han . 1f‘ the thresh°1d 1s “sméll, the saving in computanonal time will become

*l?
. .mstgmﬁcant

1 g M . “’
Investlgatlons show that to-produce approxlmately a 30% computauonal time sav-

1ng, this method has to have a tmss rate of 9% in comparison to O% in the ongmal

" method, le. th? susplcxous areas were not detected in two out of ‘the twenty four test
Yy . . ‘ - : N
~A1mages S i S . "

N
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Q.d. Summary

In this chapter, some general techrriques for object detection in two-dimehsrohal
| sc'enes are diseussed They include meihods based on the image segmentation approach
and the template matchmg approach In addmon a tumor detection method based on the
template matchmg approach is proposerf The value of the parameter used is determined
by applying the techmque toa tramr_ng set of seven mammogram images and the perfor-
mance of this method is evaluated by applying it to 17 test images.

/’;I%ej circular shape, the bright'ne’ss‘homogeneitys and the colntrast of tumor areas are-
important charactensncs for detecting susp1c1ous areas in mammogram images. The > pro-
posed method uses these three characterrstlcs as the criterion for matching and it success-
~ fully detected all susprcrops areas in the 17 test 1mages. The false alarm rate reported is

[
'

1.7 per marnrnogram image. -

~The compug;mon consrderatwn of the proposed method is dJSCUssed and it is shown
“ .that the computational cost could be reduced by usmg either a Fast Fourier Transform‘

: algonthm in the frequency domain ora coarse ﬁne ternplate matchmg approach.
»° ) . . N - 4



Chapter 5 o
Conclusion and Future Research

5.1. Ceonclusion

N

The purpose of thls thCSlS is to de51gn a method to solve the problem of breast tumor

detecuon in mammogmms We ﬁrst started w1th a study of the basic principles of mam-

mogmphlc diagnosis. The crltena used by expert radrologlsts to detect one type of breast

~tumor, the cucumscnbed masses, are that the suspxcxous area is a brxght area with uni-

form den51ty and an approxxmately cucular shape of varying sizes. The poor image qual-
1ty of mammograms makes it difficult to use a computer to detect this type ®f breast

tumor,

The ﬁrst step towards tumor detecuon is image enhancement by noise removal .

Several algorithms which attempt noise cleaning in digital i images were studied. Some

techniques based on selective averagmg were lmplemented due to their simplicity and .

‘their pron'usmg properties for edge preserving and noise removal. The proposed method
: for mammogram enhancement is termed as select1ve median ﬁltermg and is a
modlﬁcatlon of the non-linear median ﬁltermg method. A training set of seven mammo-
gram unages were used to adjust the pararneter values used in this method. ThlS tech-
mque was then apphed to a‘test set of 17 mammograms in Wthh suspicious areas were

identified by a radlologlst The Selectlve Medlan Flltenng method was found to be more

JU—
s

eﬁ"ecnve than rhe other techm%es implemented in enhancm g mammogram 1mages o

After the mammogxams are enhanced the next step is concerned with ob]ect detec-
tion. Techniques based on 1mage segmentatlon and template matching were rev1ewed
The techmque chosen for tumor detecuon is- based on template matchmg . This proposed*

,method is capable of detectmg susplcmus areas in mammograms mdependent of [hCII'

sizes, onentauons and posmons However, many faise alarms woald be produced by thls
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matching process. To reduce the false alarm rate; two false alarm tests were designed’to
examine the output of the template matching process. The tests canvdiscriminate most
noise areas from true susplcrous areas. These routmes were th)pﬂred to 17 test mammo-
gram images and the results indicate that the routines correctly 1dent1ﬁed all SllSplClOUS

areas presented although the false alarm rate reported is 1.7 per mammogram image.

One disadvantage of the proposed template matching method is the high 'compuu—
‘, tional cost incurred.” Several methods for reducing this cost were dJscussed A coarse-
fine template matching method ‘was implemented and the results show that the computa- .

tional cost of the proposed method can be reduced by such'an approach.

5.2. Directions for Further Research

The results obtained with the approach presented are quite-encouraging‘ By com- .
bining. three criteria, namely the contrast, the uniform density and the circular _shape of
tumor areas, the detection algonthm 1s capable of locating all tumor areas in the test set
‘of 24 images. Nevertheless, to test the stability of this algonthm future work would
involve testmg on a larger number of samples. In addition, testing of the method using a
large sample size can provide more complete knowledge for setting the two parameters :

the thresholgf T of the selecuve median ﬁlter and the percentile g of the percenule

- method.

In dlagnosmg breast tumors, radiologists first interpret a smgle mammogram ﬁlm“ .
‘ 3 based on the cmenon ‘mentioned. and then a comparrson of left and right breast areas is
' often conducted to confirm the decision. Therefore, it is ant1c1pated that the false alarm
rate of thls algonthm can be further reduced by comparmg the left and right breast areas.

Ifa susp1c1ous\area is found in the same location in both breasts there is a high chance

that it is an anatormcal structure 1nstead of a breast

? .



Rccall that the expe}t l'adJOIOngtS use four cnterla to detcct suspxcxous areas, but the "

proposcd mcthod only uses three of thcm Thc one Wthh is not used i 1s that a susp1c1ous

area has fuzzy boundary This fuzzmess can be measured by the dlrecnonal gradient, at' o

the boundary of a susplcxous area. Hencc ths suggests ahother metric that can be uscd

er detectm g false alarms whxch do not have fuzzy boundancs

7 @
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