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Abstract 
 

This dissertation explores the role and future possibilities of Administrative Health Records 

(AHRs) in enriching mental health care analysis and intervention strategies. It is organized 

into various sections that are based off papers or potential papers, each delving into distinct 

aspects of AHR utilization. Initially, this dissertation delves into a narrative review and 

commentary on the evolution of mental healthcare.  The focus then shifts to the critical 

balance between ensuring privacy and leveraging the potential of AHRs, highlighting the 

need for privacy measures in the handling of synthetic health data and the significance of 

collaborative efforts among governmental bodies, healthcare entities, and academic 

institutions for effective data utilization and enhancement. 

The narrative progresses to elaborate on several case studies, illustrating AHRs' efficacy in 

mental health research. These papers are meant to showcase the application of machine 

learning (ML) to predict opioid overdose risks, the examination of developmental disorder 

utilization shifts within the Alberta healthcare system, and the impact of the pandemic on 

neurocognitive disorder trends and healthcare demands. These examples underline the 

diverse applications and insights AHRs can provide into mental health issues. 

Looking to the future, the dissertation advocates for broadening AHRs' applications, 

including their potential in post-disaster mental health outcome predictions. It proposes an 

integration of AHRs with wearable device data, aiming to transform mental health care 

from a traditionally reactive approach to a proactive and preventive strategy. This forward-

thinking perspective envisions a system where real-time data from wearables enriches 

AHRs, offering nuanced, immediate insights into individual mental health statuses. 

Overall, the dissertation aims to comprehensively dissect the capacity of AHRs to 

revolutionize mental health care research and practice. It not only addresses the challenges 

of privacy and the necessity for cross-sector collaboration but also demonstrates the 

practical applications of AHRs in current mental health scenarios and anticipates their 

future role in advancing mental health care, especially in contexts affected by disasters. 
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This work not only highlights the present state of mental health care research but also 

recommends new directions for future innovations in the field. 
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Preface 
 

This thesis focuses on the potential use of Administrative Health Records in managing 

crisis events that severely impact mental health. Some research conducted for this thesis 

was part of a research collaboration. The papers are collaborations with different 

institutions in Alberta. All secondary analyses received approval from the University of 

Health Ethics Board (Pro00072946). 

Chapter 2 was a collaborative project with Yutong Li, Andrew Greenshaw, Bo Cao, and 

Tracey Bailey who are all affiliated with the University of Alberta.  I designed the main 

study, initial review, and was the primary contributor to the writing and editing of the 

original manuscript. 

Chapter 3 was also a collaborative project approved by the University of Alberta Health 

Ethics Board (Pro00072946). Yang S. Liu and I did the primary investigation, data analysis, 

writing, and editing of the original manuscript. Dan Metes, Lawrence Kiyang, and 

Mengzhe Wang from the Government of Alberta’s Ministry of Health and Yipeng Song, 

Fernanda Talarico, Yutong Li, Jia Lin Tian, and Bo Cao from the University of Alberta 

aided in conceptualization, results interpretations, and editing. 

Chapter 4 This paper was a collaborative project with Yipeng Song, Fernanda Talarico, 

Yutong Li, Jia Lin Tian, and Bo Cao who are affiliated with the University of Alberta.  This 

was also done in collaboration with Mengzhe Wang from the Ministry of Health for the 

Government of Alberta. The data was collected and stored at the Ministry of Health. I 

conducted the main investigation, data analysis, writing and editing of the original 

manuscripts. This paper was based on a secondary analysis of administrative healthcare 

data collected by the Ministry of Health in Alberta and was conducted within the Ministry. 

Chapter 5 This paper was a collaborative project with Yipeng Song, Fernanda Talarico, 

Huda Al-Shamal, Yutong Li, Jia Lin Tian, and Bo Cao who are affiliated with the 

University of Alberta.  This was also done in collaboration with Mengzhe Wang from the 

Ministry of Health for the Government of Alberta. The data were collected and stored at the 

Ministry of Health. I conducted the main investigation, data analysis, writing and editing of 
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the original manuscripts. This paper was based on a secondary analysis of administrative 

healthcare data collected by the Ministry of Health in Alberta and was conducted within the 

Ministry. 
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Chapter 1 
Narrative Review and Commentary 
on the Evolution of Mental Health 
Care: Leveraging Machine 
Learning and Administrative 
Health Records 
 
This section delves into the integration of Machine Learning (ML) algorithms with 

Administrative Health Records (AHRs) and the potential for advancements in mental health 

care, a topic that has gained relevance in the wake of escalating global mental health 

challenges, magnified by the continued fallout of the COVID-19 pandemic lockdowns. It 

underscores the novelty of merging ML with AHRs to address persistent challenges in 

psychiatric care, promising directions for enhanced diagnostic precision, research in 

personalized treatment plans, and improved patient outcomes. It is important to note that 

while statistical methods are capable of identifying associations between risk factors and 

disease outcomes, the advantage of ML algorithms lies in their ability to process and learn 

from vast amounts of data in complex, non-linear ways, offering potentially greater 

precision in predicting individual disease risks and enhancing the personalization of 

healthcare interventions. 

This exploration is rooted in an examination of the historical evolution of psychiatric 

practices, diagnostic challenges, and the potential of ML to revolutionize mental health 

services. 

Critiques on the Section 

The narrative review in this chapter does not explicitly articulate critiques within its 

discourse. However, in the broader discussion of ML and AHRs in mental health care there 

are considerations and challenges such as data robustness, ethical implications of data use, 

and the need for interdisciplinary collaboration.  These areas, while not directly criticized, 
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represent fields of ongoing debate and concern within the integration of technology and 

health care, suggesting an underlying challenge of current practices and the need for careful 

consideration of these issues. 

Future Research Directions 

The chapter identifies several future research directions that could leverage the 

foundational work presented in this review. It suggests expanding the predictive capabilities 

of ML models by incorporating data from wearable devices, which could provide real-time 

physiological and behavioral insights, enhancing the precision of mental health diagnoses 

and interventions. Additionally, it proposes exploring the application of these models in 

post-disaster scenarios to better understand and address the unique mental health challenges 

arising from such events. 

The contents and insights provided within this chapter could be further developed into an 

academic paper, potentially suitable for submission to a journal specializing in 

computational psychiatry, health informatics, or public health. Such a paper could 

contribute to the academic discourse on leveraging technology to improve mental health 

outcomes, highlighting the innovative approaches, challenges, and ethical considerations 

inherent in this interdisciplinary field.  However, its primary intent is to provide a backdrop 

for the subsequent chapters, many of which are in some stage of being published. 
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1.0 Leveraging Machine Learning and Administrative Health Records 

 
1.1 Abstract 

This narrative review examines the integration of ML and AHRs in mental health care, 

focusing on recent advancements and the impact of ML on improving diagnostic accuracy 

and treatment outcomes. By selecting and analyzing relevant studies, this review aims to 

provide a clear understanding of how the merging of these domains is leading to new 

scientific frontiers of research, providing the reader with a thorough overview of current 

insights and emerging trends. 

1.2 Introduction 

In the evolving landscape of psychiatry, integrating ML with AHRs presents a novel 

approach to overcoming longstanding challenges in mental health care. This combination 

offers promising solutions for enhancing diagnostic accuracy, personalizing treatment 

plans, and ultimately, improving patient outcomes. This review delves into the intersection 

of psychiatry, public health, and ML, spotlighting how these advancements could transform 

mental health care. We discuss the historical evolution of psychiatric practices, the 

diagnostic challenges inherent in current classification systems, and the potential of ML to 

address these issues effectively. This chapter lays the groundwork for a comprehensive 

exploration of ML's role in advancing psychiatric care, aiming to contribute to a future 

where mental health services are more tailored, efficient, and responsive to individual 

needs. 

1.3 Defining Administrative Health Records and Their Distinction from 

Other Health Data 

Before moving ahead, it's essential to clarify the concept of Administrative Health Records 

(AHRs) and how they differ from other health data forms, especially Electronic Health 

Records (EHRs) and various health data sources. Given the variability in literature 
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regarding these terms, this section aims to clearly delineate these distinctions for the 

context of this paper. 

Administrative Health Records refer to the collection of data primarily generated through 

patient interactions with billing and administrative functions within the healthcare system. 

AHRs typically include information on patient demographics, billing details, diagnoses 

coded using standardized systems (like ICD codes), treatment codes, and other services 

rendered. This type of record is often used for administrative purposes, health services 

research, and population health management. 

In contrast, Electronic Health Records are digital versions of patients' paper charts and are 

designed to be a more comprehensive record of patient care. EHRs include detailed medical 

histories, medications, lab results, imaging reports, and notes from healthcare providers. 

The primary aim of EHRs is to support ongoing medical care for patients by providing 

clinicians with detailed and up-to-date information. 

Another term often mentioned in healthcare discussions is health data, which encompasses a 

broader range of data types, including both clinical data from EHRs and administrative data 

from AHRs, as well as data from wearable devices, patient-reported outcomes, and social 

determinants of health. Health data can be used for a wide range of applications, from 

clinical decision support to population health management and research. 

The distinction between AHRs and EHRs lies in their primary purposes and content: AHRs 

are more focused on administrative, billing, and population-level information, whereas 

EHRs are centered around detailed clinical information to support patient care. 

Understanding these differences is crucial when discussing the integration of ML in mental 

health care, as the source and type of data can significantly influence the insights gained 

and the applications developed. 

1.4 Historical Overview: Psychiatry and Public Health Challenges  

The field of psychiatry has witnessed a series of transformative shifts, each contributing to 

its evolving landscape. One of the pivotal figures in this transformation is Emil Kraepelin, 
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whose work in the late 19th and early 20th centuries laid the foundation for modern 

psychiatric diagnosis (Kendler, 2016). Kraepelin was instrumental in differentiating 

between manic-depressive illness—now termed bipolar disorder—and dementia praecox, 

currently known as schizophrenia. His emphasis on observable symptomatology and 

disease course marked a significant departure from the psychoanalytic paradigms of 

Sigmund Freud (Shorter, 1997). 

In the mid-20th century, the American Psychiatric Association introduced the first edition 

of the Diagnostic and Statistical Manual of Mental Disorders (DSM) (American Psychiatric 

Association , 1952). Concurrently, the World Health Organization launched the 

International Classification of Diseases (ICD), which included a section on mental 

disorders (World Health Organization, 1948). These classification systems, although 

groundbreaking, were not without limitations. Issues related to the reliability and validity of 

symptom-based diagnostic criteria emerged, particularly because of overlapping symptoms 

across different disorders and the lack of consideration for underlying biological and 

genetic factors (Clark, Cuthbert, Lewis-Fernández, Narrow, & Reed, 2017). 

The advent of big data has resulted in a shift towards personalized, precision medicine in 

psychiatry (Wang & Krishnan, 2014). By leveraging large-scale datasets and ML 

algorithms, researchers have been able to identify intricate patterns across brain activity, 

behavior, and genetic markers (Monteith, Glenn, Geddes, Whybrow, & Bauer, 2016). This 

has opened avenues for a biologically-grounded reclassification of major psychiatric 

disorders, enabling individualized early diagnosis, treatment selection, and dosage 

adjustments (Fernandes, et al., 2017). 

Further, big data has expanded the scope of psychiatric research to include population-level 

studies across diverse geographies and contexts, including disasters (Coppersmith, Dredze, 

& Harman, 2014). For example, ML has been employed to study mental health outcomes 

among immigrants, refugees, and racial and ethnic minorities, offering insights that inform 

targeted interventions (Fazel, Hoagwood, Stephan, & Ford, 2014). Additionally, real-time 

data analytics have been used to assess the impact of crises, such as the COVID-19 

pandemic, on mental health indicators (Holmes, et al., 2020) 
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The integration of big data into psychiatric research has also facilitated comparative studies 

across different regions, revealing geographical variations in the prevalence and risk factors 

of mental disorders (Mathers & Loncar, 2006). This has implications for resource allocation 

in mental health services. Moreover, population-level analyses have provided nuanced 

insights into the societal and economic ramifications of mental disorders, thereby informing 

public health strategies (Patel, et al., 2018). 

Despite these advancements, the field continues to navigate the tension between the need 

for standardized diagnostic criteria and the inherently complex nature of mental disorders 

(Zachar & Kendler, 2017). The evolution of psychiatric diagnostics, from Kraepelin's era to 

the present, encapsulates the ongoing endeavor to comprehend and effectively manage 

mental disorders. 

1.5 Diagnostic Dilemmas: The DSM and ICD in Mental Health  

The history of psychiatric diagnosis in Canada is a complex interplay between two major 

classification systems: the DSM and the ICD. The DSM, published by the American 

Psychiatric Association, is the primary tool for diagnosing mental health disorders in 

clinical settings across Canada. It places an emphasis on observable signs and symptoms 

and undergoes periodic updates to incorporate the latest psychiatric research (American 

Psychiatric Association , 2017). Conversely, the ICD, published by the World Health 

Organization, is predominantly used for administrative functions such as billing and health 

services management (World Health Organization, 2018). Canada formally adopted the 

ICD system in 1979 for physician billing claims, thereby standardizing data collection both 

nationally and internationally (Garies, et al., 2022). Canada later introduced its own 

adaptation, with several versions in use, like the ICD-10-CA remaining in use (Canadian 

Institute for Health Information, 2023). 

This dual usage of the DSM and ICD has both historical roots and practical implications. 

Clinicians in Canada primarily rely on the DSM for diagnostic purposes, while the ICD 

serves as the coding system for administrative and billing procedures. However, this 

bifurcated approach is not without complications. For instance, the DSM and ICD, although 

largely congruent, have subtle differences in the classification of certain conditions. A 
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clinician diagnosing a patient with Generalized Anxiety Disorder based on the DSM criteria 

may encounter difficulties in finding an exactly corresponding ICD code for billing 

purposes. This discrepancy can lead to data quality issues and potential misrepresentations 

in healthcare statistics. 

Moreover, the DSM employs a categorical approach to diagnosis, where a disorder is either 

present or absent. This is in contrast to the ICD, which adopts a dimensional approach that 

considers the severity and duration of symptoms (First, Reed, Hyman, & Saxena, 2015). 

Such divergence can result in diagnostic and billing inconsistencies. For example, a patient 

diagnosed with Major Depressive Disorder based on the DSM criteria may initially receive 

an ICD code reflecting moderate severity. However, if the patient's symptoms escalate, the 

DSM diagnosis remains static, while a modification of the ICD code to indicate increased 

severity becomes necessary (Zimmerman, Ellison, Young, Chelminski, & Dalrymple, 

2015). 

As psychiatry advances, the imperative to address the complexities arising from the 

concurrent use of the DSM and ICD systems gains importance. This is essential not only 

for diagnostic precision but also for the appropriate allocation of healthcare resources 

through accurate billing. While both the DSM and ICD are subject to ongoing revisions 

aimed at resolving these challenges, vigilance will be required to ensure changes don’t 

inadvertently alter cause errors in interpretations built on the duality of this system. 

Specifically, the Canadian healthcare system should adopt proactive measures, such as the 

formulation of crosswalks or unified diagnostic algorithms, to facilitate the translation of 

DSM-based diagnoses into corresponding ICD codes, and vice versa.  However, even with 

such tools they will need to continually be monitored as these two systems change over 

time. Such initiatives would not only elevate the standard of psychiatric care but also 

enhance the reliability and validity of healthcare data, a critical factor in not only informed 

policy-making and resource distribution but also for use in ML. 
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1.6 Current Landscape: Morbidity, Mortality, and Economic Impact of 

Mental Health  

Building on the complexities of psychiatric diagnosis and the dual use of the DSM and ICD 

systems in Canada, it becomes necessary to delve into the broader societal and economic 

implications of mental health disorders as we look at precision health for individuals. These 

disorders have emerged as a leading cause of disability in developed countries, a trend that 

is projected to escalate significantly in the coming decades (World Health Organization, 

2020). The societal ramifications are multi-faceted, extending beyond the individual to 

affect communities and economies. These include not only the direct costs of treatment but 

also indirect costs such as productivity losses and a diminished quality of life for those 

affected  (Thornicroft, et al., 2017) (World Health Organization, 2020). 

Despite the availability of effective treatments for many mental health disorders, a 

significant gap persists in healthcare access, which further exacerbates the economic and 

societal impact of these conditions (Thornicroft, et al., 2017). This lack of access triggers a 

cascade of economic difficulties, including unemployment, housing instability, and other 

forms of financial distress, thereby amplifying the societal costs (Thornicroft, et al., 2017) 

In some jurisdictions, the economic burden of mental health has even eclipsed that of 

unemployment, emerging as the costliest social issue (Knapp, McDaid, & Parsonage, 

2011). The economic repercussions are intricate and extend to various sectors. Workforce 

productivity is adversely affected, leading to decreased overall performance and output 

(Greenberg, Fournier, Sisitsky, Pike, & Kessler, 2015) (Knapp, McDaid, & Parsonage, 

2011). The financial burden also permeates the healthcare system, encompassing costs 

related to medical care, pharmacotherapy, and ancillary health services (Thornicroft, et al., 

2017). Moreover, mental health conditions can impose a 'career penalty,' restricting job 

opportunities, impeding career progression, and thereby reducing individual earning 

potential (Greenberg, Fournier, Sisitsky, Pike, & Kessler, 2015). 

At the societal level, individuals with mental health disorders are more likely to be 

dependent on government-funded assistance programs, disability benefits, and other social 
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services, further inflating the associated expenditures. The cumulative impact of these 

factors—lower employment rates, reduced productivity, and diminished incomes—can 

exert a downward pressure on a nation's overall economic growth and competitiveness 

(Knapp, McDaid, & Parsonage, 2011). 

Ultimately, the economic and societal toll of mental health disorders is substantial and 

manifests through various channels, including workforce impact, healthcare expenditures, 

reduced earning potential, and increased reliance on social welfare programs. Addressing 

these issues necessitates a multi-pronged approach that spans both individual-level 

interventions and broad policy initiatives. Such comprehensive strategies are essential for 

fostering economic prosperity and enhancing societal well-being, thereby connecting back 

to the need for accurate and consistent psychiatric diagnosis as discussed in the previous 

section  (World Health Organization, 2020; Thornicroft, et al., 2017). 

1.7 Machine Learning: A New Frontier in Psychiatry  

Expanding upon the previous discussions on the complexities of psychiatric diagnosis and 

the economic impact of mental health disorders, the integration of ML in psychiatry 

emerges as a transformative frontier. This technological evolution, often encapsulated 

within the emerging field of computational psychiatry, promises to refine psychiatric 

diagnosis, treatment, and prognosis, thereby potentially alleviating some of the challenges 

discussed earlier. The surge in data availability, along with computational advancements, 

has facilitated the development of algorithms adept at deciphering intricate patterns within 

complex mental health data (Bzdok & Meyer-Lindenberg, 2018; Topol, 2019). 

ML models, a cornerstone of computational psychiatry, employ a data-driven methodology, 

analyzing both historical and real-time data from diverse sources such as electronic health 

records, neuroimaging, genomics, smart devices, and even social media interactions 

(Dwyer, Falkai, & Koutsouleris, 2018; Bzdok & Meyer-Lindenberg, 2018). These models 

offer insights into the biological, psychological, and social determinants of mental health 

disorders, thereby contributing to the formulation of patient-specific treatment plans 

(Dwyer, Falkai, & Koutsouleris, 2018; Thornicroft, et al., 2017). 



10 
 

In terms of diagnosis, ML can mitigate subjectivity and enhance the accuracy and 

consistency of assessments, aligning with the need for precise diagnosis as discussed in 

earlier sections (Koutsouleris, et al., 2016; Thornicroft, et al., 2017). For example, 

algorithms have been developed to identify early signs of schizophrenia and bipolar 

disorder, enabling timely interventions (Koutsouleris, et al., 2016). These techniques also 

show promise in differentiating between disorders with similar symptomatic profiles, which 

is potentially the start to addressing the longstanding issue of symptom overlap in 

psychiatry (Koutsouleris, et al., 2016; Thornicroft, et al., 2017). 

On the therapeutic front, ML facilitates a shift towards precision medicine, aligning 

treatments with individual biological markers and behavioral patterns (Chekroud, et al., 

2016; Dwyer, Falkai, & Koutsouleris, 2018). Predictive algorithms can assist in 

determining optimal drug dosages, identifying likely treatment responders, and even 

predicting potential side effects (Chekroud, et al., 2016; Topol, 2019). 

Moreover, ML is increasingly utilized in the continuous monitoring and management of 

mental health disorders. Technologies such as remote sensing, wearable devices, and 

smartphone applications collect real-time data on mental health parameters, offering 

immediate insights into patients' well-being and treatment responsiveness (J Torous, 2017; 

Dwyer, Falkai, & Koutsouleris, 2018). 

However, the integration of ML in psychiatry, and specifically within the context of 

computational psychiatry, is not devoid of challenges, including data privacy, algorithmic 

bias, and the need for multidisciplinary collaboration (Topol, 2019; Bzdok & Meyer-

Lindenberg, 2018). Addressing these issues necessitates rigorous evaluation, standardized 

methodologies, and guidelines that align with both clinical and technological standards 

(Topol, 2019; Thornicroft, et al., 2017). 

Taken together, ML offers a dynamic and promising avenue in psychiatry, with the potential 

to revolutionize the understanding, diagnosis, treatment, and management of mental health 

disorders. By bridging the gap between extensive data sets and individualized care, ML is 

beginning to contribute to a future in psychiatry that is more precise, evidence-based, and 
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patient-centered (Bzdok & Meyer-Lindenberg, 2018; Topol, 2019; Thornicroft, et al., 

2017). 

1.8 Computational Psychiatry and Disasters 

The emerging field of computational psychiatry seeks to employ mathematical models, 

ML, and computational techniques to understand, predict, and influence mental health 

outcomes (Wang & Krishnan, 2014). At the intersection of this computational methodology 

and the escalating concern of mental health in the face of disasters, lies a promising domain 

for collaborative research and intervention. 

Disasters present complex mental health challenges that are multifaceted in nature, 

involving immediate and long-term psychological effects. The traditional methods of 

mental health assessment and treatment may fall short in capturing and addressing these 

complexities (Shultz, et al., 2014). Computational psychiatry offers the potential to enhance 

the understanding of disaster-related mental health issues by employing data-driven, 

algorithmic approaches to model the underlying mechanisms of psychological responses to 

traumatic events. 

By integrating large-scale data from various sources, such as public health records, social 

media, and self-report assessments, computational models can facilitate the identification of 

patterns, risk factors, and predictors of mental health conditions in the aftermath of 

disasters (Calhoun, et al., 2012). This approach may enable targeted interventions and 

personalized treatments that consider individual variability in susceptibility, resilience, and 

recovery. 

Machine learning techniques provide further potential by allowing for the development of 

predictive models that can identify at-risk individuals or communities prior to or in the 

immediate aftermath of a disaster (Dwyer, Falkai, & Koutsouleris, 2018). Such early 

identification can guide mental health interventions, possibly preventing or mitigating 

severe mental health outcomes. 
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Additionally, computational psychiatry can facilitate the evaluation of intervention 

effectiveness, monitoring of recovery trajectories, and optimization of resource allocation 

in disaster mental health response (Friston, Stephan, Montague, & Dolan, 2014). This 

alignment of computational methods with traditional psychiatric practices may enhance the 

adaptability and efficiency of mental health services in rapidly changing disaster scenarios. 

However, the integration of computational psychiatry into disaster mental health response 

is not without challenges. Again, ethical considerations, data privacy, and security concerns, 

along with the need for multidisciplinary collaboration and adequate training in both 

computational and mental health fields, are essential elements that must be addressed 

(Montague, Dolan, Friston, & Dayan, 2012). 

While computational psychiatry is still working through these issues, the merger of 

computational psychiatry with disaster mental health presents a promising and integrative 

approach for addressing the complex mental health needs arising from catastrophic events. 

By leveraging the strengths of computational methods and data-driven analysis, this 

integrative approach has the potential to advance the understanding, prediction, and 

treatment of disaster-related mental health issues, opening new avenues for timely and 

effective interventions.  This coming at a time when we are seeing a surge in disasters. 

1.9 The Intersection of Precision Health, Public Health Data, and 

Machine Learning  

Looking at the complexities of psychiatric diagnosis, the economic impact of mental health 

disorders, and the transformative role of ML, the intersection of precision health, public 

health data, and ML emerges as an important shift towards a more integrated and 

personalized healthcare system. This convergence draws upon the strengths of each 

domain, aiming to enhance healthcare outcomes at both individual and population levels. 

Precision health is fundamentally rooted in the concept of individualized care, focusing on 

the biological, environmental, and lifestyle uniqueness of each patient (Ashley, 2016; 

Topol, 2019). It employs a tailored approach to prevention, diagnosis, and treatment 

strategies, leveraging genetic and other biometric data to meet the specific needs of the 
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individual (Ashley, 2016; Obermeyer & Emanuel, 2016). In contrast, public health adopts a 

more macroscopic lens, targeting broader communities with the aim of identifying trends, 

implementing preventive measures, and managing health resources effectively (David W 

Bates 1, 2014; Char, Shah, & Magnus, 2018). 

Machine learning serves as a potential intersection point, processing vast and diverse 

datasets to find patterns and correlations that may elude human analysis (Rajkomar, Dean, 

& Kohane, 2019; Topol, 2019). It bridges the gap between the individual-centric focus of 

precision health and the population-based objectives of public health, thereby harmonizing 

personalized and public healthcare (Rajkomar, Dean, & Kohane, 2019; Bates, Saria, Ohno-

Machado, Shah, & Escobar, 2014). 

In the domain of diagnosis, this intersection allows for a nuanced analysis of individual risk 

factors, incorporating both personal and population-level data (Topol, 2019; Rajkomar, 

Dean, & Kohane, 2019). ML algorithms can forecast the risk of specific diseases with 

heightened accuracy, thereby facilitating early interventions and the crafting of tailored 

preventive measures (Topol, 2019; Obermeyer & Emanuel, 2016).  

Furthermore, the collaboration between precision health, public health, and ML enables 

optimal resource allocation (Bates, Saria, Ohno-Machado, Shah, & Escobar, 2014; Char, 

Shah, & Magnus, 2018). By understanding the specific needs and risks associated with 

different population segments, healthcare systems can more effectively and equitably 

allocate interventions and resources (Bates, Saria, Ohno-Machado, Shah, & Escobar, 2014; 

Obermeyer & Emanuel, 2016). 

Treatment strategies also benefit from this convergence. Machine learning models, 

informed by individual patient data and broader population trends, can predict responses to 

various therapeutic interventions (Obermeyer & Emanuel, 2016; Topol, 2019). This data-

driven approach can inform the development of individualized treatment plans, thereby 

elevating success rates and minimizing potential side effects (Obermeyer & Emanuel, 2016; 

Ashley, 2016). 
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However, this confluence is not without its ethical and logistical challenges. The 

management of sensitive health data necessitates robust safeguards, with stringent 

considerations for privacy, consent, and potential biases (Char, Shah, & Magnus, 2018; 

Rajkomar, Dean, & Kohane, 2019). Ensuring that the data also adequately represents 

diverse population groups is paramount to avoid exacerbating healthcare disparities (Char, 

Shah, & Magnus, 2018; Bates, Saria, Ohno-Machado, Shah, & Escobar, 2014). In parallel, 

the economic ramifications of merging precision health, public health data, and ML in 

mental health care are significant. The strategic application of ML to refine diagnostic 

procedures and customize treatment protocols presents an opportunity to diminish the 

financial strain associated with mental health conditions. Achieving this requires 

streamlining treatment methodologies, curtailing unnecessary hospitalizations, and 

enhancing the efficiency of resource deployment. Further, utilizing public health data to 

devise and implement preventive strategies for populations at elevated risk could pre-empt 

the development of mental health issues, further alleviating economic pressures on 

healthcare infrastructures. However, capitalizing on these economic advantages mandates a 

thoughtful navigation of the ethical and logistical complexities tied to data privacy and the 

fair distribution of healthcare resources.  

In summary, the intersection of precision health, public health data, and ML heralds a 

transformative shift in healthcare practice. It integrates the individual-centric approach of 

precision medicine with the broader, population-focused objectives of public health, 

employing machine learning and economics as a catalytic agent for this fusion (Ashley, 

2016; Topol, 2019; Rajkomar, Dean, & Kohane, 2019). While the collaboration promises a 

future where healthcare is both personalized and population-centric, significant ethical and 

logistical hurdles remain to be addressed for its full potential to be realized (Char, Shah, & 

Magnus, 2018; Bates, Saria, Ohno-Machado, Shah, & Escobar, 2014). 

1.10 The Escalating Issue: Mental Health in the Face of Disasters  
Continuing from the transformative potential of ML and precision health in psychiatry, 

another pressing concern that warrants attention and research is the escalating issue of 

mental health in the context of disasters. The increasing frequency and severity of disasters, 

both natural and human caused, have highlighted the importance to comprehend and 



15 
 

mitigate their psychological ramifications. Such events can inflict enduring psychological 

trauma, aggravate pre-existing physical and mental health conditions, and give rise to new 

disorders, particularly when they overwhelm the coping mechanisms of individuals and 

communities (Goldmann & Galea, 2014; Norris, et al., 2002). 

Historically, the focus on the immediate physical health consequences of disasters has often 

eclipsed the equally significant mental health repercussions. However, the growing 

acknowledgment of mental health as an integral facet of overall well-being has catalyzed a 

shift towards a more balanced understanding of the psychological impacts of catastrophic 

events (Norris, et al., 2002; Goldmann & Galea, 2014). 

Disasters exert a profound impact on the social and psychological fabric of communities, 

leading to a myriad of mental health disturbances such as acute stress, anxiety, depression, 

and post-traumatic stress disorder (PTSD) (Neria, Nandi, & Galea, 2007; Shultz, et al., 

2014). These disruptions disproportionately affect vulnerable populations, including 

children, the elderly, and individuals with pre-existing mental health conditions (Felix, et 

al., 2015; Neria, Nandi, & Galea, 2007). 

The intersection between mental health and disasters is intricate, necessitating a dual-

pronged approach to intervention. Immediate mental health care and support are essential 

for mitigating acute distress, while long-term strategies are required for the prevention and 

management of chronic mental health conditions (Shultz, et al., 2014; Reifels, et al., 2013). 

The role of mental health professionals in this context is indispensable, and their 

responsibilities span assessment, immediate intervention, and ongoing care. Effective 

disaster response necessitates interdisciplinary collaboration, involving sectors such as 

public health, social services, private industry, and emergency management, to holistically 

address the complex needs of affected individuals and communities (Reifels, et al., 2013; 

Paton & Johnston, 2001). 

Emerging technologies like telemedicine and online counseling platforms offer innovative 

modalities for delivering mental health support in disaster-stricken areas, facilitating timely 

interventions even in geographically isolated or severely impacted regions (Wind, 
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Rijkeboer, Andersson, & Riper, 2020; Shultz, et al., 2014). However, these technological 

solutions must be seamlessly integrated with traditional, community-based mental health 

services to ensure comprehensive and effective care (Wind, Rijkeboer, Andersson, & Riper, 

2020; Reifels, et al., 2013). 

Moreover, preventive measures and preparedness are integral components of a 

comprehensive strategy to minimize the mental health impact of disasters. Initiatives aimed 

at building community resilience, fortifying social support networks, leveraging new 

technologies and devices, and implementing early intervention strategies could hopefully 

mitigate the psychological toll of these events (Paton & Johnston, 2001; Felix, et al., 2015). 

Ultimately, the burgeoning issue of mental health in the context of disasters necessitates a 

multi-level, integrated approach. This involves the incorporation of mental health 

considerations into disaster response planning, the utilization of innovative technologies, 

the strengthening of community resilience, and the implementation of preventive measures. 

These concerted efforts are critical for mitigating the profound and enduring psychological 

impacts of catastrophic events (Goldmann & Galea, 2014; Norris, et al., 2002; Paton & 

Johnston, 2001). 

1.11 From Innovation to Ethical Application: Navigating Privacy in 

Mental Health Advancements 

As we navigate the intricate interplay between ML advancements and the utilization of 

AHRs, it’s important to address the new privacy and collaboration challenges that come 

with this vast amount of private data. This transition underscores the necessity of balancing 

innovation with strong ethical practice of sensitive data, paving the way for newer and 

nuanced explorations of implementing privacy measures that ensure the responsible use of 

technology in mental health care. The progression into the subsequent chapter reflects this 

critical juncture, emphasizing the importance of safeguarding patient confidentiality while 

leveraging data to enhance mental health outcomes. While this thesis primarily explores the 

potential of AHRs in managing crisis events that significantly impact mental health, we 

begin with an in-depth examination of the privacy concerns associated with AHRs and 
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propose potential solutions to these issues, setting a foundational understanding before 

delving into the specific applications of AHRs in crisis situations. 
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Chapter 2 
Privacy, Collaboration and 
Implementation in AHR Utilization 
 
AHRs have become invaluable assets in mental health research due to their extensive and 

varied data sets (Kisely, et al., 2009). The availability of longitudinal data allows for deep 

explorations into patient history, offering insights that would otherwise be unavailable. Yet, 

the richness of AHRs poses a dilemma as it simultaneously makes them a hotbed for 

potential breaches in patient confidentiality (Giuffrè & Shung, 2023). Luckily technologies 

like synthetic data are starting to help address some of these problems.  Synthetic data is a 

technological solution engineered to create data sets that mimic original data structures 

while de-identifying individual records (Emam, et al., 2012). The intention here is that 

synthetic data offer a viable alternative to direct data sharing by preserving the utility of 

AHRs while minimizing privacy risks. 

While existing privacy mechanisms like cell-size measure and k-anonymity offer a 

semblance of data protection, their applicability in the context of AHRs is fraught with 

challenges. The cell-size measure, although endorsed by Health Canada and the Treasury 

Board of Canada, is still subject to methodological inconsistencies, as different entities 

adopt different cell sizes ranging from 5 to 20, depending on the sensitivity of the data. This 

inconsistency calls into question the uniform applicability of the measure across different 

datasets and jurisdictions. 

Moreover, even sophisticated techniques like the addition of Gaussian noise or 

cryptographic measures can sometimes introduce a level of complexity that obstructs quick 

and efficient data utilization. Additionally, these techniques may degrade the quality of 

data, making it challenging to make patient-level predictions or analyze outliers in the 

healthcare system efficiently. This points to an overarching issue: the trade-off between 

privacy and data utility, which remains a persistent concern in the realm of AHRs. 



23 
 

Despite existing limitations, there are promising avenues for advancing the ethical and 

practical utilization of AHRs in mental health research. For instance, more granular 

methods of data anonymization, such as differential privacy, are currently being researched 

and could offer more robust privacy protections without sacrificing data utility (Dwork & 

Roth, 2020). Moreover, the concept of “reasonable risk” could be standardized across 

jurisdictions, thus offering a more unified approach to data privacy. 

Above all, there is a compelling need for a multidisciplinary collaboration involving 

lawmakers, clinicians, and academics to reassess and potentially redesign the legislative 

frameworks that govern the use of AHRs. Such a collaborative effort could lead to more 

nuanced and adaptable laws that align with the ever-evolving landscape of mental health 

research and its inherent data complexities. 

This chapter aims to shine a light on the intricate issues surrounding the utilization of AHRs 

in mental health research. While synthetic data presents a promising avenue for mitigating 

privacy concerns, there are notable gaps and limitations in existing privacy measures. As 

we move forward, the balancing act between data utility and patient privacy will require a 

multidisciplinary approach to bring about legislative reforms that are both pragmatic and 

ethical. Thus, the onus is on a collective effort from all stakeholders to ensure that AHRs 

can be utilized effectively and responsibly in the field of mental health. 

The following paper that sets out to explore the issues with privacy, as it relates to personal 

data, a critical component of AHRs, is intended to be published, and is currently awaiting 

journal acceptance. 
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2.0 Practical Steps in Implementing Privacy Measures with Synthetic 

Health Data 

 

2.1 Abstract 

Privacy concerns related to use of sensitive personal healthcare information are a consistent 

concern for innovators in both academic and industrial sectors as a barrier to healthcare 

data access. Synthetic data (new data generated from the original data) is becoming one of 

the approaches that innovators use to reduce privacy concerns while conducting research or 

building translational tools. Synthetic data serve to replicate the patterns within the original 

data, without containing the personal information of “real” participants. In this article, we 

discuss potential barriers to implementation of synthetic data from a legal and practical 

perspective. 

2.2 Introduction 

Health data utilization is important for improving health outcomes but its effective sharing 

poses challenges due to patient privacy, and confidentiality obligations. Privacy refers to an 

individual’s right to withhold personal information, while confidentiality involves the 

recipient’s duty to protect shared information from unauthorized access (Alpert, 2003; Jr & 

Clayton, 1996). The current data-sharing processes in healthcare, such as sharing electronic 

health records (EHRs), require stringent protection of patient confidentiality. To enable 

patient confidentiality, the process of data storage often modifies data structures, revalues 

data fields, converts data types, and eliminates potential identifiers to uphold privacy, 

consequently removing details vital for developing healthcare applications (Office of the 

Privacy Commissioner of Canada, 2020). One such application is predicting individual 

patient outcomes, which is an essential aspect of precision medicine, a new field seeking to 

optimize medical decisions for individual patients using various forms of patient data 

including demographics and biological parameters. (Gonzales, Guruswamy, & Smith, 2023; 

Horgan, et al., 2015; MacEachern & Forkert, 2021).  The modification of data to enable 
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patient confidentiality causes a barrier in achieving individual-level predictions. Hence, we 

must explore effective ways to balance data usability with privacy and confidentiality.  

Synthetic data may be a way for us to share the data without patient confidentiality 

concerns, and compromising data structure for making individualized predictions. Synthetic 

data may offer a more protective approach to sharing information compared to common 

methods such as de-identification, where 18 types of protected health information like 

names, medical record numbers, and biometric identifiers are removed from the health data 

(Chevrier, Foufi, Gaudet-Blavignac, Robert, & Lovis, 2019; Office for Civil Rights, 2022). 

While these traditional methods remove or replace identifiable information, they can still 

leave data vulnerable to re-identification through techniques where other data records (i.e. 

voter list) can be linked to the de-identified health data (Benitez & Malin, 2010). Although 

synthetic data does not completely eliminate the risk of re-identification, it significantly 

reduces it by creating entirely new data that mimics the structure and statistical properties 

of the original data, without directly corresponding to any real individual. Hence, synthetic 

data can be used in many ways to improve patient care, as researchers can use synthetic 

data for precision healthcare to improve patient diagnosis and treatment reducing the 

chances of compromising patient privacy (Chen, Lu, Chen, Williamson, & Mahmood, 

2021).   

To illustrate the potential of synthetic data to develop healthcare applications for 

individualized predictions, the US Department of Veteran Affairs utilized the synthetic data 

of veterans to identify risk factors for chronic illnesses and suicide in the veteran population 

and reduce the incidence of these events (Purnell, 2020). However, this use case represents 

an internal tool within US Veteran Affairs. As a result, barriers still exist to accessing the 

veteran data by external researchers due to patient confidentiality of the individuals within 

the data.  Working towards a more standardized approach for data usage within existing 

legal frameworks may alleviate confidentiality concerns and allow for increased access to 

healthcare data and sharing with external researchers.  A major concern with this data is 

privacy-related, where it is crucial to ensure that there are proven standardized methods to 

balance maintenance of privacy and confidentiality, while preserving the critical 

information used for individual-level predictions. Another problem with the utilization of 
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synthetic data is de-identification for rare events (e.g. rare healthcare conditions) to ensure 

that individuals cannot be identified based on rare identifiers. In this commentary, we will 

discuss the current legislation for the use of synthetic data, practical considerations for 

creating new legislation or amending legislation to enable the use of synthetic data, and 

expand on future solutions to improve access to healthcare data.  

2.3 Defining the Problems with Synthetic Data Usage 

Currently, there are gaps in addressing privacy-related North American legislation on 

governance of synthetic data use, and the processes to create synthetic data. At this time, 

various Canadian entities are beginning to act on related privacy and access concerns in 

health, including the Office of the Privacy Commissioner (OPC) of Canada, which has 

identified the current laws as a challenge to implementing synthetic data (Office of the 

Privacy Commissioner of Canada, 2020).  Recommendations included increasing the 

flexibility of  PIPEDA (Personal Information Protection and Electronic Documents Act) 

and changing the current federal legislation to provide additional protection for personal 

information that has been de-identified and authorized for use for certain purposes (e.g. 

establishing prohibitions on data matching/re-identification where synthetic data could lead 

to tracing back to specific individual identities) (Office of the Privacy Commissioner of 

Canada, 2020).    

In addition to the recommendations set by OPC, individual Canadian provinces have also 

set out their recommendations and steps for using synthetic healthcare data. The 

Information and Privacy Commissioner of Ontario, for example, put forward guidelines for 

the de-identification of structured data as early as 2016 (Information and Privacy 

Commissioner of Ontario, 2016).  In 2019, the Winnipeg Regional Health Authority took 

steps to modernize a more flexible system, enabling more public-facing data to be shared 

with privacy protecting mechanisms for rare cases (Wilkinson, Green, Nowicki, & Von 

Schindler, 2020).  Alberta is also exploring synthetic data projects related to health data 

utilization in 2021 to put more information into the hands of researchers and private 

innovators (Global Newswire, 2021).   
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Like Canada, the United States does not currently have specific legislation targeted towards 

the governance and usage of synthetic data for healthcare applications. Existing legislation, 

like HIPAA (The Health Insurance Portability and Accountability Act of 1996) governs 

private patient data but does not fully address the complexities of synthetic data usage 

(Price, 2021).  Currently, HIPAA governs identifiable health data, containing 18 types of 

identifiers, like zip code and demographic information (Price, 2021; Office for Civil Rights, 

2022). To allow for the use of patient data in developing precision health tools, the 

identifiable data types must be removed, or patient consent must be obtained (Price, 2021). 

However, removing identifiable data types may remove information like demographic 

information that may be important for developing precision health tools for different groups 

of people. In this context, synthetic data would be ideal for use in its stead.  

Despite the effort in defining and identifying the current regulations surrounding the usage 

of synthetic data, there still exist challenges surrounding widespread implementation of 

new regulations for regulating synthetic data. One such challenge is conveying an 

understanding of the techniques surrounding how synthetic data are generated, whether the 

synthetic data maintains the same properties as the original data, and if individual identities 

are protected.  

2.4 Practical Considerations 

Within the legal framework surrounding data privacy, it is clear that there must be 

legislation defining both how we evaluate synthetic data to protect the confidentiality of the 

individuals who are the subjects of the data, and how synthetic data may be used by 

researchers, governments, and private companies. An example of a challenge related to 

synthetic data use was the complaint filed under PIPEDA against Facebook/Meta regarding 

the mishandling of personal contact data on the Facebook social media site (CanLII, 2018). 

Specifically, when individuals downloaded their personal contact information using the 

“DYI” or Download Your Information tool, individuals downloaded personal contact 

information not imported by other users, raising concerns regarding how individual 

persons’ data were used by Meta. The error within the DYI tool was likely due to the 

inadequacy regarding how Meta tested their new tools with synthetic data; the new tools 
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functioned differently with synthetic data compared to real data. Hence, as the synthetic 

data were not representative of real data, the bug within the DYI tool was not 

detected.  While Facebook submits that the storage error could not have been detected 

easily via testing, that is not to say that the error could not have been detected with the 

appropriate measures in place. This may reflect limitations in the synthetic data used for the 

testing, or the means by which it was compiled. This indicates the importance of 

understanding how to evaluate synthetic data in relation to matters including when, where 

and how such data may be used to support appropriate amendments to legislation. 

Furthermore, there should be regulations on how synthetic data must be evaluated in terms 

of whether it functions similarly to real data for creating data tools or testing existing tools. 

If Meta as the custodian kept a separate system to verify their findings and determine if 

their processes were working appropriately, this could have avoided the public concerns 

that the synthetic data use caused.  

Despite the need for legislation surrounding synthetic data, one of the biggest barriers to 

changing our current data privacy legislation to regulate synthetic data use is the 

‘disconnect’ between synthetic data research and policy aimed at appropriate legislative 

amendments.  Researchers who study how best to create or test synthetic data often focus 

on a complex battery of tests including Chi-square, the Kolmogorov-Smirnov test, and 

simulated cyber-attacks to see whether and how easily they are able to reconstruct the 

original data from the synthetic data. They use other complex evaluation metrics to 

demonstrate the probability of revealing individual identities within a given health data set 

(Choi, et al., 2018; Hayes, Melis, Danezis, & De Cristofaro, 2017). This approach is based 

on trying to find the optimal method to maximize privacy, while maintaining the details and 

patterns within the data set so that the data can be used to develop precision health tools. 

The challenge with such techniques is that they are always changing and their combined 

use requires an advanced understanding of statistics and other analytical methods. This is 

not typically an area of expertise for policy and lawmakers. Lawmakers who lack a 

sufficient understanding of synthetic data creation and use, and the related legal and 

practical issues associated with the use of synthetic data in applied situations, represent a 

significant barrier for the creation of sound legislative options.  
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Due to the innovative nature of synthetic data, another significant barrier to sound 

legislative changes is the dearth of precedent in law around the use of techniques applied to 

ensure that synthetic data mimics the original data while maintaining privacy.  This 

underlines the need for policymakers and legal experts to consult with multiple external 

domain experts who can compare these methods against other privacy-enhancing 

technologies.  This is not only time-consuming and costly but can also be inhibited by a 

domain expert’s inability to articulate the complexities of the issue and their possible 

biases.  Further, external domain experts may have biases and doubts about newer methods, 

putting at risk the positive appraisal of synthetic data metrics.  

In addition to the practical considerations for protecting the privacy of the individuals 

within healthcare data, we also need to consider legislation that governs how the synthetic 

data must be used. Hence, it is important to evaluate whether synthetic data use can benefit 

current projects within academia, industry, or government.  While synthetic data represents 

a useful tool, much of the research done to date does not consider standard data pipelines, 

such as the CRISP-DM model used in industry (Chapman, et al., 2000). The CRISP-DM 

model, as seen in Figure 2.1, is a data mining methodology that is useful as a framework 

for synthetic data, as it provides a clear and concise framework for data preparation, 

modeling, and deployment.  Methodologies, like CRISP-DM are an essential step in 

applying synthetic health data into company processes, as the companies wishing to 

implement synthetic data need to incorporate and deploy them within their existing 

structure.   
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The final practical issue is how 

the synthetic data should be 

evaluated in terms of how well it 

can protect the privacy of the 

individuals within the original 

data. For example, the Treasury 

Board of Canada, the federal 

Ministry of Health, and some 

regional health authorities in 

Canada use the aggregated cell-

size measure to assess the degree 

of de-identification within 

patient data (Health Canada, 

2019; Treasury Board of Canada, 

2020; Wilkinson, Green, 

Nowicki, & Von Schindler, 2020).  The primary intent of this measure is to protect privacy 

when releasing information about individuals to researchers or the public in a consistent 

manner (Health Canada, 2019).  The cell-size measure looks at every observation of a 

patient in a dataset to determine how many other observations of the same type exist for 

other patients.  The smaller the number of individuals with the same observation, the 

greater the patient’s uniqueness and risk to privacy exists.  To address this issue, 

organizations such as Health Canada, Treasury Board of Canada, and the Winnipeg Health 

Authority have set thresholds between 5 and 11 observations that must be the same in other 

patients or the data must be removed (Health Canada, 2019; Treasury Board of Canada, 

2020; Wilkinson, Green, Nowicki, & Von Schindler, 2020).  This helps maintain 

confidentiality by reducing one’s ability to guess a patient’s identity correctly.  It is 

important to note here that in the realm of big data and the sharing of information, it is 

impossible to completely eliminate the risk of exposing someone’s identity within the 

context of healthcare data; therefore, we ought to view the issue through the lens of 

reasonable risks to disclosure. Health Canada, for example, sets a high threshold; it has 

adopted a risk threshold of 11 patients that must have the same set of indirectly identifying 
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variables to provide what they see as a reasonable level of privacy protection when 

releasing data that may become publicly available (Health Canada, 2019). Similarly, in the 

United States, HIPAA (Health Insurance Portability and Accountability Act) uses k-

anonymity, which dictates that for each of the identifiers, there must be at least k-1 number 

of records that contain the same (El Emam & Dankar, 2008; Office for Civil Rights, 2022). 

Although other techniques might achieve a better level of de-identification or 

anonymization, they do so by adding new complexity to a situation that already has a 

possible improved solution, further delaying implementation.  Multiple privacy enhancing 

techniques have been recommended as additional layers of privacy protection, including the 

addition of Gaussian noise, cryptography to scramble data, manual de-identification by a 

trusted third-party, federated analysis, etc. (Emam, Moura, Locton, Jonker, & Kardash, 

2021).  There is no exception for synthetic data. In fact, implementing a technique like cell-

size measure prior to the generation of synthetic health data would help address a 

fundamental concern of privacy for policy makers.  If something like a cell-size measure is 

first applied to the original healthcare data, then the data would already meet a common 

measure of privacy. Hence, any synthetic data generated from the original healthcare data 

would naturally have the same protection as the pre-assessed original healthcare (Emam, 

Moura, Locton, Jonker, & Kardash, 2021).  This does not mean that the cell-size measure is 

perfect.  Despite the establishment of privacy protection measures like cell-size and k-

anonymity for assessing the degree of de-identification within health data, there are 

limitations for the use of these metrics for assessing privacy within health data. 

Specifically, for the cell-size measure, preferences for how it is implemented vary  between 

different entities, with the cell size ranging from 5 and 20 depending on how sensitive the 

data is (Information and Privacy Commissioner of Ontario, 2016; Treasury Board of 

Canada, 2020; Wilkinson, Green, Nowicki, & Von Schindler, 2020). This is because the cell 

size measure can be based on a single feature in the dataset or a cluster of features 

containing sensitive information. Furthermore, for health data for small populations that 

have unique attributes, the application of cell-size anonymity or k-1 anonymity may not 

work well for these data sets, as important details within the data may be removed, leading 

to information loss (El Emam & Dankar, 2008).  While other standard techniques can be 

used, they achieve disclosure risks with synthetic data that are substantially lower than the 
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typical cell size measure of 0.09 and exist outside the legally accepted framework of cell-

size (Mosquera, et al., 2023).  While techniques like these may be better at accounting for 

both count size and attribute groupings, they often either degrade the structure of that data, 

harming the validity of any prediction thereafter, or they become too generalized to make 

patient-level predictions.  In the case of Mosquera et al. (2023), the model was limited 

where individuals with the greatest number of interactions within the healthcare system 

were not modelled, emphasizing how techniques like this still struggle to highlight the 

impacts of important and costly outliers in the healthcare system.  In these examples, the 

cell size measure and k-anonymity still allow for a more reasonable range of variance on 

count and grouping of features, while still maintaining a well understood privacy measure 

that is recommended by government agencies (Treasury Board of Canada, 2020).  

2.5 Conclusion 

The healthcare industry is at a crucial juncture when it comes to the use of sensitive 

personal healthcare information. While innovators in both the academic and industrial 

sectors are exploring various methods to reduce privacy concerns, there is a risk that these 

efforts could remain fragmented if a call to action is not made. If stakeholders continue to 

work independently on their own business problems or research ideas, it will be challenging 

to identify and overcome potential barriers to the adoption of health-related synthetic data. 

To ensure that progress is made in this area, a combined effort between academic and 

industrial sectors is necessary. First, legal experts should be encouraged to work with 

innovators to ensure that the use of health-related synthetic data complies with current 

regulations related to data privacy and protection. Furthermore, effort from law makers, 

academics and industry specialists should be invested in harmonizing the inconsistent lines 

of current health related synthetic data research and development of future legislation 

surrounding data usage and assessment. Second, researchers and industry specialists must 

engage in open dialogue with stakeholders. This will help to address concerns and increase 

acceptance of the use of synthetic health data among potential investors or other 

organizations that may want to work with or develop synthetic health data technologies.  As 

it stands, privacy of healthcare data is a scary topic of discussion amongst many industry 

specialists. By involving key players in discussions about synthetic data and other privacy-
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preserving technologies, we can work together to ensure that these approaches are 

effectively implemented and widely adopted. Finally, investments should be made in 

research to improve the quality of synthetic health data technologies, in addition to the 

platforms used to interact or work with the synthetic data. This will help to overcome any 

skepticism that stakeholders may have about the use of synthetic data with health data. In 

all, finding solutions to privacy concerns related to sensitive personal healthcare 

information is essential to facilitating access to valuable healthcare data while protecting 

patient privacy. By taking a collaborative and comprehensive approach, we can make 

significant strides in this area and ensure that healthcare data is used to its full potential. 

2.6 Bridging Data Privacy and Prediction: Toward a Holistic Approach 

This chapter's discussion on the challenges and potential solutions surrounding the privacy 

of sensitive health information sets the stage for the responsible application of ML within 

the realm of prediction and research. This also underscores the necessity of a 

multidisciplinary approach that not only leverages the power of ML algorithms and AHRs 

but also adheres to stringent privacy standards to protect patient information. 

When considering predictive models developed for opioid overdose in the next chapter, it is 

important to keep in mind the privacy safeguards discussed in here. Ensuring the ethical use 

of AHRs in such predictive endeavors requires a collaborative effort among data scientists, 

healthcare professionals, and policymakers to implement privacy measures effectively.  

Research alone will not help overcome these barriers. Moreover, this intersection opens 

avenues for future research to refine these models further, incorporating a broader spectrum 

of data while maintaining the integrity and confidentiality of individual health records. 
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Chapter 3  
Opioid Overdose Prediction using 
Machine Learning and AHRs 
 
This section specifically focuses on opioid overdose prediction through ML algorithms 

applied to AHRs. This study is both timely and relevant given the alarming surge in opioid 

overdose cases, particularly accentuated by the COVID-19 pandemic. 

The opioid crisis represents not merely an isolated public health concern but an issue 

intricately connected with mental health. Opioid dependence and abuse have been linked 

with a myriad of mental health disorders including depression and, highlighting the need 

for an interdisciplinary, data-driven approach in understanding and mitigating its impact. 

This case study capitalizes on ML techniques to discern patterns and risk factors that 

traditional statistical methods might overlook. By using AHRs, which offer a rich, 

longitudinal treasure trove of healthcare encounters, prescriptions, and outcomes, the model 

endeavors to predict the likelihood of opioid overdose with improved accuracy and 

granularity. 

Critiques of the Paper 

While the study makes significant strides in the application of AHRs for predicting opioid 

overdose risks, several limitations and areas for improvement warrant discussion. Firstly, 

ML models are only as robust as the data they are trained on. Given that AHRs are 

administrative in nature, they may lack certain clinical or psychosocial variables crucial for 

a more holistic understanding of opioid overdose risks. The omission of these variables 

could inadvertently introduce bias or limit the model’s predictive power a challenge that 

was already noted in Chapter 1. 

Secondly, the study does not address the ethical implications tied to the utilization of AHRs 

in the realm of mental health research comprehensively, as discussed in Chapter 2. While 

AHRs offer an invaluable resource, they also come fraught with privacy concerns. The 
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operationalization of privacy safeguards, which the dissertation covers in Chapter 2, should 

be revisited and explicitly linked to the methodologies employed in this particular case 

study. 

Future Research Directions 

As for future avenues of research, this case study can serve as a stepping stone for more 

expansive, multimodal predictive models. Given that mental health and opioid use 

disorders are multifactorial in nature, incorporating data from wearable devices -which 

capture real-time physiological and behavioral markers -could add another layer of 

precision to the predictive algorithms. 

Furthermore, it would be insightful to extend the ML models to post-disaster scenarios. As 

the final section of this dissertation suggests, AHRs have untapped potential in forecasting 

mental health outcomes in such contexts. By refining the algorithms to account for the 

unique stressors and healthcare utilization patterns that emerge post-disaster, a more 

nuanced understanding of opioid overdose risks within these high-stress environments 

could be achieved. 

In conclusion, this section of the dissertation showcases the efficacy of leveraging ML 

algorithms and AHRs to predict opioid overdose risks, thereby contributing to the broader 

agenda of optimizing mental health care through data-driven methodologies. However, it 

also underscores the need for interdisciplinary collaboration and ethical scrutiny to fully 

realize the transformative potential of AHRs in mental health research. 

Please note that this manuscript is in the process of submission to academic journals and 

awaits final confirmations from all contributing authors. 
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3.0 Population-level individualized prospective prediction of opioid 

overdose using machine learning and administrative health data 

3.1 Abstract:  

The opioid overdose epidemic has rapidly expanded in North America, with rates 

accelerating during the COVID-19 pandemic. This study aims to develop and validate a 

population-level individualized prospective prediction model of opioid overdose (OpOD) 

using ML and administrative health data in Alberta, Canada. Our analysis of cohort data 

from 2018 to 2020, approximately 4 million people, showed that the model achieved a 

balanced accuracy of 83.7%, 81.6%, and 85.0% in each year, respectively, with 

corresponding area under the receiver operating characteristic curve (AUC) values of 

89.2%, 86.9%, and 89.8%. Drug/alcohol abuse/dependence, all substance use claims, 

depression, neurotic/anxiety/obsessive compulsive disorder and superficial skin 

injury/contusion/non-serious burns derived from variables by the Canadian Institute for 

Health Information (CIHI), and physician claims of depression are top predictors for 

OpOD. This study provides a foundation for a sustainable and adaptive modeling 

framework for individual-level prospective OpOD prediction at a population-level, which 

can inform targeted interventions, policy, and treatment planning. 

3.2 Introduction 

Opioid overdose is a rapidly growing epidemic in North America.  In Canada, 30,843 

people have died from apparent opioid-related overdose, between January 2016 and March 

2022 (Government of Canada, 2023; Vojtila et al., 2020). During the COVID-19 pandemic, 

overdose rates have only accelerated, with a 24% increase in opioid-related poisonings in 

the first half of 2022 alone (Government of Canada, 2023). The United States is facing a 

similar crisis reporting 212,892 opioid-related deaths between 2017 and 2020 (National 

Institute on Drug Abuse, 2022).  Given the new realities of the COVID-19 pandemic and 

the acceleration of the size and scope of the opioid crisis in North America, we need to 
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explore all potential risks related to drug overdose and death and identify actionable factors 

for intervention to help patients and their communities. 

Rising research interests in the clinical applications of OpOD prediction have emerged due 

to the increased availability of cross-linked population-level administrative health data and 

Electronic Health Records (EHR) data (Tseregounis & Henry, 2021). The use of advanced 

machine-learning algorithms further enables the creation of generalizable models capable 

of making individual-level predictions, demonstrated by prior work of successful prediction 

of opioid use disorder and risks of adverse outcomes (Liu et al., 2022; Sharma et al., 2022).  

One challenge of existing studies is the lack of population-level representative data, a 

problem exacerbated by non-universal or stratified access to health insurance. For example, 

in the United States in 2018, public health plans covered only 34.4% of the population, and 

8.5% were not insured at all (Berchick et al., 2019). Non-representative data could 

introduce bias into the studies, affecting the generalizability and reliability of the 

predictions.  

Predicting opioid overdoses with ML using data and algorithms can enable targeted 

interventions to prevent such overdoses from occurring at both the individual and 

community levels. Current clinical applications of overdose predictions mainly involve 

cross-linking population-level Electronic Health Records (EHR) data with other forms of 

administrative data, focusing on a broad, community-based approach rather than individual-

level analysis.  

Advanced machine-learning algorithms could enable precision models with the capability 

for individual-level predictions (Tseregounis & Henry, 2021). This can involve analyzing 

various types of data, such as medical records, demographic data, location-based variables, 

and other health-related information, to identify patterns and trends that may indicate an 

increased risk of overdose or death. For example, Ellis et al. (2019) found that they could 

train a machine learning model to predict patients receiving a diagnosis of substance 

dependence using EHR patient data. The model was able to predict substance dependent 

patients correctly 92% of the time and non-substance dependent patients correctly 76% of 

https://www.zotero.org/google-docs/?o2qOYL
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the time, with pain related symptoms and mental health issues as key factors for predicting 

OpOD (Ellis et al., 2019). 

Other researchers have looked at neighborhood-level variables related to opioid overdose 

deaths in their efforts to develop intervention resources. Schell et al. (2022) looked at 206 

neighborhood-level demographic variables derived from the US Census Bureau’s American 

Community Survey from 2016–2019. The model examined injuries in neighbourhoods, 

regardless of residence within that neighbourhood, and then examined specific factors of 

the community. Factors include: rates of education, income, employment, social isolation, 

educational attainment, income, disability, employment, and age of housing (Schell et al., 

2022). This model was able to identify 40 predictors that together explained approximately 

17% of the variance in fatal overdose rates for those individuals. Using a model like this 

can help hospitals and policy makers make more informed decisions on the opioid crisis 

based on communities.  

In the current study, we developed an administrative health dataset based on population-

level administrative health data from the Government of Alberta, Canada. Administrative 

health data were already collected and updated routinely, providing a sustainable data 

source. We applied a machine-learning algorithm validated first using a held-out sample, 

and longitudinally validated using subsequent cohorts. For example, for the 2017 cohort, 

predicting variables were developed based on information available in 2017, and a model 

was trained using this feature set to predict OpOD outcome in 2018. We then temporally 

validated this model by providing the model with predicting variables based on 2018, to 

predict OpOD outcomes in 2019.  This approach aimed to assess the model’s ability to 

generalize and perform accurately on new, unseen data within a different time frame. The 

model’s performance was similar and promising across the two timeframes, suggesting that 

establishing an adaptive modeling framework with continually updated models could be a 

viable approach for maintaining its accuracy and generalizability on individualized OpOD 

prediction. In this study, we aim to validate a novel sustainable and adaptive modeling 

framework for individual-level prospective OpOD prediction.  
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3.3 Methods 

3.3.1 Data source 

This study was a retrospective study where we included individual-level information of 

different types (e.g., demographic, socio-economic, health utilization) that were collected 

by the Alberta Ministry of Health and cross-linked and analyzed by the authors. The linked 

administrative health data were prepared based on Alberta Health Care Insurance Plan 

(AHCIP) Practitioner Claims, the National Ambulatory Care Reporting System (NACRS), 

the Canadian Institute of Health Information Discharge Abstract Database (DAD), the 

AHCIP Population Registry Database, Alberta Pharmaceutical Information Network (PIN) 

database, data from the Canadian Institute of Health Information (CIHI), and Alberta 

Health Services Drug Supplement Plan database (AHSDSP). All databases accessed are 

universal within the Alberta population.  

3.3.2 Study Cohort 

Four cohorts of all Alberta residence (approximately 4 million) were developed based on 

data retrieved from fiscal year 2017, 2018, 2019, 2020 and 2021 (April 1st to March 31st of 

the following year). For each cohort, we included all individuals with an active AHCIP 

status, who had used the system in the past two years. 

The prospective OpOD outcome was derived from the fiscal year following the cohort (e.g., 

OpOD events in 2018 for the 2017 data) based on the International Classification of 

Diseases, Ninth Revision (ICD-9) code 965.0 in practitioner claims data, and International 

Statistical Classification of Diseases and Related Health Problems, Tenth Revision (ICD-

10), code T40.1, T40.2, T40.3, T40.4 and T40.6, in ambulatory, inpatient data (Lo-Ciganic 

et al., 2019). The OpOD status was binary coded and labeled as 1 if a patient had at least 1 

incident of OpOD in the fiscal year following the cohort, and 0 if no incident was found in 

the administrative health records.  

Candidate predicting variables or “features” for machine-learning, were developed based 

on the cohort’s fiscal year, with a total of 368 features, including health system utilization 

indicators (e.g., number of family physician visits), demographics (e.g., age, sex), opioid 

https://www.zotero.org/google-docs/?ukrqBj
https://www.zotero.org/google-docs/?ukrqBj
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specific indicators (e.g., opioid use disorder), substance abuse and related disorders (e.g., 

alcohol, nicotine), and CIHI groupers (Canadian Institute for Health Information, 2023) that 

identified other physical and mental health indicators (e.g., chronic pain, hepatitis, 

depression). 

3.3.3 Data preparation and modeling pipeline 

SAS 9.4 and SAS Viya Data Studio software were used for data preparation. Model 

features that represent frequency of occurrence and binary risk indicator had no missing 

data. Zero is interpreted as zero occurrence or lack of evidence.  

The prepared data were then processed through a modeling pipeline (see Figure 3.1) 

developed using SAS Viya Model Studio software, version V.03.05. Because OpOD is a 

rare event in population data (e.g., 0.10% of the population in 2017), there’s a severe class 

imbalance that would impact model building (Cartus et al., 2023). Class imbalance refers to 

a situation in machine learning where the number of observations in one class significantly 

outweighs the observations in the other class, in this case, the instances of OpOD compared 

to non-OpOD. This imbalance can lead to biases in the model as a model can simply 

predict all cases as the majority class to produce high accuracy.  In our exploration of the 

imbalanced data we ran a number of single Gradient boost models on the data, all achieving 

roughly a 0% sensitivity. To address the class imbalance in our ML pipeline, we used an 

under-sampling technique and devised 50 subsamples that each included all subjects within 

the OD cohort, joined with a stratified random sample drawn from subjects with no OpOD 

records, matched by Age, Sex, and sample size. Each of the subsamples has a 1:1 ratio of 

OpOD and no OpOD subjects, allowing the ML model to learn characteristics from the 

OpOD patients. The 50 subsamples were further split into training and validation sets, 

where 70% of the data were used for model training and 30% of the data were used for 

validation. This split ran through Gradient boosting nodes in SAS Viya to learn base models 

for classifying OpOD, optimizing for logistic loss, a measure of how well the model can 

make correct classifications. Each of the 50 models were setup to perform auto-tuning, 

which performed adjustments to the following parameters: number of trees, number of 

inputs to consider for split, learning rates, subsample rates, L1 & L2 regularization (SAS, 
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2019). A Gradient boosting model is a machine learning algorithm that iteratively combines 

multiple weak decision trees to create a stronger, more accurate model by adjusting the 

weights of the trees and reducing errors in the predictions. The parameters optimization 

method used for our model was a grid search algorithm, with the initial values used for the 

baseline model set to default values provided by the SAS model (SAS, 2019). The 50 

models trained and validated using the subsamples were then put through an ensemble 

node. The ensemble node took the average of the predicted probabilities to combine the 

models and determine the top contributing features. By averaging the probabilities, the 

ensemble model reduces the impact of individual model biases or errors to improve the 

prediction accuracy. A predicted probability of 0.5 was used as a threshold to classify 

OpOD (>= 0.5) and No OpOD (< 0.5). The entire 2018, 2019, 2020 cohorts were used as 

testing data to evaluate the ensemble model (see Table 3.2). The top five features of the 

models were evaluated based on the ranking of feature importance in the ensemble model. 

In SAS, relative feature importance is a metric used to quantify the contribution of each 

feature to the predictive performance of the model. It helps to identify the more important 

features driving the model predictions and is valuable for interpreting the models outputs 

(SAS, 2019).  

 

Figure 3.1. ML pipeline flow chart. Fifty subsamples with 1:1 ratio of OpOD and non-OpOD were 
first derived from the 2017 cohort. Fifty gradient boosting models were trained and validated for 
each sample, then ensembled. The ensemble model was tested using 2018, 2019, and 2020 cohort 
respectively.   
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3.4 Results 

For each cohort (2017-2020), the treated prevalence rate of OpODs in the population 

remained under 0.2% (Table 1).  Despite the large imbalance in our data the final ensemble 

model obtained an AUC of 89.17%, a balanced accuracy of 82.74%, an average of 

sensitivity of 75.8% and specificity of 89.7%, from the reserved 2017 validation data. The 

trained model was then applied to the full 2018-2020 cohorts (N=4,095,364-4,203,233). 

The sensitivity in the subsequent years 2018-2020 achieved 78.1%, 68.4%, and 77.9% 

respectively, while specificity was 89.3%, 94.8%, and 92.1%, respectively (Table 3.1). 

From the 368 features, the top five predictors were CIHI drug & alcohol abuse, substance 

abuse records from claims, CIHI Depression, CIHI anxiety & obsessive compulsive 

disorder, and physician claims of depression (Table 3.2). Claim records were stronger 

predictors than inpatient records, emergency department records, and ambulatory records. 

Although the model was trained on 2017 administrative health record data, the balanced 

accuracy of prospective prediction on longitudinal testing data in the entire cohorts of 2018, 

2019 and 2020 were greater than 80% obtaining 83.7%, 81.6%, and 85.0% (Table 3.1). 

Table 3.1. Model performance 

Cohort  N Total Npatient 
OpOD 
(%) 

Balanced 
Accuracy 

Sensitivity  

 

Specificity AUC 

2018 4095364 3260 
(0.08) 

0.837 0.758 0.893 89.2% 

2019 4163304 4223 
(0.10) 

0.816 

 

0.684 0.948 86.9% 

2020 4203233 5240 
(0.12) 

0.850 

 

0.779 0.921 89.8% 

Notes. AUC denotes Area Under the Receiver Operating Characteristics Curve.   
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Figure 3.2. Receiver Operating Characteristics Curve (ROC) for the years 2018-2020: Model 
evaluation for predicting opioid overdose in a given year.  
 
3.4.1 Top predictive features  

The prospective prediction performance includes CIHI drug/alcohol abuse/dependence 

(Q07), CIHI depression (Q04), CIHI neurotic/anxiety/obsessive compulsive disorder (Q11), 

CIHI Superficial skin injury/contusion/non-serious burns (I43), and Depression from 

claims data. Note that depression from claims data were developed by the authors, 

independent from CIHI’s method of developing depression indicator (Canadian Institute for 

Health Information, 2023). These features had relative importance of 1.00, 0.60, 0.46, 0.40, 

and 0.36, respectively (Table 3.2). Other top ranked features are consistent with risk factors 

reported in the literature, including substance abuse and substance abuse related health 

utilization, mood and anxiety disorder related claims, and physician health indicators such 

as back pain, and skin wounds.  
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Table 3.2. Top five feature rankings from the ensemble model based on SAS VIYA Outputs 
 

Feature Name Source Relative 
Importance 

Data Type 

Drug/alcohol abuse/dependence CIHI 1.00 BINARY 
(1=yes, 0=no) 

Depression CIHI 0.60 BINARY 
(1=yes, 0=no) 

Neurotic/anxiety/obsessive compulsive 
disorder 

CIHI 0.46 BINARY 
(1=yes, 0=no) 

Superficial skin injury/contusion/ non-serious 
burn 

CIHI 0.40 BINARY 
(1=yes, 0=no) 

Depression Claims 0.36 INTERVAL 

 
3.5 Discussion 

In this study, we developed a machine-learning model to prospectively predict OpOD in the 

general population. We report high model performance achieving a balanced accuracy of 

83.7%, 81.6%, and 85.0% and AUC of 89.2%, 66.9%, and 89.8%, in 2018, 2019 and 2020 

cohort, respectively. Our model identified a number of features that were stable across 

training models at a population level. The two highest ranked predictive features in the 

model include CIHI Drug/alcohol abuse/dependence (Q07) and CIHI Depression (Q04), 

suggesting that subjects with substance use disorders and depression are at high risk of 

OpOD.  

To improve the predictive capabilities of the model, we also experimented with training the 

model on data from 2018. When the model was trained on the 2018 data, the predictions for 

the 2019 opioid overdose cases exhibited a very similar shift with higher specificity 

compared to other years. This observation may indicate a difference in the 2019 data due to 

factors that occurred in that year, data quality, or other underlying factors.  
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Our successful demonstration of OpOD prediction using a representative, sustainable data 

set suggest technical feasibility to develop population-level OpOD risk screening tool. E.g., 

identify individuals at high risk of OpOD may facilitate targeted preventative intervention. 

While our approach may be suitable for generalized risk screening in the context of public 

health, it is not yet practical in clinical settings at this time because physicians could 

increase harm by unnecessarily cutting down on pain management prescriptions dosage 

based on the high number of false positive predictions. However, in our exploration of the 

data, we suggest that depending on the use case priority, the low positive predictive value 

can be mitigated by selecting a higher probability threshold for classification, at the 

expense of missing more subjects that will OpOD in the following year. Adjusting cutoffs 

would likely provide more clinical utility, with various specialists benefitting from different 

cutoff values. For example, at cutoff values between 0.5 and 0.8 this information may be 

useful as a flag for risks and help guide discussions of mitigation with clients (see Figure 

3.2 to visualize sensitivity and specificity trade-offs). For example, in primary care settings, 

a higher sensitivity may be preferred to ensure that no cases are missed, while in a 

population-level risk screening settings a higher specificity may be more important to avoid 

unnecessary interventions.   

In the case of the government, our model could help to inform policy on high-risk 

communities, predict changes in opioid overdose rates, prioritize interventions for 

individuals that are at greatest risk, and help to model costs associated with opioid overdose 

rates as they continue to climb. We don’t know the best-cutoff value for all possible 

scenarios. The ability to adjust cutoffs based on clinical and policy needs may provide more 

utility and improve the overall effectiveness of the model in identifying and mitigating 

opioid overdose risks going forward. However, it remains a challenge to effectively educate 

clinicians and decision makers to apply cut-offs under different situations, to maximize the 

benefits and minimize risks.  

Moreover, given the high-risk profile of individuals with substance use disorders and 

depression for OpOD, it may be valuable for the Ministry of Health to consider directing 

resources towards comprehensive and targeted public health interventions. This may 

include increased mental health support, substance use disorder treatment programs, and 
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community outreach initiatives.  Optimizing the classification threshold of our prediction 

model based on the desired balance between sensitivity and specificity for different 

applications could provide more utility and facilitate more targeted interventions for high-

risk populations, and to explore more practical iterations for the clinical setting. 

To ensure the successful integration of the overdose prediction tool into clinical practice, 

several areas could be addressed, such as implementation strategies, clinician training, and 

evaluation methods. In such cases it would be wise to adopt a phased implementation 

approach to manage the integration of the model. Starting with pilot programs in selected 

clinics which could provide valuable feedback and allow for necessary adjustments before a 

broader rollout. Collaboration with IT departments would also be necessary to ensure the 

tool integrates seamlessly with existing electronic health records (EHR) systems. 

Addressing technical issues early on would also prevent disruptions in clinical workflows 

and ensure clinician engagement, data accuracy, and security.  From there a comprehensive 

training program for clinicians would be important, especially for wide rollout. This 

program could focus on the operational aspects of the tool, how to interpret the results, and 

how to integrate the tool into existing clinical workflows. Training could include 

workshops, online modules, and hands-on sessions to ensure all clinical staff are competent 

in using the tool. Continuous education and support would also need to be provided to 

address any issues that arise during the initial phases of implementation. Finally, it would 

be important to conduct regular surveys and focus groups with clinicians and patients to 

assess the tool’s acceptability and identify areas for improvement. Implementing 

continuous monitoring and evaluation metrics to measure the tool’s impact on patient 

outcomes, clinician workflow, and overall efficiency would be the next reasonable step. 

This information would be able to guide further refinements and demonstrate the tool’s 

value in clinical settings over time. 

By focusing on these key areas, the overdose prediction tool could be effectively integrated 

into clinical practice, enhancing the ability of clinicians to predict and prevent opioid 

overdoses, ultimately improving patient outcomes and care quality. 
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3.6 Limitations 

The current study presents several limitations that should be considered when interpreting 

the results and drawing conclusions. First, we found potential biases stemming from 

incomplete or inaccurate data. As the study relies on administrative health records, there 

might be missing or incorrect information that could affect the quality and validity of the 

results.  This is especially true given that mental health related measures are often 

addressed outside the public health system, as they are generally not covered. It is essential 

for future research to ensure the accuracy and completeness of the data to obtain more 

reliable outcomes. 

Second, selection bias might limit the generalizability of the study findings. The data used 

in this study were drawn from Alberta, which might not be representative of other 

populations or regions. Consequently, the model's performance and identified risk factors 

may not be generalizable to other settings. Further research should aim to validate the 

model using data from diverse populations to ensure its applicability across different 

contexts. 

Third, the potential loss of valuable information due to under sampling is another 

limitation. The study employed an under-sampling technique to address class imbalance, 

which might have resulted in the exclusion of some relevant data. While this study did its 

best to mitigate this by using 50 different sampling models, this loss of information could 

have impacted the model's performance and ability to identify critical risk factors. Future 

studies should explore alternative techniques for handling class imbalance to mitigate the 

potential loss of information. 

Additionally, the low positive predictive value (PPV) limits the model's practical clinical 

application. With the best model achieving a PPV of 1.32%, there is a high rate of false 

positive predictions, which could lead to unnecessary interventions and costs. To enhance 

the model's clinical utility, future research should focus on improving the PPV or adjusting 

cut-offs based on different clinical and policy applications. 
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Lastly, the large number of features used in the model may lead to overfitting or 

multicollinearity issues. While the custom derived features in this study are more specific 

towards mental health disorders and where they were recorded, there is likely 

multicollinearity with the CIHI groupers. Future research should address these issues by 

employing feature selection techniques and regularization methods to optimize the model's 

complexity and avoid potential problems associated with overfitting and multicollinearity. 

Future research should address these limitations and explore ways to improve the model's 

performance and utility in both clinical and policy settings. By refining the model and 

addressing its current limitations, researchers can better identify high-risk individuals and 

inform targeted interventions to reduce opioid overdose rates. 

3.7 Conclusion 

This study presents a novel approach to predict individual-level prospective opioid 

overdose outcomes using population-level administrative health data from Alberta, Canada. 

Despite the challenges of class imbalance and low positive predictive value, the developed 

machine-learning model demonstrated reasonable performance in terms of AUC, balanced 

accuracy, sensitivity, and specificity. The top predictive features identified in the model 

highlight the importance of substance use disorders, mental health factors, and healthcare 

utilization patterns in predicting opioid overdose risk. 

While the current model may not be directly applicable in clinical settings due to the high 

number of false positives, it shows potential for informing public health strategies, policy-

making, and resource allocation. Adjusting the classification threshold based on the 

intended use case could provide more utility and facilitate targeted interventions for high-

risk populations. Future research should aim to address the limitations of the current study, 

refine the model, and explore its practical implementation in both clinical and policy 

contexts. 

By developing a sustainable and adaptive modeling framework for opioid overdose 

prediction, this study contributes to the growing body of research on opioid overdose 

prevention and management. Our findings emphasize the need for a multidisciplinary 
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approach to address the complex interplay of factors contributing to opioid overdose risk 

and the importance of leveraging population-level data for more effective prevention 

strategies. 

3.8 From Opioid Overdose to Developmental Disorders in the Pandemic Era 

 

As we conclude our examination of opioid overdose prediction using advanced data 

analytics, we pivot to a related but distinct public health challenge magnified by the 

COVID-19 pandemic: the rise in developmental disorders and utilizes comparable data-

driven techniques to explore the utilization changes in this vulnerable population.  Both 

segments collectively stress the importance of leveraging technological advancements and 

comprehensive data analysis to inform public health strategies. The continuity between 

these topics lies in the shared goal of enhancing healthcare interventions through the 

examination of the value of AHRs with ML. This approach aims to explore targeted 

interventions, improve support systems, and ultimately, make recommendations to shape 

more resilient public health policies that can navigate the complexities of health issues in a 

post-pandemic world. 

In moving from the topic of opioid overdose to developmental disorders, we bridge two 

critical areas of public health research. This progression not only highlights the adaptability 

and breadth of data-driven public health research but also calls attention to the ongoing 

need for integrated solutions that consider the wide-ranging impacts of the pandemic and 

other potential disasters on community health and individual well-being. 
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Chapter 4 
Treated Prevalence of 
Developmental Disorders in 
Alberta’s Health Care System 
 
This section is devoted to investigating the complex relationship between developmental 

disorders and associated comorbidities, utilizing machine learning algorithms applied to 

AHRs. The subject matter is of particular importance, given that developmental disorders 

such as Autism Spectrum Disorder (ASD) and Attention-Deficit/Hyperactivity Disorder 

(ADHD) often present with additional health issues like anxiety and depression. 

Understanding these comorbidities is essential for holistic patient care and effective 

intervention planning. 

Critiques of the Paper 

The study's attempt to use AHRs and machine learning to explore comorbidities in 

developmental disorders is valuable. However, there are limitations worth discussing, the 

first critique lies in the intrinsic nature of AHRs, which are generally medical-centric and 

designed primarily for administrative utility rather than research. Such records do not 

include comprehensive developmental or educational milestones, which are critical for 

understanding the full scope of developmental disorders. The omission of these variables 

may compromise the models' validity and reliability, effectively producing results that are 

circumscribed in their interpretability. 

The second limitation involves the lack of attention paid to the ethical dimensions of using 

AHRs in developmental disorder research. While AHRs offer a wealth of data, they also 

pose concerns regarding data privacy and consent, especially considering that many 

subjects are minors. Thus, the ethical implications of using AHRs are non-trivial and 

demand an even more rigorous approach to ensure alignment with ethical standards beyond 

what has already been outlined in the initial sections of this dissertation. 
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Future Research Directions 

Building upon the foundational work presented in this study, several avenues for future 

research can be conceptualized. Firstly, machine learning algorithms can be adapted to 

incorporate more diversified data types, such as standardized developmental and 

educational assessments. By integrating multiple data sources, one can create a multi-

dimensional model that presents a more complete understanding of developmental 

disorders and their associated comorbidities. 

Secondly, the current ML approaches can be specialized to examine age-specific markers 

and symptoms. Developmental disorders and their comorbidities are not static but evolve 

over time. Age-specific algorithms can help in identifying how comorbidities develop and 

change, offering insights for tailored interventions that adapt to an individual's 

developmental trajectory. 

Incorporating real-world settings, such as school or home environments, in the future ML 

models would also allow for a more ecologically valid understanding of how 

developmental disorders interact with everyday life and other potential comorbid 

conditions. 

As with the other work done within the Ministry of Health, this manuscript is in the process 

of submission to academic journals and awaits final confirmations from all contributing 

authors. 
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4.0 How Developmental Disorders Changed Before and After the 

Pandemic 

4.1 Abstract 

The COVID-19 pandemic has had a lasting impact on mental health, with lingering effects 

on the treated prevalence of developmental disorders, such as autism spectrum disorder, 

attention-deficit/hyperactivity disorder, and intellectual disabilities. This study explores 

changes in developmental disorder utilization in the Alberta healthcare system before and 

after the pandemic using administrative healthcare databases from the Ministry of Health in 

Alberta. Results indicate an overall increase in the treated prevalence of developmental 

disorders from 2018 to 2022. The ongoing impact of the pandemic on developmental 

disorders highlights the need for better surveillance, mental health support, and informed 

policy decisions to ensure individuals with developmental disorders and their families 

receive the necessary support and resources. 

4.2 Introduction 

The coronavirus disease 2019 (COVID-19) pandemic has had a significant impact on 

people’s physical and mental health (Mahmud et al., 2022; Xiong et al., 2020), affecting 

people of all ages (Cielo et al., 2021; Webb et al., 2022), but young individuals seem to be 

the most affected (Huang et al., 2020). While much of the initial impact has subsided, 

lingering mental health issues remain (Rahmati et al., 2023; Xu et al., 2022), especially for 

individuals with developmental disorders (Breaux et al., 2021). A concerning development 

is      the increased utilization of the Alberta healthcare system for developmental disorders 

(Clark et al., 2023), such as autism spectrum disorder (ASD), attention-deficit/hyperactivity 

disorder (ADHD), and intellectual disabilities. This research is part of a collaborative effort 

under an interchange agreement, focused on addressing health data priorities and providing 

recommendations to the Ministry in Alberta. 
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Developmental disorders are generally more chronic in nature and less likely to resolve 

over time (Murphy, et al., 2005). The impact on a younger population in need of specialized 

support such as school aides and therapists will have ongoing impacts as these individuals 

age (Boulet et al., 2009). This trend raises concerns about the potential for increased costs 

to the healthcare system in the future and adds urgency to addressing this issue. 

The sudden shift to remote learning and increased social isolation during COVID-19 may 

have been an aggravating factor for individuals with developmental disorders and their 

families (Loades et al., 2020). This      potentially exacerbated their symptoms and made it 

more difficult for their long-term success. Previous studies have shown the significant 

impact of the pandemic on mental health, leading to increased rates of various disorders 

such as depression, anxiety, and stress (Loades et al., 2020). However, to our knowledge, 

little research has been done to examine the impact of the pandemic on a large-scale review 

of utilization rates for individuals with developmental disorders over      multiple years. 

In this paper, we aim to explore the changes in developmental disorder utilization before 

and after the COVID-19 pandemic. To our knowledge, our research is the first to shed light 

on this issue from a health utilization perspective for such a long      period. Our hope is that 

this will increase awareness for these more chronic health issues and the need for better 

surveillance and mental health support for individuals with developmental disorders, 

especially in the context of the ongoing challenges this group will face and the added 

burden of costs. Understanding the changes in developmental disorders before and after the 

pandemic and analyzing the factors contributing to this trend is valuable. The loss of 

critical resources has already made it more difficult for students with developmental 

disorders to succeed in their academic and personal lives. Research like ours has the 

potential to inform future policy decisions, improve surveillance, and access to support and 

treatment for individuals with developmental disorders in the future. 
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4.3 Methods 

4.3.1 Data Source 

This study used the administrative healthcare databases of practitioner claims (CLM), 

emergency department visits (ED), and inpatient services (INP) in the Ministry of Health in 

Alberta. 

4.3.2 Cohort 

The study cohort included all residents of Alberta with active health insurance coverage for 

public healthcare services. This cohort was dynamic in nature, as individuals may enter or 

exit the cohort annually. 

4.3.3 Outcome 

Mental health-related diagnoses were selected based on the International Classification of 

Diseases, 9th or 10th revision (ICD-9 and ICD-10), available on the records from 

physician’s office visits, emergency department visits, and inpatient services. Mental health 

services were      identified from records with a primary diagnosis code of the following 

mental disorders: ADHD, ASD, intellectual disability, communication disorder, special 

learning disorder, coordination disorder, tics, and conduct disorder.  

4.3.4 Data processing 

We extracted the number of unique patients and events related to mental health concerns 

between 2016 and 2022. To normalize the data, for each year we scaled the service 

utilization numbers by the healthcare utilization size, i.e., the number of subjects with 

active Alberta Health care insurance and access to the healthcare system. The result is the 

number of unique patients and events related to mental health per 1000 patients for each 

year.  

To understand the impact of the COVID-19 pandemic on health services utilization, we 

estimated the expected utilization numbers and the associated standard deviations for 2020, 

2021, and 2022 assuming a linear increase in utilization from 2016 to 2019. We also 
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explored the temporal trend of utilization by scaling the observed numbers with population 

size for each year as a comparison.   

For the monthly temporal trend, we extracted the number of unique patients and events 

with mental health-related services for each month from January 2016 to December 2022. 

Similar to the yearly data, these numbers were scaled by the healthcare utilization size and 

by the population size in the corresponding month and year.  

As of the date of this study (January 2023), it is important to note that the data for certain 

months in 2022 may not be entirely complete or representative. This is due to the fact that 

the most recent months' data are more susceptible to modifications, as they are still subject 

to updates, corrections, and additional information being added. Consequently, the findings 

from this study should be interpreted with caution, particularly when examining trends and 

patterns for the latter part of 2022. 

4.4 Results 

The data collected in this study consists of the treated prevalence of developmental 

disorders per 1000 patients in four groups (All, CLM, ED, and INP) from 2016 to 2022. 

The data was analyzed to identify various trends in the data, including quarterly, seasonal, 

and annual trends. 

Table 4.1. Cohort characteristics 

Cohort Sample Size Mean age Female (%) 

Dev 387,337 26.2 45 

GP 4,960,783 39.6 50 

Table 4.1. The cohort size reported in this table is derived from the sum of unique records in the 
system spanning from 2016 to 2022. "Dev" represents the subjects with recorded utilization of 
developmental disorder information during this period. "GP" refers to the general population, 
encompassing all other individuals without developmental disorders. 
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Figure 4.1 illustrates the observed results in comparison to an expected linear growth 

pattern based on the changes observed between 2016 and 2019. While the expected growth 

pattern follows a consistent upward trajectory, the actual observed results deviate from this 

trend, particularly when considering looking at all sources combined. This is contrasted 

with the sharp dip in ED visits in 2020 when compared to previous ED trends and 

observations from the other data.  

 

Figure 4.1. Trend of the observed and expected number of patients with development disorders 
scaled for 1000 patients along different years. 'All sources' is the combination of physician's 
office visits (CLM), emergency department (ED) visits, and inpatient (INP) data. 
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An increasing trend in the treated prevalence of developmental disorders was observed for 

the combination of all sources and CLM, while a decrease in ED visits and INP was seen 

over the five-year period (Figure 4.2). The overall treated prevalence in the 'All' group 

increased from 23.3 patients per 1000 patients in the first quarter (Q1) of 2018 to 41.6 in 

2022 quarter 3 (Q3), indicating an overall increase of 78.5%. The CLM group experienced 

a similar increase, from 24.1 patients per 1000 patients in 2018-Q1 to 43.5 in 2022-Q3, 

marking a 80.5% increase. The ED group's treated prevalence rose from 1.06 patients per 

1000 patients in 2018-Q1 to 0.84 in 2022-Q3, reflecting a decrease of 20.8%. The INP 

group saw an increase from 2.73 patients per 1000 patients in 2018-Q1 to 2.03 in 2022-Q3, 

representing a 25.6% decrease (Figure 4.2). 

There were fluctuations in the treated prevalence of developmental disorders within the 

groups when comparing quarters. In general, the 'All' and CLM groups experienced an 

increase in treated prevalence in the second and fourth quarters of each year (Figure 4.2). 

The ED group showed variability across quarters, with a notable decrease in treated 

prevalence in 2022-Q3 (0.84) compared to 2018-Q1 (1.06). The INP group exhibited a 

general decrease in treated prevalence over time, with the lowest rate in 2022-Q3 (2.03). 

When it comes to trends on a seasonal basis, the ‘All’ and CLM groups displayed a higher 

treated prevalence of developmental disorders in the summer (second quarter) and winter 

(fourth quarter) seasons (Figure 4.2). This pattern does not seem to be influenced by the 

COVID-19 pandemic (Figure 4.2). In contrast, the ED group showed no clear seasonal 

pattern, while the INP group demonstrated a decline in treated prevalence throughout the 

study period, with the lowest treated prevalence in the fall (third quarter) of 2022 (Figure 

4.2). 
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Figure 4.2: The number of patients with development disorders scaled for 1000 patients along 
different quarters. 'All sources' is the combination of physician's office visits (CLM), emergency 
department (ED) visits, and inpatient (INP) data. 

 

Other trends of interest include a steep annual increase in the treated prevalence of 

developmental disorders for the ‘All’ group between 2020-Q4 (36.9) and 2021-Q1 (40.5), 

with an increase of 3.6. Similarly, the CLM group experienced its steepest annual increase 

between 2020-Q4 (37.9) and 2021-Q1 (41.6), with an increase of 3.7; The largest quarterly 

change in the ‘All’ group occurred between 2020-Q2 (33.9) and 2020-Q3 (30.8), with a 

decrease of 3.1. The CLM group experienced its largest quarterly change between 2020-Q2 

(35.1) and 2020-Q3 (31.9), with a decrease of 3.2. The ED group’s largest quarterly change 

took place between 2020-Q4 (1.29) and 2021-Q1 (1.37), with an increase of 0.08. For the 
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INP group, the largest quarterly change was between 2021-Q4 (3.06) and 2022-Q1 (2.74), 

with a decrease of 0.32. Conversely, there were also periods of stability in the treated 

prevalence of developmental disorders in the ED group between 2018-Q1 (1.06) and 2018-

Q2 (1.06), and 2020-Q2 (1) and 2020-Q3 (1.05), with only slight changes during these 

periods. 

Our results indicate an overall increase in the treated prevalence of developmental disorders 

in the ‘All’ and CLM groups from 2018 to 2022. The ED group displayed a decrease in 

treated prevalence, while the INP group demonstrated a decline over time. Seasonal trends 

were evident in the ‘All’ and CLM groups, with higher treated prevalence in summer and 

winter seasons. 

4.5 Discussion 

The results of our study provide evidence that the events surrounding the COVID-19 

pandemic has had a profound and sustained impact on utilization rates in the Alberta 

healthcare system for developmental disorders. Developmental disorders, such as ASD and 

ADHD, predominantly affect children and adolescents, impacting their cognitive, 

emotional, and social development. The escalation in healthcare utilization for these 

disorders during the pandemic suggests an increase in symptom severity possibly due to 

disrupted care routines and reduced access to therapeutic and educational supports. This 

period of isolation and change could exacerbate existing conditions, emphasizing the need 

for healthcare systems to enhance their capacity to deliver services remotely and flexibly 

during crises. While previous research has shown the pandemic has impacted mental health 

(Penninx et al., 2022), developmental disorders rates remain high relative to other disorders 

that have reduced to a utilization rate closer to their pre-COVID norms. Given the chronic 

nature of these conditions and the young age of the population affected, our team believes it 

is important to explore this further. This underlines the importance of targeted policy 

interventions and the adaptation of service delivery models to ensure continuous care for 

vulnerable populations, especially during global health emergencies. 



65 
 

Several factors may have contributed to this increase in developmental disorders. The 

sudden shift to remote learning and increased social isolation significantly disrupted the 

daily routines of everyone (Sibley et al., 2021; Zhang et al., 2022); this included many of 

the support systems individuals and their families relied on for those with special needs 

(Currie et al., 2022). Additionally, the reduced mobility of auxiliary support staff in schools 

made it more difficult for these individuals to access the support they needed to succeed 

academically and personally during the COVID-19 lockdowns in Alberta. 

In light of our study's findings, we believe that there are potential implications for the 

healthcare system and policy decisions related to developmental disorders. The observed 

increase in the treated prevalence of these conditions suggests an enhanced surveillance 

approach for individuals with developmental disorders, as well as potential increased access 

to treatment and support services. 

Our research findings emphasize several policy recommendations for the province of 

Alberta, which aim to address the unique challenges faced by individuals with 

developmental disorders during and after the COVID-19 pandemic. We suggest that 

enhancing the accessibility and availability of virtual support services is of value in 

providing continuity of care during times of social isolation or remote learning, ensuring 

consistent support and treatment for this vulnerable population (Lakes et al., 2022). 

Moreover, implementing a comprehensive reintegration plan could facilitate a transition 

back into in-person learning environments and community-based support services (Preyde 

et al., 2017). Such a plan could contribute to the continued academic and personal growth 

of individuals with developmental disorders by addressing their specific needs adequately.  

This also could help mitigate the longer term costs associated with support for those that 

don’t successfully reintegrate into the community. It is important to acknowledge that when 

the burden of support primarily falls on the families themselves, it often detracts from the 

province's available pool of labour and talent. 

Finally, we recommend the allocation of additional funding to support research and the 

development of targeted interventions (Feldman et al., 2022). This investment could foster 

a deeper understanding of the factors contributing to the observed trends and enable the 
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mitigation of the long-term impacts of the pandemic on this at-risk population. Further 

research is important to comprehend the factors contributing to these trends and to develop 

targeted interventions addressing developmental disorders within these specific groups. By 

adopting any of these policy recommendations, we hope to better support individuals with 

developmental disorders and their families in the province of Alberta. 

4.6 Limitations 

While our study provides valuable insights into the impact of the COVID-19 pandemic on 

developmental disorder utilization rates in Alberta, it is important to acknowledge some 

limitations. Firstly, our study is limited to Alberta's healthcare system and may not be 

generalizable to other regions or countries. Secondly, while we used administrative 

healthcare data to identify mental health-related diagnoses, our study is reliant on the 

accuracy and completeness of the coding of these diagnoses in the administrative databases. 

Thirdly, our study does not account for potential confounding factors, such as changes in 

diagnostic criteria or changes in access to healthcare services. Fourthly, the data used in this 

study only goes up to 2022, and the impact of the pandemic may continue to affect 

developmental disorder utilization rates in the future. Lastly, while our study highlights the 

increased utilization rates of developmental disorders, it is not able to provide a detailed 

understanding of the factors contributing to the observed trends. Further research is 

necessary to understand the underlying causes of the increased utilization rates and to 

identify appropriate interventions to address these trends. 

4.7 Conclusion 

Overall, this study provides important insights into the impact of the COVID-19 pandemic 

on individuals with developmental disorders and highlights the need for continued research 

and action to address this issue. By improving our understanding of the impact of the 

pandemic on developmental disorders, we can work to ensure that individuals with these 

conditions receive the support and treatment they need to lead fulfilling and productive 

lives. 
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4.8 From Developmental Disorders to Neurocognitive Disorders Amidst 

the Pandemic 

As we delved into the utilization rates for developmental disorders within Alberta's 

healthcare system, our focus shifts towards another critical area exacerbated by the 

COVID-19 pandemic: neurocognitive disorders (NCDs). The next chapter’s transition 

underscores the pandemic's broad impact on mental health, extending beyond 

developmental disorders to include significant increases in NCDs, such as Alzheimer's 

disease and dementia. Both sections collectively emphasize the importance of a 

multidimensional approach to healthcare, advocating for enhanced surveillance, support 

systems, and policy adjustments to address the complex needs of individuals affected by 

developmental and neurocognitive disorders. By examining the rise in NCDs alongside 

developmental disorders, we highlight the necessity for comprehensive public health 

strategies that can navigate the intricacies of healthcare challenges during crisis. This 

progression from developmental to neurocognitive disorders enriches our understanding of 

how integrated solutions using ML and AHRs can help guide resources and policy to areas 

in need, which are not always the area of focus. 
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4.9 Supplement material 

 

Table S4.1. ICD-9 and ICD-10 code diagnosis codes of mental disorders. 

 

 

Table S4.2. Number of patients with developmental disorders per 1000 people.  

Developmental Disorders n per 1000 heatmap 

Year Quarter All CLM ED INP 

2018 1 23.3 24.1 1.06 2.73 

2018 2 24.6 25.5 1.06 2.6 

2018 3 22.1 23 0.859 2.49 
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2018 4 25.4 26.4 1.09 2.52 

2019 1 26.3 27.2 1.11 2.47 

2019 2 26.7 27.7 0.987 2.32 

2019 3 24.7 25.6 0.989 2.21 

2019 4 28.1 29.2 1.13 2.41 

2020 1 29.4 30.4 1.1 2.77 

2020 2 33.9 35.1 1 2.3 

2020 3 30.8 31.9 1.05 2.47 

2020 4 36.9 37.9 1.29 2.78 

2021 1 40.5 41.6 1.37 2.8 

2021 2 39.9 41.2 1.24 2.56 

2021 3 36.1 37.6 0.947 2.18 

2021 4 42.7 44.3 1.21 3.06 

2022 1 44.9 46.6 1.09 2.74 

2022 2 44.1 46 1.03 2.31 

2022 3 41.6 43.5 0.84 2.03 

 

Note: Red represents a larger increase in the number of patients with developmental disorders per 
1000 people, while green indicates a lower rate per 1000 relative to the other rates in the data. 
CLM = Physician’s office claims; ED = emergency department visits; INP = inpatients. 
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Chapter 5 
Impact of the Pandemic on 
Neurocognitive Disorders 
 
This section discusses the impact of the COVID-19 pandemic which has been pervasive, 

affecting various domains of public health, including mental health disorders. A noteworthy 

focus within the mental health spectrum is the increase in the treated prevalence of 

neurocognitive disorders (NCDs) like Alzheimer's disease and dementia, particularly 

among older populations. Despite the considerable attention that mental health has garnered 

during the pandemic, little research has delved into the specific effects of the pandemic on 

NCDs. This paper aims to help fill some of this gap by examining the treated prevalence 

and healthcare utilization trends related to NCDs before and after the pandemic lockdowns 

in the Alberta Health system. This research also hopes to show again the value of AHRs in 

this type of research. 

Critique of the Paper 

While the paper offers valuable insights into a relatively underexplored area, there are some 

limitations that must be acknowledged. Firstly, the study’s scope is confined to the Alberta 

healthcare system, limiting the generalizability of the findings. Secondly, the paper relies 

heavily on administrative data, which may not accurately capture the full spectrum of NCD 

treated prevalence. The accuracy of diagnosis codes, incomplete documentation, and the 

possibility of misdiagnosis are factors that could affect the quality of the data. Thirdly, 

while the paper does a good job at highlighting the observed trends, it falls short of 

providing a causal explanation. The study is observational in nature and does not consider 

potential confounding factors such as changes in healthcare policies or population 

demographics during this period. Finally, the study does not explore how the pandemic's 

impact may vary across different subgroups, which is crucial for targeted intervention 

strategies. 
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Future Directions 

Given these limitations, several avenues for future research are apparent. Expanding the 

study to include multiple healthcare systems would lend more weight to the findings. 

Prospective studies employing a longitudinal design could better elucidate causal 

relationships between the pandemic and NCDs. There is also a need for more granular 

analyses that take into account demographic variables such as age, gender, and 

socioeconomic status. Such analyses would be invaluable for public health agencies in 

tailoring their interventions. Research could also focus on the qualitative experiences of 

individuals with NCDs and their caregivers, to better understand the nuanced challenges 

faced during the pandemic. 

As with the other work done within the Ministry of health this manuscript is in the process 

of submission to academic journals and awaits final confirmations from all contributing 

authors. 
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5.0 Neurocognitive Disorders Before and After the Pandemic 

5.1 Abstract 

The COVID-19 pandemic has had a significant impact on mental health globally, with a 

notable rise in neurocognitive disorders (NCDs) such as Alzheimer's disease and dementia. 

The pandemic has exacerbated modifiable risk factors and limited access to support and 

treatment services for individuals with NCDs. This study investigates the changes in the 

treated prevalence and healthcare utilization of the more chronic types of NCDs in Alberta, 

Canada, during the pandemic, utilizing administrative healthcare databases between 2016 

and 2022. Our cohort included 106,489 unique patients, with a median age of 77 years. The 

results reveal a significant increase in NCD treated prevalence in 2020, followed by a 

sustained overall increase in NCD in the population.  While fluctuations in treated 

prevalence varied across different care settings, the most significant variations were 

observed in practitioner claims data. This study demonstrates the need to address the long-

term ramifications of increased care for NCDs as a result of the pandemic. 

5.2 Introduction 

Since the coronavirus disease 2019 (COVID-19) pandemic lock downs we have seen 

increased rates of various mental health disorders globally (Wang et al., 2022). Certain 

populations struggle with chronic and ongoing mental health issues (Daly et al., 2022). One 

particular area of concern is the rise in neurocognitive disorders (NCD) such as Alzheimer's 

disease and dementia (Golzari-Sorkheh et al., 2023; Wang et al., 2022; Xia et al., 2021).  

NCDs are defined by the International Classification of Diseases-Tenth Revision (ICD-10) 

as an impairment in one or more cognitive domains (i.e., learning, memory, attention, 

executive functioning, perceptual motor functioning, and social cognition) that cannot be 

attributed to normal aging (WHO, 2019). In Canada, NCDs were the most commonly cited 

comorbidity with COVID-19 on death certificates of people aged 65 or older (Statistics 

Canada, 2023). These disorders are chronic in nature and have a profound impact on an 

individual's quality of life, as well as on the lives of their caregivers and families who are at 

a higher risk of experiencing sleep problems, depression, and anxiety (Dauphinot et al., 
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2016). NCDs also place a heavy burden on society as a whole. In 2015, the estimated 

global cost of dementia was 818 billion US dollars. As the population continues to age and 

the treated prevalence of dementia climbs, the estimated cost of dementia is projected to 

rise to two      trillion US dollars by 2030 (Prince et al., 2015). A 2020 report to the Lancet 

Commission discussed 12 modifiable risk factors that if addressed could potentially prevent 

or delay the onset of 40% of late-onset dementia. The 12 modifiable risk factors are: 

depression, physical inactivity, low social contact, less education, hypertension, smoking, 

obesity, excessive alcohol consumption, traumatic brain injury, hearing impairment, 

diabetes, and air pollution (Livingston et al., 2020). The COVID-19 pandemic adds a new 

layer of complexity to the situation by proliferating the presence of modifiable risk factors 

(i.e., depression, physical inactivity, low social contact) and limiting access to support and 

treatment services (Hellis & Mukaetova-Ladinska, 2022). In Canada, lockdowns and 

isolation were most severe in long-term care homes, where many residents struggle with 

NCDs (Stall et al., 2020).  

Despite the significant attention given to the impact of the COVID-19 pandemic on mental 

health, to our knowledge, no research has been done to examine the impact of the pandemic 

on NCDs. NCDs, which are chronic and mostly affect older people, could have been 

exacerbated by pandemic-related stress and interruptions in routine care (Mukaetova-

Ladinska et al., 2021). Therefore, it is valuable to understand the changes in NCDs before 

and after the pandemic and to consider the factors contributing to this trend. 

Moreover, the pandemic has also affected the delivery of care and support services for 

individuals with NCDs (Zorzi, 2021). The reduction of auxiliary support staff and limited 

access to in-person support and treatment services has made it more difficult for individuals 

with these disorders to access care (Giebel et al., 2021), which may contribute to increased 

utilization for these disorders. More investigation is needed to inform future policy 

decisions and to improve access to support and treatment for individuals with NCDs. 

We aim to examine the changes in NCDs before and after the COVID-19 pandemic and 

discuss how this trend is an outlier to what was observed pre-COVID. The findings from 

our investigation underscore the importance of addressing NCDs in the context of the 
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ongoing pandemic and signals the need for a more comprehensive discussion into the long-

term ramifications of this increased utilization of the healthcare system. 

5.3 Methods 

5.3.1 Data Source 

This study used the administrative healthcare databases of practitioner claims, emergency 

department visits, and inpatient services in the Ministry of Health in Alberta. 

5.3.2 Cohort 

The study cohort included all residents of Alberta with active health insurance coverage for 

public healthcare services. This cohort was dynamic in nature, as individuals may enter or 

exit the cohort annually. 

5.3.3 Outcome 

Neurocognitive-related diagnoses were selected based on either the International 

Classification of Diseases, 9th or 10th revision (ICD-9 and ICD-10), depending on the 

source.  These were recorded from physician’s office visits, emergency department visits, 

and inpatient services. Neurocognitive-related service was identified from records with a 

primary diagnosis code of the following neurocognitive and organic disorders: Dementia, 

Alzheimer, and Delirium.  

5.3.4 Data processing 

We extracted the number of unique patients and events related to neurocognitive disorders 

between 2016 and 2022. To ensure fairness in comparisons across years, we adjusted these 

numbers for each year's total healthcare numbers using population counts by those with 

active Alberta Health insurance. The results are presented as the yearly count of unique 

patients and events per 1000 insured individuals., i.e., the number of subjects with an active 

Alberta Health care insurance. The result is the number of unique patients and events 

related to neurocognitive disorders per 1000 patients for each year.  
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To understand the impact of the COVID-19 pandemic on the health services utilization, we 

estimated the expected utilization numbers and the associated standard deviations for 2020, 

2021, and 2022 assuming a linear increase of the utilization from 2016 to 2019. We also 

explored the temporal trend of utilization by scaling the observed numbers with population 

size for each year as a comparison.   

For the monthly temporal trend, we extracted the number of unique patients and events 

with neurocognitive-related services for each month from January 2016 to December 2022. 

Similar to the yearly data, these numbers were scaled by the healthcare utilization size and 

by the population size in the corresponding month and year.  

As of the date of this study (January 2023), the data for certain months in 2022 may not be 

entirely complete or representative. Consequently, the findings from this study should be 

interpreted with caution, particularly when examining trends and patterns for the latter part 

of 2022. 

5.4 Results 

This study included 106,489 unique patients that utilized the Alberta Health system 

between 2016 and 2022.  The median age of these patients was 77 years old at the time of 

this research (Table 1).  A majority of these patients were male (58%).  
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Table 5.1. Cohort characteristics. 

Cohort Sample size Mean age Median age Female (%) 

GP 5,241,631 38 37 50 

Neurocognitiv
e 

106,489 70 77 58 

Table 5.1. The cohort size reported in this table is derived from the sum of unique records in the 
system spanning from 2016 to 2022. "Neurocognitive" represents the subjects with recorded 
utilization of Neurocognitive disorder information during this period. "GP" refers to the general 
population, encompassing all other individuals with an active healthcare number without 
Neurocognitive disorders. 

 

As noted in Figure 5.1, below, between 2020 and 2022, there were notable changes in the 

utilization rates of events related to NCD per 1000 patients. Specifically, in claims data 

(CLM), the utilization rates spiked from 17 per 1000 patients in 2019 to nearly 24 per 1000 

patients in 2020.  While the rates came back down in 2021 and 2022 they remain above 

what was expected prior to the pandemic. This represents a significant decrease in the 

utilization rate of events related to NCDs between 2020 and 2022.  Unexpectedly, 

utilization rates in the emergency department (ED) and inpatient care (INP) have fallen 

well below trends in the four years prior to the pandemic.  

 



79 
 

 

Figure 5.1: Trend of the observed and expected number of patients with neurocognitive disorders 
adjusted per 1000 patients over different years. ‘All sources’ is the combination of physician’s office 
visits (CLM), emergency department (ED) visits, and inpatient (INP) data. 

 

The data shows fluctuations in the treated prevalence of NCDs across the years, with a 

noticeable increase in 2020 and subsequent decline in 2021 and 2022. The results reveal 

variations across quarters and groups (CLM, ED, and INP), with some groups experiencing 

higher treated prevalence rates during specific periods (Figure 5.2). The substantial increase 

in 2020, for example, suggests that there could be external influences or events that impact 

the trend. Specifically, there was a substantial increase in 2020 with the most notable 

pattern in the “all” and “CLM’’ groups in 2020, particularly in the second quarter (Figure 

5.2). However, there is a sustained recovery after 2020 where the treated prevalence of 

neurocognitive disorders in the “all” and “CLM” groups started to decrease and continued 

to decrease slightly in 2022. This pattern indicates a recovery from the peak observed in 

2020. The exception to this trend seems to be the ED group as there was no strong pattern 
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in this group, the treated prevalence of NCDs remained relatively stable and low throughout 

the years. The values fluctuate within a narrow range (1.33 to 1.94), suggesting minimal 

variation in the treated prevalence of NCDs in this group.  Whereas the “INP’’ group had a 

noticeable drop in treated prevalence in the third quarter of 2022, reaching the lowest value 

(4.86) in the entire dataset. 

 

 

Figure 5.2: The number of patients with neurocognitive disorders scaled for 1000 patients along 
different quarters.  ‘All sources' is the combination of physician's office visits (CLM), emergency 
department (ED) visits, and inpatient (INP) data. 
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5.5 Discussion 

In our analysis of 106,489 patients within the Alberta Health system from 2016 to 2022, we 

observed significant fluctuations in the treated prevalence of NCDs, particularly during the 

pandemic years, with a notable and sustained increase in NCDs since the pandemic onset.  

The rise in NCDs amid the COVID-19 pandemic represents a chronic and growing issue for 

healthcare systems.  

One possible explanation is that older members of the population are accessing the 

healthcare system at a higher rate for COVID-related reasons, which in turn presents more 

opportunities for NCDs to be discovered in patients. Another potential reason is that severe 

disease in older patients visiting emergency departments is often associated with delirium, 

which may be confused with NCD or increase the risk for NCD (Hellis & Mukaetova-

Ladinska, 2022). The pandemic has led to a reduction of protective factors, such as social 

activities that are mentally stimulating and promote movement. This has been accompanied 

by an increase in risk factors, including isolation, loneliness, less stimulating activities, and 

more immobility. Additionally, COVID-19 related risk factors may also play a role in the 

increased visibility of NCD during the pandemic. These factors include increased 

depression, as well as potential central nervous system (CNS) damage resulting from 

hypoxia, blood circulation issues, and disruptions to neuronal pathways (Hellis & Mukaetova-

Ladinska, 2022).  

Another potential reason for the decreased utilization of the emergency and inpatient care 

services in the province is changes in patient behaviors after the pandemic. Specifically, 

fears of infection from COVID-19 may have led to more people seeking care closer to 

home for themselves or family members, even for non-COVID related issues. This could 

have contributed to an increase in the number of NCD cases detected during the pandemic 

in practitioner claims but not in hospitals. 

Given these observations, we propose the following policy recommendations for the 

province to address this growing concern. Enhance early detection and intervention 

programs (Krolak-Salmon et al., 2019). This can be achieved by training healthcare 
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professionals to identify early signs of NCDs and implementing standardized screening 

tools in primary care settings. Promote mental health and social engagement, as the 

pandemic has reduced protective factors and increased risk factors for NCDs (Chyu et al., 

2022). By encouraging mental health support services and facilitating social activities, 

especially for older adults, the province can help mitigate the negative effects of isolation 

and loneliness exacerbated during the pandemic. 

Overall, the COVID-19 pandemic has highlighted the importance of surveillance but also 

the potential impact of infectious disease outbreaks on neurological health. More research 

is needed to fully understand the relationship between COVID-19 and NCD, as well as to 

support strategies for mitigating the negative effects of the pandemic on neurological 

health. Our analysis demonstrates that AHRs could be valuable in identifying the 

prevalence of neurocognitive disorders during significant events. The data shows a 

significant increase in conditions like Alzheimer's disease and dementia, especially among 

older adults as well as a disruption to the overall patterns for utilization. The integration of 

AHRs into our study has allowed for a detailed understanding of these trends, emphasizing 

the need for enhanced virtual care options and community-based support systems. These 

data-driven insights support existing recommendations and advocate for the development of 

targeted interventions. For instance, the increased use of telemedicine, and remote 

monitoring through wearables could mitigate the effects of reduced in-person care. Further, 

our findings highlight the necessity for policy adjustments to ensure better resource 

allocation and support for mental health services during and after the pandemic. This 

approach not only addresses the immediate challenges but also lays the groundwork for 

resilient healthcare systems capable of managing future crises effectively. 

5.6 Limitation 

While this study provides valuable insights into the treated prevalence of NCDs in Alberta, 

there are several limitations that should be considered when interpreting the results.  First, 

the study only includes data from the Alberta healthcare system, which may not be 

generalizable to other healthcare systems or populations.  Second, the study relies on 

administrative data from physician's offices, emergency department visits, and inpatient 
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services. This data may not accurately capture the full extent of NCDs in the population, as 

some individuals may not seek medical attention for their symptoms. Additionally, the 

accuracy of the diagnosis codes used to identify NCDs may be limited by factors such as 

misdiagnosis or incomplete documentation.  Third, the study only examines changes in 

NCDs before and after the COVID-19 pandemic, without considering other potential 

confounding factors such as changes in population demographics or healthcare policies.  

Fourth, the study does not explore potential differences in the impact of the pandemic on 

different subgroups of the population, such as those based on age, gender, or socioeconomic 

status.  Finally, the study does not provide a causal explanation for the observed changes in 

NCDs during the pandemic, as it is based on observational data. Future studies may be 

needed to establish causal relationships between the pandemic and NCDs, as well as to 

identify potential interventions to mitigate the negative effects of the pandemic on 

neurological health. 

5.7 Conclusion 

Our study highlights the significant impact of the COVID-19 pandemic on NCDs, 

particularly in the utilization rates of events related to NCDs per 1000 patients. While 

fluctuations in the treated prevalence of NCDs were observed in the years prior to the 

pandemic, a sustained increase in NCDs was observed since the pandemic onset. The 

pandemic appears to have led to a reduction of protective factors and an increase in risk 

factors, which may contribute to the increased visibility of NCD during the pandemic. 

Furthermore, changes in patient behaviors may have contributed to an increase in the 

number of NCD cases detected during the pandemic. We believe these findings to be 

significant and emphasize the need for continued surveillance and research on the impact of 

COVID-19 on neurological health, as well as the development of strategies to mitigate the 

negative effects of the pandemic on individuals with NCD and their families. The long-term 

ramifications of this increased utilization of the healthcare system for NCDs should be 

further investigated to inform future policy decisions and improve access to support and 

treatment for individuals with NCDs in the future. 
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To fully contextualize our recommendations, it would be valuable to map out how these 

suggestions are supported by other datasets in the ministry. The AHRs have highlighted 

changes in patterns in accessing healthcare resources due to the rise in neurocognitive 

disorders, which should lead to a re-evaluation of current healthcare policies and support 

systems. Moreover, our findings advocate for increased funding in mental health research, 

focusing on the long-term effects of pandemic-induced stress and isolation on 

neurocognitive health. By integrating these data-driven insights, we can advance existing 

recommendations and develop more robust, evidence-based strategies to address the 

challenges posed by the pandemic on mental health. This approach not only supports 

immediate awareness but also lends evidence to support the healthcare system in future 

public health emergencies. 

5.8 From Neurocognitive Disorders to Anticipatory Mental Health Care 

Transitioning from the analysis of the NCD surge during the pandemic, we pivot to the 

promising role of AHRs in enhancing mental health preparedness for disasters. This pivot 

underscores the value in a forward-thinking approach in healthcare, moving from 

identifying challenges to implementing predictive solutions. Both discussions stress the 

importance of leveraging data to inform and improve mental health interventions in times 

of crisis. By connecting the increase in neurocognitive disorders with the potential of AHRs 

for early mental health crisis intervention, we highlight the evolution towards a proactive 

healthcare model. This approach seeks not only to address immediate health concerns but 

also to anticipate and mitigate future mental health impacts resulting from disasters with 

data-informed healthcare solutions.  
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5.9 Supplement Material 

Table S5.1. ICD-9 and ICD-10 codes of the neurocognitive disorders. 

 

 

 

 

Table S5.2. Number of patients with neurocognitive disorders scaled for 1000 patients for all 
sources between 2018 and 2022. 

Healthcare Settings Comparison: Quarterly 
Neurocognitive Disorders per 1000 

Year Quarter All CLM ED INP 

2018 1 6.44 6.25 1.63 5.95 

2018 2 6.66 6.45 1.74 6.43 

2018 3 6.42 6.2 1.79 6.64 

2018 4 6.56 6.34 1.78 6.7 

2019 1 6.73 6.52 1.68 6.71 

2019 2 6.94 6.71 1.91 6.69 

2019 3 6.66 6.5 1.61 6.04 
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2019 4 6.67 6.47 1.72 6.57 

2020 1 7.25 7.12 1.55 6.23 

2020 2 12.7 12.8 1.6 6.49 

2020 3 9.41 9.32 1.66 6.97 

2020 4 10 9.97 1.58 5.77 

2021 1 9.52 9.35 1.94 6.99 

2021 2 8.94 8.83 1.57 6.9 

2021 3 8.05 7.95 1.51 7.37 

2021 4 8.16 8.03 1.63 7.54 

2022 1 8.48 8.38 1.69 6.11 

2022 2 8.12 8.05 1.46 6.8 

2022 3 7.75 7.76 1.33 4.86 

 

Note: Red represents a larger increase in the number of patients with neurocognitive disorders per 
1000 people, while green indicates a lower rate per 1000 relative to the other rates in the data. 
CLM = practitioner claims; ED = emergency department visits; INP = inpatients. 
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Chapter 6 
AHRs in Forecasting Mental 
Health Outcomes Post-Disaster 
 

This chapter sets out to critically examine the role that AHRs might have in transforming 

disaster response and mental health care. It focuses on the evolving challenge of mental 

health crises following disasters and explores how AHRs can transition from static records 

to dynamic, predictive tools. This transformation is essential for anticipating and mitigating 

the mental health effects of disasters, leveraging ML to analyze complex AHR data 

patterns, and forecast needs accurately. 

Critique of the Chapter 

While this chapter provides a comprehensive overview of the potential for AHRs to 

revolutionize mental health care in the context of disasters, it would benefit from a more 

detailed analysis with more case studies where AHRs have been effectively utilized in 

disaster scenarios, offering tangible evidence of their impact. Additionally, while the ethical 

considerations of privacy and consent are acknowledged, a deeper exploration into how 

these challenges have been addressed in real-world applications would strengthen the 

argument. The chapter also assumes a level of interoperability and data sharing that is not 

universally available, suggesting an area for further exploration on overcoming these 

practical challenges. 

Future Directions 

To advance this chapter towards a comprehensive academic paper, a few changes are 

necessary. First, integrating specific case studies or pilot programs that demonstrate the 

successful application of AHRs in predicting and mitigating mental health issues post-

disaster would provide empirical support to the theoretical framework presented.  This is an 

area of research currently being explored by the author. This could include detailed 
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examples of ML models that have accurately forecasted mental health needs and the 

interventions that followed in Alberta. Second, a more rigorous examination of the 

technological and infrastructural prerequisites for implementing AHR-based predictive 

models in various healthcare systems worldwide would add depth, addressing the 

variability in healthcare infrastructure across different regions. Lastly, expanding on the 

collaboration between governmental, technological, and healthcare sectors could offer 

insights into a multidisciplinary approach for policy development, highlighting successful 

strategies for overcoming the ethical and logistical barriers identified. These enhancements 

would not only solidify the chapter's contribution to academic discourse but also provide a 

clear roadmap for implementing AHRs in disaster mental health preparedness and response, 

making it a valuable resource for practitioners and policymakers. 
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6.0 AHRs in Forecasting Mental Health Outcomes Post-Disaster  

This chapter addresses the growing challenge of mental health in the aftermath of disasters 

and the pivotal role of AHRs in improving response and preparedness. This section 

examines how AHRs could transform from static data collections into dynamic, predictive 

tools, aiding in the anticipation and mitigation of post-disaster mental health crises. 

The discussion includes the potential for machine learning to interpret complex AHR data 

patterns to forecast mental health needs accurately. It suggests collaboration with tech and 

academic sectors to refine these predictive models. Additionally, it looks at how AHRs 

could identify populations at risk, proposing targeted, pre-emptive mental health 

interventions in disaster-prone areas. 

A future vision for AHRs is proposed, central to an integrated disaster response system that 

could reshape mental health care. Necessary policy and legislative changes to enable this 

vision are also considered, with a call to action for a united effort to harness AHRs for 

disaster mental health preparedness and response. 

6.1 Introduction to the Escalating Challenge of Disasters and Mental 

Health 

The onset of the 21st century has witnessed a disturbing increase in the frequency and 

intensity of disasters, both natural and man-made. The resulting devastation goes beyond 

the immediate physical and economic toll, casting long shadows over the mental well-being 

of affected populations. Emerging trends indicate a surge in disaster-related mental health 

conditions, with an escalating number of individuals presenting symptoms of PTSD, 

anxiety, and depression post-disaster (Goldmann & Galea, 2014). These conditions can 

persist, often undiagnosed and untreated, leading to chronic psychological distress (North 

& Pfefferbaum, 2013). 

The complexities of mental health needs in the aftermath of such tragedies are multi-

layered, often exacerbated by the displacement of communities, the disintegration of social 

support structures in the disaster area, and the overarching uncertainty of recovery and 
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rehabilitation. Recent reports by various health organizations underscore the pressing need 

for mental health services to be considered a primary component of disaster response 

(United Nations Office for Disaster Risk Reduction, 2022). Integrating AHRs into disaster 

response strategies could enable continuous monitoring and evaluation of these mental 

health needs well beyond current monitoring, allowing for timely adjustments to 

interventions and resource allocation, thus better addressing the evolving challenges faced 

by affected populations. 

Amid this backdrop, AHRs stand poised to revolutionize mental health interventions. 

AHRs, with their comprehensive datasets, hold the potential to transform reactive mental 

health care into proactive, predictive, and personalized medicine. For instance, during the 

COVID-19 pandemic, administrative data was utilized to track mental health trends and 

allocate resources effectively. By analyzing patterns in this data, health systems were able 

to predict spikes in mental health issues and prepare accordingly. These methodologies can 

be applied to post-disaster scenarios, demonstrating the adaptability and utility of these 

tools in various contexts. By leveraging historical health data, AHRs can be valuable in 

identifying at-risk populations before the onset of symptoms, through the exploration of 

historical mental health outcomes in disasters, thus enabling the pre-emptive deployment of 

mental health resources (Patel, et al., 2018). 

The predictive power of AHRs is further enhanced when coupled with disaster psychology 

research. Studies in this field provide valuable insights into the psychosocial impact of 

disasters and the resilience factors that may protect against mental health deterioration 

(Pfefferbaum & North, 2020). When these insights are integrated with AHRs through 

sophisticated data analytics, a potent tool could emerge for forecasting mental health needs 

and tailoring interventions accordingly. 

Healthcare organizations, anticipating these developments, are beginning to advocate for 

and develop integrated systems that allow for the rapid assimilation and analysis of AHRs 

in response to disasters (World Health Organization, 2013). Predictive modeling techniques 

are continually refined, offering the promise of not only understanding but also anticipating 

the mental health aftermath of a disaster. In doing so, they lay the groundwork for a 
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responsive mental health care system that is agile, adaptive, and attuned to the emerging 

challenges of a world increasingly prone to disasters. 

This narrative is not without its cautions; the utilization of AHRs in such predictive 

capacities must navigate the ethical considerations of privacy and consent. Nonetheless, the 

path forward is being charted, and with AHRs potential in guiding mental health 

professionals towards a horizon where timely and effective intervention is not just an 

aspiration but a tangible reality. 

The prospects for AHRs in enhancing disaster-related mental health care are significant, 

marked by a potential shift from the historically retrospective analysis of health data to a 

predictive, preventative, and patient-centered approach. As we delve further into the 

capabilities and mechanisms of AHRs in Sections 6.2 and 6.3, the role of these records in 

predicting and mitigating the mental health impacts of disasters becomes increasingly 

apparent, highlighting an urgent call for innovation and integration in the field of disaster 

mental health. 

6.2 AHRs: From Archival Richness to Predictive Proficiency 
 

The evolution of AHRs from static repositories of medical histories to dynamic engines 

capable of predictive analytics could herald a new era in disaster-related mental health 

forecasting. This transformation is driven by integrating AHRs with real-time data 

collection and sophisticated analytical tools, forming a feedback loop that continuously 

enhances predictive capabilities and intervention strategies. Further, it is anchored in 

anticipated advancements in the collection and nuanced integration of biopsychosocial data, 

which are set to exponentially enhance predictive capabilities within this specialized field. 

AHRs, in their traditional form, offer a rich historical snapshot of patient interactions with 

health services, capturing a wide spectrum of data from diagnostic codes to medication 

prescriptions. However, the emerging trends extend beyond this retrospective function. The 

infusion of AHRs with real-time data streams, such as biometric data from wearable 

technologies and environmental sensor data, is primed to provide a more comprehensive 
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picture of an individual’s health (Topol, 2019). Incorporating these real-time data streams 

allows health systems to rapidly adapt to new information, ensuring mental health 

interventions are based on the most current and relevant data. The potency of AHRs in 

disaster mental health forecasting could grow significantly if they are also augmented by 

broader data sets that encompass environmental exposures, individual behavioral patterns, 

and potentially even genomic information, which can be particularly salient in 

understanding susceptibility to post-traumatic stress disorder (PTSD) and other disaster-

related mental health conditions (Smoller, 2015). The inclusion of social determinants of 

health into AHRs—an array of socio-economic, educational, and environmental factors—

has the potential to greatly amplify their utility in the context of disaster psychology. 

Socioeconomic status, for example, has been shown to correlate with the prevalence and 

severity of mental health outcomes following disasters (Galea, Merchant, & Lurie, 2020). 

Machine learning algorithms, leveraging this enriched data, have the potential to discern 

complex patterns indicative of mental health vulnerabilities in the face of disasters—

patterns that would otherwise remain undetected through conventional analytical means. 

This relevance is underscored by case studies discussed earlier, where machine learning 

was used to predict opioid overdoses and developmental disorders during the pandemic, 

showcasing the broad applicability of these techniques across various disaster-related 

mental health scenarios. 

Privacy considerations are paramount as AHRs evolve. The burgeoning field of privacy-

preserving technologies promises to mitigate the risks associated with the broader use of 

AHRs for predictive analytics. Innovations such as synthetic data, differential privacy and 

federated learning are potentially key technologies to protect against the risks of personal 

data exposure, ensuring that individual identities remain shielded while allowing for the 

collective benefit of shared knowledge (Rieke, et al., 2020). Furthermore, blockchain 

technology's potential application to AHRs offers an intriguing possibility of a secure, 

immutable ledger, enhancing data integrity and exchange while upholding individual 

autonomy over personal health information (Kuo, Kim, & Ohno-Machado, 2017). This 

secure exchange mechanism is not just a protective measure; it also facilitates the 
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construction of a comprehensive data ecosystem, essential for accurate disaster mental 

health forecasting. 

Ultimately, the transition of AHRs towards predictive proficiency rests not only on the 

integration of expansive and deep data but also hinges on the parallel development of 

technologies that safeguard the privacy of the data subjects. As we navigate this promising 

yet complex terrain, the simultaneous enhancement of data analytic capabilities and privacy 

safeguards in AHRs will have to be a cornerstone in the future of mental health intervention 

strategies amidst disasters, if we want to enable healthcare systems to deliver timely, 

targeted, and effective mental health interventions in an increasingly unstable environment. 

6.3 Machine Learning and Predictive Modeling with AHRs 

The application of machine learning algorithms to AHRs represents a convergence of data 

science and clinical insights, yielding predictive models with the potential to transform 

mental health care in the aftermath of disasters. The incorporation of machine learning into 

AHRs enables the extraction of complex patterns and the forecasting of potential mental 

health crises at individual and population levels, with a precision previously unattainable 

through traditional statistical methods. 

Machine learning algorithms can integrate diverse data within AHRs, from diagnostic codes 

to pharmaceutical prescriptions, alongside more granular data points such as laboratory 

results, and even the frequency and timing of healthcare service utilization. These 

algorithms learn from the data to identify risk factors and signals that precede mental health 

issues, particularly those exacerbated by disaster-related stressors. 

Case studies, such as those examining the aftermath of hurricanes or large-scale fires, 

reveal the efficacy of machine learning in identifying populations at risk for PTSD, 

depression, or anxiety disorders. For instance, after Hurricane Katrina, researchers used 

AHRs to track mental health prescriptions and medical visits to project spikes in PTSD 

occurrences in affected regions (Kessler, et al., 2008). In these models, predictors included 

not only prior mental health conditions but also factors like loss of employment, housing 

instability, and the breakdown of social support structures. 
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Furthermore, theoretical models have posited the application of unsupervised learning 

techniques to discern latent patterns within AHRs that might not be immediately obvious to 

human observers or traditional analyses. Such models could, theoretically, identify clusters 

of symptoms or conditions that frequently precede mental health crises in post-disaster 

contexts, thus enabling pre-emptive interventions. 

The promise of machine learning in enhancing AHRs for disaster mental health 

preparedness also invites collaborations between healthcare providers, data scientists, and 

policymakers. By working together, these stakeholders can ensure the development of 

models that are not only accurate but also ethically constructed and considerate of the 

nuances of mental health conditions (Char, Shah, & Magnus, 2018). 

To fully realize the potential of machine learning in this domain, several critical steps must 

be undertaken. These include the standardization of AHR data formats to ensure 

interoperability, the ethical use of data with due respect for privacy and consent, and the 

development of robust models that are generalizable across diverse populations and disaster 

scenarios. 

As ML and AHRs continue to evolve, the future points towards a proactive, data-informed 

approach to disaster mental health, with predictive models serving as both early-warning 

systems and guides for resource allocation and intervention planning, ensuring that support 

reaches those who need it most, precisely when they need it. 

6.4 Identifying Populations at Risk Using AHRs 

Identifying populations at risk for adverse mental health outcomes following disasters is a 

potential application of AHRs, particularly with the integration of algorithms capable of 

real-time risk assessment. The evolution of these algorithms is likely now at a point where 

larger government entities and organizations could harness live data streams, such as social 

media activity, emergency calls, and environmental monitoring, which could provide 

immediate insights into areas affected by disasters. 
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The potential of these algorithms lies in their ability to analyze vast and varied data sources 

in real-time, thereby offering an unprecedented immediacy in the identification of at-risk 

populations. For instance, by incorporating live data on power outages, supply chain 

disruptions, and shelter occupancy rates, algorithms could quickly flag regions where the 

compounded stressors may lead to heightened mental health risks. Additionally, sentiment 

analysis of social media platforms can offer a real-time pulse on community morale and 

stress levels, further refining risk assessments. 

I anticipate future research to focus on refining these algorithms for greater accuracy. This 

refinement process will likely involve the incorporation of advanced ML techniques, such 

as deep learning and newer large language models, which can handle unstructured data and 

learn more complex representations. Furthermore, longitudinal studies could aid in the 

improvement of these models by providing insights into the progression of mental health 

outcomes over time, allowing for the adjustment of an algorithm’s parameters based on 

long-term data (Rieke, et al., 2020). 

Another area of potential advancement is the use of simulation-based approaches to test the 

effectiveness of different algorithmic strategies in virtual environments that mimic real-

world disasters. This could enable researchers to refine their models in a controlled setting 

before deployment in actual disaster scenarios, thus enhancing the models' predictive 

accuracy and reliability (Schrittwieser, et al., 2020). 

The accuracy of these predictive models also depends on the level of detail of the AHRs. 

Enriching these records with more detailed information about individual and community 

resilience factors, such as access to social support networks and mental health services, 

could significantly improve the ability of algorithms to identify those at greatest risk 

especially when we consider urban vs rural disasters. Moreover, interdisciplinary research 

that integrates insights from psychology, sociology, and disaster science could provide a 

more comprehensive framework for risk assessment models. 

To operationalize these advancements, research must also navigate the ethical 

considerations of real-time monitoring and predictive analytics, ensuring that privacy is 
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preserved and that the benefits of such technology are equitably distributed. As we advance 

in this direction, the aspiration is that AHRs, augmented by ML, will not only identify at-

risk populations but also facilitate the delivery of pre-emptive interventions, thereby 

mitigating the mental health impact of disasters. 

6.5 Targeted Interventions Informed by AHRs 

The strategic deployment of mental health resources in disaster-prone areas represents a 

novel application of AHRs, leveraging their predictive capabilities to inform and guide 

interventions. The contemplation of a regional, national, or global digital infrastructure, 

underpinned by AHRs, signifies a forward-thinking approach to disaster mental health 

preparedness. 

This envisioned infrastructure could likely integrate AHRs with geographic information 

systems (GIS) and disaster risk management databases to create a comprehensive system 

capable of not only forecasting potential mental health crises but also allocating resources 

efficiently. For example, by identifying regions with a high density of individuals with pre-

existing mental health conditions and overlaying this data with environmental risk factors, 

the system could direct resources such as mobile counseling units or telepsychiatry services 

to those areas in anticipation of disaster events. 

Future pilot programs are crucial for testing the efficacy of targeted interventions informed 

by AHR-driven predictive analytics. These pilots could be designed to evaluate both the 

effectiveness of the interventions and the efficiency of the infrastructure in deploying them. 

By implementing such programs in diverse settings and disaster scenarios, researchers 

could gather valuable data on the system's performance, leading to iterative improvements. 

For example, a pilot program in a fire-prone region might utilize AHRs to identify 

communities with elevated levels of PTSD following past events. The program could then 

pre-deploy mental health resources to these communities during the fire season and assess 

the intervention's impact on mitigating PTSD symptoms compared to communities that did 

not receive pre-emptive resources. 
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The success of these interventions would also depend on their cultural and contextual 

relevance, necessitating collaboration between data scientists, healthcare professionals, and 

community stakeholders. By tailoring interventions to the specific needs and characteristics 

of each community, the effectiveness of pre-emptive deployments can be increased.  

Allowing for a global level system that can tailor outcomes at the local and individual 

needs of the community. Moreover, the long-term sustainability and scalability of these 

interventions would be enhanced by continuously updating the AHRs with post-

intervention outcomes. This would not only help refine the predictive models but also 

provide an evidence base for the allocation of resources, thus informing policy at both 

national and global levels (Patel, et al., 2018). As such, targeted interventions informed by 

AHRs hold the promise of transforming mental health disaster response from a reactive to a 

proactive stance. The establishment of a robust digital infrastructure and the conduct of 

pilot programs are the next logical steps in operationalizing this vision, with the ultimate 

goal of enhancing the resilience of disaster-prone communities and mitigating the mental 

health impact of catastrophic events. 

6.6 Monitoring and Adjusting Interventions through AHRs 

The dynamic nature of disaster impacts on mental health necessitates a similarly dynamic 

system of intervention monitoring and adjustment. AHRs could serve as the cornerstone of 

continuous learning systems, designed to adjust mental health interventions in real-time, 

responding to feedback from ongoing treatment outcomes. 

In such a system, AHRs would not merely serve as static records but as living documents 

that are continuously updated with patient responses to interventions. For instance, imagine 

a scenario where AHRs are updated in real-time with data on patients’ symptomatic 

responses to different treatment modalities following a disaster. ML algorithms could 

analyze this data to identify which interventions are most effective for specific symptoms 

or demographics. This analysis could then be used to dynamically adjust treatment 

protocols to enhance their effectiveness. Continuous learning systems would necessitate the 

development of sophisticated models that can analyze complex, non-linear data in real-

time.  This concept isn’t new as technologies like large language models are starting to pave 
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the way for such ideas. These models could be trained to recognize the signs of 

improvement or deterioration in mental health status and suggest modifications to the 

treatment regime accordingly. For example, if a particular medication or therapy is found to 

be less effective for a subset of patients, the system could recommend alternative 

interventions. 

The global standardization of intervention monitoring could further refine the efficacy and 

responsiveness of AHR-driven continuous learning systems. Establishing international 

standards for AHRs, like the increased use and rollout of ICD codes, in the context of 

disaster mental health response would ensure consistency in data collection, analysis, and 

response across different healthcare systems and regions. These standards could facilitate 

cross-border collaborations, enabling a unified response to global mental health challenges 

posed by disasters.  This would also mean that responses could be predictive and tailored to 

the region’s needs and norms, even though resources are coming from potentially vary 

different regions and people. Beyond the use of ICD codes, such international standards 

would need to include protocols for data entry, outcome measurement, privacy protection, 

and the ethical use of predictive analytics. They could also define benchmarks for treatment 

efficacy and guidelines for adjusting interventions based on data-driven insights (World 

Health Organization, 2022). The development of these continuous learning systems and 

international standards would benefit from multi-sectoral collaboration involving 

governments, health organizations, technology companies, and patient advocacy groups. 

Together, these stakeholders could work toward a shared goal of enhancing the precision 

and adaptability of mental health interventions in the aftermath of disasters. 

In sum, the potential of AHRs to revolutionize the monitoring and adjustment of mental 

health interventions in disaster settings is contingent upon the advancement of continuous 

learning systems and the establishment of international standards. By embracing these 

innovations, the global healthcare community can look forward to improved outcomes in 

disaster mental health responses, tailored to the evolving needs of affected populations. 
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6.7 AHRs in the Broader Context of Disaster Preparedness and Response 

In envisioning the future of disaster preparedness and response, AHRs stand as a potential 

linchpin in an integrated response framework that could fundamentally transform 

emergency management and mental health care delivery. The incorporation of AHRs into 

disaster response strategies heralds a shift towards a more proactive, personalized, and 

precise approach to mental health interventions in crisis situations. This envisioned 

framework includes real-time data collection, continuous feedback mechanisms, and 

advanced analytics, which collectively create a system that not only responds to crises but 

also anticipates and mitigates them. 

An integrated disaster response framework featuring AHRs would be characterized by its 

anticipatory and adaptive capabilities. It would leverage real-time data from AHRs to 

forecast mental health needs and tailor interventions accordingly. Developing this 

framework would involve establishing standardized protocols for data collection and 

analysis, creating secure data-sharing networks, and forming multidisciplinary teams to 

oversee the implementation and evaluation of interventions. Such a system would facilitate 

seamless collaboration between emergency responders, healthcare providers, and mental 

health professionals, ensuring that mental health care is a central consideration in disaster 

response efforts. 

The actualization of this vision would rely on robust legislative and policy initiatives. 

Firstly, legislation would need to be enacted to ensure that AHRs can be utilized effectively 

during disasters. This may involve mandating the inclusion of mental health indicators in 

AHRs and establishing protocols for their use in emergencies. Additionally, policy changes 

are required to support the interoperability of health information systems, enabling the 

seamless exchange of AHRs across different jurisdictions and healthcare providers. 

Privacy laws would also need to be revisited and potentially revised to protect sensitive 

data while allowing for the necessary sharing of information during a disaster. This could 

involve creating exceptions within existing health privacy regulations such as HIPAA in the 
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United States and PIPEDA in Canada, to allow for the sharing of health data for the 

purpose of disaster response without compromising individual privacy. 

Furthermore, investment in the technological infrastructure to support the integration of 

AHRs into disaster preparedness and response would be valuable. This includes funding for 

the development of advanced analytics tools, training for healthcare providers in their use, 

and the creation of secure networks for data sharing. 

Policies encouraging the development of emergency preparedness plans that specifically 

address mental health needs, informed by insights from AHRs, could also be useful. These 

plans could outline strategies for rapid mental health assessments, triage procedures, and 

the deployment of mental health resources in the immediate aftermath of a disaster. 

Lastly, international collaboration on policies related to AHRs in disaster response is 

needed to address global disparities in mental health care during emergencies. The 

establishment of an international consortium dedicated to advancing the use of AHRs in 

disaster mental health could be proposed. This consortium could act as a platform for 

sharing best practices, standardizing data protocols, and fostering global collaboration. By 

doing so, it would ensure that the benefits of AHRs are realized globally, promoting a 

unified approach to disaster mental health preparedness and response. 

While these concepts have immense hurdles to overcome, the broader integration of AHRs 

into disaster preparedness and response demands concerted efforts in policy-making, 

technological advancement, and international cooperation. By establishing a framework 

that centralizes the role of AHRs in emergency management, a more effective, efficient, and 

empathetic response to the mental health impacts of disasters could be achieved. 
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6.8 Conclusion and Future Directions 

The convergence of AHRs and disaster mental health readiness presents a novel 

opportunity to reshape our approach to health crises. Realizing the added potential of AHRs 

in disaster mental health readiness and response demands a concerted effort from 

stakeholders across the spectrum of healthcare, emergency management, technology, 

industry, and government. 

It is important that research in this field adopts a multidisciplinary lens, drawing from the 

insights of psychiatry, epidemiology, data science, and disaster response. Only through a 

synthesis of these diverse perspectives can we develop comprehensive models that 

accurately forecast mental health needs and interventions in the aftermath of disasters. 

Investment in technology is critical—particularly in developing advanced analytical tools 

that can process and interpret the vast amounts of data contained within AHRs. Significant 

funding would also need to be allocated to the creation of secure platforms for data sharing, 

which would be essential for the rapid sharing of information during emergencies. 

Policy reform is another cornerstone for progress. Laws and regulations need to evolve to 

support the utilization of AHRs in emergency situations, balancing the imperatives of 

privacy with the need for swift and decisive mental health interventions when disasters 

strike. 

To galvanize international efforts and ensure a collective movement forward, the proposal 

of an international consortium dedicated to advancing the use of AHRs in disaster mental 

health could be a potential solution, this kind of work could be done under the umbrella of 

the WHO, which already works on several aspects of this problem. This consortium could 

serve as a central location for innovation, dialogue, and resource sharing, fostering a global 

partnership in pursuit of resilient healthcare systems that can withstand the mental health 

impacts of disasters. 

Such a consortium could also act as a steward for the development of global standards and 

best practices, driving consistency in how AHRs are employed across different countries 
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and healthcare contexts. It could facilitate cross-border research collaborations, develop 

funding mechanisms for pilot projects, and advocate for policies that support the integration 

of AHRs into disaster preparedness plans. 

In summary, this chapter emphasizes the importance of AHRs in enhancing our ability to 

predict, prepare for, and respond to the mental health consequences of disasters. As we look 

to the future, it is incumbent upon us to lay the groundwork for a new era of disaster mental 

health readiness—one that is underpinned by data-driven insights, supported by policy, and 

realized through global cooperation. The journey ahead is complex and challenging, but the 

destination—a world better equipped to protect and promote mental health in the face of 

disasters—is a compelling and worthy pursuit. 

6.9 From Disaster Mental Health Forecasting to Wearable Integration in 

Care 

Moving from the exploration of AHRs in forecasting mental health outcomes post-disaster, 

we transition to the potential for innovative integration of AHRs with wearable device data. 

The next chapter emphasizes the progression towards a more anticipatory and personalized 

mental health care framework, driven by the combination of AHRs and real-time health 

data. Both chapters underscore the potential benefits of harnessing data analytics to refine 

and elevate mental health interventions in an era marked by increasing disaster-related 

challenges. By drawing a connection between the predictive capabilities of AHRs in the 

aftermath of disasters and the potential of wearable technologies to enhance these 

predictions, we underscore a strategic pivot towards a healthcare system that has the 

capacity to not just be reactive but also pre-emptive. 
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Chapter 7 
Integrating AHRs with Wearable 
Device Data 
 
This chapter explores the transformative potential of combining AHRs with real-time data 

from wearable devices in mental health care. It assesses how this integration could improve 

patient engagement, enable predictive analytics, and foster a proactive approach to 

treatment. Highlighting both opportunities and challenges, including ethical and privacy 

concerns, the chapter draws on case studies and pilot programs to illustrate practical 

applications. It helps readers to envision a future where mental health care is personalized 

and empowered by data-driven insights, emphasizing the importance of navigating 

technological, regulatory, and economic considerations to realize the benefits of this 

innovative integration. 

Critiques of the Chapter 
 
This chapter presents an aspirational perspective on enhancing mental health care through 

technology. However, it could be improved by addressing a few key areas. Firstly, while the 

potential of integrating AHRs with wearable device data is well-articulated, the chapter 

could benefit from a deeper dive into the technical challenges and solutions related to data 

integration, interoperability, and the real-time processing of wearable device data. A more 

detailed exploration of these aspects would provide a fuller understanding of the 

practicalities involved in achieving the envisioned integration. Additionally, while the 

chapter touches on ethical considerations, a more comprehensive analysis of the ethical 

dilemmas, particularly around consent in the context of continuous monitoring, would 

enrich the discussion. Additionally, incorporating perspectives on patient autonomy and the 

potential for over-surveillance would offer a more balanced view of the implications of this 

technological integration. Finally, the chapter could extend its discussion on the economic 

impacts and healthcare cost implications by including more concrete examples or models 
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that demonstrate cost savings or return on investment from similar integrations in other 

fields or pilot studies. 

Future Directions for the Chapter as a Paper 
 
To evolve this chapter into a comprehensive academic paper, several enhancements are 

potentially necessary. The paper could start by expanding on the technical specifics of 

integrating AHRs with wearable device data, including the use of emerging technologies 

and standards for data interoperability, privacy-preserving data analytics, and the 

management of large-scale health data ecosystems. A deeper analysis of ethical 

considerations, drawing on case studies or theoretical models, would provide good insights 

into managing the balance between innovation and individual rights. The paper could also 

benefit from a more detailed examination of the economic implications, including cost-

benefit analyses, potential for reducing healthcare expenditures, and the economic barriers 

to widespread adoption. These additions would not only extend the academic contribution 

of the chapter but also offer practical guidance for researchers, practitioners, and 

policymakers interested in the intersection of healthcare technology and mental health care. 
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7.0 Integrating AHRs with Wearable Device Data 

 
The integration of AHRs with data from wearable devices represents a significant step 

forward in the field of mental health care. This section explores the transformative potential 

of combining real-time, granular data from wearables with the comprehensive background 

provided by AHRs. By analyzing current practices, technological advancements, and the 

capacity for predictive analytics, we examine the implications of this integration across 

various domains, including the enhancement of patient engagement, the evolution of 

regulatory frameworks, and the economic impacts on the healthcare system. Moreover, 

integrating AHRs with wearable device data can significantly enhance the management of 

various mental health conditions, such as opioid use disorder, neurocognitive disorders, and 

developmental disorders. For instance, real-time data from wearables can help identify 

early warning signs of opioid misuse, track cognitive decline in neurocognitive disorders, 

and monitor developmental progress in children, providing critical insights that inform 

timely and personalized interventions.   

We navigate through the challenges and opportunities presented by this integration, 

considering the ethical implications and the importance of data privacy in the burgeoning 

age of digital health. Case studies and pilot programs are discussed to provide a practical 

perspective on the application of these technologies in real-world settings. This chapter 

culminates in a forward-looking discussion about the future of mental health care—

envisioning a system that is proactive, personalized, and empowered by data-driven 

insights.  

7.1 Real-time, Granular Insights into Mental Health Status 

Technological advancements in wearable devices have substantially augmented the 

potential for real-time health monitoring, providing continuous streams of data that were 

previously inaccessible outside of clinical settings. Wearables now extend beyond mere 

step counters and now encompass sophisticated sensors capable of tracking a wide array of 

physiological and behavioral metrics. 
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Devices such as smartwatches and fitness trackers can monitor heart rate variability (HRV), 

which is increasingly recognized as an important psychophysiological marker linked to the 

autonomic nervous system (ANS) (Shaffer & Ginsberg, 2017). The ANS responses can be 

indicative of psychological states such as stress or relaxation. Moreover, accelerometers 

and gyroscopes in wearables detect movement patterns, which can be informative about 

activity levels, sleep patterns, and circadian rhythms—all relevant to mental health 

(Faurholt-Jepsen, et al., 2014). 

Sleep is a particularly critical aspect of mental health, with irregularities often serving as a 

precursor or symptom of psychiatric disorders (Wulff, Gatti, Wettstein, & Foster, 2010). 

Wearables can track sleep duration, disturbances, and quality by measuring movement and 

heart rate throughout the night. This data provides granular insights into sleep patterns that 

could, for instance, signal the onset of a depressive episode before it fully emerges (Beattie, 

Kyle, Espie, & Biello, 2015). 

Furthermore, skin conductance sensors measure electrodermal activity (EDA), which is 

linked to arousal and can be a proxy for emotional states and stress (Boucsein, 2013). 

Combined with self-reported mood logs through companion smartphone apps, this 

physiological data can enrich our understanding of an individual’s mental health landscape 

in situ. 

Research suggests that when these real-time data points are aggregated and analyzed using 

ML algorithms, they can predict mental health states with considerable accuracy. Torous et 

al. (2020) demonstrated the utility of smartphone data in predicting episodes of mania and 

depression in bipolar disorder, highlighting the transformative potential of integrating such 

granular data with traditional healthcare records. 

Incorporating real-time data from wearables into daily mental health monitoring has the 

potential to revolutionize patient care (Torous, Staples, & Onnela, 2015). By continuously 

updating healthcare providers on a patient's physiological and psychological status, 

interventions can be precisely timed and personalized, fostering a more dynamic and 

responsive care approach. For example, significant changes in HRV or EDA might prompt 
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a mental health professional to check in with a patient, potentially averting a crisis. Such 

real-time data could be invaluable in managing opioid use disorders by detecting signs of 

relapse or overdose risk, monitoring cognitive function in neurocognitive disorders, and 

tracking developmental milestones in children, ensuring that interventions are timely and 

tailored to individual needs. 

In general, it seems that even with a few basic sensors that already exist in some of the 

most popular smartwatches that the integration of real-time data from wearable devices 

with AHRs could substantially transform mental health monitoring. By providing a detailed 

and dynamic picture of an individual's physiological and behavioral status, healthcare 

professionals can anticipate changes in mental health, offering timely interventions that 

could pre-empt the progression of mental health issues. This capability is particularly 

beneficial for proactive mental health strategies across various conditions, such as 

providing immediate support during crises, optimizing treatment, managing chronic 

disorders, and supporting developmental health. 

7.2 Transforming Predictions: From Reactionary to Proactive 

Historically, AHRs have been indispensable in chronicling patient histories, offering a 

retrospective glance at an individual’s interactions with health services. However, their 

utility in predicting mental health issues is inherently constrained by their static nature. 

AHRs often lag behind the current status of a patient, reflecting past diagnoses, treatments, 

and health care encounters, sometimes years out of date, rather than presenting an up-to-

the-minute picture (Monteith, Glenn, Geddes, Whybrow, & Bauer, 2016). Moreover, the 

retrospective analysis of AHRs typically identifies risk factors and patterns after a mental 

health condition has manifested, thus situating AHRs predominantly within a reactionary 

framework of mental health care. 

The infusion of real-time data from wearable devices into mental health assessments could 

significantly enhance this challenge. Real-time monitoring introduces the possibility of 

identifying nuanced patterns and trends that may predict episodes or changes in mental 

health status.  This information can be enhanced by the patient’s historical information 
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contained in AHRs. For instance, sudden alterations in sleep patterns or activity levels, 

when analyzed alongside historical health records, could signal impending manic or 

depressive episodes in patients with bipolar disorder (Faurholt-Jepsen, et al., 2014). 

Similarly, subtle changes in HRV could signal an oncoming anxiety attack, allowing for 

timely intervention even through prompts given to the patient via their smart device. The 

real-time data thus holds immense potential to shift the system from reactive to one that is 

proactive. By providing ongoing updates to healthcare providers and the patient directly, 

this data integration enables the development of predictive models that are significantly 

more nuanced and immediate than those relying solely on AHRs. These models could, in 

effect, identify warning signs and trigger interventions before the patient is even aware of a 

potential issue, thus transitioning mental health care into a realm where prevention is as 

attainable as treatment. 

Envisioning the future of mental health care, one can anticipate a discipline profoundly 

influenced by the proactive utilization of integrated data. ML models trained on combined 

datasets of real-time and historical health information could anticipate patient needs and 

tailor care pathways accordingly (Torous & Baker, 2016). This could not only improve 

outcomes but also empower patients by offering them insights into their mental health, 

fostering a partnership model of care between patients and providers. 

The concept of digital phenotyping, which involves using data from smartphones and other 

wearables to detect the onset of mental health issues, illustrates this potential (Insel, 2017). 

Such technology can enable continuous assessment and the application of just-in-time 

adaptive interventions (JITAIs), which are treatments that are adaptive to an individual’s 

context and administered as problems are detected, often in real-time (Nahum-Shani, et al., 

2017). 

In sum, the proactive future of mental health care powered by data integration promises a 

transformative impact on both the prediction and prevention of mental health issues. By 

leveraging the depth and immediacy of wearable data in conjunction with the breadth of 

AHRs, a new horizon in computational psychiatry and personalized mental health care is on 

the cusp of realization. 
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7.3 The Role of Machine Learning and Advanced Analytics 

ML algorithms represent a central component in the synthesis of AHRs with data derived 

from wearable technology for the purpose of advancing mental health analytics. The ability 

of ML to handle large, complex, and non-linear datasets makes it an ideal set of tools for 

discerning patterns and predictive signals within the intricate web of factors influencing 

mental health. ML algorithms can integrate the continuous stream of biometric and 

behavioral data from wearables with the extensive, multi-dimensional datasets found in 

AHRs, thus enabling a level of analysis that is both nuanced and predictive. 

For instance, deep learning models, a subset of ML, have shown significant promise in 

detecting depressive symptoms by analyzing speech patterns and facial expressions 

captured through smartphones (Alhanai, Ghassemi, & Glass, 2018). When combined with 

clinical history from AHRs, such models could provide a more comprehensive 

understanding of an individual’s mental health trajectory and potential triggers for 

intervention. In opioid use disorder, similar models could analyze behavioral cues and 

physiological data to predict relapse. For neurocognitive disorders, these models could 

monitor speech and movement patterns to detect early signs of cognitive decline. In 

developmental disorders, they could track speech and motor development to identify delays 

and recommend early interventions. 

Looking towards future developments, it could be anticipated that ML models will become 

increasingly sophisticated, perhaps advancing to the point of unsupervised learning, where 

they can detect new patterns and correlations without explicit programming. Moreover, the 

evolution of ML could lead to the development of personal health navigators — intelligent 

systems that not only monitor health indicators but also interact with users to guide them 

towards healthier behavioral patterns, adapting recommendations in real-time based on the 

user's data (Luxton, 2014). 

However, with these advancements comes a paramount concern for ethics and privacy. The 

management and analysis of sensitive health data necessitate stringent protocols to ensure 

confidentiality and consent. Data de-identification, robust encryption, and transparent data 
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governance policies are essential safeguards to protect individual privacy. Ethical ML in 

health care requires algorithms to be free from bias and their development process to be 

transparent, allowing scrutiny and assurance that these tools serve all segments of the 

population equitably (Vayena, Blasimme, & Cohen, 2018). 

Moreover, the intersection of wearable technology and mental health analytics must 

navigate the delicate balance between beneficial oversight and intrusive surveillance. 

Ethical considerations must include the right to informational self-determination and the 

need for informed consent processes that genuinely reflect the ongoing, dynamic nature of 

data collection in this field (Martinez-Martin, Insel, Dagum, Greely, & Cho, 2018). 

As ML tools continue to penetrate the domain of mental health analytics, the imperative to 

harmonize these technological advancements with ethical needs will become increasingly 

pronounced. Ensuring that privacy and ethical considerations keep pace with technological 

innovation will be essential to maintaining public trust and realizing the full potential of 

integrating AHRs with wearable device data for mental health care. 

7.4 Case Studies and Pilot Programs 

Exploring the emerging integration of AHRs with wearable device data involves a close 

examination of specific instances where such endeavors have been undertaken. The case 

studies and pilot programs described herein provide critical insights into the practical 

applications and implications of this intersection, offering valuable lessons for future 

initiatives. 

In a notable pilot program that focused on patients with Major Depressive Disorder (MDD), 

wearable devices were employed to track various physiological markers such as physical 

activity, sleep patterns, and HRV. The subsequent integration of these data with AHRs—

which contained comprehensive medical histories, medication regimens, and prior episode 

details—afforded researchers a multi-dimensional perspective on the predictive factors of 

depressive episodes. Notably, the combined data streams demonstrated a superior predictive 

capacity compared to the use of AHRs in isolation, suggesting a marked improvement in 
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the timeliness and appropriateness of therapeutic interventions (Torous, Staples, & Onnela, 

2015). 

However, this integration was not without challenges. The considerable volume of data 

generated necessitated robust solutions for data storage and management. Additionally, 

disparities in data standards between wearable technologies and AHRs presented significant 

interoperability challenges. Privacy considerations also emerged as a critical concern, 

necessitating stringent data governance policies to ensure the confidentiality of sensitive 

health information. 

Another case study of interest took place during the COVID-19 pandemic and involved 

monitoring stress and burnout among healthcare workers. Wearables were utilized to 

measure biometric stress markers, which were then correlated with professional parameters 

such as work schedules and patient interactions, as recorded in AHRs. Early findings from 

this study indicated a tangible link between work-related factors and stress levels, offering a 

data-driven basis for potential scheduling and workload adjustments (Clingan, et al., 2021). 

Yet, maintaining consistent use of the wearable devices by the healthcare workers proved to 

be a significant hurdle, affecting the completeness and reliability of the data collected. The 

need for sophisticated analytical models to meaningfully interpret biometric data became 

evident, as did the importance of integrating these insights into workforce management 

practices. 

In the context of chronic disease management, a review that centered on patients with 

diabetes showcased how continuous glucose monitoring (CGM) data, gathered through 

wearable devices, could be synthesized with AHRs to predict and better manage glycemic 

episodes. This study highlighted the utility of predictive analytics in enhancing glucose 

control and underscored the need for real-time intervention protocols. It also emphasized 

the importance of patient engagement, demonstrating that providing patients with access to 

their integrated data could significantly boost self-management (Rhee, Kim, Shin, & Stein, 

2020). Here too, concerns around algorithmic bias and the ethical dimensions of continuous 

monitoring were present, emphasizing the need for careful consideration of these issues as 

this field progresses. The lessons from chronic disease management can be applied to 
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mental health, particularly in managing chronic disorders, where continuous monitoring 

and real-time interventions may significantly improve outcomes. 

Collectively, these case studies underscore the transformative impact that the integration of 

AHRs with wearable device data can have on healthcare. They point to the necessity of 

scalable data infrastructure, standardized data exchange protocols, robust privacy 

frameworks, and the active engagement of both patients and healthcare providers. The 

ethical and privacy-related challenges that arise from such integrations cannot be 

overemphasized and require diligent attention to ensure that the advancements in healthcare 

technology translate into equitable and responsible improvements in patient care. 

7.5 Implementation Challenges and Considerations 

The successful integration of AHRs with data from wearable devices is contingent upon 

overcoming several significant barriers. One such barrier is the issue of interoperability and 

the lack of standardized protocols that can seamlessly integrate the high-frequency, 

heterogeneous data from wearables with the structured, often siloed data of AHRs. A 

potential solution to this challenge is the proactive development and adoption of healthcare 

data standards that enable cross-platform communication and data harmonization. 

Moreover, the imperative of maintaining the privacy and security of health data adds layers 

of complexity to this integration. The expanded data ecosystem presents a larger surface for 

potential breaches, necessitating stringent cybersecurity measures and compliance with 

privacy regulations. Building secure data-sharing platforms with end-to-end encryption, 

and adopting frameworks such as the Zero Trust model, can substantially mitigate these 

risks. The Zero Trust model is a security concept centered on the belief that organizations 

should not automatically trust anything inside or outside their perimeters and instead must 

verify anything and everything trying to connect to their systems before granting access 

(Microsoft, 2023).  Patient consent and engagement also emerge as pivotal factors. To 

surmount this challenge, it is important to foster transparency with patients regarding data 

usage and actively involve them in the benefits of technology through education and 

outreach efforts. 
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Technical and resource constraints present another challenge, as the assimilation and 

analysis of vast amounts of data require substantial computational resources and specialized 

personnel. Investment in cloud computing infrastructures and the hiring and training of 

skilled data scientists are viable strategies to address these limitations and something 

already seen in the larger tech companies. Additionally, algorithmic transparency and bias 

are concerns that must be addressed to avoid perpetuating health disparities. Implementing 

rigorous validation processes and adopting inclusive algorithm development practices are 

important steps toward creating equitable and effective analytical tools. Finally, navigating 

the regulatory and ethical landscape is essential for the responsible advancement of this 

integration. Ensuring that research and implementation strategies undergo ethical review 

and adhere to regulatory standards is necessary for maintaining public trust and 

safeguarding participants' welfare. 

In integrating AHRs with wearable device data, the path forward lies in a multidisciplinary 

approach that considers technical feasibility, ethical integrity, and above all, patient-

centeredness. Strategic investments, collaborations across sectors, and ongoing dialogue 

with stakeholders are necessary to navigate these challenges and harness the full potential 

of these technologies to revolutionize mental health care. 

7.6 Regulatory and Policy Framework Evolution 

The current regulatory and policy landscape for integrating AHRs with data from wearable 

devices is at a critical juncture. The dynamic nature of digital health data collection 

presents unique challenges to existing privacy laws and regulatory frameworks that were 

not originally designed to address the nuances of continuous, passive data monitoring and 

the complexities of data analytics in mental health care. 

For most provinces in Canada, PIPEDA sets the groundwork for the protection of personal 

data in the private sector, including health information in certain contexts. This is 

complemented by provincial legislations such as Ontario's Personal Health Information 

Protection Act (PHIPA), which regulates the use of personal health information within the 

province (Office of the Privacy Commissioner of Canada, 2020). 
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As these technologies progress, there is a clear need for regulatory evolution to keep pace 

with advancements. The existing frameworks will require updates to ensure they 

encapsulate the scope of data generated by wearable devices, as well as the analytical 

capabilities of machine learning in health care. A number of researchers are already 

championing the development of regulatory policies that specifically address the collection, 

use, and sharing of digital health data (Vayena, Blasimme, & Cohen, 2018). 

Future policy developments are likely to see an emphasis on national and international 

standards for data interoperability, which will be essential for the seamless integration of 

AHRs and wearable device data across different jurisdictions and health care systems 

(Topol, 2019). Moreover, as precision medicine advances, there will be a push towards 

regulations that facilitate the sharing and analysis of data while ensuring robust protections 

for patient privacy (National Academies of Sciences, Engineering, and Medicine, 2019). 

One of the most significant anticipated developments in policy will revolve around consent. 

With wearable technologies enabling continuous data collection, traditional consent models 

are often inadequate. Innovative consent frameworks, such as dynamic consent, could 

become more prevalent, allowing individuals to have greater control over their data (Kaye, 

et al., 2014). Another important area will be the formulation of policies to govern the 

ethical use of ML and AI in health care. Ensuring algorithmic transparency and addressing 

potential biases will be challenging but likely necessary to maintain trust and to avoid 

perpetuating disparities in health care (Char, Shah, & Magnus, 2018). Finally, regulatory 

bodies may consider the concept of data stewardship, where data is managed by trustees 

who oversee the ethical use of health data for research and health care improvement, 

balancing the need for innovation with privacy concerns (Aitken, Jorre, Pagliari, Jepson, & 

Cunningham-Burley, 2016). 

In the end, the regulatory and policy framework for the integration of wearable device data 

with AHRs is poised for transformation. To effectively manage this integration while 

upholding high standards of patient privacy and data security, there is a need for an 

adaptive, forward-looking approach that ensures ethical governance and fosters trust among 

all stakeholders in the health care ecosystem. 
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7.7 Economic Impact and Healthcare Cost Implications 

The integration of AHRs with data from wearable devices is anticipated to have a 

substantial economic impact on the healthcare system. By merging the longitudinal health 

data with the real-time physiological and behavioral data from wearables, there is a 

potential significant shift in the approach to healthcare delivery—especially in the domain 

of mental health, where early intervention and continuous monitoring could significantly 

alter patient outcomes and system efficiencies. Cost savings in healthcare could be 

substantial with the introduction of predictive analytics using integrated data. For instance, 

by identifying early signs of mental health deterioration, interventions can be applied 

before conditions worsen and require more intensive, and often expensive, treatment 

options. Research has indicated that mental health conditions, when left untreated, can 

escalate to serious levels, resulting in increased emergency room visits, hospitalizations, 

and a need for more intensive services—all of which contribute to higher healthcare costs 

(Stephens & Joubert, 2001). Moreover, the proactive healthcare model facilitated by the 

combination of AHRs and wearable data may lead to better resource allocation. By 

preventing mental health crises, healthcare systems can avoid the economic strain of acute 

care episodes and reduce the long-term costs associated with chronic mental health 

conditions. This shift towards preventive care could be a key driver in controlling 

healthcare expenses (Wang, et al., 2005). 

Cost-benefit considerations also include the investment in technology and infrastructure 

needed to integrate and analyze the data from wearable devices. While the initial 

expenditure may be significant, the return on investment can be realized through the 

improved health outcomes and efficiencies in care provision. The data gathered from 

wearables can enable healthcare providers to deliver more personalized care, which is often 

more cost-effective than generalized treatment approaches (Kang & Exworthy, 2022). 

Another consideration is the potential revenue generation through the development and 

commercialization of new wearable technologies and data analytics platforms. As 

healthcare continues to evolve, there is a growing market for innovative solutions that can 

deliver on the promise of improved care at reduced costs. Companies and healthcare 
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systems that can leverage integrated data effectively may be able to develop new business 

models and revenue streams. However, it is necessary to address the disparities in access to 

wearable technologies to ensure that the economic benefits of integrated data are not 

limited to certain populations. There is a risk of exacerbating health inequities if only 

individuals with higher socioeconomic status can afford wearable devices and thus benefit 

from data-driven preventive care (Kumar, et al., 2013). 

In the end, the economic impact of integrating AHRs with wearable device data is 

multifaceted. While it offers a strong potential for significant cost savings and efficiencies 

in healthcare delivery, there is a need for strategic investments and equitable access to 

technology. Policymakers and healthcare leaders must consider the full spectrum of 

economic implications as they navigate the integration of these advanced data analytics into 

mental health care. 

7.8 Patient Engagement and Empowerment 

The intersection of real-time data from wearables and AHRs presents an unprecedented 

opportunity for patient empowerment in mental health management. Access to granular, 

personalized data can transform patients from passive recipients of healthcare into active 

participants in their treatment and wellness journey. Real-time data equips patients with 

immediate feedback on their physiological and psychological state, potentially highlighting 

correlations between lifestyle choices and mental health symptoms. For example, variations 

in sleep patterns, physical activity, and heart rate variability can be monitored to assess their 

impact on mood and anxiety levels, offering patients concrete data to support self-care 

decisions (Faurholt-Jepsen, et al., 2014). Such empowerment through self-monitoring can 

lead to a greater sense of control over one's mental health, fostering engagement and 

adherence to treatment plans. 

The future of patient engagement is likely to be bolstered by a new generation of tools and 

platforms that provide integrated health insights. Innovations in app development, for 

example, are starting to deliver personalized, algorithm-driven advice for managing stress 

or mood dysregulation. These tools could incorporate cognitive-behavioral therapy 
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techniques, mindfulness practices, and tailored recommendations for activity or social 

engagement, all informed by the individual's own data (Torous & Keshavan, 2016). 

Additionally, gamification elements can be embedded into these platforms to incentivize 

healthy behaviors and adherence to treatment protocols. By offering rewards or 

achievements for consistency in self-care practices or for reaching personal health 

milestones, these applications can make the management of mental health both engaging 

and rewarding, similar to how they are being used now in the physical fitness domains 

(Fitzpatrick, Darcy, & Vierhile, 2017). However, it's not just about individual data points; 

it's the integration of these into a cohesive narrative about one's health that can empower 

patients. Future platforms could utilize ML algorithms to not only present data but also 

interpret it in an easily understandable manner, providing suggestions and motivational 

support tailored to the user's specific context and progress (Insel, 2017).  This could be 

achieved by having tailored large language models trained on mental health data that could 

then evaluate and recommend healthy behaviours based on the data from the wearables. 

Telehealth platforms may also evolve, integrating real-time data feeds from wearables to 

enable clinicians to provide more dynamic and responsive care. This could further 

strengthen the therapeutic alliance as clinicians and patients would engage in a more 

collaborative dialogue about the patient’s mental health, informed by objective data. 

As we look to the future, the emphasis will be on creating a seamless, user-friendly 

experience that bridges the gap between data collection and actionable insights. Privacy and 

data security will remain paramount as these tools develop, ensuring that patient 

empowerment does not come at the cost of data vulnerability (Martinez-Martin, Insel, 

Dagum, Greely, & Cho, 2018). 

7.9 Ethical Considerations and Data Privacy with Wearables 

The integration of AHRs with data from wearable technologies in mental health care raises 

a complex array of ethical considerations, likely more complex than those already 

mentioned. The real-time, continuous nature of data collection from wearables creates a 

detailed digital record of an individual’s physiological and potentially psychological state. 
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This rich data set, while invaluable for treatment and monitoring, also increases the risk of 

privacy breaches and misuse of information, especially when it is not processed locally 

(Martinez-Martin, Insel, Dagum, Greely, & Cho, 2018). 

Concerns center on the potential for unauthorized access to sensitive data, as well as the 

possible ramifications of data sharing without explicit patient consent. Data may be 

exploited for purposes that extend beyond patient care, including commercialization or 

employment discrimination. Moreover, the predictive power of integrated data might lead 

to stigmatization or other harms if not carefully managed and regulated. 

To mitigate these risks, strategies for ensuring data privacy must be embedded at every 

level of technology design and implementation. This can include employing state-of-the-art 

encryption methods, secure data storage solutions, and stringent access controls like Zero 

trust implementation mentioned in the previous section. The principle of data minimization, 

which posits that only the data necessary for specific care purposes should be collected, can 

further help protect patient privacy (Layman, 2020). 

Healthcare providers and technology developers must work in tandem to ensure compliance 

with all applicable data protection laws, such as HIPAA, PIPEDA, and the General Data 

Protection Regulation (GDPR) in Europe. Additionally, organizations should adhere to the 

guidelines and ethical standards set by professional bodies, such as the American 

Psychological Association's guidelines for the ethical practice in telepsychology (American 

Psychological Association, 2023). 

The principle of informed consent will also be paramount in the ethical use of wearables in 

mental health care. Patients should be provided with clear, accessible information about 

how their data will be used, who will have access to it, and how it will be protected. 

Moreover, they should have the autonomy to opt-in or opt-out of data sharing with ease, 

without any impact on their access to care. 

The design of wearable technologies and digital health platforms should incorporate 

'privacy by design' principles, ensuring that privacy measures are not just an afterthought 

but a fundamental component of product development. This could include giving users 
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granular control over their data, such as the ability to delete records or control the specific 

types of data and at when times that is being recorded and shared (Cavoukian, 2018).  

Finally, there is a pressing need for interdisciplinary research that examines the ethical 

implications of wearable technology in mental health, exploring the balance between 

potential benefits and risks to patient privacy. Such research should guide the development 

of robust ethical frameworks and regulatory policies to safeguard the well-being and rights 

of individuals in the context of digital mental health care. 

7.10 Future Directions and Research Opportunities 

The integration of AHRs with data derived from wearable devices could significantly 

impact the landscape of mental health research. This integration is expected to provide 

researchers with an unprecedented volume of longitudinal and real-time data, which can 

offer novel insights into the precursors and progressions of mental health conditions. As 

mentioned in previous sections, these insights have the potential to transform mental health 

care from a reactive to a proactive discipline, with a strong emphasis on early detection and 

preventive care. 

One of the long-term implications of this data integration is the potential to uncover subtle 

patterns and predictors of mental health issues that are currently obscured in the more 

episodic and coarse data of AHRs alone. For instance, continuous monitoring of 

physiological markers, like heart rate variability and sleep patterns, may reveal nuances in 

the onset of mood disorders or anxiety, potentially leading to early intervention strategies 

(Torous, Staples, & Onnela, 2015). However, gaps remain in the current research, 

particularly in the understanding of how best to synthesize and interpret the vast amount of 

data generated by wearables. There is also a need for more robust, longitudinal studies that 

link wearable data with clinical outcomes to validate the predictive power of these tools in 

diverse populations. Another gap lies in the development of standardized protocols for data 

integration, analysis, and interpretation to ensure consistency and reliability across studies 

(Gomes, Pato, Lourenço, & Datia, 2023). The potential areas of study to support the growth 

of this interdisciplinary field are vast. Research is needed to explore the best practices for 
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engaging patients in the use of wearable devices in a way that respects their privacy and 

autonomy. Additionally, studies on the implications of wearable data on clinical decision-

making processes and health outcomes will be critical. Further, there is a need to explore 

how these technologies can be scaled and made accessible across different socioeconomic 

groups to avoid exacerbating existing health disparities. In the end, the integration of AHRs 

with data from wearable devices offers a transformative potential for mental health research 

and care. By providing a rich, nuanced view of an individual’s health in real-time, this 

intersection of data could facilitate a major shift toward personalized, pre-emptive mental 

health care strategies. Researchers must continue to advance our understanding of how to 

effectively analyze and apply wearable data, while healthcare providers should prepare to 

integrate these insights into clinical practice. Policymakers must develop regulations that 

protect patients’ privacy while enabling innovation. Only through concerted and 

collaborative efforts can the full vision of a data-driven, patient-centered approach to 

mental health care be realized. 
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Chapter 8 
Conclusion 

 
This thesis embarked on a comprehensive exploration of the applications and untapped 

potential of AHRs in augmenting the landscape of mental health care. Beginning with a 

contextual look at the historical challenges facing psychiatry and public health, we 

scrutinized the role and limitations of diagnostic mechanisms like the DSM and ICD in 

mental health. Given the current grim landscape of morbidity, mortality, and economic 

impact associated with mental health, the research identified an immediate need for 

innovative approaches. 

ML emerged as a new frontier in psychiatry, opening the door for a convergence of public 

health data, precision health, and computational methods. This synthesis has paved the way 

for more complex, data-driven strategies in mental health care, particularly important amid 

the increasing issues triggered by various disasters. Early chapters navigated the complex 

terrain of privacy concerns and emphasized the need for ethical and secure handling of 

sensitive data. Collaborative research endeavors were highlighted, emphasizing the 

collaboration between governmental institutions, clinicians, and academia in the ethical 

utilization of AHRs. 

The core of this work featured a series of case studies illustrating the transformative 

potential of AHRs in current mental health research. From crafting predictive models for 

individual-level opioid overdoses to uncovering shifts in developmental disorder treated 

prevalence and illuminating healthcare utilization patterns for neurocognitive disorders, the 

power of AHRs was examined. The impact was particularly noticeable in the 

unprecedented healthcare challenges induced by the COVID-19 pandemic. 

Towards the end, the research ventured into the realm of future applications. AHRs were 

positioned as pivotal tools for forecasting mental health outcomes in post-disaster 

scenarios. Here, the intricate relationships between disaster-induced stress, trauma, and 

observable mental health patterns were dissected. The thesis also envisioned a future where 
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AHRs are seamlessly integrated with wearable technology. Such integration could provide 

real-time, granular insights into mental health, fundamentally transforming our predictive 

capabilities from being reactionary—based on reported symptoms or delayed 

administrative data—to proactive and preventive. 

To sum up, this thesis not only provided a detailed account of the current state and inherent 

challenges of mental health care but also laid out a roadmap for future, transformative 

practices. By combining cutting-edge technology with traditional research methods, this 

research stands as a small milestone toward a new paradigm in mental health care—one 

that is proactive, data-driven, and deeply rooted in interdisciplinary collaboration. The 

coupling of AHRs with other real-time data sources like wearables, fortified by ML 

algorithms, offers a promising avenue for early intervention and more individualized 

mental health care strategies. Through these multi-faceted approaches and integrative 

strategies, the dream of a more informed, proactive, and humane approach to mental health 

is not only plausible but within reach. 
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