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ABSTRACT 

Off-site construction (OSC) has been slow to adopt automation and digitization, particularly since 

OSC requires manufacturing flexibility due to a need for diverse product designs in dynamic 

environments. While automation is crucial for OSC operations, integrating digital technologies 

with design and manufacturing processes is becoming increasingly complex. This complexity is 

deepened by rapid technological advancements and data integration challenges, which hinder 

effective implementation. Moreover, the shift toward industrialized construction requires 

advanced fabrication lines, flexible algorithms, and enhanced methods for assembling various 

product variants and streamlining fabrication processes. Building Information Modelling (BIM) 

has become prominent in digitizing the design and automating construction workflows. Similarly, 

Industrial Robotics (IR) in construction is gaining recognition for enhancing productivity, safety, 

and efficiency while minimizing lean waste. However, the integration of BIM and IR within OSC 

remains underexplored. This research introduces the RoboSimX framework, which incorporates a 

flexible Multi-Robotic Operational System (ROS) to automate and simulate processes. The project 

starts with a Systematic Literature Review (SLR) to evaluate the integration of BIM-IR, followed 

by the development of a Robotic Assembly Task Motion Planner (RATMP) for intelligent and 

zero-labour robotic manufacturing cells. A Virtual Commissioning (VC) system is employed to 

simulate and optimize manufacturing strategies. Additionally, the framework utilizes an XAI 

engine, which provides interpretable, model-agnostic explanations to integrate and analyze data 

from BIM-IR activities, thus creating an automated decision-making tool. This tool aims to 

enhance manufacturing productivity, design flexibility, environmental adaptability, tool 

interchangeability, and overall system effectiveness. Using the Design Science Research (DSR) 

methodology, the study demonstrates that BIM-IR integration is achieved in OSC through the 

RoboSimX framework. Validated across panelized and modular sectors in the wood and steel 
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industries, the process includes software simulation, laboratory experiments, and expert surveys. 

This research offers the industry a comprehensive, adaptable BIM-IR-based solution for OSC 

manufacturing automation.



  

iv 

PREFACE 

This thesis represents the original work of Anas Itani. It includes three journal papers and three 

conference papers that have been prepared for publication. These papers are sequentially listed 

below, in the order they appear in this thesis. The thesis is structured in a paper format, adhering 

to the paper-based thesis guidelines. 

(1) Itani, A., Bouferguene, A., and Al-Hussein, M. (2024). Innovative Approaches in 

Assembly Sequence Planning: A Review of Soft Computing and AI Methodologies. 

(Ready for Submission– Conference Proceedings) 

(2) Itani, A., Bouferguene, A., and Al-Hussein, M. (2024). Integrated BIM-Robotic Assembly 

Sequence Planning Tool: Bridging the Gap from CAD to CAM in Offsite Construction 

Manufacturing. (Ready for Submission – Journal Publication) 

(3) Itani, A., Bouferguene, A., and Al-Hussein, M. (2024). Advances in Multi-Robot Task 

Allocation: From Manual Coordination to Algorithmic Optimization. (Ready for 

Submission – Conference Proceedings) 

(4) Itani, A., Bouferguene, A., and Al-Hussein, M. (2024). From Heuristics to Learning-Based 

Methods: Evolving 3D Motion Planning for Robotics. (Ready for Submission – 

Conference Proceedings) 

(5) Itani, A., Bouferguene, A., and Al-Hussein, M. (2024). Enhanced Simulated Motion 

Planning Framework for Robotic Assembly in Offsite Construction (Ready for 

Submission – Journal Publication) 

(6) Itani, A., Bouferguene, A., and Al-Hussein, M. (2024). XAI-LIME and BIM-IR: A 

Synergistic Framework for Smart Manufacturing Decision-Making and System 

Effectiveness. (Ready for Submission – Journal Publication) 



  

v 

ACKNOWLEDGMENT 

First and foremost, I am deeply grateful to God for providing me with the strength, intellect, well-

being, and supportive individuals necessary for the successful completion of my research. 

 

I would like to extend my profound appreciation to my supervisor, Dr. Mohamed Al-Hussein, and 

my co-supervisor, Ahmed Bouferguene, for their unwavering guidance, support, motivation, and 

influence throughout this research. Their involvement has been indispensable, and I cannot 

envision having completed this academic journey without their invaluable contributions. 

 

I also appreciate the backing of the administrative and research staff within Dr. Al-Hussein’s group 

at the University of Alberta. Their technical expertise and emotional encouragement have been 

crucial. Special thanks go to the administrative staff and research group members for their 

unwavering support and constructive feedback during my studies. Additionally, I acknowledge the 

financial support provided by the Natural Sciences and Engineering Research Council of Canada 

(NSERC). 

 

Lastly, I extend my deepest gratitude to my wonderful family, who has been an unwavering pillar 

of support over the years. A special acknowledgment goes to my wife, Inaam, for her significant 

contribution, marked by her unconditional love, companionship, and steadfast belief in me, which 

greatly aided in reaching this milestone in my life. Also, to my Dad, Mom, Mia, Ahmad, Sarah, 

and Jad, your continuous encouragement throughout this journey has been pivotal. This 

achievement would not have been possible without your enduring support and boundless love. 

 



  

vi 

TABLE OF CONTENTS 

ABSTRACT  ................................................................................................................................. ii 

PREFACE  ................................................................................................................................ iv 

LIST OF TABLES ...........................................................................................................................x 

LIST OF FIGURES ...................................................................................................................... xii 

LIST OF ABBREVIATIONS .................................................................................................... xviii 

Chapter 1 : Introduction ...................................................................................................................1 

1.1 Initial Research Context .................................................................................................. 1 

1.2 Robotic Assembly Task Motion Planner (RATMP) ....................................................... 3 

1.3 Research Motivation, Challenges, and Proposed Solutions............................................ 9 

1.4 Problem Statement, Research Questions and Hypothesis............................................. 13 

1.5 Thesis Organization ...................................................................................................... 14 

Chapter 2 : Systematic Literature Review .....................................................................................15 

2.1 Manufacturing Automation in Offsite Construction ................................... 18 

2.2 The Systematic Literature Review (SLR) Methodology ............................ 21 

2.3 Preliminary Data-Synthesis and Discussion ............................................... 24 

2.4 Design Science Research (DSR) Methodology .......................................... 25 

2.5 Main Research Methodology ...................................................................... 28 

2.6 RATMP Framework ................................................................................... 30 

2.7 Modelling a Robotic Work Cell .................................................................. 31 

2.8 Simulating a Robotic Work Cell ................................................................. 34 

Chapter 3 : Innovative Approaches in Assembly Sequence Planning: A Review of Soft Computing 

and AI Methodologies....................................................................................................................36 

3.1 Introduction ................................................................................................................... 37 

3.2 Literature Review.......................................................................................................... 38 

3.2.1 ASP Overview ............................................................................................ 38 

3.2.2 ASP Problem Modelling ............................................................................. 40 

3.2.3 ASP Constraints .......................................................................................... 44 

3.2.4 ASP Optimization Approach ...................................................................... 45 

3.2.5 ASP Optimization Algorithms .................................................................... 47 

3.2.6 ASP Optimization Objectives ..................................................................... 56 

3.3 Results and Discussions ................................................................................................ 59 

3.4 Conclusion .................................................................................................................... 61 



  

vii 

Chapter 4 : Integrated BIM-Robotic Assembly Sequence Planning Tool: Bridging the Gap from 

CAD to CAM in Offsite Construction Manufacturing ..................................................................63 

4.1  Introduction .................................................................................................................. 64 

4.2 Literature Review.......................................................................................................... 65 

4.2.1 Automation in Offsite Construction ........................................................... 65 

4.2.2 Role of BIM in Offsite Construction Manufacturing ................................. 68 

4.2.3 Industry Foundation Class (IFC) ................................................................ 69 

4.2.4 Representation and Application of Rule-Based Method Using Logic Theory71 

4.2.5 Application of IR in Wood and Steel OSC Manufacturing ........................ 77 

4.2.6 Building Components Preliminary Assembly Plan .................................... 78 

4.3 Research Methodology ................................................................................................. 78 

4.4 Evaluation of Results and Error Analysis ..................................................................... 91 

4.5 RAP Framework Design ............................................................................................... 94 

4.5.1 Assembly Planning Algorithm: Determining Assembly Coordinates and Sequence 

  .................................................................................................................... 98 

4.5.2 Creating Models of the Construction Materials ........................................ 109 

4.5.3 Construction Operations and Control System Definition ......................... 110 

4.5.4 Determining the Framing Target Locations for the Framing Operation .. 111 

4.5.5 Identifing the Orientation of the Frame in Relation to the Robot ............. 114 

4.5.6 Defining and Creating the Subroutines for the Robot .............................. 115 

4.5.7 Coding the Control System and BIM Data into the Robot Controller...... 118 

4.6 Implementation and Validation of the Experimental Method .................................... 119 

4.6.1 Implementation Software and System Setup ............................................ 120 

4.6.2 Case Studies .............................................................................................. 121 

4.6.3 Testing the Reasonableness of Assembly Sequence ................................. 133 

4.6.4 BIM Design Data Input ............................................................................. 146 

4.6.5 Robotic System Model Selection .............................................................. 146 

4.6.6 Simulation Environment Setup ................................................................. 148 

4.6.7 Simulation Generation and Execution ...................................................... 151 

4.6.8 BIM-Simulator Integration ....................................................................... 153 

4.6.9 Robotic Assembly Process Evaluation ..................................................... 158 

4.7 Results and Discussions .............................................................................................. 160 

4.7.1 Nailing Target Locations Validation ........................................................ 164 



  

viii 

4.7.2 Comparison to Manual Extraction Process ............................................... 165 

4.7.3 Time Performance Testing ........................................................................ 168 

Chapter 5 : Advances in Multi-Robot Task Allocation: From Manual Coordination to Algorithmic 

Optimization  ..............................................................................................................................171 

5.1 Introduction ................................................................................................................. 172 

5.2 Literature Review........................................................................................................ 173 

5.2.1 MRTA Taxonomies .................................................................................. 173 

5.2.2 MRTA Problem Definition ....................................................................... 178 

5.2.3 Optimization Using Combinations ........................................................... 180 

5.2.4 Related Planning Problems in Robotics .................................................... 181 

5.2.5 Preliminaries in Planning Tasks in Robotics ............................................ 183 

5.2.6 Planning Tasks in Robotics (Input/Output) .............................................. 186 

5.2.7 Dynamic Task Allocation Strategies ........................................................ 189 

5.2.8 MRTA Related Work ................................................................................ 193 

5.3 TSP Problem Modelling ............................................................................................. 194 

5.4 Results and Discussions .............................................................................................. 197 

5.4.1 Research Directions and Performance Analysis ....................................... 198 

5.4.2 Overview of Research Trends and Directions .......................................... 200 

5.5 Conclusion .................................................................................................................. 203 

Chapter 6 : Hybrid From Heuristics to Learning-Based Methods: Evolving 3D Motion Planning 

for Robotics  ..............................................................................................................................205 

6.1 Introduction ................................................................................................................. 206 

6.2 Literature Review........................................................................................................ 207 

6.2.1 Path Planning vs. Trajectory Planning ...................................................... 207 

6.2.2 Fundamental and Properties of Motion Planning ..................................... 212 

6.2.3 Motion Planning Properties ...................................................................... 213 

6.3 Motion Planning Pipelines: 3D Path Planning Algorithm Taxonomy........................ 216 

6.4 Analysis and Conclusion............................................................................................. 246 

6.4.1 Scope and Challenges ............................................................................... 247 

6.4.2 Conclusion ................................................................................................ 248 

Chapter 7 : Enhanced Simulated Motion Planning Framework for Robotic Assembly in Offsite 

Construction  ..............................................................................................................................249 

7.1  Introduction ................................................................................................................ 250 



  

ix 

7.2 Literature Review........................................................................................................ 252 

7.2.1 Specifications of Modular Home Construction ........................................ 253 

7.2.2 Advantages and Challenges of OSC ......................................................... 254 

7.2.3 Advancements in Robotics and Automation for OSC .............................. 255 

7.3 Challenges and Innovations in Robotic Path Planning ............................................... 256 

7.3.1 Key Concepts and Challenges in Robotic Path Planning ......................... 257 

7.3.2 Specific Algorithms and Tools ................................................................. 258 

7..3.3 Current Limitations ................................................................................... 261 

7.3.4 Problem Definition and Research Objectives ........................................... 263 

7.4 RMP Research Methodology ...................................................................................... 266 

7.4.1 Manipulator-Level Planning ..................................................................... 267 

7.4.2 RRT* Algorithm Formulation .................................................................. 274 

7.4.3 Random Configuration Sampling Stage ................................................... 284 

7.4.4 Synthesizing Kinematic Parameters with Integrated Obstacle Avoidance 288 

7.5 Implementations and Testing of the Prototype ........................................................... 292 

7.5.1 Modelling of a Robotic Manufacturing Cell in the Virtual Environment 293 

7.5.2 Configurations sampling with gripped object ........................................... 295 

7.5.3 Path Searching with the Enhanced RRT* Algorithm ............................... 297 

7.6 Validations .................................................................................................................. 298 

7.6.1 Planning Effectiveness Confirmation ....................................................... 299 

7.6.2 Path-Finding Method on Wall Frames Assembly ..................................... 299 

7.6.3 Simulation Results .................................................................................... 301 

7.6.4 Scaled In-lab Experiment .......................................................................... 303 

7.7 Discussion ................................................................................................................... 311 

Chapter 8 : Conclusion, Contributions, Limitation, and Future Roadmap ..................................314 

8.1 General Conclusion ..................................................................................................... 314 

8.2 Contributions to the body of knowledge ..................................................................... 316 

8.3 Research Limitations and Future Research Roadmap ................................................ 319 

References  ..............................................................................................................................321 

Appendix-A  ..............................................................................................................................367 

 



  

x 

LIST OF TABLES 

Table 1. Summary of Advantages and Disadvantages of ASP Algorithms .................................. 60 

Table 2. Assembly Rules Input Data for the Rationale Engine .................................................... 89 

Table 3. Rule-Based Facts Input Data for the Rationale Engine .................................................. 90 

Table 4. Confusion Matrix ............................................................................................................ 91 

Table 5. Performance Indicator Values Obtained for the Proposed Rationale Engine Algorithm 92 

Table 6. List of Rules Developed Using the Base Model ........................................................... 127 

Table 7. Results of the Base Model (Mbase) .............................................................................. 130 

Table 8. Summary of the Testing Results ................................................................................... 131 

Table 9. Additional Rules List from the Testing Models (M1-M6) ........................................... 132 

Table 10. Assembly Sequence and Coordinates of the Prefabricated Base Model Components 136 

Table 11. Assembly Rules: Case of Vertical Studs .................................................................... 142 

Table 12. Assembly Rules: Case of Horizontal Studs ................................................................ 143 

Table 13. Assembly Rules: Case of “L” Components ................................................................ 143 

Table 14. Assembly Rules: Case of “U” Components ............................................................... 145 

Table 15. Simulation Results of the Multi-Panel Automated Framing and Sheathing Processes

 ............................................................................................................................................. 158 

Table 16. List of Steps for the Manual Extraction Process ........................................................ 165 

Table 17. Result of the Validation for the Nailing Target Locations of Panel 1 of the Base Model

 ............................................................................................................................................. 166 

Table 18. Time Performance of the Manual Process .................................................................. 168 

Table 19. Constraints Related to the Dynamic Task Allocation Problem .................................. 180 

Table 20. Factors Influencing MRTA Problem Complexity ...................................................... 199 

Table 21. Future Research Directions ......................................................................................... 203 

Table 22. Summary of SBA ........................................................................................................ 226 

Table 23. Summary of node-based optimal algorithms .............................................................. 231 

Table 24. Summary of Bioinspired Algorithms .......................................................................... 237 

Table 25. Summary of Multifusion-Based Algorithms .............................................................. 239 

Table 26. IR Arms Model Specifications ................................................................................... 267 

Table 27. D–H Parameters of 7 DOF Robotic TCP.................................................................... 290 

Table 28. Specifications of the Two Types of Multi-Wall Panels .............................................. 300 



  

xi 

Table 29. Results of the Developed Method in Simulated Environment ................................... 302 

Table 30. Collision-Free Path Outcome ...................................................................................... 306 

Table 31. Manipulator Joints Parameters for Scaled In-Lab Experiment Wall Assembly ......... 308 

Table 32. Trajectory Length and Execution Time Results ......................................................... 311 

  



  

xii 

LIST OF FIGURES 

Figure 1. Starting Context of the Research ..................................................................................... 3 

Figure 2. Assembly, Task, Motion Planning Styles ....................................................................... 6 

Figure 3. OSC Categories and Types .............................................................................................. 7 

Figure 4. ROS Software Ecosystem................................................................................................ 8 

Figure 5. Sample VC Project Setup ................................................................................................ 9 

Figure 6. Research Motivation ...................................................................................................... 10 

Figure 7. Challenges and Solutions .............................................................................................. 12 

Figure 8. BIM-IR Technological Integration – Research Gap and Hypothesis ............................ 14 

Figure 9. Research Organization Scheme ..................................................................................... 15 

Figure 10. BIM-IFC CAD Application ......................................................................................... 17 

Figure 11. Automation State According to the Literature Review ............................................... 19 

Figure 12. SLR Funneling Methodology ...................................................................................... 22 

Figure 13. Bibliometric Mapping of BIM-IM Technological Integration in Industry 4.0 (2013-

2023) ..................................................................................................................................... 23 

Figure 14. BIM and IR Coupling Approaches .............................................................................. 24 

Figure 15. DSR Methodology Process (Adopted and Revised from Hevner and Chatterjee, 2010)

 ............................................................................................................................................... 26 

Figure 16. Ex-Ante/Ex Post in DSR Methodology with Evaluation Cycle .................................. 27 

Figure 17. FEDS Evaluation Method Selection Framework ........................................................ 27 

Figure 18. RATMP Framework Enabled by BIM-IR Approach for Manufacturing in OSC ....... 29 

Figure 19. Planners Inputs ............................................................................................................ 31 

Figure 20. Research Framework ................................................................................................... 31 

Figure 21. (a) Flowchart of Technical Means Concept (b) Robotic Workcell Design Process.... 34 

Figure 22. Assembly-Levels in Different Product Stages ............................................................ 38 

Figure 23. Assembly-levels Classification and Objective Functions ........................................... 39 

Figure 24. Modelling Approaches for the ASP Problem .............................................................. 41 

Figure 25. Precedence Diagram .................................................................................................... 42 

Figure 26. Example of Assembly Sequence for Window Sub-Assembly .................................... 43 

Figure 27. Basic Optimization Algorithm Flowchart ................................................................... 46 

Figure 28. ASP Optimization Constraints Extracted from the Cited Literature ........................... 47 



  

xiii 

Figure 29. Frequency of ASP Algorithms in Cited Literature ...................................................... 47 

Figure 30. Frequency of ASP Optimization Objectives in Cited Research .................................. 57 

Figure 31. Number of ASP Publications Over Years (2000-2022) .............................................. 60 

Figure 32. Digital Technologies for OSC ..................................................................................... 67 

Figure 33. Sample of an IFC Instance .......................................................................................... 71 

Figure 34. Tracing Pattern of Dimensions Information for the IfcColumn .................................. 71 

Figure 35. Overview of RAP Research Methodology .................................................................. 79 

Figure 36. Proposed FE Algorithm ............................................................................................... 83 

Figure 37. Refinement Algorithm Flow Chart .............................................................................. 84 

Figure 38. Sample of IFC Conversion into Rule-Based Facts ...................................................... 84 

Figure 39.Types of Assembly Rules and Application Examples ................................................. 86 

Figure 40. Assembly Rule Development for Extracting the Material Information ...................... 87 

Figure 41. Rule B: Assembly Rule Example for Columns: a) Material Specifications, and Rule to 

Derive b) Volume and c) Weight .......................................................................................... 88 

Figure 42. Assembly Planning Module Prototype Architecture ................................................... 96 

Figure 43. BIM Project Creation Using Frame X ......................................................................... 97 

Figure 44. Robotic Model Exporter and Assembly Planner using RoboSimX User Interface ..... 98 

Figure 45. Part 1 of the Architecture of the ASP Algorithm ...................................................... 100 

Figure 46. Part 2 of the Architecture of the ASP Algorithm ...................................................... 101 

Figure 47. Part 3 of the Architecture of the ASP Algorithm ...................................................... 101 

Figure 48. Part 4 of the Architecture of the ASP Algorithm ...................................................... 102 

Figure 49. Centroids of the Building Components are Plotted in Dynamo ................................ 103 

Figure 50. Assembly Process of a Wood Wall Panel - Combination of Frame and Sheet ......... 104 

Figure 51. Assembly Process of a LGS Wall Panel - Combination of Frame and Sheet ........... 104 

Figure 52. Sequence Processing of Vector 𝑢 .............................................................................. 104 

Figure 53. Revit Database and Dynamo Query .......................................................................... 107 

Figure 54. Communication Interface for Data Transmission Between the Modules ................. 109 

Figure 55. Sub-Steps for Determining the Framing Target Locations ....................................... 113 

Figure 56. Nailing Patterns for 2x8, 2x6, and 2x4 inch Wood Studs ......................................... 116 

Figure 57. Definition of the Nailing Positions ............................................................................ 116 

Figure 58. Framing and Sheathing Operations ........................................................................... 117 



  

xiv 

Figure 59. Framing Subroutines Algorithm Flowchart............................................................... 118 

Figure 60. BIM Base Model (MBase) for Algorithm Development .......................................... 119 

Figure 61. BIM Testing Models with Wood Framing M1, M2, M3 .......................................... 124 

Figure 62. BIM Testing Models with Steel Framing M4, M5, M6 ............................................ 125 

Figure 63. Sample Conversion from IFC to Rule-Based Facts .................................................. 126 

Figure 64. Sample of Preprocessed Rule-Based Facts................................................................ 126 

Figure 65. Common Framing Members for a Typical 2x6 Wall ................................................ 135 

Figure 66. Common Framing Members for a Typical 2x4 Wall ................................................ 135 

Figure 67. Base Model with Framing and Sheathing ................................................................. 136 

Figure 68. Base Model Panel 1 Framing .................................................................................... 139 

Figure 69. Base Model Panel 1 Window Framing ...................................................................... 139 

Figure 70. Base Model Panel 2 Framing .................................................................................... 140 

Figure 71. Base Model Panel 2 Door Framing ........................................................................... 140 

Figure 72. Base Model Panel 3 Framing .................................................................................... 141 

Figure 73. Base Model Panel 3 Window Framing ...................................................................... 141 

Figure 74. Base Model Panel 4 Framing .................................................................................... 142 

Figure 75. Base Model Panel 4 Window Framing ...................................................................... 142 

Figure 76. Robot Models: (a) KUKA KR IONTEC 2500/50, (b) KUKA KR QUANTEC PA 

3200/120 ............................................................................................................................. 149 

Figure 77. ABB Linear Unit KL 4000 ........................................................................................ 149 

Figure 78. Robot End-Effectors .................................................................................................. 149 

Figure 79. Assembly Table with Conveyors............................................................................... 150 

Figure 80. Spatial Layout of the Simulation Components .......................................................... 150 

Figure 81. Framing and Nailing Operations ............................................................................... 152 

Figure 82. Sheathing and Nailing/Cutting Operations ................................................................ 152 

Figure 83. Pick and Place Mechanism ........................................................................................ 153 

Figure 84. Simulation Result for Robotic Cell with Wood Framing and Sheathing .................. 155 

Figure 85. Simulation Result for Robotic Cell with LGS Framing and Sheathing .................... 155 

Figure 86. Multi-Panels Optimizer Generator ............................................................................ 156 

Figure 87. Simulated Multi-Panel Robotic Operations for Panels 1 and 3 of the Base Model .. 156 

Figure 88. Simulated Multi-Panel Robotic Operations for Panels 2 and 4 of the Base Model .. 157 



  

xv 

Figure 89. Sample Recipe File Output ........................................................................................ 157 

Figure 90. Integration of BIM Scene with Robotic Simulator Scene ......................................... 158 

Figure 91. Learning Curve for Precision .................................................................................... 161 

Figure 92. Learning Curve for Accuracy .................................................................................... 162 

Figure 93. Learning Curve for F1 Measure ................................................................................ 162 

Figure 94. Graphical Representation of Performance Indicators for Testing Models ................ 163 

Figure 95. Locations of the Connection Points for the Nailing Operations for Panel 1 of the Base 

Model .................................................................................................................................. 164 

Figure 96. Plot of the Time Used in the Manual Approach Compared with the Number of 

Elements in a Frame for the Base Model ............................................................................ 169 

Figure 97. Time Comparison of the Manual Approach and the Automated Methodology ........ 169 

Figure 98. MRTA Problem Description ..................................................................................... 173 

Figure 99. Basic MRTA Taxonomy ........................................................................................... 175 

Figure 100. iTax Classification ................................................................................................... 177 

Figure 101. MRTA-TOC Taxonomy .......................................................................................... 178 

Figure 102. T-space Point Reached with Two Robot Configurations ........................................ 184 

Figure 103. Categorization of Sequencing Problems ................................................................. 188 

Figure 104. MRTA Classifications ............................................................................................. 189 

Figure 105. Market-based MRTA Process ................................................................................. 191 

Figure 106. Robotic Task Sequencing Problem ......................................................................... 196 

Figure 107. Number of Papers in Terms of MRTA Classifications ........................................... 201 

Figure 108. Number of Papers in Terms of Publication Years ................................................... 202 

Figure 109. MRTA Optimization Techniques Allocation in Publications ................................. 202 

Figure 110. Hierarchy of a Robotic Motion Planning System.................................................... 207 

Figure 111. A Schematic Representation of the Position of Motion Planning ........................... 208 

Figure 112. Criteria for Motion Planning Algorithms ................................................................ 209 

Figure 113. Different Types of Motion Planning Methods ........................................................ 210 

Figure 114. Generic Obstacle Avoidance Procedure .................................................................. 211 

Figure 115. 3D Path Planning Taxonomy................................................................................... 217 

Figure 116. Sampling-Based Algorithms ................................................................................... 218 

Figure 117. Generic Sampling-Based Planner ............................................................................ 218 



  

xvi 

Figure 118. RRT Algorithm Procedure ...................................................................................... 220 

Figure 119. Enhanced DDRRT's ................................................................................................ 222 

Figure 120. Node-Based Algorithms .......................................................................................... 228 

Figure 121. Mathematical Model-Based Algorithms ................................................................. 233 

Figure 122. Generic Optimization Problem ................................................................................ 234 

Figure 123. Bioinspired-Based Algorithms ................................................................................ 236 

Figure 124. Framework of a Generic Motion‐Planning Algorithm ............................................ 242 

Figure 125. RMP Research Methodology .................................................................................. 267 

Figure 126. KUKA KR QUANTEC PA 3200 Robotic Manipulator Combo with FK/IK of Joints

 ............................................................................................................................................. 269 

Figure 127. Robotic Configurations ........................................................................................... 270 

Figure 128. Spatial Boundaries for Robots, Assembly, and Materials ....................................... 271 

Figure 129. State #1 Collision Avoidance .................................................................................. 273 

Figure 130. State #2 Collision Avoidance .................................................................................. 273 

Figure 131. Dimensional Conversion with Active and Passive Colliders Representation. ........ 275 

Figure 132. Indices for Coordinates with Pnlndex ..................................................................... 277 

Figure 133. Polygonal Face Geometry (Indices Referencing a Point List) ................................ 278 

Figure 134. Stud Polygonal Face Set Geometry with IfcFacetedFaceSet Representation ......... 278 

Figure 135. Constructing Polygonal Faces: Normals, Vertex Normals, and Algebraic Collider 

Representation ..................................................................................................................... 279 

Figure 136. Minkowski Difference with Concave Polygons Partial Code ................................. 280 

Figure 137. Example of the proposed sampling method with a 3-DOF robot arm in a 2D space

 ............................................................................................................................................. 287 

Figure 138. Robotic TCP Reference Frames .............................................................................. 289 

Figure 139. Example of a Robotic Manufacturing Cell in the RoboSimX Virtual Environment

 ............................................................................................................................................. 294 

Figure 140. RoboSimX Simulater User Interface ....................................................................... 295 

Figure 141. RoboSimX Motion Planner User Interface ............................................................. 296 

Figure 142. Example of Configuration Sampling in RoboSimX During a Lab Experiment ...... 297 

Figure 143. Collision-Free Path with Six New Configurations Generated by the Developed 

Method ................................................................................................................................ 298 



  

xvii 

Figure 144. Simulated Multi-Wall Combo ................................................................................. 300 

Figure 145. Sampling Results of Wall Panel #1 of the Base Model .......................................... 302 

Figure 146. Wall Frames Used for the Scaled Experiment ........................................................ 304 

Figure 147. Environment Setup for the Scaled Experiment ....................................................... 304 

Figure 148. Assembled Wall Panels ........................................................................................... 305 

Figure 149. In-Lab Scaled Testing Experiment of the Developed RMP for Obstacle Avoidance

 ............................................................................................................................................. 306 

Figure 150. Wood Stud Assembly Trajectory ............................................................................ 309 

Figure 151. The Derivatives of the Planned Trajectory for Wood Studs Assembly .................. 310 

  



  

xviii 

LIST OF ABBREVIATIONS 

2D/3D Two- Three Dimensional 

ACO Ant Colony Optimization 

ADC Assembly Direction Change 

AEC Architecture, Engineering, and Construction 

AE Assembly Energy 

AIS Artificial Immune System 

ALB Assembly Line Balancing 

ALO Ant Lion Optimizer 

AOT Assembly Operation Type 

API Application Programming Interface 

APF Artificial Potential Field 

ASP Assembly Sequence Planning 

ASG Assembly Sequence Generation 

ATC Assembly Tool Change 

ATSP Asymmetric Travelling Salesman Problem 

B-rep Boundary Representation 

BIM Building Information Modelling 

BIP Binary Integer Programming 

BLSA Breakout Local Search Algorithm 

Bnb Branch and Bound 

BCM Building Component Manufacturing 

BC Bacterial Chemotaxis 

BCO Bee Colony Optimization 

CAD Computer-Aided Design 



  

xix 

CAM Computer-Aided Manufacturing 

CAS Constraint Assembly State 

CBBA Consensus-Based Bundle Algorithm 

CD Constraint Direction 

CETSP Close-Enough Travelling Salesman Problem 

CHOMP Covariant Hamiltonian Optimisation for Motion Planning 

CNC Computer Numerical Control 

CNN Convolutional Neural Networks 

COG Center of Gravity 

CPSO Chaotic Particle Swarm Optimization 

CSV Comma-Separated Values 

CV Coordination View 

CVAE Conditional Variational AutoEncoder 

DC Directional Changes 

DeepSMP Deep Sampling-based Motion Planner 

DFA Design for Assembly 

DFMA Design for Manufacturing and Assembly 

D-H Denavit-Hartenberg 

DOF Degrees of Freedom 

DPSO Discrete Particle Swarm Optimization 

DSR Design Science Research 

EDO Evolutionary Direction Operator 

EA Evolutionary Algorithms 

ERP Enterprise Resource Planning 

EMA Embedded Multifusion Algorithms 



  

xx 

FE Fact Extraction 

FEDS Framework for Evaluation in Design Science 

FK Forward Kinematics 

FLA Frog Leaping Algorithm 

FL Fitness Function 

FN False Negative 

FOL First Order Logic 

FP False Positive 

FTr. Fact Transformation 

GA Genetic Algorithm 

GAN Generative Adversarial Network 

GNN Gaussian Mixture Models 

GSA Gravitational Search Algorithm 

GTSP Generalized Travelling Salesman Problem 

GTSPN Generalized Travelling Salesman Problem with Neighborhoods 

GWO Grey Wolf Optimizer 

HA Hybrid Algorithm 

HA Hungarian Algorithm 

HC Horn Clause 

HJB Hamilton-Jacobi-Bellman 

ICA Imperialist Competitive Algorithm 

IFC Industry Foundation Classes 

IK Inverse Kinematics 

ILP Integer Linear Programming 

IOA Immune Optimization Approach 



  

xxi 

IR Industrial Robotics 

ISO International Organization for Standardization 

JSDAI Java Standard Data Access Interface 

KNN K-Nearest Neighbour 

KP Kinodynamic Planning 

K-PRM K Neighbours Probabilistic Road Map 

LAP Linear Assignment Problem 

LAP* Lifelong Planning A* 

LiDAR Light Detection and Ranging 

LbD Learning by demonstration 

LOD Level of Development/Detail 

LSTM Long Short-Term Memory 

MCAS Minimal Constraint Assembly State 

MDP Markov Decision Process 

MINP Mixed-Integer Nonlinear Program 

MRS Multi-Robot Systems 

MRTA Multi-Robot Task Allocation 

MTPGR Multi-Target Pathfinding for Goal Regions 

MVD Model View Definition 

NLP Natural Language Processing 

NN Neural Network 

NP Nondeterministic Polynomial 

OSC Off-site Construction 

OSB Oriented Strand Board 

OWL Web Ontology Language 



  

xxii 

PM Precedence Matrix 

PMX Partially Matched Crossover 

PSO Particle Swarm Optimization 

PTP Point-to-Point 

RAP Robotic Assembly Planning 

RATMP Robotic Assembly Task Motion Planner 

RBF Rule-Based Fact 

RE Regular Expression 

RL Reinforcement Learning 

RMA Ranked Multifusion Algorithms 

RMP Robotic Motion Planning 

RNN Recurrent Neural Network 

ROD Robot Oriented Design 

ROS Robot Operating System 

RPA Robotic Process Automation 

RPS Robotic Prefabrication System 

RRT Rapidly Exploring Random Tree 

RRT* Rapidly Exploring Random Tree Star 

RRG Rapidly-Exploring Random Graph 

RTP Task Allocation Planning 

SA Simulated Annealing 

SBA Sampling-Based Algorithms 

SBMP Sampling-Based Motion Planning 

SLR Systematic Literature Review 

SOL Second Order Logic 



  

xxiii 

SOP Sequential Ordering Problem 

SRP Safari Route Problem 

STEP Standard for Exchange of Product 

STOMP Stochastic Trajectory Optimisation for Motion Planning 

SVM Support Vector Machines 

SWRL Semantic Web Rule Language 

TCP Tool Center Point 

TC Tool Changes 

TN True Negative 

TMP Task and Motion Planning 

TP True Positive 

TSP Travelling Salesman Problem 

TSPN Travelling Salesman Problem with Neighbourhoods 

UI User Interface 

UR Universal Robots 

URDF Unified Robotic Description Format 

VDC Virtual Design and Construction 

VC Virtual Commissioning 

ZRP Zookeeper Route Problem 

 

 

  



  

1 

Chapter 1 : Introduction 

1.1 Initial Research Context 

In 2018, Canada records a hike in the residential construction sector where 215,725 housing starts 

were recorded (Statistics Canada). It is expected that the residential construction for housing stays 

close to 200,000 units in 2019 (Housing Market Outlook, Fall 2018). On the other hand, 

commercial construction is expected in 2018 to grow by 6%; this is due to the Digital technologies 

are reshaping the Architecture, Engineering, and Construction (AEC) industry, significantly 

altering its digital landscape, as highlighted by Alwisy et al. (2019). However, the adoption of 

digital tools remains inconsistent between design and construction phases. The industry still relies 

heavily on manual labor and traditional equipment, particularly in North America, where labor 

shortages exacerbate productivity issues (Poirier et al., 2018; García de Soto et al., 2022). This 

reliance on outdated methods underscores the pressing need to bridge the digital divide between 

design and construction to improve efficiency and promote industrialized construction techniques. 

In the digital era, data collection has evolved from a complex task to one enhanced by modern 

design tools (Carpo, 2017). Building Information Modeling (BIM) significantly improves upon 

traditional Computer-Aided Design (CAD) by integrating comprehensive information functions 

that support informed modeling and effective data management (Shepherd, 2019). BIM also boosts 

collaboration by centralizing information accessible to all project stakeholders, addressing 

prevalent inefficiencies and suboptimal outcomes in the AEC industry (Race, 2019). Despite its 

capabilities, BIM's full potential in digital production, especially in integration with Industrial 

Robotics (IR) to optimize construction processes, remains underutilized (Yin et al., 2019). 

IR has been prominent in manufacturing for over fifty years and is increasingly used as interest in 

automated production grows across industries (Gurgul, 2018; Dachs et al., 2019). Yet, IR adoption 



  

2 

in the AEC industry is limited due to incompatibilities between Computer-Aided Manufacturing 

(CAM) tools, designed for robotic assembly sequence and motion control, and the variable, 

reconfigurable nature of construction tasks. Many construction robots use proprietary 

programming languages that struggle with rapid design changes, presenting barriers for 

construction professionals (Garcia del Castillo Lopez, 2019). Additionally, the integration of 

robotic programming tools with BIM software is still in development (Davtalab et al., 2018). These 

tools often operate in isolation, creating a gap between design and robotic programming. This 

disconnection between BIM and IR tools underscores an urgent need for research focused on 

integrating these technologies. 

Integration, according to ISO/IEC 2382 Information Technology Vocabulary, involves diverse 

functional units' capacity to communicate, execute programs, or transfer data, requiring minimal 

user knowledge of the units' specific characteristics (ISO, 2022). Originally a technological term, 

integration now includes multiple dimensions tailored to the systems in question. This study 

focuses on three key integration tools that connect design and manufacturing, as illustrated in  

Figure 1. 
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Figure 1. Starting Context of the Research 

1.2 Robotic Assembly Task Motion Planner (RATMP) 

The integration of Industrial Robotics (IR) arms into prefabrication processes is increasingly 

popular, driven by decreasing costs and improved capabilities. These robots are equipped with 

advanced controls and high degrees of freedom (DOF) manipulators, making them ideal for 

executing repetitive and precise tasks like component assembly autonomously, which 

accommodates various building designs. However, a significant challenge with IR arms in 

prefabrication is devising viable assembly plans and ensuring collision-free paths for building 

components. Assembly sequence planning is critical as it influences tool change frequency, 

assembly directions, and the design of fixtures, all of which affect process efficiency. Choosing 

the correct assembly sequence is complex due to the exponentially increasing possibilities with the 

addition of more parts. In many industrial contexts, assembly planning still often depends on 

engineer expertise rather than systematic analysis, presenting significant optimization 

opportunities. 
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The proposed Robotic Assembly Task Motion Planner (RATMP) addresses these challenges by 

facilitating both discrete and continuous decision-making processes. Assembly Sequence Planning 

(ASP) involves discrete decisions, such as selecting objects and ordering actions, while Robotic 

Motion Planning (RMP) deals with continuous decisions like plotting collision-free trajectories 

for executing actions. This separation sometimes leads to feasibility issues, where a chosen action 

may lack a viable motion path for execution (Dantam, 2020). 

The RATMP framework integrates assembly, task, and motion planning in a multi-robotic setting, 

linking high-level assembly planning with mid-level task allocation and low-level motion 

planning. This comprehensive integration ensures executable steps that transition objects from 

initial to final states, optimizing planning, allocation, and execution phases in robotic 

prefabrication. 

Erdem et al. (2016) outline three primary integration styles between assembly, task, and motion 

planning, as illustrated in Figure 2: 

(a) Pre-assembly Motion Planning: The motion planner evaluates the feasibility of 

potential assembly actions before starting assembly planning, informing the subsequent 

planning phases with pre-evaluated data. 

(b) Concurrent Motion and Assembly Planning: Here, the motion planner functions as a 

subroutine, invoked by the assembly planner as needed during the planning process, with 

parallel coordination with the task allocation planner. 

(c) Post-assembly Motion Planning: The assembly planner first creates a tentative plan, 

followed by the task planner. The motion planner then assesses this plan's feasibility, 
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leading to revisions that incorporate new insights or constraints from the motion planning 

phase, while updating the task allocation plan. 

The integration of IR arms into the prefabrication process has become increasingly popular, driven 

by decreasing costs and enhanced capabilities of these robots. IR arms, equipped with advanced 

controls and high DOF manipulators, are adept at performing repetitive and precise tasks such as 

component assembly autonomously, accommodating various building designs. However, a major 

challenge in using IR arms for prefabrication is creating viable assembly plans and ensuring 

collision-free paths for the assembly of building components. Planning the assembly sequence is 

crucial, as it affects tool change frequency, assembly directions, and the design of necessary 

fixtures, impacting overall process efficiency. Choosing the right assembly sequence from 

numerous possibilities is complex due to the vast potential combinations, which increase 

exponentially with the number of parts involved. In many industrial settings, assembly planning 

often relies on the knowledge of engineers rather than systematic analysis, despite significant room 

for optimization. This complexity often stems from the challenges in evaluating possible assembly 

sequences given the constraints inherent in constructing them. 
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Figure 2. Assembly, Task, Motion Planning Styles 

Off-site construction (OSC) diverges from standard manufacturing like automotive production due 

to its use of diverse components in each project (Figure 3). The RATMP must not only generate 

feasible assembly sequences but also effectively allocate tasks among robots and optimize their 

motion plans. This involves planning how components combine into complex units that meet 

design specifications. Despite research in robotic assembly, methods often fall short in OSC as 

they are developed independently and don't address its unique challenges (Wan et al., 2017). 
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Figure 3. OSC Categories and Types 

Unlike standardized manufacturing, OSC deals with variability in product designs, requiring 

sophisticated algorithms to manage multiple product variants and automate assembly (Iturralde 

and Bock, 2018). Optimizing assembly processes before production is crucial to enhance 

manufacturing efficiency, reduce costly revisions, and support timely production (Zhang et al., 

2013). Modern systems increasingly rely on digitalization to validate assembly plans through 

virtual simulations before physical implementation, allowing informed decision-making (de 

Giorgio et al., 2021; Wang et al., 2020). 

Robot Operating System (ROS) is a comprehensive suite of software libraries designed for 

building robotic systems, known for its modular architecture and integration with platforms like 

Linux and Windows. Since its inception in 2007, ROS has become widely used in academia and 

industry, and its advanced version, ROS 2, introduced in 2014 under the Apache 2.0 license, 

supports a broad spectrum of robotics applications (Quigley et al., 2009). ROS 2's ecosystem 

includes middleware for component communication, a range of essential algorithms, and 

developer tools for various operational needs such as visualization, debugging, simulation (refer 

Figure 4). 
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Figure 4. ROS Software Ecosystem 

Virtual Commissioning (VC) enhances production engineering efficiency and quality while 

shortening implementation time. Introduced as "soft commissioning" in 1999, VC allows for the 

integration of simulation models with real-world entities to test system behaviors before physical 

setup (Auinger et al., 1999). Research has evolved to encompass the entire lifecycle of systems, 

involving mechanical design, machine control, and the integration of control systems with actual 

equipment (Kiefer, 2007; Makris et al., 2012). For successful VC implementation, it requires 

detailed simulation models, precise layout of production cells, defined material flows, and 

comprehensive IT infrastructure to bridge theoretical models with practical applications (Lee and 

Park, 2014) as illustrated in Figure 5. 
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Figure 5. Sample VC Project Setup 

1.3 Research Motivation, Challenges, and Proposed Solutions 

The motivations driving this research initiative, as shown in Figure 6, are: 

(1) Research and Development Focus: Aiming to advance OSC manufacturing through the 

implementation of automated systems in line with the Construction/Industry 4.0 vision. 

(2) Integration Challenges: While various robotic assembly, task, and motion methods and 

tools have been developed, their integration in multi-robotic OSC prefabrication processes 

remains ineffective due to their isolated development. 
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(3) Tool Development Needs: There is a shortage of tools specifically designed for multi-

robotic systems in OSC applications, which require advanced, adaptable methods and 

algorithms for assembling diverse product variants. 

(4) Robotics Innovation: Current construction robots are mainly designed for repetitive tasks; 

however, the potential for highly autonomous or intelligent robots in construction is yet to 

be fully realized. 

(5) Industry Adoption Discrepancies: Although IR is extensively used in the automotive 

industry, its adoption in the AEC sector lags, typically limited to unconventional, one-off 

projects rather than becoming standard practice. 

(6) Technological Adoption Barriers: The overall adoption of digital technologies in OSC is 

slow, often impeded by challenges in understanding how to identify, assess, and select 

appropriate technologies. 

 

Figure 6. Research Motivation 
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The challenges of integrating robotics within the construction sector and their proposed solutions 

are summarized in Figure 7 as follows: 

(1) Challenge: Component Complexity - The construction industry requires the assembly of 

thousands of diverse components, which can be daunting for robotic systems due to their 

complexity. 

Solution: Develop a specialized tool designed to efficiently plan and manage the assembly 

of numerous components. 

(2) Challenge: Compliance with Building Regulations - Ensuring adherence to building 

regulations, including structural, connection, or shipping standards, is essential yet 

challenging for OSC manufacturers using automated systems. 

Solution: Implement an automated tool that verifies all designs meet applicable building 

regulations prior to production. 

(3) Challenge: Diverse Robotic Motions - Construction tasks often demand complex and 

varied robotic actions, such as placing different types of studs, assembling frames, and 

installing elements like windows or doors. 

Solution: Create intelligent algorithms that can automatically generate and adapt robotic 

motions for various construction activities. 

(4) Challenge: Multi-Robot System Integration - While a single robot can perform basic 

movements, optimal performance requires integration with additional robots and 

components like sensors and end effectors. 
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Solution: Design and evaluate a comprehensive system that ensures seamless interaction 

among various components through a unified design approach. 

(5) Challenge: Complex System Interactions - Managing complex interactions between 

various mechanical and software components in a multi-robot system to analyze scenarios 

and select feasible plans is intricate. 

Solution: Develop an interfacing tool that facilitates communication among different 

system components using standard industrial communication protocols. 

(6) Challenge: Diagnostic Clarity - Robotic planning tools often lack clear feedback on their 

outputs, complicating user understanding of why a plan failed or a trajectory deviated. 

Solution: Enhance robotic operation systems to provide detailed explanations of failures 

and recovery strategies, thereby improving user comprehension and trust. 

These solutions aim to tackle significant operational challenges faced by robotics in construction, 

thereby enhancing efficiency and reliability in automated OSC environments. 

 

Figure 7. Challenges and Solutions 
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1.4 Problem Statement, Research Questions and Hypothesis 

The research problem was identified through a literature review, focusing on the concurrent 

advancements in BIM and IR within OSC. This review identified three key areas: Robotic 

Assembly Planning (RAP), Task Allocation Planning (TAP), and Robotic Motion Planning 

(RMP), highlighting a significant gap in the technological integration of BIM and IR through the 

RATMP in OSC. 

Despite the potential for increased productivity and safety with OSC and robotic manufacturing, 

their integration remains poorly explored. This research outlines technological fragmentation 

between BIM and IR in OSC, identifying clear research gaps and hypotheses (refer to Figure 8). 

The goal is to enhance technological and digital integration within OSC. 

Utilizing the Design Science Research (DSR) methodology, the framework is developed, 

validated, and evaluated across two industrial OSC sectors through multiple case studies. This 

study explores three primary research questions linked to hypotheses from the literature: 

(1) RQ1: What is the current level of technological integration between BIM and IR in OSC, 

and how can it be improved? 

(2) RQ2: How does RATMP support the integration of BIM and IR in OSC? 

(3) RQ3: Can RATMP enhance automated robotic operational intelligence decision-making 

systems in OSC? 

These questions are addressed by testing the following hypotheses: 

(1) H1: RATMP is essential for achieving technological integration between BIM and IR. 
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(2) H2: RATMP facilitates the integration of BIM and IR through virtual commissioning in 

OSC. 

(3) H3: Integrating RATMP in OSC supports an automated robotic operational intelligence 

decision-making system. 

 

Figure 8. BIM-IR Technological Integration – Research Gap and Hypothesis 

1.5 Thesis Organization  

The organization and structure of this thesis are illustrated in Figure 9. The primary objective of 

the RATMP framework is to enhance the technological integration of BIM and IR within OSC 

environments. This is achieved by integrating assembly planning, task allocation, and motion 

planning algorithms into a unified tool for multi-robotic systems. 

This research contributes significantly to the existing knowledge by creating a systematic 

workflow that integrates the three essential elements of technological integration—BIM, IR, and 

RATMP—within OSC systems. The RATMP framework not only advances OSC systems but also 
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supports the programming, simulation, and operationalization of IR specifically for construction 

applications. This study introduces innovative methodologies that leverage existing technological 

tools widely used in the AEC industry. 

 

Figure 9. Research Organization Scheme 

Chapter 2 : Systematic Literature Review 

The AEC industry is experiencing a digital transformation that enhances its performance, 

productivity, and competitiveness through the adoption of BIM. BIM promotes technological 

integration, transforming design and management activities, particularly in OSC. Despite its 

advantages, BIM's integration with digital manufacturing processes in OSC, such as IR, remains 

underexplored. This study utilizes the Systematic Literature Review (SLR) method to assess the 

technological integration of BIM and IR tools in OSC, aiming to operationalize IR via BIM. The 
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findings highlight the need for a reconfigurable framework to bridge the gap between BIM and IR 

in OSC. 

The core philosophy of BIM involves all project stakeholders using a centralized digital model 

accessible throughout a construction project's lifecycle, enhancing modelling, management, and 

collaboration (Race, 2019). Concurrently, automation in OSC, often incorporating IR, seeks to 

apply industrial automation principles to construction (Siciliano et al., 2008; Dachs et al., 2022). 

The review identifies pivotal research questions regarding the joint utilization of BIM and IR, 

focusing on technological integration—defined by IEEE in 1990 as the ability of systems to 

exchange and utilize information, though later expanded to include multiple dimensions (Poirier 

et al., 2014). 

Past research has advanced robotic applications in OSC, mainly in non-standard projects, but has 

often relied on proprietary CAD platforms limiting broader implementation (Eversmann et al., 

2017; Søndergaard et al., 2016). This study advocates for the adoption of open BIM standards like 

Industry Foundation Classes (IFC) to ensure seamless workflows in automated OSC environments 

as illustrated in Figure 10 . 

As robot technology advances and costs decline with a 28% reduction over ten years according to 

(Statista, 2017a), the integration of robots in construction presents a promising avenue to enhance 

productivity and labor efficiency. However, the construction sector has been slow to adopt IR, 

with 83% of OSC companies not implementing robots as of 2017 (Statista, 2017b). Research 

indicates that robotic construction, such as the In-situ Fabricator developed by ETH Zürich, can 

offer superior productivity for complex tasks (Giftthaler et al., 2017; García de Soto et al., 2022). 

Nevertheless, challenges remain, particularly the need for precise information for robotic 
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operations, a gap that BIM could fill by providing detailed data for automated fabrication 

processes. 

 

Figure 10. BIM-IFC CAD Application 

Overall, this literature review aims to pave the way for further research into the convergence of 

BIM and IR, addressing the technological and practical challenges to fully leverage digital tools 

in OSC. 
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2.1 Manufacturing Automation in Offsite Construction 

Automation in OSC requires the integration of products, organizational structures, informational 

aspects, and machine technology to enhance efficiency and ensure quality, crucial for product 

customization through automated systems. This integration, which includes modularity in 

products, effective organizational setups, and computer-aided information chains, has contributed 

to the success of Japan’s large-scale prefabrication industry, known for delivering higher quality 

and more unique buildings than traditional methods (Bock and Linner, 2015). 

One major advantage of OSC is its potential to reduce construction time by 30-50% compared to 

traditional methods, thanks to the ability to simultaneously prepare sites and manufacture elements 

or modules in a factory setting (MBI, 2018; Mah and Al-Hussein, 2008). However, OSC often 

underperforms in achieving time and cost efficiencies and enhancing labor productivity. 

Addressing these challenges is essential for maximizing the benefits of OSC. 

Digital technology is increasingly crucial for enhancing productivity in the construction industry. 

Surveys in the Chinese OSC sector and among U.S. contractors reveal a strong belief that the lack 

of advanced technology implementation is a significant barrier to OSC development. Over 90% of 

Chinese construction enterprises and 87% of U.S. contractors view advanced technology as 

essential for more precise and efficient OSC (Cheng and Ma, 2020; Hoover et al., 2017). 

The levels of automation in construction prefabrication, as shown in Figure 11, form a three-tiered 

pyramid. At the base, many prefabrication companies still depend heavily on manual processes or 

semi-automatic machinery, requiring significant skilled labor on-site and off-site. The middle tier 

includes technologies like integrated databases, robots, automatic machinery, and CAD software, 

which aid in data analysis and quality control, shifting skilled labor demands more off-site. The 

peak represents the integration of advanced information systems like BIM and Enterprise Resource 
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Planning (ERP) systems, where the use of robotics and sophisticated design integration approaches 

levels of automation seen in the manufacturing sector. 

 

Figure 11. Automation State According to the Literature Review 

2.1.1 Integration of Innovative Robotics Technologies in Offsite Construction 

The adoption of automation and robotics throughout the entire project lifecycle—from design to 

deconstruction—can be effectively facilitated through strategies such as Robot Oriented Design 

(ROD), robotic industrialization, construction robots, ambient robotics, and site automation. ROD 

streamlines the transformation of raw parts into higher-level assemblies within highly mechanized 

and automated industrial settings, significantly reducing on-site complexity and enhancing 

productivity, efficiency, and economic outcomes (Bock and Linner, 2015; 2016). 
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Robotic Process Automation (RPA) automates routine, rule-based tasks, delivering substantial 

benefits by increasing efficiency. In contrast, the ROS serves as an evolving open-source 

environment for complex robotic programming, including Artificial Intelligence (AI) and machine 

learning capabilities. While RPA focuses on repetitive task execution, ROS enables sophisticated 

"thinking" and "learning" operations. 

ROS, while not an operating system, acts as a comprehensive framework for robot software 

development, offering hardware abstraction, low-level device control, commonly used 

functionalities, message-passing, and package management (Zhang et al., 2022). ROS 2 features 

nodes, topics, services, and parameters for enhanced modularity (Macenski et al., 2022). ROS-

Industrial, an extension of ROS, brings these capabilities into manufacturing automation, 

providing interfaces for industrial manipulators, sensors, and networks. It includes libraries for 

tasks such as sensor calibration and motion planning, offering a flexible, software-based solution 

for industrial robot programming, contrasting with traditional external proprietary controllers. 

2.1.2 Virtual Commissioning Systems in Industrial Robotics Automation 

Virtual Commissioning (VC) is a crucial method for understanding the benefits and challenges of 

construction robotics by simulating, modeling, and testing a production system's behavior before 

actual commissioning. This pre-simulation verifies process functionality, validity, and 

effectiveness, ensuring time and cost savings while minimizing downtime by pre-emptively 

addressing issues (Pérez et al., 2020). 

VC tests manufacturing systems, including mechanical/electrical components and control 

programs, via simulations conducted before physical implementation. The success of VC relies on 

detailed manufacturing system models that reduce debugging and correction efforts during real 
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commissioning (Bokor et al., 2019). It also supports the analysis, testing, visualization, and 

commissioning of robotic manufacturing processes. 

Implementing robotic VC requires expert knowledge across robotics and construction, demanding 

multidisciplinary collaboration among contractors, developers, and researchers. This collaboration 

relies on precise information, like object dimensions and reference frames, to ensure reliable 

robotic task performance (Kim et al., 2021). 

VC is vital in robotics research and development for testing control algorithms' efficiency, safety, 

and robustness. In construction, integrating BIM, CAD, and ROS with simulation tools like 

Gazebo and Rviz offers new possibilities. For instance, Kim et al. (2021) developed a BIM 

prototype for task planning in robot-assisted interior wall painting, demonstrating VC's practical 

application in optimizing construction robotics tasks. 

2.2 The Systematic Literature Review (SLR) Methodology 

The aim of this study is to synthesize the body of knowledge in coupling BIM and IR using a SLR 

approach, adapted from Kitchenham (2004), and illustrated in Figure 12. This five-step iterative 

SLR process encompasses identifying research, conducting bibliographic research, evaluating 

eligibility, performing bibliometric analysis, synthesizing data, and formulating hypotheses. 

Conducted over three cycles utilizing databases like Scopus and Dimensions, which cover 

extensive engineering research (Mongeon and Paul-Hus, 2016; Singh et al., 2021; Waltman et al., 

2010), the initial cycle emphasizes the technological integration between BIM and IR. Findings 

indicate limited research on integrating these technologies, prompting a shift towards exploring 

solutions for bridging BIM and IR, ultimately recognizing the RATMP framework as a viable 

method for enhancement. 
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The bibliographic research involves filtering relevant publications using specific keywords, 

followed by an eligibility assessment and a detailed bibliometric analysis with VosViewer 

software, as illustrated in Figure 13, to explore keyword co-occurrences (Waltman et al., 2010). 

Although interest in this topic has grown, the literature predominantly remains theoretical, with 

few real-world case studies demonstrating BIM-IR integration. Moreover, existing studies vary 

widely in their integration approaches, contributing to inconsistencies in effective strategies for 

OSC. 

 

Figure 12. SLR Funneling Methodology 

The first SLR cycle's findings led to the second cycle, which investigates integrating a VC system 

compatible with BIM-IR-RATMP. This confirmed VC's suitability, paving the way for the third 

cycle, which assesses the need for an automated robotic operational intelligence decision-making 
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system to validate and enhance BIM-IR data integration. This system employs a data analytics 

scheme to improve communication and data analysis. 

 

Figure 13. Bibliometric Mapping of BIM-IM Technological Integration in Industry 4.0 (2013-

2023) 

The research is divided into three sections: The first explores BIM-IR integration and the role of 

RATMP; the second evaluates VC's potential to connect RATMP with BIM and IR; the third 

examines the implementation of an automated decision-making system. 

BIM and IR integration approaches are categorized according to Janssen's (2015) framework, 

shown in Figure 14, distinguishing between loosely (a), moderately (b), and tightly (c) coupled 

approaches. These range from model exchange via file transfer to using Application Programming 



  

24 

Interfaces (APIs) for direct model exchanges, illustrating the varying degrees of achievable 

integration between BIM and IR systems. 

 

Figure 14. BIM and IR Coupling Approaches 

2.3 Preliminary Data-Synthesis and Discussion 

The literature review was conducted over three SLR cycles, analyzing 450 documents focused on 

integrating BIM, IR, RAP, RTP, RMP, and VC within an OSC environment. This review evaluated 

their joint and parallel technological developments in research, examining the volume of published 

articles, their deployment, and application in industrial case studies. The following categorizations 

were illustrated in Figure 8: 

• Interconnected Technological Evolution: BIM-RAP / RMP-IR 

• Parallel Technological Evolution: BIM / RAP – RTP - RMP / IR 

• Central Interconnecting Pillar: VC 
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This process led to the formulation of three research hypotheses aimed at addressing identified 

gaps and advancing the objectives of this proposal: 

❖ Hypothesis 1 (H1), emerged from the initial SLR cycle, focusing on the parallel BIM-IR 

integration. It proposes that RAP-RMP serves as a bridge for technological integration 

between BIM and IR, indicating the need for further research to validate these connections. 

❖ Hypothesis 2 (H2), developed during the second SLR cycle, suggests that RTP is suited to 

connect the BIM-RAP and RMP-IR technological evolutions, given the established 

interconnection between RAP and RMP, positioning RTP as a conduit for BIM-IR 

integration. 

❖ Hypothesis 3 (H3), conceived in the context of VC’s role, posits that VC could 

autonomously operationalize and intelligently guide IR within OSC. It highlights the strong 

connection between IR integration in OSC manufacturing and RATMP, supported by BIM, 

emphasizing the potential of leveraging interconnected technological pillars for achieving 

the research objectives. 

In summary, the study presents a structured approach to understanding the complex interrelations 

and potential synergies among BIM, IR, RATMP, and VC in OSC, aiming to advance the field 

through targeted technological integration. 

2.4 Design Science Research (DSR) Methodology 

This section details the DSR methodology, based on the "science of the artificial" philosophy, 

which aims to create artifacts for addressing real-world issues (Hevner et al., 2010). The DSR 

methodology, thoroughly explained by Hevner and Chatterjee (2010), consists of six main steps: 

(1) Identifying the motivation and problem; (2) Defining solution objectives; (3) Designing and 
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developing the artifact; (4) Demonstrating the artifact; (5) Evaluating the artifact; and (6) 

Communicating the results. These steps are illustrated in Figure 15. 

 

Figure 15. DSR Methodology Process (Adopted and Revised from Hevner and Chatterjee, 2010) 

The methodology emphasizes the dual contexts of artifact development: Ex-Ante and Ex-Post. The 

Ex-Ante context involves preliminary demonstrations and evaluations of the artifact as a "design" 

in its initial form, acknowledging that research and artifacts are evolutionary and continuously 

improving (Carpo, 2017). This process is cyclical, oscillating between the Ex-Ante and Ex-Post 

contexts through what is termed the "design cycle" as shown in Figure 16. In this study, the 

development of the RATMP framework undergoes two evaluation cycles within the Ex-Ante 

context. The first cycle includes computer simulations, while the second utilizes laboratory 

experiments in a real-world Ex-Post context. 
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Figure 16. Ex-Ante/Ex Post in DSR Methodology with Evaluation Cycle 

The evaluation phase in DSR adheres to Venable et al. (2016) technical risk & efficacy strategy 

extracted from the Framework for Evaluation as shown in Figure 17. This approach is particularly 

suited to this project as it emphasizes artificial demonstrations and includes provisions for real-

world assessments. It is especially appropriate for projects where evaluations with real users and 

systems are prohibitively costly, further justifying its use in this research context. 

 

Figure 17. FEDS Evaluation Method Selection Framework 
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2.5 Main Research Methodology 

The literature review identified significant ambiguity in the technological integration between BIM 

and IR. This research aims to clarify this integration and enhance the design process by developing 

the RATMP approach, incorporating a reconfigurable robotic operating system to streamline 

construction tasks in OSC. 

The primary research objective is to design a comprehensive RATMP framework to automate 

framing operations in OSC, aiming to improve productivity and performance by: 

• Standardizing tasks, 

• Accelerating framing operations, 

• Enhancing accuracy and minimizing errors, 

• Enabling continuous operation, 

• Reducing safety-related disruptions. 

The system employs versatile autonomous robotic manufacturing cells controlled via a VC 

interface. This setup includes a flexible RATMP tool adaptable to various framing tasks (e.g., 

nailing, cutting, drilling) and materials (e.g., wood, steel), using a mathematical model that 

integrates AI algorithms and BIM models to meet design criteria and user requirements. 

Additionally, the VC system simulates, tests, and validates manufacturing activities, optimizes 

robot motion to ensure safe and precise operations, and prevents collisions and errors. Supported 

by a VC tool that integrates data from various sources, the framework promotes an automated 

operational intelligence decision-making system for effective robot guidance. The overall 

methodology is presented in Figure 18. 

The research is structured around four key objectives to achieve its goals: 
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❖ Objective A - Design: Integrate an interface for exporting BIM/CAD models with a smart 

robotic assembly sequence planner. 

❖ Objective B - Allocate: Develop a two-stage scheduling strategy to create a balanced 

schedule for multiple robots and ensure an efficient, collision-free plan. 

❖ Objective C - Plan: Model the properties of the industrial robotic manufacturing cell and 

integrate it with a robotic motion planner. 

❖ Objective D - Simulate and Analyze: Create an interface to simulate and execute outputs 

from the assembly, task, and motion planning, using an animation-based robotic 

programming method and perform feasibility evaluations within a VC environment. 

 

Figure 18. RATMP Framework Enabled by BIM-IR Approach for Manufacturing in OSC 
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2.6 RATMP Framework 

This research explores the application of seven DOF IR arms, vital for tailoring manufacturing 

processes to specific construction needs. These IR arms are adaptable, supporting various end 

effectors like extruders and grippers, and can interface with different technological components 

such as sensors and conveyors. However, frequent and unpredictable design changes in 

construction make traditional manual programming inadequate (Brell-Cokcan and Braumann, 

2013), and standard CAM processes do not meet the unique programming requirements of 

construction workflows. 

Robotic arm programming defines toolpaths via the tool center point (TCP), which dictates the 

trajectory and manipulations of the attached tool, adjusting through joint rotations via inverse 

kinematics (Renaud, 2000). These instructions are typically visualized in a simulator to ensure 

correct operation before execution, a practice in offline programming to avoid malfunctions 

(Devadass et al., 2019). Design modifications necessitate manual reprogramming, reducing 

flexibility in the dynamic construction industry. 

To address these limitations, this research proposes an autonomous RATMP approach for robotic 

programming, starting with informed models of the robotic arm, tool, and workpiece (as shown in 

Figure 19), processed through an algorithm-aided transformation to eliminate constant switching 

between modeling and programming software. This integrated process enhances the flexibility of 

IR systems by allowing direct modifications in design and programming within integrated User 

Interfaces (UIs) and automatically generates robot-specific commands. The resulting robotic 

program is managed within the BIM environment, enabling collaborative production management 

through the RATMP tool and ensuring design and manufacturing programming are instantly 

responsive to changes. 
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Figure 19. Planners Inputs 

The research proposes a framework structured into four main sections targeting four research 

objectives, illustrated in Figure 20, integrating various stages of the construction and 

manufacturing process. 

 

Figure 20. Research Framework 

2.7 Modelling a Robotic Work Cell 

The advancement of industrial robotics has been significantly shaped by technical, economic, and 

social factors, becoming a critical element of economic growth in industrialized nations. In the 

business world, companies face challenges such as shortening product lifecycles, reducing 
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production costs, maintaining high quality, and ensuring timely delivery while competing globally. 

This requires rapid and flexible responses, often through the adoption of capital-intensive 

technologies like robots and manipulators to enable continuous operation. 

The increasing use of robotics in industry is driven by their ability to perform monotonous or 

precision tasks beyond human capability, with some achieving accuracy to the thousandths of a 

millimeter. The widespread availability and evolution of industrial robots have led to their 

adoption across various sectors, resulting in systems that offer greater flexibility, automation, and 

ease of reconfiguration than traditional manufacturing setups. 

This evolution presents challenges for robotics engineers in designing and modeling 

manufacturing systems that integrate seamlessly and operate smoothly. The complexity of these 

systems necessitates models that cover construction and operational aspects from the design phase. 

A production plant includes numerous subsystems influencing productivity, efficiency, and 

process synchronization, highlighting the need for innovative solutions in designing, modeling, 

and simulating robotic production work cells. Such designs must support co-processing and self-

organization, emphasizing enhanced autonomy, particularly in reconfiguration capabilities and 

context awareness. 

Multiagent approaches offer promising solutions for designing robotic manufacturing work cells, 

integrating distributed knowledge resources. Within technical means designing, methodologies 

vary widely in process structure and the principles for setting design requirements (Gwiazda, 

2013). An integrative approach to structural form design is shown in Figure 21(a), applicable to 

complex technical design fields like robotized production work cells. 
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In adapting the design and simulation of robotized production work cells, the framework shown in 

Figure 21(a) evolves into a specialized scheme illustrated in Figure 21(b), highlighting the 

integration of various subsystems that form the structure of a robotized production work cell. 

Specifically, the robotized production system comprises three interconnected subsystems: 

• The main components subsystem, including industrial robots, auxiliary devices, end-

effectors, etc. 

• The kinematic and dynamic dependencies subsystem, covering configuration ranges, 

component velocities, and motion types. 

• The spatial organization subsystem, detailing the layout and arrangement of elements 

within the work cell. 

The design process emphasizes maintaining system integrity. This comprehensive methodology, 

encompassing various design branches, can be modelled as a multi-agent optimization task, where 

each design aspect (geometrical, material, dynamic features) is managed by an independent yet 

collaborative agent focused on constructing the final robotized work cell design. This agent-based 

system architecture with broad objectives is refined as the system is decomposed into smaller, 

semi-autonomous agent-based subsystems, enhancing process efficiency and autonomy. 
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Figure 21. (a) Flowchart of Technical Means Concept (b) Robotic Workcell Design Process 

2.8 Simulating a Robotic Work Cell 

Simulation is a technique for conducting numerical experiments using dynamic models that 

represent either existing or envisioned systems, primarily aimed at providing insights into system 

behavior over time (Monica, 2015). Applied to developing a robotized workcell, simulation 

adheres to mechatronic design principles, enhancing understanding of the system's performance 

by integrating mechanical components with actuators, sensors, and digital information processing 

technologies (Wittler and Moritz, 1998). This approach considers geometric configurations, 

physical-topological properties, and the mathematical relationships between components. The 

mechatronic design process involves several simulation types: kinematic, dynamic, and those 

assessing mechatronic functions (Lückel and Wallaschek, 1997), each contributing to a 

comprehensive understanding of system capabilities. 
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The competition between continuously evolving offline and online software significantly enhances 

robotic system performance. Simulation has become vital in modeling robotized workcells, with 

many robot manufacturers offering virtual platforms that facilitate robot programming and 

comprehensive 3D simulations mirroring actual controller cycles. The process of robot modeling 

and simulation includes several key stages (Cheng, 2000; Aguiar and Silva, 2008; Grajo et al., 

1994): 

• Creation of robot and workcell component models, 

• Configuration of components within the workcell, 

• Specification of machinery and device kinematics, 

• Establishment of robot movement paths, and 

• Evaluation and validation of the developed model. 

Initially, it's essential to define the characteristics and interactions of system components. The first 

three stages focus on building a digital workcell by selecting models, positioning elements, and 

detailing kinematics. The fourth stage sets robot trajectories, including collision detection and 

necessary adjustments. These outcomes inform an internal preprocessor that visualizes activities 

within the modeled workcell. Adjustments are made based on simulation performance, and upon 

satisfactory results, a postprocessor creates the robot's operating program. This program is then 

uploaded to the robot for testing and calibration, with the cycle repeating if results are not as 

expected. 
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Chapter 3 : Innovative Approaches in Assembly Sequence Planning: A Review of Soft 

Computing and AI Methodologies 

Abstract:  Assembly Sequence Planning (ASP) is an NP-hard challenge that demands an 

optimal sequence for product assembly, a task that's increasingly complex for sophisticated 

products. Traditional methods diminish when large combinations are involved, necessitating the 

adoption of advanced computational strategies for efficient optimization. This critical problem has 

taken the attention and interest of experts across computer science, engineering, and mathematics, 

propelling a surge in soft computing research aimed at refining ASP solutions. This comprehensive 

review synthesizes the collection of soft computing literature dedicated to ASP, serving as a crucial 

foundation for future scholars in the field. It analyzes various modelling approaches, optimization 

algorithms, and objectives, drawing insightful pathways for high-impact studies. It underscores 

the necessity to model flexible components within ASP frameworks and to integrate sustainable 

and ergonomic considerations into manufacturing processes. The exploration of innovative 

optimization algorithms that deliver optimal solutions within a feasible computational timeframe 

is also highlighted. In parallel, the rapid advancements of artificial intelligence (AI) techniques 

have revolutionized the solution of complex engineering issues. ASP stands out as a critical 

combinatorial puzzle that industrial engineers are keen to decode, aiming to decrease 

manufacturing expenses by minimizing assembly duration and resource expenditure. The 

expansive search space and numerous assembly predicates have fueled the application of AI, 

leading to an intensive review of various AI methodologies for ASP. This review has shed light 

on existing limitations and furnished a forward-looking perspective for researchers to employ 

diverse AI strategies. The goal is to master ASP by satisfying an array of assembly predicates, thus 

reaching the vertex of manufacturing efficiency. 



  

37 

3.1 Introduction 

In industrial manufacturing and construction, maintaining accurate assembly is crucial for product 

uniformity and quality, as critical for economic competitiveness (Youhui et al., 2012). Component 

assembly, constituting up to 50% of total production costs (Kalpakjian and Schmid, 2006; Li et 

al., 2015), is optimized through ASP. ASP, a complex non-deterministic polynomial-time (NP)-

hard problem (Wang, 2010), focuses on creating efficient assembly sequences within defined 

constraints to reduce product cycle time and facilitate smooth transitions from prototype to 

production (Rashid et al., 2011). 

ASP involves determining the optimal sequence from potentially factorial ('n!') combinations, 

making it both difficult and time-intensive due to specific assembly constraints (Bahubalendruni 

and Biswal, 2016; Hsu, 2002). Proper modeling of these constraints is vital for the viability of 

assembly sequences, which aims to reduce production costs and enhance lead time (Kumar, 2015). 

Assembly predicate testing utilizes data such as liaison information, geometric and mechanical 

feasibility to ensure stability and determine optimal assembly sequences. 

Advancements in CAD have simplified automatic assembly sequence generation, integrating 

collision detection and geometrical feasibility (Wilson and Latombe, 1994; Mok et al., 2001; Pan 

et al., 2006; Li et al., 2012; Alfadhlani et al., 2011; Giri and Kanthababu, 2015; Yu and Wang, 

2013). Despite progress, achieving a globally optimal assembly sequence is challenging due to 

potential premature convergence of AI techniques (Ghandi and Masehian, 2015; Guo et al., 2015; 

Ibrahim et al., 2015). To address this, Hybrid Algorithms (HAs) combine classical algorithms to 

optimize assembly sequence outcomes. 

This research segments into three phases: product development, production planning, and 

manufacturing, focusing on ASP and Assembly Line Balancing (ALB) as illustrated in Figure 22. 
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ASP determines the optimal assembly sequence based on a multi-criteria fitness function, while 

ALB ensures equitable task distribution across workstations. Optimizing these processes is crucial 

for reducing manufacturing costs and enhancing product quality (Lu, 2016). 

The study explores the relationship between AI techniques and ASP resolution, analyzing various 

AI methods (e.g., Genetic Algorithm (GA), Ant Colony Optimization (ACO), Simulated 

Annealing (SA), Particle Swarm Optimization (PSO), Artificial Neural Network (ANN), Artificial 

Immune System (AIS)) for ASP optimization. It offers a comprehensive review of literature on 

ASP, exploring its description, modeling, constraints, and optimization objectives, and evaluates 

the performance of different AI techniques in solving ASP challenges. The research concludes 

with a summary of findings and performance evaluations of the algorithms, providing insights into 

their effectiveness in ASP optimization. 

 

Figure 22. Assembly-Levels in Different Product Stages 

3.2 Literature Review 

3.2.1 ASP Overview 

ASP is a crucial component in assembly planning that influences layout design, resource 

allocation, efficiency, and cost-effectiveness in product development. Automating ASP to generate 
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and optimize assembly sequences is crucial for enhancing product competitiveness and 

profitability (Marian et al., 2006). ASP involves calculating the motion sequences necessary for 

assembling components into a final product, considering variations in geometry, precedence, 

accessibility, and other constraints (Ghandi and Masehian, 2015; Choi et al., 2008). 

Traditionally, assembly sequences are determined by the expertise of designers and engineers, but 

this approach often fails to identify the optimal sequence, especially as the number of components 

and potential sequences increase exponentially, posing challenges in error-free sequence 

formulation (Li et al., 2013). ASP is an NP-hard problem, where solving it with exact methods in 

polynomial time is impractical for large problem sizes (Wang et al., 2014). The complexity of 

ASP, particularly for products with many parts, has spurred research into computer-aided assembly 

planning. 

Assembly can be linear or parallel, with parallel assembly involving the simultaneous joining of 

sub-assemblies. ASP significantly impacts manufacturing time and costs, as illustrated in Figure 

23, which detail the classification of AP. 

 

Figure 23. Assembly-levels Classification and Objective Functions 
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3.2.2 ASP Problem Modelling 

AP is crucial in industrial manufacturing and construction, affecting product layout design, 

resource allocation, efficiency, and cost-effectiveness. Effective assembly planning, particularly 

ASP, is vital for reducing manufacturing costs and enhancing product competitiveness 

(Chryssolouris, 2006). ASP involves optimizing the sequence in which product components are 

assembled, considering variations in component geometry, precedence, accessibility, and other 

constraints (Bourjault, 1984; Choi et al., 2008). 

Traditionally, assembly sequences are determined by the expertise of designers and engineers. 

However, with the increase in assembly components, potential sequences grow exponentially, 

necessitating a systematic approach to ASP, which is classified as an NP-hard problem due to its 

complexity and the vast number of possible sequences (Wang et al., 2014; Ghandi, 2015). 

Research has developed several ASP modeling approaches, categorized into part-based, task-

based, and connector-based modeling (Abdullah et al., 2019). Part-based modelling, the most 

common approach, as shown in Figure 24, focuses on the assembly's fundamental unit—the 

individual part—and involves creating precedence graphs based on a fixed or flexible base part 

(Suszyn´ski et al., 2014; Liu et al., 2013). Task-based modelling represents ASP through assembly 

tasks, setting forth assumptions about the combinations and movements involved in assembly tasks 

(Rashid et al., 2011). Connector-based modelling organizes assembly components by fixtures into 

sets, requiring a multi-step optimization process that includes determining the sequence of fixtures 

and sequencing the components within each fixture (Tseng and Tang, 2006; Su et al., 2014). 
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Figure 24. Modelling Approaches for the ASP Problem 

The complexity of ASP has prompted the use of computer-aided tools and AI techniques to derive 

optimal assembly sequences efficiently. Traditional methods like knowledge-based approaches 

and cut-set methods relied on liaison data and precedence diagrams (De Fazio and Whitney, 1987; 

Baldwin et al., 1991) as presented in Figure 25 (T1 for tool changes and directional indicators like 

-X, +X, +Y, -Y). Modern AI techniques offer the potential to minimize computational demands 

and optimize assembly sequence generation. These methods are incorporated into an illustrative 

example, as shown in Figure 26, which includes part categorization, sequence generation, and 

station layout optimization. 
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Figure 25. Precedence Diagram 

This research presents a detailed analysis of ASP optimization through AI methods, covering its 

description, constraints, and optimization objectives. It explores various AI techniques used in 

solving ASP challenges, including their advantages and limitations. The study concludes with a 

review of performance evaluations of these algorithms, highlighting their effectiveness in 

enhancing assembly sequence planning. 
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Figure 26. Example of Assembly Sequence for Window Sub-Assembly 
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3.2.3 ASP Constraints 

In ASP, there are two main types of constraints: absolute and optimization constraints. Absolute 

constraints must be met for an assembly sequence to be feasible; if violated, they make a sequence 

infeasible. These include precedence and geometrical constraints, which cover the following areas 

(Rashid et al., 2011): 

• Liaison Data: Information about contact points between parts. 

• Stability Data: Details on part stability during assembly. 

• Geometric Feasibility Data: Directions parts can be assembled without interference. 

• Mechanical Feasibility Data: Whether parts can be joined in the presence of other 

components. 

Geometric constraints, critical in ASP, define spatial relationships among components and ensure 

all valid assembly sequences satisfy these spatial conditions (Chen and Liu, 2001). They include 

dimensions such as distances, angles, and relative positions, validated through coordinate 

computations. Geometric constraints are further categorized into Constraint Direction (CD), 

Constraint Assembly State (CAS), and Minimal Constraint Assembly State (MCAS), which assess 

assembly feasibility through intersection matrices and Boolean operations for interference 

conditions (Su and Lai, 2010; Sinanoglu, 2005). 

Precedence constraints dictate the order of assembly operations, derived from standard mechanical 

assembly principles. These constraints confirm the validity of assembly sequences by considering 

the geometric relationships of parts, stability of operations, and feasibility for robotic handling. A 

feasible assembly sequence must adhere to these precedence constraints, which are often extracted 

through a reasoning process that establishes each part's precedence relationship based on a user-

defined sequence (Yuan, 2002). To effectively represent these relationships, a Precedence Matrix 
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(PM) is used, detailing the precedence relations between parts within the assembly (Zhang et al., 

2010). 

3.2.4 ASP Optimization Approach 

The primary goal of ASP is to identify the most efficient assembly sequence for a product, 

particularly when multiple parts result in numerous potential sequences. Selecting the best 

sequence is influenced by factors such as tool and directional changes and can be time-consuming 

due to the complexity and multitude of options (Mok et al., 2001; Pan et al., 2005). The choice of 

sequence is further affected by product type, machinery availability, and market demand, with the 

aim to minimize assembly time and cost. Different feasible sequences may offer trade-offs 

between these factors, leading to research into multi-objective optimization techniques, which 

have evolved from single-objective methods to hybrid approaches for optimal sequencing (Figure 

27). Optimization constraints play a crucial role in this process, as their violation can degrade the 

quality of sequences. These constraints are essential in developing fitness equations to assess 

sequence quality (Figure 28). 

Integrating ASP with product design helps reduce assembly costs by facilitating early design 

modifications, minimizing the need for significant later investments. However, sequences from 

the concept phase may not be optimal, increasing time and cost. Design for Manufacturing and 

Assembly (DFMA) principles aim to minimize these costs by necessitating optimal assembly 

sequences for timely market release (Boothroyd et al., 2002; Kuo et al., 2001). 

Initially, research focused on establishing at least one feasible sequence for part assembly, but AI 

algorithms have since enabled faster achievement of optimal sequences. Traditional methods 

involved manually extracting assembly constraints, a tedious process especially for complex 

products (Bullinger and Ammer, 1984). Automated extraction of liaison data has improved, 
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enhancing sequence quality and applicability (Mathew and Rao, 2010; Bahubalendruni et al., 

2016). 

Meta-heuristics are commonly used to optimize ASP, providing adaptable solutions to various 

problems with minimal adjustments (Kuo et al., 2001). These algorithms reduce computation times 

but do not guarantee optimal outcomes, yet they deliver acceptable solutions for large-scale 

problems (Prenting and Battaglin, 1964). 

ASP research has employed various meta-heuristic algorithms like GA, ACO, and PSO, among 

others. Figure 29 tracks ASP algorithm research from 2000 to 2022, showing ACO and GA as 

most prevalent. Less commonly used algorithms like Gravitational Search Algorithm (GSA) and 

Frog Leaping Algorithm (FLA) tend to have poorer search capabilities and a higher propensity for 

local optima (Smith et al., 2001). 

 

Figure 27. Basic Optimization Algorithm Flowchart 
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Figure 28. ASP Optimization Constraints Extracted from the Cited Literature 

 

Figure 29. Frequency of ASP Algorithms in Cited Literature 

3.2.5 ASP Optimization Algorithms 

Genetic Algorithm (GA): GA, part of evolutionary algorithms, is designed to find optimal or near-

optimal solutions for search problems, inspired by natural selection and genetics. Introduced by 

Johan Holland in 1975, GA operates on the principle of "Survival of the Fittest." The process starts 
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by generating a random population of potential solutions, applying crossover and mutation 

operators, and evaluating fitness, eliminating weaker solutions over iterations until an optimal 

solution emerges. 

GA has been adapted to improve its effectiveness in solving the ASP problem. Innovations in GA 

for ASP include real number coding by Senin et al. (2000), enhancements to the Partially Matched 

Crossover (PMX) by Lazzerini and Marcelloni (2000) for robotic assembly optimization, and the 

incorporation of AND/OR graphs and new task re-ordering operators by Valle et al. (2003). Later 

adaptations include automatic precedence data extraction by Marian et al. (2003) and connector-

based approaches by Tseng et al. (2004). Hui et al. (2008) and Choi et al. (2009) explored different 

crossover operators for optimal disassembly and multi-criteria ASP. 

A comprehensive review of GA's application in ASP (Arunkumar et al., 2016; Kumar, 2015; 

Mahmoodabadi and Nemati, 2016) indicates that while GA is effective for many applications, its 

standard form struggles with complex combinatorial problems like ASP. Despite these challenges, 

GA remains a favored choice for its simplicity, global perspective, and adaptability, particularly 

effective in large-scale problems where constraints are integrated into the fitness function. 

However, its effectiveness reduces as the size of the assembly problem increases, often yielding 

near-optimal solutions for smaller-scale projects (Yasin, 2010; Mathew and Rao, 2014). 

Ant Colony Optimization (ACO): ACO is an algorithm designed for optimization, drawing 

inspiration from the searching traits of ants. It is commonly used to address ASP problems. ACO 

simulates the way ants discover the shortest path to food by following pheromone trails—chemical 

markers that become more pronounced with repeated use This biological concept has been 

translated into a mathematical model to form the basis of ACO, leveraging pheromone trails to 

guide the search for optimal solutions. 
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ACO has evolved significantly since its initial application to ASP. Early implementations, like 

those by Sharma et al. (2008), utilized straightforward ACO techniques based on disassembly rules 

but suffered from slow convergence rates. Later advancements by Shi et al. (2010) and Wang et 

al. (2016) introduced dynamic adjustments to pheromone levels to improve convergence speeds 

and avoid local optima. Lu and Zhuo (2016) successfully combined ACO with ALB to enhance 

sequence optimization. 

Further refinements were made by Yu and Wang (2013), who incorporated the Max-Min ant 

colony system to boost performance by setting limits on pheromone trails and refining initial 

values. Despite these improvements, ACO still faces challenges, particularly with longer 

convergence times and the risk of suboptimal solutions due to pheromone evaporation, which can 

lead to premature convergence and local optima, as noted by Ping (2016) and Sivakumar and 

Elakia (2016). 

Artificial Neural Networks (ANNs): ANNs emulates the human nervous system, acting as a signal 

processing system composed of interconnected nodes and links. ANNs are capable of parallel 

distributed processing, making them effective for mathematical optimization problems with 

notable speed due to their parallel processing capabilities. However, ANNs are not typically 

applied directly in ASP; instead, they are used primarily for data storage and sorting within 

assembly processes. 

Early integration of ANNs in ASP was spearheaded by Chen and Pao (1993), who combined ANNs 

with a rule-based method to store assembly data from CAD environments and generate rules for 

deriving optimal assembly sequences. Hong and Cho (1993, 1995) used neural networks to process 

data from expert systems for sequence optimization. Sinanoglu and Rıza Borklu (2005) utilized 

ANNs to apply binary vector representations of assembly data to find optimal solutions. Chen et 
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al. (2008) advanced this approach by proposing a three-stage method integrating neural networks. 

A primary challenge with ANNs in ASP is the complexity of training the networks to ensure they 

produce high-quality outputs, adding to the intricacy of their application in assembly sequence 

optimization. 

Simulated Annealing (SA): Simulated Annealing (SA) is an optimization algorithm inspired by the 

metallurgical annealing process, in which metals are heated and then gradually cooled to minimize 

defects and achieve a low-energy state, according to the Boltzmann equation. Introduced by 

Metropolis in 1953 to model the annealing process, SA simulates small random atom 

displacements that alter energy states: configurations move to a lower energy state if the energy 

change is negative, and to a higher state if positive, allowing the algorithm to tackle both 

maximization and minimization objectives. 

Chen et al. (2008) used a basic SA approach to derive optimal assembly sequences by evaluating 

multiple fitness variables. Hong and Cho enhanced this by introducing a multi-echelon method 

that applies different ranking levels at various stages of the algorithm to optimize robotic assembly 

sequence planning, integrating ALB to address practical assembly scenarios (Hong and Cho, 1997, 

1999). 

The SA algorithm stands out for its simplicity and guaranteed convergence to a solution, making 

it particularly valuable for complex ASP problems involving numerous parts. However, its main 

drawback is its slow convergence rate, which can lead to lengthy computational times to achieve 

a solution. 

Particle Swarm Optimization (PSO): PSO is a stochastic optimization method developed from the 

social actions of animal swarms, where multiple agents (particles) within a swarm seek the optimal 
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solution in a search space. These particles adjust their trajectories based on their personal best 

achievements and the best results found by their neighbors, propelled by random accelerations 

towards these targets. Despite its effectiveness, traditional PSO struggles with local optima in 

complex, high-dimensional problems like ASP. 

To enhance PSO for ASP, researchers have developed adaptations such as redefining particle 

dynamics to avoid local optima (Yu et al., 2010) and introducing chaos to increase randomness 

and improve solution diversity (Wang et al., 2010). Tseng et al. (2011) adapted PSO for 

environmentally-friendly ASP, employing a unique coding system within a comprehensive 

assembly and disassembly framework. 

While PSO is known for its simplicity, rapid convergence, and low memory needs, it faces 

challenges with parameter tuning and can suffer from premature convergence and stagnation (Lv 

and Lu, 2010; Liu et al., 2008). Innovative approaches like Chaotic Particle Swarm Optimization 

(CPSO) and discrete PSO (DPSO), where particles represent specific assembly sequences, have 

been introduced to mitigate these issues (Ibrahim et al., 2014). 

Overall, PSO's global search capability and ease of implementation make it attractive for ASP, but 

it requires careful customization to overcome its limitations, especially in large-scale assembly 

scenarios where computational demands are significant. 

Artificial Immune Systems (AISs): AISs are computational models in artificial intelligence inspired 

by the biological immune system's learning and memory functions. These systems mimic the 

immune response, where immune cells produce antibodies to combat infections, applying these 

principles to solve computational challenges. 
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In ASP, AIS algorithms have been employed to develop optimal assembly sequences. Cao and Xia 

(2007) introduced an Immune Optimization Approach (IOA) utilizing immune regulatory 

processes, clonal selection, inoculation, and immune metabolism to find optimal solutions. 

Similarly, Chang et al. (2009) used a clonal selection-based AIS algorithm for ASP, while Biswal 

et al. (2013) enhanced their immune-based ASP approach with clonal selection and affinity 

maturation techniques to refine assembly sequences. Despite their effectiveness, these AIS 

methods face challenges with increased computational demands, particularly when integrating 

physical connectors as key components in the assembly sequences. 

Memetic Algorithm (MA): MA is an advanced evolutionary computational method that blends 

cultural units of information (memes) with simple agents to solve complex problems. It integrates 

evolutionary or population-based methods with local improvement strategies, ideal for 

optimization challenges in large search spaces. 

In ASP, MAs have been adapted in several ways: 

(1) Tseng et al. (2007) employed a binary tree algorithm to generate initial feasible sequence 

populations, optimizing these with a GA using PMX and guided mutation. 

(2) Zeng et al. (2011) developed a multi-agent evolutionary algorithm that group evolutionary 

operators with competition and crossover with mutation where multiple agents collaborate 

towards a common goal. 

(3) Gao et al. (2010) used MA with a "two-tuple" gene concept for chromosome construction 

to facilitate crossover and mutation processes. 

Overall, MAs effectively combine local optimization and population-based methods, making them 

highly effective for navigating the vast and complex search spaces often encountered in ASP. 
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New Emerging Algorithms in Computational Intelligence: Researchers have explored both 

traditional and innovative algorithms to optimize ASP. Notable among the newer approaches are 

Breakout Local Search Algorithm (BLSA), FLA, GSA, and Imperialist Competitive Algorithm 

(ICA), each introducing unique strategies: 

(1) Breakout Local Search Algorithm (BLSA) by Ghandi and Masehian (2015): This 

method iteratively refines solutions by adjusting variable values to improve fitness, 

effectively addressing complex engineering challenges. 

(2) Frog Leaping Algorithm (FLA) by Guo et al. (2015): Inspired by frogs' food-searching 

behavior, FLA evolves solutions within subgroups (memeplexes) and uses global 

information exchange to leap towards optimal solutions. 

(3) Gravitational Search Algorithm (GSA) by Ibrahim et al. (2015): Utilizing Newtonian 

physics, GSA models searcher agents as masses that attract each other based on 

gravitational forces, where heavier masses indicate superior solutions. 

(4) Imperialist Competitive Algorithm (ICA) by Zhou et al. (2013): ICA simulates human 

social evolution to solve NP-hard problems like ASP, employing a mathematical and 

computational approach. 

These algorithms, known for their precision, involve complex implementations and typically 

require specialized knowledge. While effective, they remain under continuous development and 

are part of a broader set of innovative approaches, including MA and AIS, which collectively 

advance the field of ASP. 
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Hybrid Algorithms: HA combine multiple optimization algorithms to harness their best features, 

enhancing solution quality in complex problems like ASP. These algorithms integrate the strengths 

of each component algorithm to optimize performance, as illustrated by several implementations: 

(1) Chen et al. (2002): Introduced a hybrid GA using heuristic methods to generate initial 

feasible solutions for multi-objective ASP, employing various crossover techniques for 

optimization. 

(2) Shan et al. (2009): Developed a hybridized SA and GA approach, using SA to refresh GA’s 

initial population to prevent premature convergence and enhance convergence rates. 

(3) Ning and Gu (2007): Merged ACO with GA, where ACO creates feasible sequences that 

GA optimizes using crossover and mutation. 

(4) Shuang et al. (2008): Combined PSO with ACO to improve ACO’s convergence rate, 

balancing exploration and exploitation. 

(5) Tseng et al. (2008): Integrated ASP with assembly line balancing using a local search 

algorithm and GA, employing PMX crossover and an elite strategy. 

(6) Zhou et al. (2011): Introduced a hybrid of Bacterial Chemotaxis (BC) and GA, enhancing 

solution accuracy through diverse bacterial movement behaviors and genetic operations. 

(7) Li et al. (2013): Employed an Evolutionary Direction Operator (EDO) within their HA to 

generate superior population individuals, further optimized through PSO. 

(8) Zhang et al. (2014): Created a hybrid immune and PSO-based algorithm, combining 

immunization concepts with PSO for enhanced fitness evaluation. 
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While powerful, HAs face challenges in efficiently integrating different algorithms and often 

require more execution time due to their complexity and the extensive search processes they entail. 

Nevertheless, HAs remain valuable for addressing the complexities of ASP, particularly in 

handling intricate assembly configurations. 

Knowledge-Based System: AI methods for ASP often rely on detailed assembly attributes like 

precedence constraints, graphs, and matrices, but their application can be complex. Researchers 

have combined heuristic rules with these attributes to optimize sequence generation: 

(1) Huang and Lee (1991): Used a "three-tuple" approach to extract essential assembly 

knowledge, enabling the deduction of optimal sequences. 

(2) Dong et al. (2007): Developed a connection semantic-based assembly tree to represent each 

part connection with a connect-type, aiding in the visualization of part interconnections. 

(3) Hsu et al. (2011): Introduced a three-stage optimization method that uses a combination of 

neural networks, the Taguchi method, and Response Surface Methodology to analyze inter-

part relationships for sequence optimization. 

(4) Zha et al. (1998): Utilized reasoning-type questions to generate feasible sequences, 

represented through Petri net modeling, facilitating the extraction of inter-part knowledge. 

(5) Kashkoush and ElMaraghy (2015): Applied a knowledge-based mixed integer 

programming approach using data from similar product assemblies, using a master 

sequence as a template for new products. 
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(6) Belhadj et al. (2016): Focused on detecting sub-assemblies to identify optimal assembly 

sequences automatically, though without specifying how to sequence the entire product 

optimally. 

These methods deliver high-quality solutions but can become complex with products containing 

many parts. Recent efforts aim to simplify ASP by identifying sub-assemblies to reduce assembly 

levels and save time, although this approach increases search space complexity, especially for 

intricate products. 

3.2.6 ASP Optimization Objectives 

In ASP research, various optimization objectives are set to refine the process. According to the 

analysis (referenced in Figure 30), the most common objective is to minimize the time taken to 

change assembly directions. Additionally, frequent objectives include minimizing the time for 

assembly tool changes and reducing the variety of assembly operations. Conversely, the least 

emphasized objectives in the cited studies are maximizing assembly production levels, minimizing 

overall cycle time, and reducing the number of workstations required. These objectives reflect a 

focus on enhancing efficiency and simplifying the assembly process in ASP research. 
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Figure 30. Frequency of ASP Optimization Objectives in Cited Research 

(1) Minimize Assembly Direction Change (ADC) 

In ASP, minimizing ADC is an essential optimization goal. This is crucial because assembly 

orientation, typically in six main directions (±x, ±y, ±z), significantly impacts efficiency and cost. 

Lu and Yang (2016) categorize assembly direction changes into two types: 180-degree changes 

(D1k) and 90-degree changes (D2k), with each change incrementing the respective count. Wang and 

Liu (2010) note that similar assembly tools, directions, and types are grouped to enhance efficiency 

and reduce costs. Meng (2016) highlights that fewer changes in assembly direction are preferable 

as they consume more time. Understanding and calculating these directional changes, often 

through an assembly interference matrix, is vital for optimizing the assembly process. 

(2) Minimize Assembly Tool Change (ATC) 
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Minimizing ATC is a significant objective in ASP. Tools are categorized into four levels (T1 to 

T4) based on the difficulty of assembly tasks (Lu and Yang, 2016). The basic principle is to use 

the same tools and operation types for as many parts as possible within the same assembly 

direction. Frequent tool changes can increase the assembly sequence time, especially in complex 

product assemblies where specialized tools are used (Li et al., 2013). Assembly tools include both 

manual and robotic types, with decisions on tool choice being influenced by factors such as 

fastening times, part design features, accessibility, and operation methods (Mishra and Deb, 2016). 

Reducing tool changes is generally beneficial for the assembly process's efficiency. 

(3) Minimize Assembly Operation Type (AOT) 

In ASP various operation types like nailing, screwing, and picking are essential (Lu et al., 2006). 

Changes in these operation types can significantly affect assembly time and costs, often 

necessitating tool changes. In large-scale automatic assembly, most operations are robot-

performed, but frequent reorientation and tool-grasping by robots can be challenging. Such 

changes in operation types, tools, and orientations can increase assembly energy and costs, making 

ASP a complex research area (Lv and Lu, 2009). 

(4) Assembly Sequence Generation (ASG) 

In optimal ASG, the primary goal is to minimize assembly time and cost while improving solution 

quality. This is achieved through an objective or fitness function that combines various factors, 

such as assembly directional changes, tool or gripper changeover, assembly fixation, cycle time, 

and effort usage. An example of such a fitness function could include components representing 

directional changes, tool changes, and operation type or equivalent assembly energy, as 

demonstrated in a specific equation format. This multi-faceted approach ensures a comprehensive 
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evaluation of the assembly process, balancing efficiency with quality. For example, in Equations 

1 and 2, a fitness function for a given number of parts n consists of number of directional changes 

(DC), number of tool changeover (TC), and parts assembly effort (AE). 

𝑓 = ∑ 𝐷𝐶𝑖 + 𝑇𝐶𝑖 + 𝐴𝐸𝑖
𝑛
𝑖=1    (1) 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 (𝐹𝐹) = ∑ 𝐷𝐶𝑖
𝑛
𝑖=1    (2) 

3.3 Results and Discussions 

In the area of ASP, researchers have focused on optimizing assembly efficiency using soft 

computing approaches over the past 17 years. A significant trend in ASP research, as illustrated in 

Figure 31, is the growing number of publications, particularly peaking in 2016, indicating 

sustained interest in the field. Key optimization algorithms like ACO and GA have gained attention 

due to their effectiveness in discrete combinatorial problems. However, challenges persist in 

rapidly achieving optimal assembly sequences, especially with complex products having 

numerous parts. 

Recent research has highlighted the need for more comprehensive methodologies in developing 

feasible solution spaces for ASP problems. Integrating flexible parts in ASP, accounting for part 

deformations during assembly, is a growing area of interest but requires further development. 

Current research tends to focus on maximizing assembly efficiency, often overlooking crucial 

aspects like resource utilization, ergonomic factors, and sustainability in the planning stage. Recent 

introductions of new meta-heuristic algorithms like Grey Wolf Optimizer (GWO) and Ant Lion 

Optimizer (ALO) offer the potential for addressing discrete combinatorial challenges in ASP. 
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Figure 31. Number of ASP Publications Over Years (2000-2022) 

Table 1. Summary of Advantages and Disadvantages of ASP Algorithms 

ASP Algorithm Advantages Disadvantages 

GA Optimal for discrete 

optimization due to its 

comprehensive global search. 

Utilizing binary strings and 

crossover-mutation are less 

effective for complex 

combinatorial challenges. 

ACO Second best choice for its 

user-friendliness and superior 

solution quality, ensuring 

consistent progression toward 

the solution. 

Increased solution 

convergence time, making it 

less suitable for issues with 

time constraints. 

NN Ideal for parallel 

computation, it minimizes the 

risk of local optima due to 

simultaneous processing. 

Constructing and training a 

neural network can be 

cumbersome, leading to 

complexities in its 

application. 

SA Straightforward to 

implement, adaptable for 

intricate problems. 

Its main drawback lies in the 

risk of entrapment in local 

solutions and inefficient 
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3.4 Conclusion  

This research offers a comprehensive review of 24 years of research in ASP, analyzing 82 papers 

from various journals. It categorizes ASP modelling approaches into part-based, task-based, and 

connector-based. The review identifies the ACO, GA, and PSO as the most frequently used 

optimization algorithms. A common objective in ASP research is minimizing assembly direction 

change time, tool change time, and operation type changes. Future research directions are 

optimization for complex 

assemblies. 

PSO Execution involves fewer 

equations, simplifying the 

process. 

Its partial optimization can be 

difficult for complex 

solutions. 

AIS Guarantees a global optimum 

by leveraging a parallel 

computation approach similar 

to NN. 

Complex implementation 

makes it less practical for 

detailed assemblies. 

MA Prevents early convergence 

and is effective in securing 

the best solution. 

May struggle with 

optimization, leading to local 

optima. 

BLS Natural for discrete 

optimization, offering 

simplicity. 

Encounters difficulties with 

complex solution spaces, 

getting stuck in local optima. 

FLA Easier in comparison to other 

evolutionary algorithms, with 

fewer parameters to manage. 

More time-consuming and 

challenging to implement for 

complex assemblies. 

GSA Simple to use, requiring 

minimal parameters and 

guided by a natural law 

principle. 

Can be inefficient in complex 

solution spaces and local 

optimum challenges. 
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highlighted, focusing on flexible part modelling, integrating ergonomics into ASP, and exploring 

new algorithms for sustainable manufacturing, emphasizing energy consumption in assembly 

planning. Also, future research should explore parallel assembly, integration of Design for 

Assembly (DFA) concepts, and comprehensive precedence criteria consideration to enhance ASP 

efficiency and quality. The study concludes that ASP research offers extensive opportunities for 

future contributions as it is considered a critical area in manufacturing, directly impacting time, 

cost, and product assembly quality.  

Key findings include: 

• GA is effective for assemblies with fewer parts. 

• SA, ACO, and PSO are suited for medium-sized assemblies. 

• HAs are best for large assemblies with many parts. 

However, these AI algorithms face limitations in implementing them such as high computational 

time and local search space inadequacies, often leading to near-optimal solutions. 
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Chapter 4 : Integrated BIM-Robotic Assembly Sequence Planning Tool: Bridging the Gap 

from CAD to CAM in Offsite Construction Manufacturing 

Abstract: The integration of artificial intelligence (AI) has significantly advanced various 

engineering fields, mainly in offsite construction manufacturing robotics for assembly sequence 

planning (ASP). ASP, a complex combinatorial challenge, seeks to minimize manufacturing costs 

by optimizing assembly time and energy consumption. This process requires accurate inputs from 

building information models (BIM), product details, and materials specifications. Classified as an 

NP-hard problem, ASP necessitates finding the optimal assembly order within a large search space 

and multiple criteria. AI techniques are increasingly favored over traditional methods for ASP due 

to their efficacy in handling complex products and vast search spaces. A comprehensive literature 

review reveals various AI methodologies for optimal ASP, highlighting the limitations of current 

approaches, particularly the reliance on heuristic algorithms focused on singular goals and the 

insufficient use of accumulated artificial experience and knowledge in real-world scenarios. To 

address these shortcomings, a new method leverages logic representation and rationalization, 

extracting and deducing information from IFC-structured BIM models using First and Second 

Order Logic (FOL and SOL). This approach develops algorithms that apply logical rules for data 

extraction and property deduction, implemented in Autodesk Revit's API - Dynamo. It assesses 

assembly sequence based on key indicators such as datum, neighbor, complexity, accuracy, and 

symmetry. The method has proven effective, with testing on unseen BIM models showing high 

precision, recall, and F1 measures. Its iterative nature allows continuous improvement and 

robustness through additional logic rules. Empirical results underscore the time efficiency and 

practical potential of this logic-enabled algorithm. 
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4.1  Introduction 

The AEC industry, traditionally reliant on labor, faces a significant workforce shortage, 

compounded by an aging workforce and a high-risk work environment. This shortage has led to 

decreased productivity, project delays, and cost overruns, prompting a shift towards technological 

solutions like offsite construction and robotics automation to enhance efficiency and safety 

(Castro, 2009; Craveiro et al., 2019; Associated General Contractors, 2019; Bousquin, 2020; 

McGraw-Hill Construction, 2016; Pan et al., 2018). 

Robotic automation in construction is growing, with predictions of substantial increases in robot 

usage by 2025. Robots excel in repetitive tasks within controlled environments like offsite 

construction facilities, potentially alleviating labor shortages and improving productivity, quality, 

and safety (Bock, 2015; Goodman, 2019). 

OSC offers advantages such as controlled environment operations, concurrent task execution, and 

higher construction quality. However, the adoption of automation technologies faces challenges 

like high design and planning demands, high implementation costs, industry resistance, and 

workflow incompatibilities (Lawson et al., 2010; McGraw-Hill Construction, 2011; Alwisy et al., 

2019; Davila Delgado, 2019; Buchli et al., 2018). 

BIM has emerged as a crucial technology, facilitating the design, planning, construction, and 

operation phases. Despite its advantages, BIM’s integration into digital workflows is limited, 

particularly in modeling complex structures and automating processes within offsite construction 

settings (Sacks et al., 2018; Kim et al., 2021). BIM's limitations necessitate manual data transfer 

and integration, imposing substantial costs and highlighting the need for enhancements to 

accommodate the complexities of offsite construction (Gallaher et al., 2004). 
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Recent studies have focused on developing algorithms to extract and derive facts from IFC-based 

BIM models using rule-based methods, aiming to automate the generation of robotic assembly 

sequences for offsite construction. This research fills a gap in the literature by investigating the 

transfer and utilization of information between digital building designs and robotic platforms, 

potentially advancing autonomous robotic assembly (Terada and Murata, 2008; King et al., 2014; 

Willmann et al., 2016; Ding et al., 2020; Tao et al., 2020; Zhang et al., 2022). 

4.2 Literature Review 

4.2.1 Automation in Offsite Construction  

OSC in North America, known under various terms such as prefabricated, precast, and modular 

construction, involves the manufacturing and assembly of building components in a controlled 

environment before transport to construction sites (Goodier and Gibb, 2007; Lawson et al., 2014). 

Despite its growing popularity, the shift to OSC has not brought significant innovation in 

manufacturing techniques, often replicating on-site processes offsite with minimal automation 

(Altaf et al., 2018). OSC is categorized into panelized and modular construction, utilizing materials 

like concrete, steel, and wood, with specific types preferred for different building scales and 

purposes (Lopez and Froese, 2016). 

OSC offers productivity gains, safer work conditions, cost and time efficiencies, standardization, 

and quality improvements. However, it faces challenges in automation due to the need for 

manufacturing flexibility and its traditionally labor-intensive nature, which impacts productivity 

and safety (Brissi and Debs, 2019; Kamath and Sharma, 2019). Large factory spaces and 

significant labor are required, with standardized production lines sometimes limiting design 

flexibility. The manufacturing sector under OSC faces pressures to increase production flexibility, 

diversify product offerings, and optimize space (Salvador et al., 2007; Meyer and Jacob, 2008). 
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Emerging automated systems and digital technologies are seen as crucial for OSC’s 

transformation, particularly under Construction 4.0, aiming to integrate design, manufacturing, 

and assembly phases more effectively, as shown in Figure 32. However, OSC's adoption of these 

technologies trails other industries, hindered by low technology adoption and inadequate R&D 

investment (Leviäkangas et al., 2017; Liu et al., 2021; Orlowski, 2020; Aapaoja and Haapasalo, 

2014). For instance, in the Canadian wood framing industry, the assembly stage is noted as a 

significant bottleneck, demanding substantial labor and impacting production efficiency (Van 

Ooteghem and Xu, 2012; Rodríguez et al., 2020). Despite a shift towards a customer-centered 

approach, assembly planning still requires considerable manual labor, impeding efficiency in the 

OSC process. 

IR are increasingly significant in wood and steel construction fabrication due to their adaptability 

and capacity to produce complex building components, marking a shift from traditional machine 

functions to treating buildings and components as customizable products (Menges et al., 2015; 

Schindler, 2010). This evolution necessitates an integrated digital workflow that ensures seamless 

transfer of design, manufacturing, and robotic data. 

In wood construction, automation technologies such as robotic arms and computer numerical 

control (CNC) machinery are critical. Robotic arms facilitate automated assembly and material 

handling, exemplified by "The Sequential Roof" project (Willmann et al., 2016), while CNC 

machines enable precise wood component shaping (Eversmann et al., 2017). Both rely heavily on 

accurate digital data from sources like BIM, which provides detailed digital representations 

essential for effective operation. 
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Figure 32. Digital Technologies for OSC 

OSC is adopting a semi-industrialized approach where prefabricated components are treated like 

manufactured products, integrating manufacturing technologies into building prefabrication, 

especially for residential structures (Ramaji and Memari, 2016). This integration offers efficiencies 

over traditional onsite construction but faces limitations in analyzing and interpreting building 

designs directly, particularly during the design development phase. 
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A key challenge is the inefficient data transfer between BIM systems and automation technologies, 

which inhibits seamless integration (Sacks et al., 2018). This disconnect requires the development 

of more sophisticated systems and protocols to bridge the gap between digital design information 

and automated manufacturing processes, aiming to streamline and enhance the efficiency of 

workflows from design to construction. 

4.2.2 Role of BIM in Offsite Construction Manufacturing 

Scholarly efforts have focused on enhancing OSC through BIM-based methodologies, primarily 

improving design, planning, and optimization. Liu et al. (2018) created a rule-based algorithm 

using an automated BIM strategy to reduce waste in light-frame boarding design, implemented as 

a Revit add-on. This method reduces errors and manual modeling time with contractor expertise. 

Alwisy et al. (2019) automated the design and drafting process of wood light frame wall panels 

using Visual Basic within AutoCAD, transforming 2D CAD layouts into BIM models and shop 

drawings, aiming to reduce design costs and improve accuracy and productivity. Abushwereb et 

al. (2019) introduced FrameX, an Autodesk Revit add-on to facilitate the automated analysis, 

modelling, design, and drafting of light-frame wood structures, enhancing efficiency and accuracy 

in early project stages. 

Expanding beyond design, Isaac et al. (2016) utilized a graph-based approach guided by BIM 

designed models to refine OSC designs, aligning them with client expectations and reducing delays 

and costs in modular housing prefabrication. Jensen et al. (2012) integrated manufacturing CAD 

software like SolidWorks with TactonWorks Studio into the workflow to automate module 

configuration selection, reducing stakeholder conflicts and inconsistencies in prefabrication. 

Mekawy and Petzold (2017) developed the Box Module Generator using Autodesk Dynamo for 

Revit, exploring design alternatives for Box Prefabricates. 
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Gbadamosi et al. (2019) introduced a method to refine design choices using lean principles and 

design for manufacturing strategies, integrating tools like Revit, Dynamo Studio, and Excel to 

minimize waste and improve assembly ease in exterior insulation finish systems. Wang et al. 

(2019) developed an automated framework utilizing BIM-based SQL database for bill of materials 

including quantity take-off for building components, reducing manual labor needs. Root et al. 

(2019) examined offsite techniques for producing structural exterior wall insulated and finished 

using Revit and Strucsoft's plug-in. 

Despite these advances, most research relies on proprietary BIM platforms, particularly in 

planning and design phases, limiting BIM's full potential. Moreover, the scarcity of research 

focused on the construction phase presents challenges for implementing automation in OSC. 

4.2.3 Industry Foundation Class (IFC) 

Current strategies to enhance BIM models data exchange are focused on standardizing data 

schemas and defining the semantics of AEC objects, as highlighted by Poirier et al. (2014). Two 

important standards in this area are the CIMsteel Integration Standards (CIS/2) which been adopted 

by the American Institute of Steel Construction and the IFC for broader building, fabrication, and 

construction data. Both standards are developed to utilize the Standard for Exchange of Product 

(STEP) file format structure in accordance with ISO 10303 (Isikdag et al., 2007). The IFC, a 

vendor-neutral standard maintained by buildingSMART, is designed to enhance synergy within 

the AEC industry. It uses the EXPRESS data definition language and is organized into four 

conceptual layers—resources, core, interoperability, and domain—encompassing a wide array of 

data such as dimensions, properties, and relationships within a BIM given model (Arayici et al., 

2018). This schema encompasses diverse building components such as beams, columns, and roofs, 

each represented through various geometric techniques like Swept Solid, Boundary Representation 
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(B-rep), or Body Clipping. Additionally, it provides multiple cross-sectional profile options for 

each element. For example, a beam could have a rectangular or arbitrary closed profile if it was 

represented using the Swept Solid method, showcasing the schema's flexibility to adapt to different 

BIM authoring tools’ 3D modeling techniques. Figure 33 and Figure 34 further exemplify the 

complexity and capabilities of the IFC data model by detailing IFC instances, including entities, 

relationships, and a tracing pattern for the information of a column element. 

BIM and IFC standards play a crucial role in improving data exchange and collaboration within 

the AEC industry by standardizing how building components and their relationships are 

represented. This standardization facilitates more efficient and accurate data sharing among 

stakeholders, potentially enhancing project outcomes and construction efficiency. However, 

challenges such as proprietary concerns and achieving true synergy remain significant obstacles 

to fully leveraging BIM benefits (Steel et al., 2012; Ren et al., 2018). 

Despite its advantages, the IFC format faces challenges that affect its standardization. The 

flexibility of IFC allows for multiple representation methods for single elements, which can 

introduce subjectivity and inconsistencies. Additionally, user-defined property sets add 

unpredictability, and there are calls for improved descriptive capabilities and more robust element 

representations. These issues highlight the difficulty in achieving universally accepted 

standardization within the IFC schema. 

Nevertheless, IFC is still recognized as a pivotal solution for integration issues in the AEC 

industry. Its openness and neutrality make it a key focus in BIM research and practice. As of 2020, 

the growing number of BIM platforms certified for IFC compliance (94 in total) reflects the 

industry’s commitment to enhancing interoperability and standardization through IFC 
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(buildingSMART, 2020; Wu and Zhang, 2019). This demonstrates ongoing efforts to address these 

standardization challenges and enhance overall project efficiency in the AEC industry. 

 

Figure 33. Sample of an IFC Instance 

 

Figure 34. Tracing Pattern of Dimensions Information for the IfcColumn 

4.2.4 Representation and Application of Rule-Based Method Using Logic Theory 

Rule-based methods in machine learning and data mining are employed to identify patterns in data 

through IF-THEN rules, focusing on uncovering regularities within data sets (Fürnkranz and 

Kliegr, 2015). These methods are categorized into association rule discovery and predictive rule 

learning, with the latter aiming to assemble a comprehensive set of rules that cover all possible 

instances for accurate predictions. 

The transparency and interpretability of rule-based methods make them particularly valuable in 

fields where the clarity of decision-making processes is essential. These methods structure 

decisions into clear, logical steps, allowing users to trace how conclusions are reached, thereby 
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building trust in the system's outputs. Additionally, rule-based systems offer adaptability, enabling 

them to be tailored to meet the specific complexity and requirements of various tasks, from simple 

classifications to complex decision-making in dynamic environments, optimizing performance 

across different scenarios. 

4.2.4.1  A first-order theory  

Logic is fundamental in computer science, particularly influencing the design and functioning of 

computer systems (Sterling and Shapiro, 1994). It manifests prominently in logic programming, 

where sets of rules articulate relationships among entities using formal logic, especially predicate 

logic (Johansson, 2011). This approach supports the formation and derivation of logical 

conclusions from articulated knowledge. A prevalent method in logic programming is First-Order 

Logic (FOL) which is known for handling quantifiers and variables effectively (Uszkoreit, 1986). 

FOL allows for complex expressions and has broad applications, including database queries and 

developing artificial intelligence algorithms. 

4.2.4.2  First order logic and second order logic  

Rule-based first-order logic is effectively used to represent IFC-based BIM data by converting 

structured BIM data into logical statements or predicates. This method allows for a dynamic 

interpretation of the data, articulating complex relationships and dependencies between model 

components clearly. It enhances understanding of the model by demonstrating how elements 

interact and improves automation and optimization in building design and construction processes. 

The generated predicates provide a strong basis for querying, rationalization, and decision-making 

within the BIM framework, thereby improving efficiency and accuracy in building projects. 
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FOL predicates are intertwined logically through the use of quantifiers and logical connectors. 

FOL utilizes both universal and existential quantification to construct statements regarding 

variables (Zhang et al., 2016). Moreover, logical connectors including conjunction (^), disjunction 

(˅), biconditional (↔), and implication (→) are employed to forge logical links between predicates 

(Zhang et al., 2016). Building on the foundations of FOL, Second-Order Logic (SOL) enhances 

expressive capabilities, allowing for the quantification of subsets of individuals or relationships 

within a domain (Väänänen, 2019). SOL plays a pivotal role in discerning all occurrences of 

building components that possess specific attributes within the framework of building design logic 

facts. Within the context of logic programming, SOL is queried by predicates like findall (Term, 

Goal, List), as explained by Sterling and Shapiro (1994). 

4.2.4.3  Fundamental components of logic programming 

Logic clauses in FOL are often expressed through Horn clauses (HCs). Horn clauses are named 

after the logician Alfred Horn, who first highlighted their importance in 1951. A Horn clause is a 

logical statement that links a single predicate to a set of conditions necessary for its application. 

These clauses are utilized in areas such as logical programming, formal specification, and model 

theory. The clause is interpreted such that the connecting predicate is applicable to X and Y if X 

and Z are friends, and Z and Y are friends. The predicate on the left is relevant to the variables X 

and Y only if all the predicates on the right are also relevant to X, Y, and Z. An HC is a disjunctive 

clause with at most one positive literal (Makowsky, 1987). 

Denoted as H ← (G1 ⋀ G2 ⋀ G3⋯ ∧ Gn), where H is the head and G1, G2, G3, Gn are goals, it 

implies H is valid if all goals are met. HCs are simple yet expressive enough for general and 

efficient program representation (Pereira and Shieber, 2002). They are categorized into three types: 

facts, rules, and queries (Zhou, 1997). 
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In the fundamental architecture of logic programs, a HC can function as a fact, a query, or a rule. 

are statements describing the properties of objects or their relationships (Uszkoreit, 1986), 

comprising predicates that include a predicate name and its arguments. The term "arity" refers to 

the number of arguments a predicate has, with the most basic form, an atom, possessing just one 

argument. Queries are composed solely of goals and are employed for retrieving information, 

concluding about the relationships between objects. Rules feature both a head (H) and goals, and 

they are deemed true if all the goals are satisfied; otherwise, they are false. 

4.2.4.4  Principles and mechanisms of logic rationalization 

Using rule-based representation combined with first and second order logic theories significantly 

improves the analysis of architectural design data. This approach uses rule-based logic to 

autonomously rationalize IFC data through assembly rules, relying on unification functions and 

involving principles of deduction such as identity, generalization, and instantiation. The identity 

principle allows for querying logical facts to identify consequences; generalization applies logical 

outcomes to various cases with existential quantification; and instantiation derives specific facts 

from universally quantified ones. Supported by the unification algorithm, this automated deductive 

process enhances pattern recognition and variable binding, facilitating rationalization based on 

established logic rules (Sterling and Shapiro, 1994; Luger and Stubblefield, 2009). 

4.2.4.5  Overview of the prolog programming language 

Prolog, a declarative programming language, is distinguished by its basis in logic programming, 

making it especially suited for fields like AI, expert systems, and natural language processing 

(Ritchie, 2002; Covington et al., 1995). Unlike procedural and object-oriented languages that 

require explicit instructions, Prolog uses facts, rules, and queries to define relationships and 

employs its inference engine to deduce solutions. Operating under a closed-world assumption, 
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Prolog presumes statements not provable by available information as false, requiring 

comprehensive and logically structured data for accurate outcomes. Its problem-solving approach, 

which involves pattern matching and recursive querying, enables sophisticated data manipulation 

and decision-making, ideal for complex applications demanding logical inference and pattern 

recognition. 

4.2.5.6 Utilizing rule-based representation in AEC automated rationalization systems 

Rule-based representation is widely used in automated rationalization, allowing computing 

systems to draw inferences automatically, and is crucial across various fields including computer 

science, mathematics, and verification of software and hardware. It is integral to disciplines like 

sensing, natural language processing, and robotics, playing a key role in AI development by 

enabling intelligent systems to perform autonomously (Nehra, 2015). In the AEC sector, the use 

of AI technologies such as NN, GA, ML, and DL has increased, as shown by the rise in scholarly 

publications since the early 2000s (Darko et al., 2020). Despite the trend towards machine learning 

and statistical methods, rule-based systems are noted for their precision, comprehensiveness, and 

ability to form logical conclusions. However, they are relatively underutilized. The goal is to 

further explore integrating rule-based representation and rationalization to automate inference 

processes, particularly in the construction fabrication industry. 

4.2.6.7 Analyzing differences between rule-based representation and ifcOWL ontology 

Semantic modeling and rule-based methods are two distinct approaches used to enhance logical 

deductions and automated rationalization. Semantic modeling, particularly ontology using Web 

Ontology Language (OWL), organizes knowledge into concept hierarchies, relationships, and 

axioms, primarily aimed at capturing domain-specific semantics (OWL Working Group, 2012; El-

Gohary and El-Diraby, 2010). Ontologies rely on rule-based descriptions like the Semantic Web 
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Rule Language (SWRL) for automation because they do not naturally support direct if-then logic 

(Zhang and El-Gohary, 2017). 

Rule-based methods, on the other hand, have been integral to automated theorem provers and have 

successfully addressed complex scientific challenges, including verifying computer program 

accuracy and generating mathematical proofs (Dahn, 1998; Kotelnikov, 2018). Despite their 

effectiveness, rule-based methods are underutilized in AEC compared to statistical ML and 

semantic modeling. 

To bridge IFC standard data with rule-based logic, the ifcOWL ontology was created, simplifying 

data exchange and enhancing interoperability (Pauwels and Terkaj, 2016; Gonzalez et al., 2021). 

However, utilizing the ifcOWL ontology faces several challenges: 

1. Complexity and Size: Its large and intricate structure can be cumbersome to manage, 

especially in systems with limited computational resources (Pauwels et al., 2017). 

2. Performance Issues: The detailed nature of ifcOWL can slow down loading and 

rationalization processes, leading to delays (Pauwels et al., 2017). 

3. Need for Additional Rule Representations: ifcOWL often requires supplementary rule-

based languages like SWRL, which may lack the expressivity and computational efficiency 

of more robust systems like FOL and SOL. 

4. Decidability Issues: SWRL struggles with decidability issues crucial for determining the 

truth values of propositions within the ontology. 

5. Limited Expressivity: The expressivity of SWRL does not match that of more complex 

logical frameworks, potentially limiting the modeling and inference of complex 

relationships within the ontology. 
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Despite these challenges, the ifcOWL ontology and rule-based methods continue to provide 

valuable tools for enhancing data rationalization and interoperability in the AEC industry. 

4.2.5 Application of IR in Wood and Steel OSC Manufacturing 

Despite growing interest in automation within offsite construction prefabrication, the sector faces 

challenges hindering the adoption of new technologies, including insufficient expertise, inadequate 

training, low standardization, high risk factors, significant initial investments, and prolonged lead 

times (Kyjanek et al., 2019). A particular issue is the low standardization of products, stemming 

from factors like poor collaboration, high variability, and inconsistent scheduling (Aapaoja & 

Haapasalo, 2014). Additionally, automated fabrication companies in the U.S. have reported 

minimal savings and significantly higher costs compared to traditional construction, mainly due to 

underutilization of advanced technologies (Wang et al., 2020). 

The integration gap between robotic systems and BIM or comprehensive management systems 

leads to disconnects between design and production phases (Chea et al., 2020). Moreover, the 

deployment of standard robotic units in manufacturing poses safety risks, and necessary safety 

mechanisms can increase financial costs (Apolinarska et al., 2021). Furthermore, current 

automated or semi-automated mechanisms for wood framing require substantial space within 

construction facilities (Martinez et al., 2020). The machinery, mainly designed for repetitive tasks, 

requires costly and time-consuming reprogramming for new tasks (Bennulf et al., 2018). While 

BIM can store detailed information, it doesn’t inherently provide manufacturing instructions, 

necessitating effective workflows from BIM to numerical control machinery (Santana-Sosa and 

Riola-Parada, 2018). 

Advancements in robotics within wood construction have evolved significantly, transitioning from 

single-function robots to more integrated robotic systems in recent years. For example, the Robotic 
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Wood Construction (RTC) system developed by Willmann et al. (2016) at ETH Zurich, integrates 

a digital workflow from design to fabrication, utilizing innovative design processes, materials 

systems, and robotic fabrication to erect non-standard wood structures. Additionally, efforts like 

those by Kontovourkis (2017) showcase the potential of robotics in optimizing material use and 

advancing the fabrication of wood structures. 

However, the reliance on proprietary CAD systems in these projects limits the standardization of 

workflows, contrasting with initiatives aiming to adopt open BIM standards like IFC, which 

promote a more unified and universally applicable strategy within the field. 

4.2.6 Building Components Preliminary Assembly Plan 

Prefabricated building elements had predefined spatial coordinates for robotic assembly yet lacked 

automated methods to determine the optimal assembly sequence. Consequently, human operators 

needed to manually program the assembly coordinates for each component. As product diversity 

and complexity increase, there is a growing need for the robotic assembly process of wood and 

steel elements to operate autonomously, without manual intervention. The main challenge is 

planning a logical sequence for assembling components that allows the robotic arm's end-effector 

to accurately position each element based on its designated coordinates. Addressing the challenge 

of quantitatively assessing and rationalizing the assembly sequence is essential to enhancing the 

efficiency of robotic assembly systems for prefabricated structures. 

4.3 Research Methodology 

The main goal is to develop a data-driven approach to improve the extraction and analysis of 

building design data from BIM, facilitating automation in OSC fabrication for the wood and steel 

industries. This approach uses rule-based representation and rationalization to automate BIM data 

processing. It aims to enhance performance through iterative refinement of the algorithm and 
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expansion of assembly logic rules. The methodology consists of six main stages: (1) Generation 

of Rule-based Facts, (2) Development of Assembly Rules, (3) Execution of Rule-based Rationale, 

(4) Assessment Metrics, (5) Stepwise Refinement of Rule-based Facts, and (6) Extension of 

Assembly Rules as described in Figure 35. Each stage is detailed with practical examples to 

demonstrate the functionality of the proposed method. 

 
Figure 35. Overview of RAP Research Methodology 

Step 1: Generation of Rule-based Facts  

The process of creating logic facts is divided into three distinct sub-steps: Firstly, sub-step (1) 

involves the export of data from BIM to the IFC format. Following this, sub-step (2) entails the 

conversion of IFC data into rule-based facts. Lastly, sub-step (3) focuses on the stepwise 

refinement of these generated rule-based facts. 

Sub-Step 1: Data extraction from BIM to IFC 
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The initial step in generating rule-based facts involves exporting BIM model instances into the 

IFC format, using tools like Autodesk Revit that are certified by BuildingSMART for IFC 

compatibility (BuildingSMART, 2023). This export process allows customization of various 

parameters such as the selection of a specific IFC schema version and model view definitions. For 

the implementation of the suggested methodology, the IFC 2x3 standard along with the Model 

View Definition (MVD) Coordination View (CV2.0) has been chosen. 

Sub-Step 2: Transforming IFC data into rule-based facts 

During the conversion phase, IFC data is transformed into rule-based facts through specialized 

algorithms for fact extraction (FE) and fact transformation (FTr), tailored to handle building design 

information encoded in the IFC format. This methodology processes BIMs in the “.ifc” file format, 

which adheres to the IFC schema, an internationally recognized data modeling standard under ISO 

16739 (BuildingSMART 2014). The IFC format, known for its software neutrality, structures 

BIMs using the “STEP physical file” format specified in ISO10303-21, where each line represents 

a unique entity that could be either conceptual or relational. 

During the FE phase, the Java Standard Data Access Interface (JSDAI) retrieves entities and their 

attributes from IFC files. The methodology utilizes late binding, compatible with various IFC 

schema versions (e.g., IFC 2x3, IFC2x3-TC1, IFC4), to ensure adaptability to evolving standards 

and facilitate processing across different IFC schema releases. 

The FE process utilizes the EXPRESS data schema to interpret and structure BIM data, with 

detailed steps shown in Figure 36. The process begins by initializing variables and loading the 

applicable IFC schema version, then iteratively processes each line of an IFC file. A subroutine, 

SI, analyzes each line; if an entity is an aggregate type, SI recursively processes each sub-entity. 
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For non-aggregate entities, SI retrieves and records all attribute names and values as defined in the 

IFC schema. 

After processing, SI stores a tuple for each entity containing the entity's name, line number, 

attribute names, and attribute values. An example of this tuple creation is shown in Figure 38, 

where an entity at line “#134271” results in a tuple that illustrates the method of extracting facts 

from IFC files. 

In the FTr phase, semantic Natural Language Processing (NLP) techniques convert these tuples 

into structured logic facts, involving two main tasks: (1) semantic lookup of entity and attribute 

names, and (2) conversion of these into conceptual and relational facts. During the semantic 

lookup, names and values are matched against the IFC schema to find corresponding identifiers or 

enumeration values, reformulating these into underscore-separated terms for consistency. For 

example, the term “OWNERHISTORY” is matched and transformed into “owner_history” as 

shown in Figure 38. This transformation aligns entity and attribute names with the semantic, rule-

based representation of the data, facilitating rule generation that meets regulatory standards. 

In the transformation of entities and attributes using rule-based NLP, three main rules are applied: 

1. Entities Conversion: Entities are transformed into concept facts by using the entity's name 

as the predicate name and combining the entity's name with its line number to create the 

predicate's argument. For instance, a column entity is transformed into 

"column(column134271)," where "column" is the predicate name, and "column134271" (a 

blend of the entity name and line number) serves as the predicate argument. 

2. Attributes Conversion: Attributes are turned into relational facts by prefixing the attribute 

name with "has_" to establish the predicate name. The associated entity constant acts as 
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the first argument, and the attribute's value as the second, provided it doesn't reference 

another entity. For example, the attribute "global_id" for a beam entity is transformed into 

"has_global_id(column134271, 1bUGceuUvBshy6udF4uL24)." 

3. Reference to Other Entities: If an attribute’s value references another entity, this referred 

entity's constant is used as the second argument. An example is the transformation of the 

"owner_history" attribute of a beam entity into "has_owner_history(column134271, 

owner_history18)," where "owner_history18" is the second argument. 

These transformations’ structure data into a semantic, rule-based format that simplifies the 

interpretation and manipulation of BIM data. 

Sub-Step 3: Refinement process for rule-based facts 

The final sub-step in the process refines rule-based facts converted from the IFC format to ensure 

they meet the syntax requirements of the Prolog programming language and are suitable for 

rationalization. This refinement involves two main adjustments: 

1. Translation of Unit Symbols: Unit measurements commonly use symbols from BIM 

authoring software, such as dimensions noted as 84" × 36". During refinement, these 

symbols are converted into full unit names for clarity and syntax compliance in Prolog, 

changing 84"_x_36" to 84_inches_x_36_inches. 

2. Encapsulation of Strings in Quotes: Prolog requires specific formatting where strings 

that start with a number must be enclosed in single quotes to avoid syntax errors. For 

example, the predicate has_globalid(door1864,3famcbrsy2ysbbeuhqdlyz) would be 

refined to has_globalid(door1864,'3famcbrsy2ysbbeuhqdlyz') to ensure proper 

interpretation as strings. 
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An algorithm utilizing the regular expression syntax in Python (3.12) was developed to execute 

this refinement process. This algorithm is responsible for refining the rule-based factual 

information, as demonstrated in Figure 37. 

 
Figure 36. Proposed FE Algorithm 
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Figure 37. Refinement Algorithm Flow Chart 

 

 

Figure 38. Sample of IFC Conversion into Rule-Based Facts 
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3.1 Development Process for Assembly Rules 

In developing assembly rules for fabricating building components, a knowledge engineering 

approach is applied, tailored to user-specific needs, incorporating two heuristic rules: specific 

situations and situation comparison. The first rule refines best practices by using highlighted 

instances, employing predicates for common building elements (e.g., walls, floors, columns, 

beams) to set up extraction and derivation rules. While the second heuristic involves comparing 

predicates across different building components to classify them accurately.  

Assembly rules are organized into four categories based on their functions (Figure 39): 

• Rule A (Assembly Information Extraction): Extracts assembly details such as bill of 

quantities, product dimensions, and material types from building design components. 

• Rule B (Assembly Information Derivation): Derives physical properties (area, volume, 

weight) from building components using outputs from Rule A and external material 

libraries containing properties of wood and steel. 

• Rule C (Assembly Information Processing): Filters out non-wood/steel materials and 

unrelated object types. 

• Rule D (Assembly Information Fixation): Details the fixation materials and 

configurations, such as nails and screws. 

These rules facilitate the extraction, filtering, and inference of data, enhancing insights from 

building design logic facts. 
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Figure 39.Types of Assembly Rules and Application Examples  

The development of assembly rules for building components is organized into four main steps to 

ensure broad applicability and effective inference of data: 

1. Identifying Relevant Rules: This step focuses on selecting assembly rules that effectively 

address specific constraints and sub-goals within a unification framework, such as deriving 

material information from column instances, as shown in Figure 40. 

2. Replacing Terms: Constants and numbers within the rules are replaced with variables to 

generalize the rules for application across different instances. 

3. Connecting Rules: Assembly rules are linked through logical conjunctions to form a 

coherent and interconnected rule set. 

4. Employing SOL: Utilizes all-solution predicates to formulate the assembly rule and 

extend it to all building components attributes, facilitating comprehensive data extraction 

and derivation. 

This structured approach allows for the detailed extraction of material properties and calculations 

of volume and weight for components like columns, based on their geometric representations and 

profile definitions, as shown in Figure 41. Additionally, specific assembly rules are tailored for 
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columns with different geometric representations (e.g., B-rep) to enhance their utility across 

various scenarios. 

 

Figure 40. Assembly Rule Development for Extracting the Material Information 



  

88 

 

Figure 41. Rule B: Assembly Rule Example for Columns: a) Material Specifications, and Rule to 

Derive b) Volume and c) Weight 

3.2 Execution Process of Rule-based Rationale 

The implementation of a rationale engine for building design involves several key components and 

processes, centered around rule-based facts, assembly rules, and supporting modules to enhance 

the rationalization process. These modules include a unit conversion module for converting any 

length unit into feet, and a material properties module that contains data on various material types 

and their densities. 

The process initiates by loading the rule-based facts into the rationale engine, which then processes 

these facts alongside assembly rules using supporting modules. During this phase, the engine uses 

unification and substitution clauses to validate and apply the assembly rules to the given goals. 
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The output from the rationale engine, which indicates the success of the assembly rules, is crucial 

for assessing the effectiveness of the entire system. 

The primary inputs for this process come from architectural design information extracted from 

BIM instance models formatted to IFC standards. This includes a detailed enumeration of 

structural components, such as the sequencing from bottom track through studs to top track, and 

includes their dimensional attributes and mass properties. Each structural element’s spatial 

positioning, defined by coordinates and angular disposition relative to the BIM design model’s 

coordinate framework, is methodically extracted from the IFC data. 

This rule-based methodology ensures accurate generation of inputs necessary for subsequent 

simulation activities. The extracted data and information, processed through rule-based 

representation and inferential rationale, are crucial for both the simulation framework and the 

robotic control system. Detailed data inputs and methodologies for extraction and analysis of IFC 

model data are documented in Table 2 and Table 3. 

Table 2. Assembly Rules Input Data for the Rationale Engine 

Input data  Description 

Density of element Each element's density was allocated while 

matching elements from the BIM/IFC input to 

the rationale engine. 

Sequence of construction The construction sequence was established 

based on a flexible sequencing requirement, 

which entails any feasible sequence without 

optimization considerations. The elements are 
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then introduced into the rationale engine 

according to this predetermined order. 

Dimension The element dimensions were correlated with 

the predetermined order within the rationale 

engine. 

Position and orientation This element represents both the location 

within the BIM environment and the 

orientation of the cross-section. 

 

Table 3. Rule-Based Facts Input Data for the Rationale Engine 

Input data  Description 

Name The name of the element provides a unique 

identifier and the type of elements (e.g., 

beam33, column35). 

Local Placement The local placement location is the centroid of 

one of the extreme end’s cross-sections of the 

element relative to the global coordinate 

system of the BIM design model. 

Main Axis The main axis in IFC refers to the orientation 

of the longitudinal axis of an element relative 

to its local cross-sectional coordinate system. 

For regular elements, this axis corresponds to 

the direction of extrusion in a solid sweeping 

3D representation, specifically aligning with 

the z-axis of the element’s coordinate system. 
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Dimension Dimensions include the width, depth, and 

height of a stud element. 

 

4.4 Evaluation of Results and Error Analysis 

For the purpose of experimentation, the designed FE and FTr algorithms were deployed using the 

JAVA Standard Edition Development Kit, specifically version jdk1.7.0_40. Access to IFC-

formatted BIMs was facilitated through the utilization of JSDAI version 4.3. JSDAI serves as an 

interface toolkit for STEP (ISO 10303) defined as the Standard for the Exchange of Product model 

data. JSDAI is also tailored to support the development and Java implementation of EXPRESS 

data models, as specified in ISO 10303-11. 

The model's performance was evaluated using a confusion matrix, a tool that organizes actual 

versus predicted classifications in a structured tabular format. In this matrix, each column 

correlates the true classifications with the predictions made by the developed model for the 

samples under review. The results obtained from this confusion matrix analysis are 

comprehensively presented in Table 4. This method not only highlights the accuracy of the model 

but also sheds light on any misclassifications, providing a clear visual representation of where the 

model performs well and where it may need improvement. Detailed analysis is crucial for refining 

the model and enhancing its predictive capabilities. 

Table 4. Confusion Matrix 

Confusion Matrix Predicted Category 

True category 0 1 

0 TN FP 
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1 FN TP 

 

Table 5 represents the correlation between true negative (TN), true positive (TP), false positive 

(FP), and false negative (FN). The effectiveness of the extraction algorithms is assessed through 

five key metrics in terms of Sensitivity (Sn.), Specificity (Sp.), Precision (Pr.), Accuracy (Acc.), 

and F1-measure (F1m.). Sensitivity (Sn.) or true positive rate is the probability of a positive test 

result of an extracted rule-based fact (RBF), conditioned on the RBF truly being positive (Equation 

1). While Specificity (Sp.) or true negative rate is the probability of a negative RBF result, 

conditioned on the individual RBF being negative (Equation 2). Precision (Pr.) is a metric that 

evaluates the accuracy of the extraction results. It is calculated as the proportion of correctly 

extracted RBF instances out of the total extracted RBF instances (Equation 3). In contrast, 

Accuracy (Acc.) measures the completeness of the extraction process, defined as a ratio composed 

of correctly extracted RBF instances to the existing RBF instances (Equation 4). Since relying 

solely on either precision or recall does not provide a comprehensive evaluation, the F1-measure 

(F1m.) is employed as an additional performance metric. The F1-measure represents a balanced 

assessment of the overall performance (Equation 5). The expressions for all the performance 

indicators are provided in Table 4. The other evaluation indicators investigated during the study 

are the error rate and the loss value of the algorithm for both the training and testing datasets. 

Table 5. Performance Indicator Values Obtained for the Proposed Rationale Engine Algorithm 

Eq. # Performance 

Description 

Performance 

indicators 

Equation Expression 

1 Sensitivity Sn. Sn. = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

2 Specificity Sp. Sp. = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 



  

93 

3 Precision Pr. 𝑃𝑟.=
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑅𝐵𝐹 (𝑇𝑃)

𝑇𝑜𝑡𝑎𝑙 𝑅𝐵𝐹 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 (𝑇𝑃 + 𝐹𝑃)
 

4 Accuracy Acc. 𝐴𝑐𝑐. =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑅𝐵𝐹 (𝑇𝑃 + 𝑇𝑁)

𝑇𝑜𝑡𝑎𝑙 𝑒𝑥𝑖𝑠𝑡𝑖𝑛𝑔 𝑅𝐵𝐹 (𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 

5 F1-measure F1m. 𝐹1𝑚.=  
2 × 𝑃𝑟.× 𝑆𝑛.

𝑃𝑟. +𝑆𝑛.
=

2 × 𝑇𝑃

2 × 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

 

4.4.1 Stepwise Refinement and Improvement of Rule-based Facts 

In this phase, the focus is on addressing additional rule-based predicates that were not adequately 

processed during the rule-based facts stepwise refinement and are currently unsuitable for effective 

rule-based rationalization. These unrefined predicates can lead to unexpected outcomes in the 

related assembly rules. As a result, there is a necessity to extend the stepwise refinement algorithm 

to modify these predicates, thereby rendering them compatible for rule-based rationalization. 

A typical example of this issue is observed with the predicate has_segments#(Term1, Term2). The 

inclusion of numbering in this predicate (such as has_segments1, has_segments2, ..., up to 

has_segments#) poses a challenge for the rule-based rationalization process. This is because the 

rule-based rationale engine treats each numbered predicate as a distinct and independent entity, 

which hinders its ability to unify all instances related to that specific predicate. Consequently, to 

ensure effective rule-based rationalization, the refinement algorithm needs to be adapted to address 

and restructure such predicates. 

4.4.2 Expansion Process for Assembly Rules 

Initially, the proposed methodology includes a set of assembly rules derived from the developed 

BIM models. For instance, this method can segregate columns and beams modelled in a swept 

solid representation, as featured in the model, but it lacks the capability to analyze them with other 

geometric representations not included in the model, such as B-rep. To improve its performance, 
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additional assembly rules are progressively added to the existing rule set to tackle instances where 

the current rules fall short. 

As these new assembly rules are incorporated, the method becomes increasingly proficient at 

accurately analyzing geometric representations and material information that were previously 

misidentified. This step-by-step enhancement of the assembly rules significantly elevates the 

effectiveness and overall performance of the proposed methodology. This process is achieved 

through the iterative and cumulative expansion of the assembly rule set, continually refining the 

system's ability to handle a wider variety of scenarios and complexities. 

4.5 RAP Framework Design 

This study investigates the utilization of robotic manipulators to assemble prefabricated wood and 

steel wall panels from pre-made components. The control of these robotic manipulators involves 

guiding the end-effector's tip along a predetermined sequence of coordinates. The primary 

challenge here is to generate a logical assembly sequence for building components and precisely 

position them in the required spatial coordinates. To address this challenge, our research proposes 

expanding the digital blueprint of prefabricated components in BIM into instructions for robotic 

control through the application of RoboSimX. 

RoboSimX involves the development of a Robotic Assembly Planner (RAP) module, a Robotic 

Task Planner (RTP) module, and, subsequently, a Robotic Motion Planner (RMP) module. In this 

section, the RAP module is discussed and developed. An overview of the RAP prototype's 

architecture is provided in Figure 42. As discussed by Ding et al. (2020), BIM projects contain 

substantial spatial information that can be harnessed for construction activities. For instance, BIM 

projects comprise loadable families, which are visual representations of prefabricated building 

components (Kontovourkis et al., 2020). These families are spatially integrated to create a unified 
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BIM project using FrameX (an in-house developed Autodesk Revit API as shown in Figure 43), 

resulting in georeferenced properties crucial for generating assembly coordinates and assembly 

sequences for multi-panels.  

BIM design tools like Autodesk Revit host extensive databases for project management. 

Programming interfaces such as Dynamo are employed to enable the extraction and retrieval of 

data, enhancing usability for end-users (Chong et al., 2020). Within the framework of this research, 

the ROS is used to design and create a robotic prototype specifically for assembling prefabricated 

elements in wall panels. Dynamo plays a crucial role by supplying ROS with the necessary data 

inputs for its functions. ROS then carries out the motion planning algorithm, which processes the 

assembly sequence data to calculate the robots' kinematic parameters required for assembling wall 

panels, including joint and path configurations. Additionally, a data transmission interface has 

been established to facilitate the exchange of data between the modules.  

In this research, a developed Dynamo-based assembly planning algorithm embedded in the 

assembly planning module identifies the assembly coordinates of prefabricated elements in the 

wall panel Revit model and generates a feasible assembly sequence based on these coordinates as 

shown in Figure 44. This assembly sequence data is essential for robotic motion planning. In a 

later stage of the research, the task allocation and motion planning modules will be discussed. 
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Figure 42. Assembly Planning Module Prototype Architecture 
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Figure 43. BIM Project Creation Using Frame X 
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Figure 44. Robotic Model Exporter and Assembly Planner using RoboSimX User Interface 

4.5.1 Assembly Planning Algorithm: Determining Assembly Coordinates and Sequence 

In the study, the implementation focus of the assembly planning paradigm involves determining 

the spatial coordinates for installing architectural elements, followed by formulating a viable 
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sequence for their assembly, predicated on these coordinates. The research utilized the Autodesk 

Revit API—Dynamo—to engineer the assembly planning mechanism, designated as the ASP 

algorithm. Dynamo serves as a graphical programming platform augmenting the parametric 

analysis features of Revit, as noted by Fernández-Rodríguez et al. (2018). Dynamo's analytical 

functionality is facilitated via functional nodes, each comprising input and output interfaces, 

sequentially linked to construct an integrated logic. Python scripting is leveraged by users to devise 

nodes tailored for distinct functionalities (Chong et al., 2020). The structural elements of the ASP 

algorithm are illustrated in the below figures and in Algorithm 1. The algorithm is segmented into 

four distinct parts, each explained in more depth in the subsequent paragraphs. The developed 

algorithm categorizes building components and sorts them based on their geometric properties 

within a BIM context. It includes operations for sorting structural elements such as framing, 

columns, floors, and walls according to their spatial coordinates. The sorting function sortbyXYZ() 

organizes these elements based on their X (length), Y (height), and Z (depth) coordinates. The 

script differentiates between wall elements (frame and sheet) within the loop, appending them to 

separate result lists after sorting. The final output is a tuple containing two lists: result_frame for 

frame elements and result_sheet for wall elements.  

Part 1 of the ASP algorithm is designed to enable Dynamo to recognize all architectural elements 

from the Revit model, as shown in Figure 45. This process is facilitated by integrating the nodes 

'Categories ()' and 'All Elements of Category ()'. 'Categories ()' node functions to list the title of 

structural elements extracted from the model, such as beams, columns, floors, and roofs. Revit 

maintains a cache that monitors the architectural elements by assigning a distinct identifier (ID) to 

each element. The node 'All Elements of Category ()' can access the identifier IDs of all elements 
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within the specified categories. The output of this node is then fed into the final node, which 

compiles the identified elements IDs. 

In Part 2, the algorithm utilizes the nodes 'Element.Geometry ()' and 'Solid.Centroid ()' to ascertain 

the spatial positioning of the identified elements within the coordinate system of the Revit model. 

This node input is the ascertained element IDs, which contain their corresponding geometrical data 

from Revit model. Subsequently, 'Solid.Centroid ()' node analyzes the edges and vertices of each 

geometrical element, calculates the centroid point coordinates, and highlights its position 

illustrated as black dots relative to the frame of reference, as shown in Figure 49. 

 

Figure 45. Part 1 of the Architecture of the ASP Algorithm 



  

101 

 

Figure 46. Part 2 of the Architecture of the ASP Algorithm 

 

Figure 47. Part 3 of the Architecture of the ASP Algorithm 
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Figure 48. Part 4 of the Architecture of the ASP Algorithm 

Algorithm 1 
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Figure 49. Centroids of the Building Components are Plotted in Dynamo 

Finally, Parts 3 and 4 of the ASP algorithm are devoted to the formulation of an ordered strategy 

for the construction sequence of architectural elements. It describes the process of assembling a 

wooden panel through a progression of discrete steps: starting with the construction of the frame 

and progressing to the installation of wall panels (Figure 47 and Figure 48). 

The prescribed sequence for erecting the frame adheres to an orderly methodology. Generally, the 

structural framework consists of bottom and top tracks that act as horizontal supports and columns 

(studs) that provide vertical reinforcement, as shown in Figure 50 for the wood case study and 

Figure 51 for the LGS case study. The modelled procedural construct yields a sequence vector that 

sequentially corresponds to the x, y, and z axis orientations. Given the specified dimensions of the 

wall panel—40 ft in length, 5.5 ft in depth, and 12 ft in height—the sequence vector 𝑢⃗  is calculated 

employing the formula 𝑥 + 𝑦 + 𝑧  (representing the vector notation), resulting 𝑢⃗ = (0,0,40) +

(0,12,0) + (5.5,0,0) = (5.5,12,40) as shown in Figure 52. 
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Figure 50. Assembly Process of a Wood Wall Panel - Combination of Frame and Sheet 

 

Figure 51. Assembly Process of a LGS Wall Panel - Combination of Frame and Sheet 

 

Figure 52. Sequence Processing of Vector 𝑢⃗  
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Within this section, the ‘Assembly Sequence ()' function is designed to compute the sequence 

vector 𝑢⃗   as explained. Triggering the 'Assembly Sequence ()' function puts the vector 𝑢⃗  to use, 

systematically ascertaining the spatial coordinates (x, y, z) for the centroids of the architectural 

elements. The operation initiates with the creation of a sorted list of building elements, prioritized 

by their ascending values along the x-axis (progressing from the lowest point upwards). For 

elements sharing equivalent x-coordinate values, a sorting algorithm is applied that organizes these 

elements first along the y-axis (spanning from left to right) and subsequently along the z-axis 

(stretching from the back to the front). This structured approach ultimately establishes the order in 

which the frame components are to be assembled. A comparable strategy is subsequently 

employed to extract the sequence in which the wall panels are assembled. 

Autodesk Revit operates with an extensive database for project management, methodically 

classifying and archiving the attributes of prefabricated elements. These attributes are 

methodically cataloged using various indices, including element ID, category, and spatial 

coordinates relative to the BIM reference framework. Illustrative of this systematic organization 

is the instance of a stud/beam component showcased in Figure 53, wherein the stud/beam (assigned 

the globally unique index: 36686 is described with 17 discrete indices within the Revit database 

infrastructure. These indices include: 

• Index #1: Represents the central axis of the stud/beam within the Revit environment. 

• Index #2: Determines the foundational constraint of the stud/beam (e.g., the level of floor 

installation). 

• Index #3: Designates the stud/beam's base vertical displacement from the floor level. 

• Index #4: Assigns the floor level constraint to the stud/beam's upper boundary. 
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• Index #5: Represents the vertical displacement of the stud/beam's upper edge from the 

respective floor level. 

• Index #6: Confirms the stud/beam element as a structural entity. 

• Index #7: Defines the structural function of the stud/beam (e.g., as a support for 

horizontal loads). 

• Index #8: Documents the geometric profile of the stud/beam. 

• Indices #9 to #14: Detail the dimensional attributes of the stud/beam, encompassing 

length, breadth, height, perimeter, wall thickness, and volume. 

• Indices #15 and #16: Characterize the material composition of the stud/beam. 

• Index #17: Details the spatial coordinates of the stud/beam in relation to the Revit 

model’s referencing grid. 

In the planning phase for assembly, the sequence of operations is determined based on the spatial 

positioning and intended order of prefabricated elements using a semantic evaluation of the BIM 

representation of a wall panel. This involves querying attributes related to the components within 

the BIM's data structure, facilitated by Dynamo, which allows Python scripting to perform 

semantic queries (Chong et al., 2020). For instance, Dynamo might query a specific index to 

extract locational coordinates of all elements in a prefabricated wall panel, organizing this data 

sequentially along the x, y, and z axes. 

The resulting assembly list of construction components is arranged in a direction-dependent 

sequence according to the BIM model's coordinate system. This structured sequence is critical for 

the joint-level planning in the execution phase. Here, the robotic arm's coordinate system is set as 

the global reference, and the spatial data is recalibrated to this framework to aid intricate path 

planning. 
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Figure 53. Revit Database and Dynamo Query 

The output generated consists of the result_frame array, which holds the centroidal coordinates 

of frame elements like studs and beams, organized by their assembly sequence. Similarly, the 

result_sheet array stores the centroidal coordinates of sheet components, also arranged in their 

assembly order. The formula OUT = result_frame + result_sheet combines these two arrays, 

reflecting the sequential assembly process where the frame is constructed first, followed by the 

sheet panels. This combined data is then formatted for use within the ROS, aiding in robotic motion 

planning. This approach leverages for interoperable data exchange, effectively connecting the 

assembly planning stage in BIM with the task and motion planning stage in ROS, to be discussed 

in later sections. 

The communication data transmission interface, as shown in Figure 54, is designed for efficient 

data transfer between framework modules at the Dynamo, IFC, and ROS interfaces.  

The data transfer process involves several key steps: 

• Data Export: The 'Export_IFC()' node at the Dynamo interface processes and 

exports the ordered assembly sequence list as an IFC file. 
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• Data Formatting: The 'Ifc2x3CV2.03D()' node at the IFC interface formats the 

data entries into a string format that the ROS system can interpret, following the format: 

"#IFC Index = ifcPropertyStringValue(Parameter Label).placement(Parameter 

Coordinates)". 

• Data Interpretation and Broadcasting: At the ROS interface, the 'Subscriber()' 

node interprets the assembly coordinates and sequence data from the IFC tags. The 

'Publisher()' node then broadcasts the joint and trajectory parameters to the robotic 

manipulator. 

• Robotic Motion Planning: Utilizing the IFC data, robots calculate joint and 

trajectory parameters necessary for assembling the prefabricated elements. The system uses 

Denavit-Hartenberg (D-H) parameters to describe the joint parameters of a robot arm, 

defining the position and orientation of the robot joints essential for motion trajectory 

calculation. 

This streamlined process ensures that all data related to the assembly sequence, joint parameters, 

and trajectory is accurately communicated across the interfaces, guiding the robotic manipulator 

to execute the assembly based on coordinates and parameters derived from the BIM model. The 

entire system ensures that each component is placed accurately according to the predefined 

sequence and configuration, facilitating an automated and efficient assembly process. 
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Figure 54. Communication Interface for Data Transmission Between the Modules 

4.5.2 Creating Models of the Construction Materials 

In the wood-based residential construction sector, framing and sheathing are crucial and time-

intensive tasks in building a wood wall. Framing involves constructing the structural skeleton, 

consisting of vertical studs, horizontal beams, and door and window openings. The assembly of 

these elements requires precision to ensure structural integrity and accommodate architectural 

designs, making it labor-intensive. It sets the foundation for room layouts, window and door 

placements, and overall structural stability. Typically, 2-inch by 4-inch and 2-inch by 6-inch studs 

are used for their versatility and ease of handling, as noted by Allen et al. (2017). The choice 

between 2x4 and 2x6 studs depends on insulation needs, structural requirements, and wall 

thickness, with 2x4 studs used for minimal insulation needs and 2x6 studs for higher insulation or 

load-bearing walls. 

After framing, sheathing is applied to provide a continuous, rigid surface that strengthens the 

structure and protects against external elements. This involves attaching large panels like plywood 

or Oriented Strand Board (OSB) to the frame using nails or screws. Panels are measured and cut 
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to accommodate door and window openings, with tightly aligned and secured seams enhancing 

structural integrity, thermal insulation, and weather resistance. OSB panels typically range from 

1/4 in to 3/4 in in thickness and are commonly sized at 4 ft by 8 ft with other size variations 

available to meet specific construction needs and minimize joints. 

Framing and sheathing are labor-intensive processes that demand significant manual labor, skill, 

and meticulousness due to precise measurement and cutting requirements, the effort of handling 

heavy materials, and compliance with building codes. The complexity of architectural designs can 

extend these stages as more intricate structures necessitate detailed work to accommodate unique 

features. 

In the simulation environment, 3D models of wood studs and sheets are created to simulate the 

assembly process. These models serve as foundational templates during the mapping stage, where 

their dimensions and densities are adjusted based on BIM data to ensure the simulation accurately 

reflects the physical characteristics detailed in the BIM specifications. 

4.5.3 Construction Operations and Control System Definition 

In this stage, the operational behavior of the robotic system is mapped, programmed, and 

incorporated into the control system, with a specific focus on construction operations, primarily 

the assembly process (framing and sheathing). The control system is tasked with directing the 

robotic system's actions to execute the assembly operations, drawing upon the information 

extracted from the BIM data inputs. 

The development of this control system is structured into six distinct steps: 

1. Identification of framing target locations pertinent to the framing operation. 

2. Determination of nailing target locations for the nailing operation. 



  

111 

3. Specification of the placement orientation of the frame in relation to the robot. 

4. Development and establishment of the subroutines for the robot's operations. 

5. Programming of the control system and integration of BIM data within the robot 

controller. 

6. Definition of the operational behavior for each component within the robotic system. 

Each of these steps is essential in ensuring that the robotic system functions efficiently and 

accurately, in accordance with the predefined assembly procedures and based on the data provided 

by the BIM models. 

4.5.4 Determining the Framing Target Locations for the Framing Operation 

Framing target locations are defined as the centroids of construction elements, calculated as 

Cartesian coordinates in relation to the robot's base origin. These locations represent the final 

assembled position of each element within the frame, derived from BIM design models. The BIM 

data input includes essential details such as local placement locations, dimensions, and main axis 

orientations of the elements. 

Subsequently, the process necessitates a series of coordinate transformations. These 

transformations, crucial for the framing operation, are divided into eight distinct sub-steps and 

engage three different Cartesian coordinate systems: 

1. Global coordinate system extracted from the BIM design model. 

2. Local coordinate system specific to the robot and/or TCP. 

3. Global coordinate system associated with the simulation world. 

To streamline and simplify this transformation process, the origin of the robot's local coordinate 

system is aligned to coincide with the origin of the global coordinate system of the simulation 
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world. The detailed sub-steps (a-h) involved in these coordinate transformations are explained 

below and illustrated in Figure 55. 

a. Adjust the BIM coordinate system's origin, OB, to match the robot's coordinate system 

origin, OR. This makes converting between the BIM and robot coordinate systems easier. 

b. Calculate the centroid of the elements, taking into account their length, positioning, and 

the orientation of their primary axis to determine their center of mass. 

c. Establish the center of mass coordinate of the initial element as the reference point for 

framing. This reference point acts as the foundational position for aligning all elements 

within the structure. 

d. Check the length and width unit in both coordinate systems. Should they vary, adjust the 

length values in the BIM design model coordinates to align with the length unit used in 

the simulation environment. 

e. Identify the sections (quadrants) where framing activities will take place, in relation to 

the robot's coordinate system. 

f. Shift all elements from their initial locations on the X-Y-Z plane, using the framing 

reference point as the offset. 

g. Adjust the orientation of the BIM coordinate system's axis to align with the specified 

framing zone. The required number of rotations is determined by how the wall's direction 

in the BIM design model compares to the robot's position. The angle at which a 

construction element, such as a wall, is set depends on its placement and direction in the 

BIM design model. Whether the wall is parallel or perpendicular to the robot dictates 

whether the BIM design model's Y, X, or Z dimensions align with the robot's axis. 
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Furthermore, the BIM design model's Z dimension is reoriented to match the X axis in 

the simulation's coordinate system. 

h. Incorporate the offset measurements from the robot's coordinate system origin into the 

calculated coordinates of the elements. 

 

Figure 55. Sub-Steps for Determining the Framing Target Locations 

At this stage, the focal point is the definition of target locations for the nailing operation. These 

nailing target locations are specific points where the robot executes nailing tasks to join elements 

within the frame, and are determined relative to the robot's coordinate system. The identification 

of these nailing target locations is directly derived from the previously established framing target 

locations following Figure 56. This derivation is accomplished through the application of 
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Equations (6), (7), and (8), which are formulated based on the nailing schedule prescribed for the 

connections between studs and tracks (both top and bottom) and between studs and sheets (top) as 

detailed by Allen et al. (2017). In Equation (8), the two distinct values for Nz reflect the dual nailing 

points along the z-axis. A visual representation of these nailing target locations within a frame 

structure is illustrated in Figure 57. This representation aids in visualizing the exact points where 

nailing operations are to be conducted by the robot, thus ensuring precision and accuracy in the 

assembly process. 

𝑁𝑥
𝑖𝑗

= 𝑥𝑡
𝑝𝑙𝑎𝑡𝑒𝑖 −

𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠𝑝𝑙𝑎𝑡𝑒𝑖

2
         (6) 

𝑁𝑦
𝑖𝑗

= 𝑦𝑡

𝑠𝑡𝑢𝑑𝑗
           (7) 

𝑁𝑧
𝑖𝑗

= {
𝑧𝑡

𝑝𝑙𝑎𝑡𝑒𝑖 −
𝑤𝑖𝑑𝑡ℎ𝑝𝑙𝑎𝑡𝑒𝑖

6

𝑧𝑡
𝑝𝑙𝑎𝑡𝑒𝑖 +

𝑤𝑖𝑑𝑡ℎ𝑝𝑙𝑎𝑡𝑒𝑖

6

         (8) 

Where:  

𝑁𝑥
𝑖𝑗

= x component of the nailing target location between plate i and stud j 

𝑁𝑦
𝑖𝑗

= y component of the nailing target location between plate i and stud j 

𝑁𝑧
𝑖𝑗

= z component of the nailing target location between plate i and stud j 

𝑥𝑡
𝑝𝑙𝑎𝑡𝑒𝑖= x component of the centroid of plate i 

𝑧𝑡
𝑝𝑙𝑎𝑡𝑒𝑖= z component of the centroid of plate i 

𝑦𝑡
𝑠𝑡𝑢𝑑𝑖= y component of the centroid of stud j 

𝑤𝑖𝑑𝑡ℎ𝑝𝑙𝑎𝑡𝑒𝑖= width of plate i 

𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠𝑝𝑙𝑎𝑡𝑒𝑖= thickness of plate i 

4.5.5 Identifing the Orientation of the Frame in Relation to the Robot 

In this phase, the critical task is establishing the frame's placement orientation, which dictates the 

orientation of its sub-elements relative to the robot's x-axis. Orientations can be perpendicular, 

parallel, or at a specific angle to the x-axis. For instance, a parallel orientation aligns the frame’s 
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length with the robot's x-axis, while a perpendicular orientation aligns the frame’s height with the 

robot’s y-axis. Once determined, the orientation and longitudinal axis of each element are 

incorporated into the controller. This information guides the directional placement of elements 

during framing and nailing operations, ensuring they align precisely with predefined 

specifications. 

4.5.6 Defining and Creating the Subroutines for the Robot 

The development of subroutines for framing and nailing is essential for automating these tasks in 

a robotic system. These subroutines, which involve picking up, moving, and operating grippers on 

construction elements like plates and studs, process inputs from the element's dispensing location 

and type, and target locations for framing and nailing. The robot's actions depend on the type of 

element and its sequence in the construction process, executing the relevant subroutine for each 

task. Each subroutine cycle corresponds to the framing of one element. Figure 56 show the nailing 

patterns for different types of wood studs, Figure 57 demonstrates the nailing targets coordinates, 

Figure 58 illustrate the typical framing and sheathing operations, and Figure 59 presents a 

flowchart of the framing subroutine, outlining the process flow and decision-making in the 

operation. 
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Figure 56. Nailing Patterns for 2x8, 2x6, and 2x4 inch Wood Studs 

 

Figure 57. Definition of the Nailing Positions 
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Figure 58. Framing and Sheathing Operations 
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Figure 59. Framing Subroutines Algorithm Flowchart 

4.5.7 Coding the Control System and BIM Data into the Robot Controller 

The robotic system controllers utilize specific instructions, including subroutines and Inverse 

Kinematics (IK), to guide assembly processes. IK calculates the joint angles required based on the 

end-effector's desired position. These functionalities, along with framing and nailing subroutines, 

are either embedded directly in the controller or used as auxiliary modules to enhance 

functionality, with this research favoring the latter for increased modularity. BIM data, detailing 



  

119 

names, placements, axes, and dimensions of construction elements is crucially integrated into the 

controller. This integration allows for precise determination of target locations used in the 

subroutines, ensuring accurate and efficient execution of assembly operations by providing 

detailed information on each element. 

4.6 Implementation and Validation of the Experimental Method 

The practical implementation of the experimental method and the outputs obtained are detailed in 

this section.  To assess the method's effectiveness and time efficiency, seven BIM models were 

used: one for development and six for validation. The initial implementation employed a baseline 

model (MBase), a wood-framed structure with four walls created using Autodesk Revit (Version 

2024), as shown in Figure 60. This Base model served as the benchmark for the methodology.  

 

Figure 60. BIM Base Model (MBase) for Algorithm Development 
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4.6.1 Implementation Software and System Setup 

In the implementation of the proposed method, the Prolog programming language variant selected 

was B-Prolog. This choice was made due to B-Prolog's utilization of HC representation, aligning 

with the method's requirements. Key factors contributing to the selection of B-Prolog include its 

built-in rationalization capabilities and adaptability with C and Java programming languages. 

In this stage, a simulation file representing the robotic system components and BIM data from 

previous phases is created. The development and execution of this simulation involve four steps: 

Step 1: Mapping BIM building elements to construction materials in the simulation 

Here, the BIM building elements (like studs, tracks, and sheets) are automatically correlated with 

the corresponding construction materials (such as wood or steel) within the simulation 

environment. Attributes including dimensions, density, and quantities of each simulated element 

are derived from the BIM data. 

Step 2: Defining initial position and orientation of construction materials in the simulation 

environment 

The elements to be placed within the simulation are arranged sequentially (bottom plate → studs 

→ top plate). Each element is parallel to the others, spaced consistently to prevent misalignment 

and collisions during transfer. The longitudinal axis of these elements is aligned for a straight path 

transfer, positioned on their narrower side surfaces to streamline the robot's grasping operations 

and eliminate the need for element rotation during assembly. 

Step 3: Generating the simulation file 

This involves dynamically creating a file that encompasses information from preceding phases, 

such as 3D models of robotic system components, building elements, controllers, and properties. 
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The generation and loading of this file are executed programmatically, adhering to the model 

directory structure of the robotic simulator. 

Step 4: Executing the simulation file 

With the simulation file, containing both the assemblies and embedded controllers for the robotic 

system, being generated, the system is set for execution. The simulation initiates automatically 

upon executing this file. During the simulation, the robotic system carries out the predefined 

assembly subroutines as programmed. 

These steps collectively facilitate the creation of a detailed and functional simulation environment 

where the robotic system's performance can be accurately modeled and assessed, ensuring the 

efficiency and accuracy of the assembly process in real-world applications. 

4.6.2 Case Studies 

In this phase, the simulation performance of the proposed methodology is thoroughly assessed 

using the applicable case studies. This evaluation is categorized into three distinct areas: 

(1) BIM-Simulator Integration Assessment 

This involves comparing the information generated in the simulation environment, such as 

building materials, with the building elements in the BIM design model. The primary objective is 

to verify the accuracy of the mapping and generation processes. This ensures that the simulation 

environment accurately reflects the actual BIM design model. 

(2) Assembly Process Simulation Evaluation 

The focus here is on assessing the simulation of the assembly process. This evaluation determines 

the effectiveness of the construction algorithms (like framing and nailing subroutines) that are 
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based on the BIM data. It identifies any deficiencies or inaccuracies in the robotic system 

components or the BIM data that might have led to suboptimal performance. The visualization 

feature of the simulation allows for detailed inspection of specific operations performed by the 

robotic system. Additionally, spatial and temporal data are analyzed to pinpoint any unexpected 

behaviors of the robotic system components during construction operations. 

(3) Collision Detection Analysis 

This assessment deals with identifying any potential collisions between components of the robotic 

system or with objects within its workspace. Such collisions can impede or completely halt the 

assembly operations. The detection of collisions is crucial to ensure the smooth operation of the 

robotic system. 

This evaluation process is crucial for assessing the suitability of BIM data, the effectiveness of 

construction operations, and the appropriateness of robotic system components for the assembly 

process. It also establishes a feedback loop for possible reselection or modification of system 

components or BIM data to improve assembly efficiency and accuracy. 

The methodology was implemented using the Unity game engine by Unity Technologies, known 

for its robust simulation capabilities, advanced graphics, and support for C# scripting. Unity is 

effective for rapid prototyping and ensures consistent behavior in simulations under the same 

controls (Staranowicz and Mariottini., 2011). It includes pre-configured robots and 3D objects, 

with a user-friendly interface that supports customization and interaction with the robotic system. 

For IK, the IKFast solver from OpenRAVE was used to compute joint parameters, crucial for robot 

motion planning and control, based on the end-effector's position and orientation. IKFast is 

recognized for its precision (accurate to seven decimal points), speed (7 to 50 milliseconds 
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depending on model precision), and ability to handle different kinematic needs like position, 

orientation, or both. Although IKFast was chosen for its efficiency in generating fast and precise 

IK solutions using analytical rather than numerical methods, alternative solvers like IKPy are also 

viable. IKFast excels by using closed-form solutions based on a robot arm's specific geometric and 

kinematic properties, ensuring fast and efficient calculations. IKFast has been integrated into the 

robotics framework and simulation environment using Unity and ROS to provide fast and accurate 

inverse kinematics solutions for robotic manipulators. This integration is especially beneficial for 

applications that demand real-time or near-real-time responses, including industrial automation, 

task management, and movement planning. 

The Unity world file was developed using B-Prolog, a logic programming platform known for its 

unification, backtracking, and rewriting capabilities. B-Prolog was chosen for its compatibility 

with C# and Java, facilitating a bi-directional interface, and its seamless integration with BIM 

design model data extraction algorithms. Although B-Prolog was used for this project, the creation 

of the Unity world file is not limited to a specific programming language and could also be 

achieved using other languages like Python or Java. 

According to the Unity User Guide, specific minimum computational requirements are needed to 

run the Unity simulation software effectively. For this study, experimental tests were conducted 

on a system exceeding these requirements. The test platform was a Windows 11 (64-bit) desktop 

with an Intel® Core™ i7-12700 processor at 2.10 GHz, 32 GB of SDRAM, and a NVIDIA® 

GeForce RTX™ 3080 graphics card, providing a robust environment for the Unity-based 

experimental simulations. 

To test and validate the proposed method, six additional BIM instance models, M1 through M6, 

were evaluated as shown in Figure 61 and Figure 62. The tests aimed to assess method validity 
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and the applicability of new assembly rules on previously unanalyzed BIM models. Models M1 to 

M3, made primarily of wood, and M4 to M6, constructed of light gauge steel (LGS), represented 

residential projects. All models were created using Autodesk Revit, with models M1, M2, M4, and 

M5 developed to a Level of Development/Detail (LOD) of 300, while M3 and M6 were detailed 

to LOD 400, offering a more comprehensive representation suitable for fabrication and assembly. 

This range of LODs tested the method’s adaptability across different project complexities and 

details. 

 

Figure 61. BIM Testing Models with Wood Framing M1, M2, M3 
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Figure 62. BIM Testing Models with Steel Framing M4, M5, M6 

Step 1: Transforming BIM instance models into rule-based facts 

Initially, each of the testing BIM models was exported from Autodesk Revit to an IFC file format. 

Subsequently, these IFC files were transformed into rule-based facts using the 

IfcOpenShell_Python_BlenderBIM_Addon prototype, as shown in Figure 63, which shows 

instances from an IFC file and their corresponding rule-based facts. Following conversion, a 

preprocessing phase involving a Python algorithm was applied to the rule-based facts, detailed in 

Figure 64. Figure 65 further illustrates the transformation of rule-based facts before and after 

preprocessing. This sequence of transformations is essential for accurately and efficiently 

extracting and analyzing data from the BIM models. 
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Figure 63. Sample Conversion from IFC to Rule-Based Facts 

 

Figure 64. Sample of Preprocessed Rule-Based Facts 

Steps 2-3: Process of developing and executing rule-based facts 
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Algorithms for rule-based facts were formulated to extract and infer data from BIM instance 

models. This development was based on a randomly selected subset of rule-based facts from the 

Base model. Initially, a set of 59 rule-based facts was established, comprising 26 extraction rules, 

17 derivation rules, 8 processing rules, and 8 fixation rules as detailed in  

Table 6. 

Subsequent to the development of these rule-based facts, they were put to the test using the Base 

model during the rule-based rationalization stage. This testing procedure was not only confined to 

the Base model but was also replicated across six additional test models (M1-M6), employing a 

similar approach. This systematic application and validation of the rule-based facts across various 

models underscore the versatility and adaptability of the developed rule-based facts in extracting 

and interpreting data from different BIM instance models. 

Table 6. List of Rules Developed Using the Base Model 

1 A Interior Wall IfcWallStandardCase Swept 

Solid 

Rectangle Dimensions 

2 A Quantity 

3 A Material 

4 A Rough Opening 

(Interior Wall) 

IfcOpeningElement Swept 

Solid 

Rectangle Quantity 

5 A Dimensions 

6 B Area 

7 B Total Area 

8 B Interior Wall IfcWallStandardCase Swept 

Solid 

Rectangle Area 

9 B Net Area 

10 A Exterior Wall IfcWallStandardCase Swept 

Solid 

Rectangle Dimensions 

11 A Quantity 

12 A Material 

13 A IfcOpeningElement Rectangle Quantity 
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14 A 

Rough Opening 

(Exterior Wall) 

Swept 

Solid 

Dimensions 

15 B Area 

16 B Total Area 

17 B 

Exterior Wall IfcWallStandardCase 

Swept 

Solid Rectangle 

Area 

18 B Net Area 

19 A 

Floor IfcSlab 

Swept 

Solid Rectangle 

Dimensions 

20 A Quantity 

21 A Material 

22 A Rough Opening 

(Floor) 

IfcOpeningElement Swept 

Solid 

Rectangle Quantity 

23 A Dimensions 

24 B Area 

25 B Total Area 

26 B Floor IfcSlab Swept 

Solid 

Rectangle Area 

27 B Net Area 

28 A Roof IfcRoof Swept 

Solid 

Rectangle Dimensions 

29 A Quantity 

30 A Material 

31 B Area 

32 A Column IfcColumn Swept 

Solid 

Rectangle Dimensions 

33 A Quantity 

34 A Material 

35 B Volume 

36 B Weight 

37 A Beam IfcBeam Swept 

Solid 

Rectangle Dimensions 

38 A Quantity 

39 A Material 

40 B Volume 

41 B Weight 

42 A Rough Opening IfcOpeningElement Rectangle Dimensions 
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43 A 

Swept 

Solid Quantity 

44 C Interior Wall IfcWallStandardCase Wood/Steel   Material 

45 C Stud/Sheet Rectangle Type 

46 C Exterior Wall IfcWallStandardCase Wood/Steel   Material 

47 C Stud/Sheet Rectangle Type 

48 C Floor IfcSlab Wood/Steel   Material 

49 C Stud/Sheet Rectangle Type 

50 C Roof IfcRoof Wood/Steel   Material 

51 C Stud/Sheet Rectangle Type 

52 D Interior Wall IfcWallStandardCase Wood Nails Fixation 

53 D Steel Screws 

54 D Exterior Wall IfcWallStandardCase Wood Nails Fixation 

55 D Steel Screws 

56 D Floor IfcSlab Wood Nails Fixation 

57 D Steel Screws 

58 D Roof IfcRoof Wood Nails Fixation 

59 D Steel Screws 

Rule A: Extraction; Rule B: Derivation; Rule C: Processing; Rule D: Fixation 

 

Step 4: Assessment metrics 

The experimental outcomes for testing six models based on key performance indicators – 

sensitivity, specificity, precision, accuracy, and F1 measure – are discussed. Initially, Table 7 

provides an in-depth analysis of the results for the development model, designated as MBase. This 

is followed by a comprehensive presentation of results from the validation tests conducted using 

six distinct BIM instance models (M1-M6) as shown in Appendix A. 
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A consolidated overview of the performance results, including the calculated values for the key 

performance indicators, for all case studies is shown in  

Table 8. The final output is a report generated in a .csv format. 

Table 7. Results of the Base Model (Mbase) 

Component/ 

Element 

Item # of Relevant 

RBF 

# of Extracted 

RBF 

# of Correctly 

Extracted  

RBF 

Exterior 

Wall Quantity (Integer) 4 4 4 

Exterior 

Wall Dimensions (L,W,H) 12 12 12 

Exterior 

Wall Material (String) 12 12 12 

Exterior 

Wall 

Rough Opening 

Quantity  (Integer) 8 8 8 

Exterior 

Wall 

Rough Opening 

Dimensions (L,W,H) 24 24 24 

Interior Wall Quantity (Integer) 5 5 5 

Interior Wall Dimensions (L,W,H) 15 15 15 

Interior Wall Material (String) 15 15 15 

Interior Wall 

Rough Opening 

Quantity (Integer) 2 2 2 

Interior Wall 

Rough Opening 

Dimensions (L,W,H) 4 4 4 

Slab Quantity (Integer) 2 2 2 

Slab Dimensions (L,W,H) 4 4 4 

Slab Material (String) 3 3 3 

Slab 

Rough Opening 

Quantity  (Integer) - - - 

Slab 

Rough Opening 

Dimensions (L,W,H) - - - 
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Roof Quantity (Integer) 1 1 1 

Roof Dimensions (L,W,H) 3 3 3 

Roof Material (String) 3 3 3 

Roof 

Rough Opening 

Quantity  (Integer) - - - 

Roof 

Rough Opening 

Dimensions (L,W,H) - - - 

Column Quantity (Integer) 85 85 85 

Column Dimensions (L,W,H) 255 255 255 

Column Material (String) 255 255 255 

Beam Quantity (Integer) 62 62 62 

Beam Dimensions (L,W,H) 186 186 186 

Beam Material (String) 186 186 186 

Total Instances 1142 1142 1142 

 

Table 8. Summary of the Testing Results 

Type Model Sensitivity 

(Sn.) % 

Specificity 

(Sp.) % 

Precision 

(Pr.) % 

Accuracy 

(Acc.) % 

 F1-measure 

(F1m.) % 

Wood Base 100 100 100 100 100 

Wood 1 91 91 84 91 87 

Wood 2 91 91 100 91 95 

Wood 3 99.6 99.6 100 99.6 100 

LGS 4 93.2 93.2 66.3 93.2 77.5 

LGS 5 91 91 100 91 95 

LGS 6 99.6 99.6 100 99.6 100 

 

Steps 5-6: Performance enhancement through rule-based stepwise refinement and assembly 

rules extension 

Following the evaluation of the test models, enhancements were made to both the rule-based 

stepwise refinement algorithm and the assembly rules to improve rationalization performance. 



  

132 

Within the stepwise refinement algorithm, modifications were applied to two specific predicates, 

has_cfsfaces# and has_segments#. These adjustments were designed to optimize the performance 

of Prolog's basic represntation and SOL functions. The improvement was accomplished by 

revising the algorithm to remove the numbering sequence from the two modified predicates. 

Subsequently, an additional 22 new assembly rules were incorporated into the original assembly 

rules set – comprising 16 extraction rules and 6 processing rules – to support the rationalization 

capabilities of the ruleset (Table 9).  

Following the implementation of Steps 5 and 6, the refined method demonstrated proficiency in 

extracting and inferring comprehensive information from the BIM instance models. The method's 

ability to adapt to these variations underscores its flexibility and effectiveness in analyzing and 

processing complex BIM data. 

Table 9. Additional Rules List from the Testing Models (M1-M6) 

Rule 

# 

Rule 

Type 

Component/ 

Element Source Representation Definition Information 

1 A 

Interior  

Wall 

IfcWallStandardCase Swept Solid Arbitrary 

Closed 

Dimensions 

2 A Clipping Rectangle 

3 A 

Clipping Arbitrary 

Closed 

4 A IfcWall Clipping Rectangle Material 

5 A Exterior 

Wall 

IfcWallStandardCase Clipping Rectangle Dimensions 

6 A Clipping Arbitrary 

Closed 
7 C Material 

8 C 

Exterior 

Wall 

IfcWall     

Object Type 

9 C 

Rough 

Opening IfcOpeningElement   
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10 A Floor IfcSlab Swept Solid Arbitrary 

Closed 

Dimensions 

11 C Material 

12 A Roof IfcRoof Facetedbrep   Dimensions 

13 A IfcSlab Swept Solid Arbitrary 

Closed 

  

14 A IfcSlab   Material 

15 A Rough 

Opening 

IfcOpeningElement Swept Solid Arbitrary 

Closed 

Dimensions 

16 A Facetedbrep   

17 C Column IfcColumn Swept Solid Material 

18 A Beam IfcBeam Swept Solid Rectangle Dimensions 

19 A 

Swept Solid Arbitrary 

Closed   

20 A 

Clipping Arbitrary 

Closed   

21 A Clipping Rectangle   

22 C Facetedbrep   Material 

Rule A: Extraction; Rule B: Derivation; Rule C: Processing; Rule D: Fixation 

 

4.6.3 Testing the Reasonableness of Assembly Sequence 

The Base model and the six testing models were drafted and tested using Autodesk Revit and then 

simulated in Dynamo API using the ASP Algorithm to identify the locations of prefabricated 

elements within the reference frame of the Revit model, as well as to establish their respective 

assembly coordinates and sequence. The outcomes of this application for the Base model shown 

in Figure 67 are detailed in Table 10. The results demonstrate the ASP algorithm's capability to 

generate a logical assembly sequence for the Base model. Initially, the framework is constructed 

(encompassing components 1–97 as listed in Table 15 for Panels 1 to 4), followed by the enclosure 

of wall panels (involving OSB sheets for each frame). The framework is constituted by bottom 

and top beams (tracks) and columns (studs).  
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A wood framed wall consists of vertically aligned studs, typically measuring 2 x 4 or 2 x 6, spaced 

uniformly at either 16 inches or 24 inches at the center. These studs are anchored between top and 

bottom tracks, forming the structural framework as shown in Figure 65 and Figure 66. The top 

track could be either single or double.  

Following is a list of the most common framing members in a typical wood wall frame: 

1. Stud - vertical framing member that runs from bottom plate to the top plate. 

2. Bottom track - a horizontal framing member which runs along the bottom of the wall. 

3. Top plate (single or double) - a horizontal framing member which runs along the top of 

the wall. A double top plate is most common on load-bearing walls unless the roof rafters 

or trusses and floor joists stack directly over the studs in the wall.  

4. Header - a horizontal member which spans an opening for a window or door. 

5. King stud - stud to left or right side of a window or door that is continuous from bottom 

plate to the top plate. 

6. Jack stud - stud to the left or right of a window or door that runs from the bottom plate to 

the underside of a header. 

7. Cripple stud - a stud located either above or below a framed opening, that does not run 

the full height of the wall. 

8. Sill plate - a horizontal plate below a window unit. 
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Figure 65. Common Framing Members for a Typical 2x6 Wall 

 

Figure 66. Common Framing Members for a Typical 2x4 Wall 

These BIM design models for the panels were created using Autodesk Revit (Version 2024). The 

specific dimensions and details for each test panel from the Base model are provided throughout 

Figure 68-Figure 74. This comprehensive approach to model creation ensured a robust and varied 

set of assembly scenarios with respect to Table 11-Table 14 respectively, for effectively testing 

and validating the proposed methodology within the experimental framework. 
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For the experimental testing aligned with the proposed methodology, four exterior wall multi-

panels were developed and utilized as test cases extracted from the Base model. These test cases 

encompass: 

1. Rectangular Frame Design: This design incorporates a rectangular frame as window or 

door component assembly built with 2"x6" elements. 

2. Wood Structure Design: This model consists of a wood structure with four exterior 

walls. The wall frames in this design have a height of 8 feet, with intermediate studs 

placed at 16-inch intervals in the center. The studs used for the frames are sized at 2"x6". 

 

Figure 67. Base Model with Framing and Sheathing 

Table 10. Assembly Sequence and Coordinates of the Prefabricated Base Model Components 
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Panel 

ID 

Sequ- 

ence Components Coordinates 

Panel 

ID 

Sequ-

ence Components Coordinates 

4 

1 

Bottom 

Track 3.04, 1.21, 0.044 

1 

30 

Bottom 

Track 

3.04, 1.21, 

0.044 

2 Stud 1 0.4, 1.21, 0.044 31 Stud 1 0.4, 1.21, 0.044 

3 Stud 2 0.8, 1.21, 0.044 32 Stud 2 0.8, 1.21, 0.044 

4 Stud 3 1.2, 1.21, 0.044 33 Stud 3 1.2, 1.21, 0.044 

5 Stud 4 1.6, 1.21, 0.044 34 Stud 4 1.6, 1.21, 0.044 

6 Stud 5 2.0, 1.21, 0.044 35 

Window 

Assembly 2.2, 1.21, 0.044 

7 

Door 

Assembly 2.4, 1.21, 0.044 36 Stud 5 2.6, 1.21, 0.044 
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8 Stud 6 2.8, 1.21, 0.044 37 Stud 6 3, 1.21, 0.044 

9 Stud 7 3.2, 1.21, 0.044 38 

Window 

Assembly 3.6, 1.21, 0.044 

10 Stud 8 3.6, 1.21, 0.044 39 Stud 7 4, 1.21, 0.044 

11 Stud 9 4.0, 1.21, 0.044 40 Stud 8 4.8, 1.21, 0.044 

12 Stud 10 4.4, 1.21, 0.044 41 Stud 9 5.2, 1.21, 0.044 

13 Stud 11 4.8, 1.21, 0.044 42 Stud 10 5.6, 1.21, 0.044 

14 Stud 12 5.2, 1.21, 0.044 43 Stud 11 6, 1.21, 0.044 

15 Stud 13 5.6, 1.21, 0.044 44 Stud 12 6.4, 1.21, 0.044 

16 Stud 14 6.0, 1.21, 0.044 45 Stud 13 6.8, 1.21, 0.044 

17 Stud 15 6.4, 1.21, 0.044 46 Stud 14 7.2, 1.21, 0.044 

18 

Window 

Assembly 6.8, 1.21, 0.044 47 Top Track 

3.04, 3.65, 

0.044 

19 Stud 16 7.2, 1.21, 0.044 48 OSB Sheet 1 0.6, 1.21, 0.025 

20 Stud 17 7.6, 1.21, 0.044 49 OSB Sheet 2 1.8, 2.13, 0.025 

21 Top Track 3.04, 3.65, 0.044 50 OSB Sheet 3 3, 0.91, 0.025 

22 OSB Sheet 1 0.6, 1.21, 0.025 51 OSB Sheet 4 4.2, 1.21, 0.025 

23 OSB Sheet 2 1.8, 1.21, 0.025 52 OSB Sheet 5 5.4, 1.21, 0.025 

24 OSB Sheet 3 3, 1.82, 0.025 53 OSB Sheet 6 6.6, 1.21, 0.025 

25 OSB Sheet 4 4.2, 1.21, 0.025 54 OSB Sheet 7 7.2, 1.21, 0.025 

26 OSB Sheet 5 5.4, 1.21, 0.025 

  
27 OSB Sheet 6 6.6, 1.21, 0.025 

28 OSB Sheet 7 7.2, 1.82, 0.025 

29 OSB Sheet 8 7.2, 0.6, 0.025 

M
u

lt
i-

P
a

n
el

 E
x

te
r
io

r 
W

a
ll

s 
C

o
m

b
o

 

(U
n

it
: 

M
et

er
s)

 

Panel 

ID Sequence Components Coordinates 

Panel 

ID Sequence Components Coordinates 

2 

55 

Bottom 

Track 3.04, 1.21, 0.044 

3 

81 

Bottom 

Track 

3.04, 1.21, 

0.044 

56 Stud 1 0.4, 1.21, 0.044 82 Stud 1 0.4, 1.21, 0.044 

57 Stud 2 0.6, 1.21, 0.044 83 Stud 2 0.8, 1.21, 0.044 

58 

Window 

Assembly 1.7, 1.21, 0.044 84 Stud 3 1.2, 1.21, 0.044 

59 Stud 3 2.1, 1.21, 0.044 85 

Window 

Assembly 5.6, 1.21, 0.044 
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60 Stud 4 2.5, 1.21, 0.044 86 Stud 4 6, 1.21, 0.044 

61 Stud 5 2.9, 1.21, 0.044 87 Stud 5 6.4, 1.21, 0.044 

62 Stud 6 3.3, 1.21, 0.044 88 Stud 7 6.8, 1.21, 0.044 

63 Stud 7 3.7, 1.21, 0.044 89 Stud 8 7.2, 1.21, 0.044 

64 Stud 8 4.1, 1.21, 0.044 90 Top Track 

3.04, 3.65, 

0.044 

65 Stud 9 4.5, 1.21, 0.044 91 OSB Sheet 1 0.6, 1.21, 0.025 

66 Stud 10 4.9, 1.21, 0.044 92 OSB Sheet 2 

2.8, 2.286, 

0.025 

67 

Window 

Assembly 6, 1.21, 0.044 93 OSB Sheet 3 5, 2.29, 0.025 

68 Stud 11 6.4, 1.21, 0.044 94 OSB Sheet 4 

2.8, 0.762, 

0.025 

69 Stud 12 6.8, 1.21, 0.044 95 OSB Sheet 5 5, 0.76, 0.025 

70 Stud 13 7.2, 1.21, 0.044 96 OSB Sheet 6 6.2, 1.21, 0.025 

71 Top Track 3.04, 3.65, 0.044 97 OSB Sheet 7 7.2, 1.21, 0.025 

72 OSB Sheet 1 0.4, 1.21, 0.025 

  

73 OSB Sheet 2 1.92, 1.97, 0.025 

74 OSB Sheet 3 1.92, 0.76, 0.025 

75 OSB Sheet 4 3.12, 1.21, 0.025 

76 OSB Sheet 5 4.32, 1.21, 0.025 

77 OSB Sheet 6 5.52, 1.21, 0.025 

78 OSB Sheet 7 6.72, 1.97, 0.025 

79 OSB Sheet 8 6.72, 0.76, 0.025 

80 OSB Sheet 9 7.2, 1.21, 0.025 
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Figure 68. Base Model Panel 1 Framing 

 

 

Figure 69. Base Model Panel 1 Window Framing 
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Figure 70. Base Model Panel 2 Framing 

 

 

Figure 71. Base Model Panel 2 Door Framing 
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Figure 72. Base Model Panel 3 Framing 

 

 

Figure 73. Base Model Panel 3 Window Framing 
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Figure 74. Base Model Panel 4 Framing 

 

 

Figure 75. Base Model Panel 4 Window Framing 

 

Table 11. Assembly Rules: Case of Vertical Studs 

Plate Size Configuration 

Name 

Visual Representation 

2 x 6 2 x 6 Vertical Stud 
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2 x 6 2 x 4 Staggered Studs 

 

2 x 4 2 x 4 Vertical Stud 

 

 

Table 12. Assembly Rules: Case of Horizontal Studs 

Plate Size Configuration 

Name 

Visual Representation 

Top   

2 x 6 2 x 4, 2 x 6, and 2x8 

Horizontal Stud 

 

2 x 4 2 x 4, 2 x 6, and 2x8 

Horizontal Stud 
 

Bottom   

2 x 6 2 x 4, 2 x 6, and 2x8 

Horizontal Stud 

 

2 x 4 2 x 4, 2 x 6, and 2x8 

Horizontal Stud 
 

 

Table 13. Assembly Rules: Case of “L” Components 

Plate Size Configuration 

Name 

Visual Representation 
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Top   

2 x 6 2 x 6 Vertical Stud 

2 x 4 Horizontal Stud 

  

2 x 6 2 x 6 Vertical Stud 

2 x 6 Horizontal Stud 

  

2 x 6 2 x 6 Vertical Stud 

2 x 8 Horizontal Stud 

  

2 x 4 2 x 4 Vertical Stud 

2 x 4 Horizontal Stud 

 

 

2 x 4 2 x 4 Vertical Stud 

2 x 6 Horizontal Stud 

 

 

2 x 4 2 x 4 Vertical Stud 

2 x 8 Horizontal Stud 

 

 

Bottom   

2 x 6 2 x 6 Vertical Stud 

2 x 6 Horizontal Stud 
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2 x 6 2 x 6 Vertical Stud 

2 x 8 Horizontal Stud 

  

2 x 4 2 x 4 Vertical Stud 

2 x 4 Horizontal Stud 

 

 

2 x 4 2 x 4 Vertical Stud 

2 x 6 Horizontal Stud 

 

 

2 x 4 2 x 4 Vertical Stud 

2 x 8 Horizontal Stud 

 

 

 

Table 14. Assembly Rules: Case of “U” Components 

Plate Size Configuration Name Visual Representation 

Top   

2 x 6 2 x 6 Vertical Studs 

2 x 6 Horizontal Stud 

  

2 x 4 2 x 4 Vertical Studs 

2 x 4 Horizontal Stud 

 

 

2 x 4 2 x 4 Vertical Studs 

and 

2 x 6 Horizontal Stud 
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Bottom   

2 x 6 2 x 6 Vertical Studs 

and 

2 x 6 Horizontal Stud 

 
 

2 x 4 2 x 4 Vertical Studs 

and 

2 x 4 Horizontal Stud 

 

 

2 x 4 2 x 4 Vertical Studs 

and 

2 x 6 Horizontal Stud 
 

 

4.6.4 BIM Design Data Input  

For the test cases derived from the BIM design models, the extracted and derived BIM data were 

utilized as inputs in subsequent phases of the experiment. This extraction process involved 

deconstructing the BIM structures into individual components, such as wall frames. Within each 

wall frame, studs (represented as IFC columns) and tracks (represented as IFC beams) were 

identified and grouped according to their corresponding component, like walls. Additionally, an 

automated process defined the assembly sequence for each element within a wall frame, based on 

their spatial relationships. This information, extracted and deduced from the BIM design models, 

was then fed into the simulation for the assembly of wall frames, employing a rule-based method 

implemented in B-Prolog for data analysis and derivation. 

4.6.5 Robotic System Model Selection 

Key components of the robotic system used in the simulation included: 
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• Robots: Four robots were selected for their reach and payload capacities: Robots A and C 

are KUKA KR IONTEC 2500/50 (with a reach of 2.50 m and payload of 50 kg) and Robots 

B and D are KUKA KR QUANTEC PA 3200/120 (with a reach of 3.20 m and payload of 

120 kg), as shown in Figure 76 (a and b). 

• Linear Movement Units: Two floor-mounted ABB linear units KL 4000 with an overall 

length of 14 meters, as shown in Figure 77. The linear unit functions as a single-axis track 

system, primarily serving as an external axis for the robot. The robot is mounted on a 

carriage that enables movement along this linear axis. This carriage is propelled by its own 

drive and is controlled by the robot's controller. The range of the carriage’s movement is 

restricted by programmable software limit switches, and additional protection is provided 

by mechanical stops (buffers) positioned on the rack side. 

• End-Effectors: The simulation utilized two parallel grippers for stable grasping of 

construction materials (studs/tracks) during framing operations, as shown in Figure 78(a). 

Figure 78(b) presents a variety of fixturing tools, including a nailing gun, circular saw, 

router, and screw gun model employed for fixing and processing wood elements in 

different operations. Additionally, Figure 78(c) shows a custom vacuum rig equipped with 

suction cups to lift and move OSB sheets. 

• Material Handling Devices: Robots can pick the required materials (studs/tracks/sheets) 

from the material bays where they are stored. Additionally, two chain conveyors were 

designed and installed on the assembly table to transport the finished prefabricated panel 

to the next station for other operations, as shown in Figure 79.  

• Fixture: The factory floor serves as the fixture for the assembly and other processes. 
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This comprehensive setup ensures a realistic and effective simulation of the robotic assembly 

process, leveraging the detailed BIM data and advanced robotic components for accurate 

replication and analysis of real-world construction scenarios. 

4.6.6 Simulation Environment Setup 

In the simulation environment, detailed models representing construction materials, specifically 

2” × 6” elements and 4” x 8” OSB sheets, were developed. These models initially had a uniform 

length of 20 ft long tracks and 8 ft long studs, a dimension set to be adjusted later in accordance 

with the specific requirements of the BIM design models during the mapping process. 

Furthermore, each component of the robotic system was designed and/or imported into the 

simulation environment. This step involved the aggregation of studs/sheets and various robotic 

system components into cohesive assemblies. In the ROS simulation platform, the “.urdf” file 

format is utilized to encapsulate an assembly. The Unified Robotic Description Format (URDF) is 

an XML file format used in ROS to describe all elements of a robotic cell. This format effectively 

stores all pertinent information related to a 3D asset, ensuring that each component is accurately 

represented within the simulation. 

The final step involved adding the 3D models to the simulation and strategically organizing and 

positioning each component of the robotic system within the simulated world. The arrangement 

and spatial configuration of these components in the simulation environment are presented in 

Figure 80. This organized setup in the simulation not only reflects the physical arrangement but 

also facilitates efficient interaction and coordination among different elements of the robotic 

system during the simulated assembly process. 
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Figure 76. Robot Models: (a) KUKA KR IONTEC 2500/50, (b) KUKA KR QUANTEC PA 

3200/120 

 

Figure 77. ABB Linear Unit KL 4000 

 

Figure 78. Robot End-Effectors 
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Figure 79. Assembly Table with Conveyors 

 

Figure 80. Spatial Layout of the Simulation Components 
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4.6.7 Simulation Generation and Execution 

In the ROS framework, processes are managed as nodes within a graph structure, connected 

through topics, enabling message exchanges, service calls, and data access from a parameter 

server. The ROS Master coordinates these interactions, facilitating direct peer-to-peer 

communications among nodes, which is beneficial for robotic systems involving interconnected 

hardware and external computers. 

ROS structures these nodes and topics in world files using VRML97 standards and ROS-specific 

nodes, all encoded in B-Prolog. These world files contain all model assets and configurations for 

the robotic system. 

Upon loading the ROS world file, the simulation automatically commenced. Within this simulated 

environment, the robotic system executed the assembly process, guided by the framing and nailing 

subroutines and informed by the input from the BIM data. Figure 81 shows a snapshot of the robot 

engaged in the framing operation including pick and place, clamping, and nailing. While Figure 

82 shows a snapshot of the robot engaged in the sheathing operation including pick and place, 

holding, nailing, routing, and cutting. Additionally, Figure 83 shows the picking mechanism of the 

different stud’s configuration: vertical or horizontal. This setup allowed for a comprehensive and 

realistic simulation of the robotic assembly process, providing valuable insights into the practical 

application of robotic systems in construction environments. 
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Figure 81. Framing and Nailing Operations 

 

Figure 82. Sheathing and Nailing/Cutting Operations 
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Figure 83. Pick and Place Mechanism 

4.6.8 BIM-Simulator Integration 

The successful integration of BIM with the ROS robotic simulator was demonstrated in the 

simulation of the assembly process for each test model, as shown in Figure 84 and Figure 85. The 

outcomes of the BIM-ROS integration revealed a high level of consistency and equivalence 

between the elements mapped in the simulation and those in the design model. This not only 

validated the effectiveness of the mapping process but also underscored the efficiency and 

accuracy of the automated generation process for building elements in the simulation. By 

automating this process, the methodology eliminated the need for manual mapping and creation of 

each building element object, which would typically be a time-consuming, complex, and error-

prone task. 

In an OSC setting, the integration of BIM with robotic simulations becomes instrumental for 

operational efficiency and precision. Specifically, the adoption of multi-panel concept in robotic 

fabrication is crucial for streamlining the assembly of multiple building sections before onsite 

installation. By optimizing and merging panels together as indicated in Figure 86, the user could 
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specify the fabricated panels unit, maximum length, minimum length,  gap between panels, and 

exclude panels that are less than specific length for optimization purposes.  

In the developed user interface, robotic operations for each multi-panel, including cutting, drilling, 

and nailing, are displayed in the center of gravity (COG) table at the bottom. For calculating the 

COG, by default, only the structural layer is considered based on the layer’s material assigned 

density value. Additionally, it accounts for the weight of windows and doors in the COG 

calculation. Also, the use can specify if holes should be placed on the top, bottom, or both ends of 

each panel, and determine the number of holes per panel. In Figure 86 an outline of the panel 

displays a blue marker indicating the calculated COG and markers for each drill hole location. If 

a drill hole conflicts with any structural elements like studs, it will be marked in red. After 

confirming that all robotic operations are accurate and there are no conflicts, then the 'Export Excel 

file' button to save the output as shown in Figure 87 and Figure 88.  

A developed recipe file generator for BIM-robotic applications automates the creation of 

instruction sets from BIM data, enabling robots to execute complex tasks reliably. The sample 

recipe file output demonstrates how these instructions guide robotic actions effectively as 

illustrated in Figure 89. Moreover, the seamless integration of the BIM scene with the robotic 

simulator scene ensures that the digital model and the robotic actions are perfectly synchronized, 

enhancing the predictability and scalability of offsite construction processes as demonstrated in 

Figure 90. 
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Figure 84. Simulation Result for Robotic Cell with Wood Framing and Sheathing 

 

Figure 85. Simulation Result for Robotic Cell with LGS Framing and Sheathing 
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Figure 86. Multi-Panels Optimizer Generator 

 

Figure 87. Simulated Multi-Panel Robotic Operations for Panels 1 and 3 of the Base Model 
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Figure 88. Simulated Multi-Panel Robotic Operations for Panels 2 and 4 of the Base Model 

 

Figure 89. Sample Recipe File Output 
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Figure 90. Integration of BIM Scene with Robotic Simulator Scene 

 

4.6.9 Robotic Assembly Process Evaluation 

The developed framework for this study was applied to simulate the robotic assembly process of 

wood panels using the multi-wall assembly process, focusing on framing and sheathing tasks. The 

simulations, which involved four selected robots, successfully implemented the framing, 

sheathing, and nailing algorithms. As all panels were successfully assembled and fastened, the 

durations of the framing and sheathing processes for each wall panel were recorded and 

summarized, including the nailing process, as presented in Table 15. Two scenarios were 

compared. Two robots were utilized in Scenario A while four robots were utilized in Scenario B. 

Table 15. Simulation Results of the Multi-Panel Automated Framing and Sheathing Processes 

Framing Operations 

Scenarios Framing Status Framing Time (min) 
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Panel 

ID Pick and Place Nailing 

Pick and 

Place Nailing 

A 

Two 

Robots 

1+3 Completed Completed 4.53 2.53 

2+4 Completed Completed 3.95 1.98 

B 

Four 

Robots 

1+3 Completed Completed 2.22 1.24 

2+4 Completed Completed 1.92 0.96 

  

Sheathing Operations 

Scenarios 
Panel 

ID 

Sheathing Status Sheathing Time (min) 

Pick and Place Nailing 

Pick and 

Place Nailing 

A 

Two 

Robots 

1+3 Completed Completed 2.94 4.50 

2+4 Completed Completed 3.22 5.47 

B 

Four 

Robots 

1+3 Completed Completed 1.45 2.20 

2+4 Completed Completed 1.46 2.68 

 

This research distinguishes itself from earlier studies such as those by Kim et al. (2021) and 

Meschini et al. (2016) by focusing on industrial robots better suited for wood construction due to 

their higher payload capacities, whereas previous studies examined general-purpose robots for 

tasks like indoor painting and simulations of automated processes. 

Robotic automation in construction doesn't have a one-size-fits-all solution; several viable options 

exist, influenced by factors like the size of manufacturing spaces and the cost of robotic 

components. Thus, different robotic configurations could have been used in this study. 
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The impact of this methodology is significant in the AEC domain, enhancing the evaluation of 

construction robotics and Virtual Design and Construction (VDC). It assesses the productivity of 

robotic systems and their operational behavior in specific construction activities. Moreover, the 

control systems developed for simulation—integrating algorithms and BIM—can be transferred 

to physical robots for real-world applications, as demonstrated in studies by Wagner et al. (2020) 

and Yang and Kang (2021), highlighting the practical benefits of these robotic advancements. 

The performance evaluation of the simulation followed the criteria established in the 

methodology's evaluation phase, involving a comparative verification of the mapping and 

generation processes from BIM to ROS for consistency and accuracy. The simulation scrutinized 

the assembly process, where the robotic system utilized custom construction algorithms. After 

executing the assembly subroutines, the frames were virtually inspected and compared against the 

original BIM models to ensure accuracy and constancy. The methodology's iterative nature allows 

for continuous improvement. Adjustments to the robotic system components led to repeated 

simulations to enhance performance and achieve desired outcomes. The simulation also included 

an assessment of potential collisions to confirm that the robotic system operated without 

interference or errors, validating the effectiveness and reliability of the methodology. 

4.7 Results and Discussions 

An in-depth comparative analysis of the performance between two implementations of the 

proposed method – one utilizing a learning curve and another with the initial set of the assembly 

rules – is shown in Figure 91, Figure 92, and Figure 93 respectively. The figures indicate an 

improvement in results precision, accuracy, and F1 across the tested models (M1-M6). In addition 

to its capabilities in information extraction and inference, the algorithm demonstrated proficiency 

in accurately classifying various components' properties and relationships. This includes 
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determining the functions of walls (whether internal or external) and slabs (as roof or floor), setting 

product properties, and identifying the relationships between walls and openings, among other 

factors. 

Furthermore, while the output information from the algorithm is initially formatted as a general 

file type (.csv), which is suitable for applications such as quantity takeoff and fabrication processes 

(like cutting), there is flexibility to adapt this output to other file formats. This adaptability is 

crucial for meeting the specific needs of downstream applications. For instance, the file format can 

be converted to .recipe for CNC code generation or .py for programming robotic controllers, 

depending on the application requirements. 

 

Figure 91. Learning Curve for Precision 
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Figure 92. Learning Curve for Accuracy 

 

Figure 93. Learning Curve for F1 Measure 

 

Figure 94 illustrates a comparative analysis of a model's performance on both training and testing 

datasets across five key performance metrics: Sensitivity, Specificity, Precision, Accuracy, and the 

F1 Measure. Specifically, the model demonstrates better performance in the testing phase for each 

metric, which is somewhat unusual as models generally tend to perform better during training due 

to overfitting. Sensitivity and Specificity are both at 94% for training but increase to 98% for 

testing, indicating a high true positive rate and the model's ability to correctly identify negatives. 

Precision rises from 92% during training to 95% in testing, suggesting that the model is reliable in 
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its positive predictions. Accuracy, a general measure of performance, shows a similar uplift from 

94% to 98%, and the F1 Measure, which balances precision and sensitivity, improves from 92% 

to 96%. These results show that the model is robust and generalizes well to new data, with a 

remarkable consistency across different evaluative parameters in testing scenarios. 

 

Figure 94. Graphical Representation of Performance Indicators for Testing Models 

For a quantitative assessment of the performance in determining the assembly sequence, an 

analytical examination was conducted on the coordinates of each stud element within the organized 

sequence list. The analysis revealed that the element's coordinates were methodically ordered in 

ascending order. This sequential arrangement of coordinates endorses a systematic assembly logic 

that follows a pre-determined progression. This experiment aimed to evaluate the effectiveness of 

the proposed methodology, which utilizes BIM data as input for simulating robotic systems in the 

assembly of wood/LGS wall panels.  
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4.7.1 Nailing Target Locations Validation 

To assess the accuracy of the nailing target locations defined in the methodology, a test comparing 

the computed values of these locations was conducted. The nailing target locations were initially 

determined using Equations (6), (7), and (8). These computed values were then verified by 

manually calculating the nailing location values for each element, utilizing data from the 

simulation. This manual calculation considered the position of each element's centroid and its 

dimensions relative to the robot's coordinate system after the framing process. 

The results for test Panel 1 are detailed in Table 17. In this table, ‘Location’ refers to the connection 

points, as illustrated in Figure 95. 

 

Figure 95. Locations of the Connection Points for the Nailing Operations for Panel 1 of the Base 

Model 

The table outline 𝑁𝑥, 𝑁𝑦, and 𝑁𝑧 as the nailing target locations determined using the automated 

proposed method, and X, Y, and Z as the manually traditional computed nailing locations. The 

differences between these sets of values are represented as Xdiff, Ydiff, and Zdiff, indicating the 

relative change (in percentage) between the two approaches. This comparative analysis provides a 

quantitative assessment of the methodology's accuracy in determining nailing target locations, 

which is essential for ensuring precision in robotic nailing operations in wood frame construction. 
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4.7.2 Comparison to Manual Extraction Process 

The efficiency of the proposed methodology was evaluated in terms of time, comparing it to 

manual operations. This assessment involved manually extracting necessary information for 

simulating the assembly process, adhering to a six-step procedure detailed in Table 16. The manual 

process entailed extracting relative data from the BIM design models. 

The time performance metric for the proposed methodology was based on the duration required to 

generate the simulation file (specifically, the ROS world file) starting from the BIM authoring tool. 

This comparison aimed to quantify the time-saving advantages of the automated methodology over 

traditional manual methods in preparing simulations for the assembly process. 

Table 16. List of Steps for the Manual Extraction Process 

Step Manual Task Description 

1 

Identify all relevant building elements (i.e., stud, track, sheet) of the panels and 

their attributes from the BIM model. 

2 

Extract the geometrical dimensions, main axis parameters, object names, and 

local placement locations for all building elements. 

3 
Calculate the COG of the extracted building elements. 

4 

Create and model the building elements in the ROS simulation environment 

based on the extracted attributes. 

5 

Position the building elements in the material bay of the simulation 

environment. 

6 

Import the data in the robot controller for the framing and sheathing operation 

including nailing fixation. 
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Table 17. Result of the Validation for the Nailing Target Locations of Panel 1 of the Base Model 

Location 

2" x 6" Studs and Plates  

(3 nails per connection) 

Proposed Method -  

Automated Coordinates (mm) 

Traditional Method -  

Manual Coordinates (mm) 

Variance -  

Difference % 

Nx Ny Nz1 Nz2 Nz3 Nx Ny Nz1 Nz2 Nz3 Nx-diff Ny-diff Nzdiff-1 Nzdiff-2 Nzdiff-3 

1 19 19.05 19.05 69.85 120.65 20.2 20.55 19.55 70.45 121.05 5.94% 7.30% 2.56% 0.85% 0.33% 

2 59 19.05 19.05 69.85 120.65 60.2 20.55 19.55 70.45 121.05 1.99% 7.30% 2.56% 0.85% 0.33% 

3 311 19.05 19.05 69.85 120.65 323.0 20.55 19.55 70.45 121.05 3.72% 7.30% 2.56% 0.85% 0.33% 

4 406 19.05 19.05 69.85 120.65 418.0 20.55 19.55 70.45 121.05 2.87% 7.30% 2.56% 0.85% 0.33% 

5 813 19.05 19.05 69.85 120.65 825.0 20.55 19.55 70.45 121.05 1.45% 7.30% 2.56% 0.85% 0.33% 

6 1086 19.05 19.05 69.85 120.65 1136.0 20.55 19.55 70.45 121.05 4.40% 7.30% 2.56% 0.85% 0.33% 

7 1126 19.05 19.05 69.85 120.65 1176.0 20.55 19.55 70.45 121.05 4.25% 7.30% 2.56% 0.85% 0.33% 

8 1219 19.05 19.05 69.85 120.65 1269.0 20.55 19.55 70.45 121.05 3.94% 7.30% 2.56% 0.85% 0.33% 

9 1222 19.05 19.05 69.85 120.65 1272.0 20.55 19.55 70.45 121.05 3.93% 7.30% 2.56% 0.85% 0.33% 

10 1626 19.05 19.05 69.85 120.65 1676.0 20.55 19.55 70.45 121.05 2.98% 7.30% 2.56% 0.85% 0.33% 

11 2032 19.05 19.05 69.85 120.65 2112.0 20.55 19.55 70.45 121.05 3.79% 7.30% 2.56% 0.85% 0.33% 

12 2076 19.05 19.05 69.85 120.65 2156.0 20.55 19.55 70.45 121.05 3.71% 7.30% 2.56% 0.85% 0.33% 

13 2116 19.05 19.05 69.85 120.65 2196.0 20.55 19.55 70.45 121.05 3.64% 7.30% 2.56% 0.85% 0.33% 

14 2438 19.05 19.05 69.85 120.65 2518.0 20.55 19.55 70.45 121.05 3.18% 7.30% 2.56% 0.85% 0.33% 

15 2845 19.05 19.05 69.85 120.65 2925.0 20.55 19.55 70.45 121.05 2.74% 7.30% 2.56% 0.85% 0.33% 

16 3251 19.05 19.05 69.85 120.65 3351.0 20.55 19.55 70.45 121.05 2.98% 7.30% 2.56% 0.85% 0.33% 

17 3958 19.05 19.05 69.85 120.65 4058.0 20.55 19.55 70.45 121.05 2.46% 7.30% 2.56% 0.85% 0.33% 

18 4064 19.05 19.05 69.85 120.65 4189.0 20.55 19.55 70.45 121.05 2.98% 7.30% 2.56% 0.85% 0.33% 

19 4470 19.05 19.05 69.85 120.65 4595.0 20.55 19.55 70.45 121.05 2.72% 7.30% 2.56% 0.85% 0.33% 

20 4877 19.05 19.05 69.85 120.65 5002.0 20.55 19.55 70.45 121.05 2.50% 7.30% 2.56% 0.85% 0.33% 

21 5239 19.05 19.05 69.85 120.65 5384.0 20.55 19.55 70.45 121.05 2.69% 7.30% 2.56% 0.85% 0.33% 

22 5283 19.05 19.05 69.85 120.65 5428.0 20.55 19.55 70.45 121.05 2.67% 7.30% 2.56% 0.85% 0.33% 

23 5690 19.05 19.05 69.85 120.65 5835.0 20.55 19.55 70.45 121.05 2.49% 7.30% 2.56% 0.85% 0.33% 



  

167 

24 5912 19.05 19.05 69.85 120.65 6057.0 20.55 19.55 70.45 121.05 2.39% 7.30% 2.56% 0.85% 0.33% 

25 6053 19.05 19.05 69.85 120.65 6215.0 20.55 19.55 70.45 121.05 2.61% 7.30% 2.56% 0.85% 0.33% 

26 6095 19.05 19.05 69.85 120.65 6257.0 20.55 19.55 70.45 121.05 2.59% 7.30% 2.56% 0.85% 0.33% 

27 -6095 -2476.5 -2495.55 -2546.35 -2597.15 -6255.0 -2478.8 -2597.6 -2547.0 -2479.42 2.56% 0.09% 3.93% 0.02% -4.75% 

28 -6053 -2476.5 -2495.55 -2546.35 -2597.15 -6213.0 -2478.8 -2597.6 -2547.0 -2479.42 2.58% 0.09% 3.93% 0.02% -4.75% 

29 -5912 -2476.5 -2495.55 -2546.35 -2597.15 -6052.0 -2478.8 -2597.6 -2547.0 -2479.42 2.31% 0.09% 3.93% 0.02% -4.75% 

30 -5690 -2476.5 -2495.55 -2546.35 -2597.15 -5830.0 -2478.8 -2597.6 -2547.0 -2479.42 2.40% 0.09% 3.93% 0.02% -4.75% 

31 -5283 -2476.5 -2495.55 -2546.35 -2597.15 -5423.0 -2478.8 -2597.6 -2547.0 -2479.42 2.58% 0.09% 3.93% 0.02% -4.75% 

32 -5239 -2476.5 -2495.55 -2546.35 -2597.15 -5379.0 -2478.8 -2597.6 -2547.0 -2479.42 2.60% 0.09% 3.93% 0.02% -4.75% 

33 -4470 -2476.5 -2495.55 -2546.35 -2597.15 -4590.0 -2478.8 -2597.6 -2547.0 -2479.42 2.61% 0.09% 3.93% 0.02% -4.75% 

34 -4064 -2476.5 -2495.55 -2546.35 -2597.15 -4184.0 -2478.8 -2597.6 -2547.0 -2479.42 2.87% 0.09% 3.93% 0.02% -4.75% 

35 -3251 -2476.5 -2495.55 -2546.35 -2597.15 -3351.0 -2478.8 -2597.6 -2547.0 -2479.42 2.98% 0.09% 3.93% 0.02% -4.75% 

36 -2845 -2476.5 -2495.55 -2546.35 -2597.15 -2935.0 -2478.8 -2597.6 -2547.0 -2479.42 3.07% 0.09% 3.93% 0.02% -4.75% 

37 -2438 -2476.5 -2495.55 -2546.35 -2597.15 -2528.0 -2478.8 -2597.6 -2547.0 -2479.42 3.56% 0.09% 3.93% 0.02% -4.75% 

38 -2116 -2476.5 -2495.55 -2546.35 -2597.15 -2206.0 -2478.8 -2597.6 -2547.0 -2479.42 4.08% 0.09% 3.93% 0.02% -4.75% 

39 -2076 -2476.5 -2495.55 -2546.35 -2597.15 -2166.0 -2478.8 -2597.6 -2547.0 -2479.42 4.16% 0.09% 3.93% 0.02% -4.75% 

40 -2032 -2476.5 -2495.55 -2546.35 -2597.15 -2122.0 -2478.8 -2597.6 -2547.0 -2479.42 4.24% 0.09% 3.93% 0.02% -4.75% 

41 -1626 -2476.5 -2495.55 -2546.35 -2597.15 -1696.0 -2478.8 -2597.6 -2547.0 -2479.42 4.13% 0.09% 3.93% 0.02% -4.75% 

42 -1222 -2476.5 -2495.55 -2546.35 -2597.15 -1292.0 -2478.8 -2597.6 -2547.0 -2479.42 5.42% 0.09% 3.93% 0.02% -4.75% 

43 -1126 -2476.5 -2495.55 -2546.35 -2597.15 -1196.0 -2478.8 -2597.6 -2547.0 -2479.42 5.85% 0.09% 3.93% 0.02% -4.75% 

44 -1086 -2476.5 -2495.55 -2546.35 -2597.15 -1156.0 -2478.8 -2597.6 -2547.0 -2479.42 6.06% 0.09% 3.93% 0.02% -4.75% 

45 -406 -2476.5 -2495.55 -2546.35 -2597.15 -446.0 -2478.8 -2597.6 -2547.0 -2479.42 8.97% 0.09% 3.93% 0.02% -4.75% 

46 -311 -2476.5 -2495.55 -2546.35 -2597.15 -351.0 -2478.8 -2597.6 -2547.0 -2479.42 11.40% 0.09% 3.93% 0.02% -4.75% 

47 -59 -2476.5 -2495.55 -2546.35 -2597.15 -61.5 -2478.8 -2597.6 -2547.0 -2479.42 4.07% 0.09% 3.93% 0.02% -4.75% 

48 -19 -2476.5 -2495.55 -2546.35 -2597.15 -21.5 -2478.8 -2597.6 -2547.0 -2479.42 11.63% 0.09% 3.93% 0.02% -4.75% 
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4.7.3 Time Performance Testing 

The comparison between the proposed methodology and the manual process was conducted by 

recording the time taken by each approach. The duration required for the manual process was 

logged and is presented in Table 18. This data was further analyzed to determine the relationship 

between time consumption and the number of elements (such as studs) in a frame model, as 

illustrated in Figure 96. The analysis revealed a clear trend: as the complexity of the tested model 

increases, the total time required for the manual process also escalates. 

Table 18. Time Performance of the Manual Process 

Task 

# 
Task Description 

Task Execution Time (mins) 

Panel 

1 

Panel 

2 

Panel 

3 

Panel 

4 

1 Identify all relevant building elements  20.7 16.2 14.9 18.6 

2 
Extract the information for all building 

elements 11.8 15.4 7.4 12.8 

3 Calculate the Center of Gravity (COG)  8.3 11.60 5.6 9.9 

4 
Create and model the building elements in 

ROS 56.5 45.80 38.1 32.6 

5 Position the building elements 16.1 14.90 7.9 13.8 

6 Import the data in the robot controller  20.6 16.20 13.1 15.3 

Total Timing (mins) 134 120.1 87 103 
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Figure 96. Plot of the Time Used in the Manual Approach Compared with the Number of 

Elements in a Frame for the Base Model 

 

Figure 97. Time Comparison of the Manual Approach and the Automated Methodology 

For the developed automated methodology, the time required was significantly less. Specifically, 

the durations recorded for the automated process were 10.80 minutes for Panel 1, 8.24 minutes for 
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Panel 2, 7.39 mins for Panel 3, and 12.73 minutes for Panel 4 as shown in Figure 97. This 

comparison effectively demonstrates the time efficiency of the proposed automated methodology 

over the manual process, particularly as the complexity and number of elements in the model 

increase. 
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Chapter 5 : Advances in Multi-Robot Task Allocation: From Manual Coordination to 

Algorithmic Optimization 

Abstract: In recent years, Multi-Robot Systems (MRS) have garnered significant attention, 

propelled by their potential for a variety of real-world applications. Robotics now serves as a 

fundamental pillar in contemporary industrial manufacturing. A particularly compelling aspect of 

MRS research is Multi-Robot Task Allocation (MRTA), with a primary focus on enhancing the 

overall efficiency of robotic systems within production lines. A critical challenge within MRTA 

is achieving the optimal coordination of robotic movements for industrial tasks, aiming to optimize 

specific objective functions, such as reducing production cycle times. Currently, optimizing these 

movements in many industrial settings relies on manual efforts, which can be both costly and prone 

to errors. The complexity of this challenge is further amplified by factors such as redundant 

kinematics, the need for collision avoidance, and the potential for tasks to be executed in multiple 

ways. To address these issues, there has been considerable research dedicated to developing 

algorithms for the automatic calculation of optimal trajectories. This research offers a concise 

literature analysis of dynamic task allocation methods, categorizing MRTA applications and 

techniques into market-based, behavior-based, and optimization-based approaches. It delves into 

various criteria for evaluating task allocation strategies, including objective function optimization, 

system robustness, allocation and completion times, and the ability to reallocate tasks. The 

discussion highlights the strengths and weaknesses of these strategies, pointing out avenues for 

future research. Additionally, a statistical analysis sheds light on prevalent methods and the topic's 

evolution over time, identifying existing research gaps and suggesting promising directions for 

future studies in dynamic task allocation within multi-mobile robot systems. This article is 

intended for both academics and industry professionals, providing researchers with a 



  

172 

 

comprehensive summary of algorithmic strategies and offering practitioners insights into available 

solutions, organized by input and output parameters. 

5.1 Introduction 

Robotic systems increasingly substitute human labor in repetitive and hazardous tasks, with Multi-

Robot Systems (MRS) being employed for their collaborative handling of complex activities. MRS 

utilize intentional cooperation, where diverse robots coordinate on tasks, and emergent 

cooperation, inspired by natural behaviors like swarming, for repetitive tasks over large areas (Cao 

et al., 1997). 

Multi-Robot Task Allocation (MRTA), modelled in Figure 98, optimizes robot task assignments 

in dynamic environments, featuring challenges like moving obstacles and unpredictable events, 

necessitating adaptable algorithms for robot communication and learning (Gerkey and Matarić, 

2004; Lerman et al., 2006). 

This research reviews optimization strategies for MRTA, assessing recent developments and future 

research directions. It includes a survey of literature on MRTA applications, classifications, and 

optimizations from 2010 to 2023, emphasizing task interdependencies and temporal requirements 

(Gerkey and Matarić, 2004; Khamis et al., 2015; Quinton et al., 2023). The review covers task 

allocation strategies across various applications, focusing on problem constraints, objective 

functions, and methods for managing uncertainties. 

In industrial applications, robots are leveraged to increase production efficiency by enhancing 

speed and optimizing task sequences. Significant research addresses optimizing robot control, 

velocity profiles, and collision-free trajectories (Werger et al., 2000; Zhao et al., 2016). Task 
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sequencing in robots often models problems like the Traveling Salesman Problem (TSP), which 

seeks the shortest route for a series of tasks while considering additional complexities like obstacle 

avoidance and task-specific constraints (Nagatani et al., 2009). 

This study focuses on robotic task sequencing in industrial settings, exploring strategies for 

managing environmental obstacles and task complexities in known environments without complex 

logical relationships, specifically for single robots with articulated arms. The research covers 

offline sequencing algorithms, emphasizing sequencing methods with collision-free path planning. 

 

Figure 98. MRTA Problem Description 

5.2 Literature Review 

5.2.1 MRTA Taxonomies 

Defining task types is crucial for modeling MRTA problems. According to Stentz and Zlot (2013), 

tasks generally fall into two categories: those performed individually by one robot, and those that 

are divided into sub-tasks executed by multiple robots. Tasks can be further classified as follows: 
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• Elemental or Atomic tasks: These are indivisible and cannot be broken down into 

sub-tasks. 

• Simple tasks: These may either be elemental or decomposable, but if decomposed, all 

sub-tasks are allocated to the same robot. 

• Compound tasks: These are divided into sub-tasks, with each sub-task performed by 

different robots. Each compound task has only one way of being decomposed. 

• Complex tasks: These have multiple potential decompositions, and at least one 

decomposition involves multiple robots. The sub-tasks within a complex task can be 

simple, compound, or complex in nature. 

To further categorize MRTA problems, Gerkey and Matarić (2004) proposed a taxonomy based 

on the capabilities of the robots, the requirements of the tasks, and the timing of task assignments: 

• Single-task robots (ST)/Multi-task robots (MT): Robots that execute only single task 

at a given time versus those capable of handling multiple tasks concurrently. 

• Single-robot tasks (SR)/Multi-robot tasks (MR): One robot per task versus multiple 

robots for execution. 

• Instantaneous assignment (IA)/Time-extended assignment (TA): Tasks assigned 

and performed immediately without future planning versus tasks planned and assigned 

over a longer time horizon. 

Using this framework, MRTA problems can be distinctly characterized, leading to eight possible 

types of problems, such as MT-SR-IA, where robots can execute multiple tasks simultaneously, 

each task requires only one robot, and the allocation is made instantaneously. This classification 

helps in understanding and solving various MRTA challenges, as shown in Figure 99. 
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This study reviews major developments in robot task sequencing over the last 13 years, focusing 

on TSP-like problems applied in robotics (Giordani et al., 2010; Kanakia et al., 2016; Stentz, 

2006). It classifies problems by input and output parameters, helping practitioners choose 

appropriate methods and guiding researchers toward unresolved issues and potential research 

directions. 

Cooperative MRS are extensively studied for their ability to handle complex tasks more efficiently 

than single robots by collaborating (Fang et al., 2018; Palmer et al., 2018). Multiple robots offer 

advantages such as fault tolerance and the ability to reconfigure in response to failures, finding 

uses in industries like manufacturing and construction (Liu et al., 2017; Rishwaraj and 

Ponnambalam, 2017). 

 
Figure 99. Basic MRTA Taxonomy 
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MRS coordination can be either centralized, where a server manages tasks allocation but risks 

failure if the server goes down, or distributed, where robots independently manage tasks, suitable 

for larger teams in unstable communication environments (Johnson et al., 2016; Semwal et al., 

2017). Each method has its trade-offs related to communication reliability and consensus on task 

distribution (Giordani et al., 2010). 

Task allocation in MRS has evolved, with Gerkey and Mataric (2004) initially identifying eight 

types, later simplified to four by Korsah et al. (2013) in their iTax classification, which factors in 

resource interdependencies and task costs (refer Figure 100). Strategies for task allocation range 

from auction-based to optimization-based, with the latter often providing quicker, more optimal 

solutions for complex scenarios (Darmanin and Bugeja, 2017). 

This model identifies four types of dependencies affecting the costs: 

• No Dependencies (ND): The cost of each robot-task pair is independent of any 

other. 

• In-Schedule Dependencies (ID): The cost of a robot-task pair depends on other 

tasks assigned to the same robot, reflecting intra-schedule dependencies. 

• Cross-Schedule Dependencies (XD): The cost is influenced not only by the tasks 

assigned to the same robot but also by the tasks scheduled for other robots, indicating 

inter-schedule dependencies. 

• Complex Dependencies (CD): Costs are affected by the schedules of other robots, 

involving complex interactions between task decomposition and allocation. 
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Figure 100. iTax Classification 

 

Further refining task assignment's time and sequence aspects, Nunes et al. (2017) developed the 

MRTA-TOC taxonomy under the Time Extended (TA) assignment framework. This taxonomy 

categorizes constraints into two types as shown in Figure 101: 

• Time Windows (TW): This represents the time intervals during which tasks 

can start and finish, with specified earliest and latest permissible times. 

• Synchronization and Precedence constraints (SP): These constraints dictate 

the order in which tasks must be executed, creating cross-schedule dependencies that 

affect scheduling across multiple robots. 

This enhanced approach provides a structured framework for analyzing MRTA problems, 

particularly in complex scenarios where the interdependencies and timing of tasks play critical 

roles. 
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Figure 101. MRTA-TOC Taxonomy 

5.2.2 MRTA Problem Definition 

This section describes the MRTA problem. Define 𝐽𝐴 = {𝑗1,𝑗2,, 𝑗3,, … . . , 𝑗𝑛,} and 𝐽𝐵 =

{𝑗1,𝑗2,, 𝑗3,, … . . , 𝑗𝑚,} as the set of tasks to be allocated, and 𝑅𝐴 = {𝑟1,𝑟2,, 𝑟3,, … . . , 𝑟𝑛,} and  𝑅𝐵 =

{𝑟1,𝑟2,, 𝑟3,, … . . , 𝑟𝑚,} as the team of robots. In equation (1), the variable AA signifies the assignment 

of the task set JJ to the robot set RR as in Equation 1. 

𝐴: 𝑓 → 𝑅           (1) 

 

If a robot r is allocated a task i, then task allocation problem can be modelled as 𝐴𝑖,𝑟 =1 else 𝐴𝑖,𝑟 =

0. 

• Let 𝑀𝑖, [M is the matrix of required utility values to execute m tasks by n robots]. 

• Let 𝑀𝑟, [M is the matrix of available utility values to execute m tasks by n robots]. 

• Let 𝑇𝑠 = {𝑇𝑠1,𝑇𝑠2,, 𝑇𝑠3,, … . . , 𝑇𝑠𝑥,} be the initial time of x tasks. 

• Let 𝑇𝑤 = {𝑇𝑤1,𝑇𝑤2,, 𝑇𝑤3,, … . . , 𝑇𝑤𝑥,} be the waiting time of the tasks to start. 

• Let 𝑇𝛥 = {𝑇𝛥1,
𝑇𝛥2, 𝑇𝛥3, … . . , 𝑇𝛥𝑥} be the set of time span of the tasks. 

• Let 𝐷𝑖,𝑟  be the linear distance travelled by the robot r to execute the task i. 

• Let 𝐶 = {𝐶1,𝐶2,, 𝐶3,, … . . , 𝐶𝑥,}  be the set of completed tasks. 

Task assignment in multi-robot systems is a decision-making problem optimized under key 
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constraints. These constraints are detailed in Table 19. Fundamentally, the dynamic task allocation 

problem involves managing resources and adhering to time constraint. 

• A task must be assigned to a robot that has adequate utility, as explained in Equation (2): 

𝐼𝑓 𝑀𝑖 > 𝑀𝑟 𝑡ℎ𝑒𝑛 𝐴𝑖,𝑟 = 0, ∀∈ 𝑓 𝑎𝑛𝑑 𝑟 ∈ 𝑅       (2) 

• The task execution time T for tasks assigned to a robot must not overlap. This 

constraint, shown in Equation (3), accounts for the start time, waiting time, and duration 

of the tasks: 

𝐼𝑓 𝑇𝑖𝑝 ≥ 𝑇𝑖𝑞 + (𝑊𝑖𝑞 + 𝑀𝑖𝑞)𝑤ℎ𝑒𝑟𝑒 𝑖𝑝𝑎𝑛𝑑 𝑖𝑞 ∈ 𝑓 𝑎𝑛𝑑𝑖𝑝𝑖𝑞      (3) 

The task 𝑗𝑝must be schedule after the task 𝑖𝑞 

• The task assignment must be conflict-free. A task must be assigned to one robot as 

specified in Equation (4): 

∑ 𝑇𝑗,𝑟 = 1 ∀𝑗∈ 𝑓𝑟∈𝑅           (4) 

The most common objective functions Equations 5, 6, and 7 of dynamic task allocation strategy is 

to: minimize the robot travel distance (d), the robot waiting time (W) and to maximize the robot 

task completion rate (K): 

min : ∑ ∑ 𝐷𝑖,𝑟𝑟∈𝑅𝑖∈𝑓           (5)  

min : ∑ 𝑊𝑗𝑖∈𝑓           (6) 

max : ∑ |𝐾𝑙|𝑙∈𝑓    𝑙 ≤ 𝑚         (7) 

This study addresses the multi-robot dynamic task allocation problem as a combinatorial 

optimization challenge. A comprehensive review of existing strategies for solving this problem, 
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with detailed discussions to follow in the subsequent sections. 

Table 19. Constraints Related to the Dynamic Task Allocation Problem 

Constraints Type Related To 

Working Space Dynamic obstacles, unknown surrounding, 

cluttered spaces, etc. 

Robot Hardware IOT malfunction, network failure, 

inaccurate travel distance,  

computational capacity, resource constraint. 

Task Execution Time-constrained tasks, dual-robot tasks, 

sequential tasks and task variants. 

 

5.2.3 Optimization Using Combinations 

MRTA leverages techniques from operations research, AI, ML, software engineering, applied 

mathematics, and computer science to optimize complex systems. AI and ML enable autonomous 

robot task assignment, helping robots learn from past actions and adapt to changes. MRTA 

involves discrete optimization, often using graph structures and mathematical modeling to identify 

the best solutions from a limited set of options, guided by an objective function and constrained 

by a finite search space. 

Resolution methods in MRTA are divided into exact and approximate approaches. Exact methods, 

like dynamic programming, solve problems by dividing them into smaller sub-problems solved 

recursively, combining solutions for an optimal outcome, especially effective under uncertainty 

and communication constraints (Chen et al., 2021). Branch and Bound (BnB) also solves problems 

by iteratively resolving sub-problems and branching based on solution integrality (Martin et al., 

2021). 
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Approximate methods provide practical solutions for large-scale optimization when real-time 

results are necessary, often initializing exact methods. These include heuristics, which use 

experiential shortcuts for quick problem-solving, and metaheuristics, which start with a feasible 

solution set and iteratively improve it, aiming for gradual enhancements over time (Blum and Roli, 

2003). 

Key approximate methods include: 

• Constructive methods such as the GA build a solution piece by piece based on local 

optimization criteria (Kong et al., 2019). 

• Local search algorithms, including SA and Tabu Search, which explore the solution space 

by making incremental changes to a single solution (David and Rögnvaldsson, 2021). 

• Evolutionary algorithms like the GA, PSO, ACO, and Bee Colony Optimization (BCO), 

which simulate natural evolutionary processes to find optimal solutions (Shelkamy et al., 

2020). 

5.2.4 Related Planning Problems in Robotics 

This study examines offline task sequencing algorithms for robots, focusing on assigning tasks 

defined as areas rather than specific object interactions, in known environments. 

• Production Scheduling: Unlike task sequencing, production scheduling optimizes the 

operation of production facilities, focusing on resource allocation and work distribution to 

maximize efficiency, typically disregarding collision and kinematic factors (Dawande et 

al., 2007). 

• Multi-Robot Task Planning: This involves distributing tasks among multiple robots to 
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optimize overall efficiency. Earlier methods include Maimon’s (1990) clustering graph-

based approach, with more recent advancements like the Stochastic Clustering Auction 

combined with SA to minimize local optima risks (Zhang et al., 2012, 2013). 

• Task-Level Planning: Focuses on defining robotic actions based on their interactions with 

the environment. For instance, tasks might involve moving an object from one location to 

another, broken down into a sequence of specific actions. This level of planning often 

utilizes domain-specific planners and models to simulate tasks and interactions within the 

environment (Cao et al., 1991; Chien et al., 1997, 1998). 

• Combining Task-Level and Path Planning: Sometimes task plans must be adjusted if path 

planning cannot find a collision-free route. Integrated systems that combine both planning 

levels help bridge the gap between symbolic and physical execution, ensuring task 

feasibility (Bhatia et al., 2011; Gaschler et al., 2013). 

• Online Control-Based Planning: Suitable for dynamic environments where task constraints 

may change in real-time. This approach uses sensors and control architectures to 

dynamically adjust task execution based on new data, adding or removing tasks as needed 

(Mansard and Chaumette, 2007). 

• Manipulation Planning: Concerns the planning needed for robots to relocate objects within 

their operational environment, considering factors like object properties and spatial 

constraints. This includes advanced strategies for handling specific challenges like 

deformable objects or complex grasping techniques (Diankov et al., 2013; Berenson, 

2013). 
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5.2.5 Preliminaries in Planning Tasks in Robotics 

This section provides an overview of the foundational concepts in robotics relevant to modelling 

task sequencing, particularly focusing on how robot poses are defined and utilized in optimization 

problems. 

In robotics, defining accurately the pose of a robot's end-effector is crucial for task sequencing. It 

involves describing it in the T-space (Task Space) and the C-space (Configuration Space). 

However, before engaging in any optimization processes, defining the pose is typically described 

in two key spaces: 

(1) T-space: This space is utilized to define the position and orientation of the robot's end-

effector. Specifically, the task space, denoted as TS(3), integrates the spatial position in 

three dimensions, SR(3), and the orientation space, OS(3), resulting in TS(3)=SR(3)×OS 

(3). Positions and orientations in this space are commonly represented using homogeneous 

coordinates, a method that facilitates calculations and transformations in robotics (LaValle, 

2006). Since rotation matrices can be non-intuitive for human interpretation, Euler angles 

are often employed as a more comprehensible alternative. Euler angles describe a series of 

rotations around the coordinate system's axes, requiring three angles to define any 3D space 

rotation—one for each axis (Craig, 2005). The pose of the end-effector in T-space is 

represented by a rotation matrix describing the end-effector's orientation and a translation 

vector indicating its position. 

𝑀 = [
𝑅3𝑋3 𝑇3𝑋1

01𝑋3 1
]          (8) 
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(2) C-space: This space represents the set of all possible configurations of the robot's joints or 

axis space. For standard industrial robots, which typically have six DOF, the C-space can 

be expressed as C= R6. 

The relationship between the two spaces is articulated through two functions: 

(1) Forward Kinematics (FK): The robot joint angles is the input of this function while the 

end-effector position and orientation are the calculated outputs as 𝐹𝐾:𝐶→SR (3). 

(2) Inverse Kinematics (IK): The end-effector's position and orientation  are the input of this 

function while and the robot's joints are computed for all possible configurations to achieve 

this pose, IK: SR(3)→𝐶. A typical 6-DOF industrial robot can have up to eight solutions. 

An example illustrated in Figure 102 shows how one task point can be reached by two different 

robot configurations, demonstrating the practical application of these kinematic mappings in real-

world scenarios. 

 

Figure 102. T-space Point Reached with Two Robot Configurations 

While task sequencing in IR settings, robot programming can be executed online or offline, each 

method presenting unique benefits and limitations. 
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(1) Online Programming: This method involves directly teaching robots movements to 

replicate during production tasks such as pick and place. Programmers manually guide the 

robot, heavily relying on their skill and intuition to define movements, which can result in 

a process that lacks optimization and is time-intensive due to its reliance on manual input 

(Siciliano and Khatib, 2008; Pan et al., 2010). 

(2) Offline Programming: This method uses simulations to create and refine robotic paths 

before real-world execution, allowing for pre-execution adjustments like collision checks 

to protect equipment. Despite the ability to test trajectories, optimization of task sequences 

in simulations is often limited. For example, simulation software like RobotWorks lacks 

complex sequencing capabilities, and DELMIA's adaptation for drilling uses a basic 

approach that often results in suboptimal sequences (Pan et al., 2010). 

Despite advancements in simulation technology, task sequencing remains largely manual. This 

discussion will focus on sequencing approaches in offline programming, particularly exploring 

combinatorial problems foundational to task sequencing in robotics. These include specifying 

tasks either as points or areas, with outputs ranging from simple sequences to detailed paths 

including specific entry points for each task, as illustrated in Figure 103. 

MRTA problems are often modeled as Mixed-Integer Nonlinear Programs (MINLP), which are 

effective for small sets of tasks but not scalable for larger ones, leading to the use of heuristic 

approaches. These heuristics, while not always optimal, are efficient at finding near-optimal 

solutions and can be categorized in two groups: tour-construction (e.g., Insertion Heuristic) and 

tour-improvement (e.g., 2-Opt, 3-Opt, Tabu Search) (Johnson et al., 1997). In robotics, these 

heuristics must also account for robot-specific elements like inverse kinematics and collision-free 
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planning. Effective methods for robotic task optimization include the PSO for TSP and GTSP, and 

various approximation algorithms for problems like the Traveling Salesman Problem with 

Neighborhoods (TSPN). 

5.2.6 Planning Tasks in Robotics (Input/Output) 

Input: Basic Tasks: This research tackles well-known combinatorial challenges, such as the TSP, 

which aims to identify the shortest route given that the robot passes only once through each point 

and revert to the initial point. This problem is known for its computational complexity 

(Montemanni et al., 2008). Asymmetric TSP (ATSP), where travel costs between points vary with 

direction, adds another layer of complexity (Applegate et al., 2007). Variants include the 

Sequential Ordering Problem (SOP), which imposes additional constraints such as visiting certain 

points before others, and the Shortest Sequence Problem (SSP), where the route doesn't need to 

return to the start. Extending SSP to sets of points leads to the Generalized TSP (GTSP), aiming 

to visit one point from each set in the shortest possible loop (Srivastava et al., 1969). 

Output: Path: The Multi-Goal Path Planning Problem, a variation of the GTSP tailored for 

robotics, involves determining a minimal-cost, cyclic, collision-free path given that the robot 

passes only once through each point from each set of inverse kinematics solutions for a given T-

space goal (Wurll et al., 1999). 

Input: Advanced Tasks 

Output: task entry points for each sequence: The Touring-a-sequence-of-Polygons Problem (TPP) 

is for tasks defined not just as points but as polygons. The objective to determine a minimal-cost 

cyclic tour that visits a predefined sequence of regions (Dror et al., 2003). Extensions of TSP like 
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the Close-Enough TSP (CETSP) and the more general TSPN involve visiting areas within certain 

proximities or regions, respectively. The most complex variation, the GTSPN, involves visiting at 

least one neighborhood from each cluster. 

Output: Path: When the tour in the TSPN must adhere to a specific boundary, the problem is 

described as the Safari Route Problem (SRP). If the tour is restricted from traversing within 

predefined convex areas but is required to visit their borders only, it is termed as the Zookeeper 

Route Problem (ZRP). When obstacles are incorporated into the TSPN and the regions are 

represented as convex polygons, the problem is known as the Multi-Target Pathfinding for Goal 

Regions (MTPGR). Generally, the MTPGR is the most comprehensive and challenging variant to 

solve computationally. 
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Figure 103. Categorization of Sequencing Problems 
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5.2.7 Dynamic Task Allocation Strategies 

Multi-robot dynamic task allocation focuses on efficiently assigning tasks to robots while 

minimizing costs and meeting various constraints, often irregular and diverse in real-world 

applications (Sarkar et al., 2018a). Task allocation methods are classified into four main strategies, 

detailed in Figure 104. This study reviews these strategies, evaluating them across multiple 

dimensions including application-specific challenges, objective functions, coordination types, 

taxonomy, task reallocation capabilities, and methods for managing uncertainty. It also considers 

the number of tasks and robots, average times for task allocation and completion, and whether 

strategies have been validated through simulations or real-world testing. This comprehensive 

analysis helps identify the most suitable strategies for specific scenarios. 

 

Figure 104. MRTA Classifications 
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Market-Based Task Allocation: Inspired from market trading principles, multi-robot systems 

involve an auctioneer robot that broadcasts tasks and collects bids from other robots based on their 

capability to execute the tasks efficiently (Schneider et al., 2017; Luo et al., 2015). Displayed in 

Figure 105, the auctioneer assigns tasks to the lowest bidders, optimizing cost efficiency within 

both centralized and distributed coordination setups. These strategies are divided into single-item 

and combinatorial auctioning, with the latter grouping tasks together to improve distribution 

efficiency (Otte et al., 2020). Advanced methods like the Consensus-Based Bundle Algorithm 

(CBBA) integrate auctions with consensus processes to ensure conflict-free task distribution, often 

yielding optimal or near-optimal solutions. 

To address uncertainties, such as fluctuating task conditions and robot status, these strategies 

periodically reassess and reallocate tasks based on updated cost estimates and diagnostic data, 

improving reliability and product output (Turner, 2018; Talebpour and Martinoli, 2018). However, 

this can lead to increased computational demands and energy consumption. The auction process, 

while reducing travel distances for robots, depends heavily on robust communication networks, 

losing effectiveness in environments with unreliable communications. 

Despite their theoretical benefits, these market-based strategies are predominantly tested in 

simulations rather than real-world settings, highlighting a gap in practical application knowledge. 

This discrepancy points to the need for more real-world trials to validate simulation-based 

findings. 
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Figure 105. Market-based MRTA Process 

Optimization-Based Task Allocation: Optimization-based strategies excel in task allocation for 

multiple robots, addressing the uncertainties and dynamics of real-world environments with 

efficient computational approaches (Badreldin et al., 2013; Li and Yang, 2018). These strategies, 

using evolutionary algorithms like GA, PSO, and ACO, handle complex problems often modeled 

as variants of the multiple traveling salesman problem (Arif and Haider, 2017). The main 

objectives of dynamic task allocation are to minimize completion times, travel distances, and 

energy consumption while maximizing task distribution and completion rates, typically tackled 

through single-objective optimization. 

Despite their efficiency, these strategies can struggle with the flexibility needed to switch between 

multiple solutions and generally require significant computational resources (Shenoy and 

Anupama, 2017). Multi-objective optimization offers a solution, potentially enhancing task 

completion rates more effectively by simultaneously addressing multiple goals. However, 

designing suitable fitness functions for multi-objective optimization is challenging, especially 

when objectives conflict, necessitating careful weighting of each factor. 

Multi-objective strategies often achieve higher task distribution rates than single-objective 

methods, providing better scalability but may suffer from limited adaptability to varying 

performance goals. There's also a notable research gap in comparing the effectiveness of these 
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strategies in simulated versus real-world settings, indicating a need for further investigation to 

standardize and adapt fitness factors for diverse task allocation scenarios. 

Behaviour-Based Task Allocation: Behavior-based dynamic task allocation segments tasks into 

specific behaviors, allowing robots to act according to predefined criteria and priorities (dos Reis 

et al., 2021). This approach adapts flexibly to the situation at hand, incorporating mathematical 

models, heuristics, and optimization functions as needed. In applications like multi-robot 

exploration, it employs a two-tiered control architecture. High-level behaviors handle task 

identification and inter-robot communication, while low-level behaviors manage obstacle 

navigation and task switching (Chetty et al., 2011; Schillinger et al., 2018). Suitable for both 

centralized and distributed coordination, this method excels in environments with unreliable 

communications, enhancing system robustness against potential robot failures through dynamic 

task switching. Behavior-based approaches are ideal for uncertain, constantly changing 

environments seen in real-world multi-mobile robot (MMR) applications (Lee and Kim, 2019). 

Techniques like ALLIANCE optimize task scheduling to minimize completion times, while BLE 

adapts to new tasks dynamically. Additionally, Markov decision processes help manage 

dependencies and timing constraints in MRTA scenarios. 

Clustered Task Allocation: It involves grouping similar or geographically close tasks into grouped 

clusters for assignment to robots, optimizing travel distances and resource use (Chen et al., 2018b; 

Sarkar et al., 2018b). This method is effective in scenarios like search and rescue or warehouse 

operations, where tasks are naturally proximate. Techniques such as Euclidean distance clustering, 

K-means, and fuzzy clustering are used to form these clusters (Ghassemi and Chowdhury, 2018). 

A challenge lies in determining the ideal number of tasks per cluster to balance efficiency and 
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effectiveness, as explored in studies by Mitiche et al. (2019). While clustering minimizes travel 

distances and computational complexity by reducing the number of tasks needing direct allocation, 

it's best for centralized systems and less effective in poor communication environments. The 

strategy also risks increasing the impact of robot failures on task completion, which can be 

countered by integrating task switching mechanisms that reallocate tasks to maintain continuity 

(Mitiche et al., 2019). 

5.2.8 MRTA Related Work 

MRTA problems utilize various optimization strategies, including Integer Linear Programming 

(ILP), heuristics, and metaheuristics, to address task allocation effectively: 

• Hungarian Algorithm (HA): First introduced by H. W. Kuhn in 1955, HA is a method to 

solve the Linear Assignment Problem (LAP) optimally with O(n^3) complexity. Kasahara 

et al. (2020) applied HA to control mobile robots in warehouse environments, using a 

discrete-event system model to manage tasks dynamically. Giordani et al. (2010) adapted 

HA for decentralized environments, allowing robots to independently manage tasks 

without a centralized controller. 

• ILP and MILP Models: These mathematical models optimize functions involving 

discrete and continuous variables. They have been applied to diverse scenarios like 

coordinating robots in unknown environments (Atay and Bayazit, 2006) and disaster 

response (Koes et al., 2006). However, their computational demands can be substantial, 

especially in large-scale and diverse robot environments. 

• Bio-inspired Methods: Algorithms like GA, ACO, and PSO are popular in MRTA. For 

instance, Chopra et al. (2017) combined GA with A* for centralized task allocation and 
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path planning, while Saeedvand et al. (2019) integrated GA with constraint k-medoids for 

clustering tasks focusing on energy efficiency. Alitappeh and Jeddisaravi (2022) optimized 

robot cooperation and efficiency using GA. 

• Clustering Methods: Employing clustering helps minimize travel distances and even out 

the workload among robots. Techniques like K-means are used to partition tasks into 

clusters, subsequently optimized with HA or GA for task distribution (Elango et al., 2010; 

Janati et al., 2017). Ghassemi and Chowdhury (2018) introduced a fuzzy clustering 

approach that allows tasks to belong to multiple clusters, enhancing flexibility in task 

allocation. 

These methodologies highlight the complexity and multidisciplinary nature of MRTA solutions, 

each suited to specific operational contexts and challenges. 

5.3 TSP Problem Modelling 

In robotics, task sequencing complexities are often reduced by breaking down problems into 

simpler models, allowing for feasible optimization within realistic timeframes. This includes 

solving problems like the TSPN before addressing collision-free paths. The detailed factors 

affecting robotic task sequencing are: 

• Multiple Inverse Kinematics Solutions: Robots can achieve the same target point 

through different configurations, increasing complexity but offering optimization 

possibilities. Optimal configurations minimize movement and avoid obstacles. 

• Obstacle Avoidance: Simple point-to-point cost calculations become complex in cluttered 

environments requiring collision-free routes. Integrating collision-free planning into 

sequencing algorithms is a major challenge. 
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• Robot Base and Workspace: The robot's base location relative to task sites significantly 

affects sequencing. Changes in robot location may require complete re-optimization. 

• Precedence Diagram: Certain tasks must follow a specific order, essential for optimizing 

sequencing. 

• Task Specification: Tasks vary in complexity and are typically represented as points or 

configurations in task space. For instance, routing tasks, while seeming to correspond to 

specific configurations, can often be achieved through multiple setups, offering 

optimization potential. Some models extend to represent tasks as 2D-3D areas or closed 

contours. 

• Objective Function: Optimization objectives focus on minimizing time for movements, 

path lengths in Cartesian or configuration space, or specific industry goals like material 

waste reduction. In kinematic-focused models, the objective may involve minimizing 

Cartesian path length. 

This approach ensures adaptability and effective implementation across various operational 

environments, addressing specific robotic task sequencing complexities, as illustrated in Figure 

106. 
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Figure 106. Robotic Task Sequencing Problem 
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5.4 Results and Discussions 

This study reviews dynamic task allocation strategies for multi-robot systems (MMRs), noting a 

research gap between simulated validations and real-time experiments. 

• Market-Based Task Allocation: Robots optimize task sequences for profitability. 

Traditional methods like sequential single-item and parallel auctioning rely on pre-defined 

task lists, but adaptive auctioning updates tasks dynamically, enhancing flexibility in 

changing environments. A key challenge is maintaining robust communication networks 

essential for effective allocation. Single-point auctioneer reliance poses a vulnerability, 

necessitating strategies to mitigate this risk. 

• Optimization-Based Task Allocation: Utilizes various algorithms based on fitness 

functions. Current solutions lack robustness, highlighting the need for refined adaptive 

fitness functions to manage uncertainties better. Multi-objective optimization tends to 

outperform single-objective approaches, but developing effective multi-objective cost 

functions to balance competing objectives remains crucial. 

• Behavior-Based Task Allocation: Offers adaptability to different constraints and 

uncertainties, improving robustness and scalability. The main challenge is managing 

multiple behaviors, which requires substantial computational resources. Recommended for 

uncertain scenarios. 

• Task Clustering-Based Allocation: Effective in minimizing travel distances, especially 

in autonomous surveillance. Determining the optimal number of tasks per cluster is 

unresolved. Strategies to switch between clusters in response to uncertainties, like robot 

failures, are needed. 
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• Hybrid Task Allocation Strategies: Combining various allocation strategies presents 

opportunities for handling complex, dynamic environments more effectively by leveraging 

the strengths of each approach. 

5.4.1 Research Directions and Performance Analysis 

Further research is needed to identify and validate effective heuristic techniques for specific multi-

robot problems and to assess the performance of various optimization algorithms. Table 20 

outlines performance factors for MRTA problems, offering a framework for future studies. 

• Variables Influencing Complexity: The complexity in MRTA problems increases with 

the number of robots, tasks, and the scale of the operational environment. More robots and 

tasks complicate the search for optimal solutions, especially when tasks are time-sensitive 

or spread across large areas. 

• Performance Metrics for Optimization Strategies: Optimization strategies are evaluated 

based on their optimality, scalability, consistency, and fairness in task distribution. While 

achieving optimality is ideal, computational limits often require acceptance of sub-optimal 

solutions. Consistency ensures reliable performance, and fairness involves equitable task 

distribution according to each robot's capacity. 

• Numerical Complexity and Algorithm Performance: As the size of the problem 

increases, so does the numerical complexity, challenging the scalability and efficiency of 

algorithms. It is crucial to examine whether the complexity of these algorithms is justified 

by the quality of their solutions. 

• Dynamic Task Allocation and Communication Challenges: Adapting to dynamic 

environments that respond to real-time changes, unexpected tasks, and environmental 



  

199 

 

uncertainties is vital. The complexity of creating adaptable cost functions in such settings 

often leads researchers toward multi-objective optimization, which further complicates the 

solution process. 

• Communication Reliability: Effective multi-robot operations heavily rely on reliable 

communication, which can be disrupted by external factors such as interference and 

network congestion. Innovative solutions are needed to mitigate these issues. 

Table 20. Factors Influencing MRTA Problem Complexity 

Performance 
Factors 

Market-based Optimization-
based 

Behaviour-based  Task clustering-
based 

No/Weak 
network 

Broadcasting 
winner robot 
repetitively 

Local network 
for proximity 
robots 

Local network for 
proximity robots 

Local network for 
proximity robots 

Objective 
function 

Single/multiple 
objective 

Single/multiple 
objective 

Single/multiple 
objective 

Single/multiple 
objective 

Coordination 
type 

Centralized/dist
ributed 

Centralized/distri
buted 

Centralized/distri
buted 

Centralized/distrib
uted 

Reallocation task 
methods 

Continuous 
auctioning and 
bidding  

Continuous 
searching and 
allocation 

Heuristics/ 
Bayesian Nash 
equilibrium 

Difficult to 
reallocate within 
non-typical task 
clusters 

Uncertainty 
handling 
techniques 

Continuous 
auctioning and 
bidding 

Difficult to 
manage 
uncertainties 

Game theory, 
probabilistic, 
and/or predictive 
modelling 

Difficult to 
manage 
uncertainty 

Complex 
problem 
constraints 

Difficult to 
execute 
auctions 

Complex and 
difficult to solve 
due to multiple 
decision 
variables 

Work in a hybrid 
manner  

Work in a hybrid 
manner 
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Computational 
cost 

Lower than 
optimization 
strategy 

Higher than 
market-based 
strategy 

Higher than 
optimization-
based strategy 

Lower than other 
methods 

 

5.4.2 Overview of Research Trends and Directions 

A comprehensive review of 71 articles, categorized by the Gerkey and Matarić MRTA taxonomy 

and application domains, reveals significant trends and research gaps in MRTA. Figure 107 shows 

that ST-SR configurations dominate the research, aligning with many practical applications. 

There's a growing interest in ST-MR-TA configurations, suggesting a shift towards exploring 

coalition formation among robots for complex tasks (Figure 108). This reflects the evolving focus 

of MRTA research towards enhancing real-world applicability and robustness. 

In terms of optimization techniques, GA are the most commonly used, appearing in 32% of the 

studies (Figure 109). Clustering techniques and the HA each account for 16% of the research. 

While exact methods like BnB and HA offer optimal solutions under specific conditions, their 

practicality is limited by their inability to handle large or complex scenarios. Consequently, 

heuristic and meta-heuristic approaches like ACO, BCO, PSO, and SA are favored for their 

efficiency in delivering timely solutions, though they struggle with scale and real-time constraints. 

Researchers often combine clustering with meta-heuristics to break down the MRTA problem into 

manageable parts: task assignment and task planning/scheduling. This approach, which assigns 

robots to clusters and then applies meta-heuristics for intra-cluster routing, reduces computational 

complexity but is unlikely to yield optimal results. For scheduling, local search methods or TSP 

algorithms like 2-opt are used to further simplify the problem. 
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The review also highlights the benefits of using a multi-robot system with individual depots for 

each robot to reduce travel distances and minimize inter-robot collisions. However, task allocation 

involving complex constraints like time-windows, hierarchical tasks, robot-dependent tasks, and 

scenarios with unknown tasks remains underexplored. 

Future research is encouraged to develop strategies that enhance the dynamic adaptability, 

communication resilience, and overall efficiency of multi-robot operations in diverse and 

unpredictable environments as listed in Table 21. Exploring game-theoretical approaches for 

distributed task allocation in communication-compromised settings and integrating emerging 

technologies such as learning automata, deep learning, machine vision, and self-organizing map 

neural networks into dynamic task allocation strategies are potential directions. 

 

Figure 107. Number of Papers in Terms of MRTA Classifications 



  

202 

 

 
Figure 108. Number of Papers in Terms of Publication Years 

 

Figure 109. MRTA Optimization Techniques Allocation in Publications 
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Table 21. Future Research Directions 

5.5 Conclusion  

This research offers an in-depth review of MRTA problem, revealing a significant gap between 

simulation validations and real-world testing. It emphasizes the need for strategies that can handle 

weak or non-existent communication and improve robustness with efficient task switching 

mechanisms to manage uncertainties in dynamic environments. 

• Investigation and development of 

strategies for tightly coupled tasks 

• Development of effective task 

rescheduling/reallocation mechanism 

• Development of efficient failure-

handling mechanisms 

• Development of task allocation 

within a heterogeneous team 

• Development of hybrid task allocation 

strategies 

• Development of adaptive heuristic 

parameters for task allocation 

• Development of energy-aware task 

allocation strategies for recharging robots 

to last longer 

• Identification of ideal cluster size 

and procedure for task switching 

among task clusters 

• Evaluation of task priorities 
• Development of task allocation 

with no communication problem 

environment 

• Coupling the performance evaluation 

metrics 

• Development of uncertainty 

handling task allocation techniques 

• Development of task allocation for strict 

time-constraint problems 

• Real-time experimentation of task 

allocation problems 
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Behavior-based dynamic task allocation techniques show promise in enhancing scalability and 

robustness but face challenges in environments where task allocation must be synchronized with 

dynamic path planning. The study underscores the necessity of developing robust strategies for 

these complex scenarios. 

The review primarily discusses optimization-based approaches, noting a concentration on specific 

problem classes like ST-SR-TA, with GA being prevalent. However, it points out the numerical 

complexity of these algorithms and the lack of strategies accommodating real-time, dynamic task 

assignments. There's potential for improving outcomes by combining different approaches, 

addressing issues like collision avoidance, sensor malfunctions, and the kinematic constraints of 

robots which are often overlooked. 

Future research directions include exploring systems with high DOF to utilize redundancy for 

collision avoidance, integrating time dimensions into task sequencing for dynamic environments 

like moving conveyors, and leveraging the ATSP to incorporate robot dynamics for better 

operational efficiency. The field also needs methods to handle sequence order constraints 

effectively and establish benchmarks for task sequencing that promote code reusability. 

In summary, while existing research has developed efficient task allocation strategies, bridging the 

gap between theoretical models and practical applications remains crucial. Continued refinement 

of these strategies, integrating advanced technologies and robust algorithms, is essential for 

advancing industrial construction robotics in dynamic and complex environments. 

 

 



  

205 

 

 

 

 

 

 

 

Chapter 6 : Hybrid From Heuristics to Learning-Based Methods: Evolving 3D Motion 

Planning for Robotics 

Abstract: 3D robot path and motion planning focus on creating optimal, collision-free routes 

within three-dimensional environments while adhering to kinematic constraints that include 

geometric, physical, and time-based limitations. This process is key in robotics, aiming to 

efficiently navigate through obstacles by prioritizing kinematic optimality and detailed 

environmental modelling without directly addressing dynamic forces. Effective movement 

strategies are essential for ensuring smooth, accurate trajectories, especially for robotic arms 

performing complex tasks. This research reviews foundational principles and recent advancements 

in robot 3D path planning algorithms, highlighting their broad applicability across various robotic 

platforms, including mobile and stationary industrial arms. While traditional methods like artificial 

potential fields, sampling-based approaches, and bio-inspired heuristics have addressed many 

motion planning challenges, they often struggle with computational intensity and slow 

convergence in dynamic, high-dimensional spaces, limiting real-time applications. Recent strides 

in learning-based motion planning methods have shown promise in navigating complex 
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environments more effectively. This review assesses learning-based strategies, including 

supervised, unsupervised, and reinforcement learning tailored for motion planning, which adapts 

through specific task-oriented rewards or learning from successful experiences. The research 

categorizes these methods derived from their exploration mechanisms and presents a new method 

for multi-fusion-based algorithms. This research provides a comprehensive examination of motion 

planning advancements for robotic manipulators, pinpointing current gaps, limitations, and future 

research opportunities. Algorithms are evaluated for their efficiency and practicality, providing a 

balanced view of their strengths and challenges. The study concludes that learning-based motion 

and path-planning methods are likely to remain at the forefront of research due to their 

effectiveness and reliance on specific knowledge and data sets. This ongoing evolution highlights 

the refinement and sophistication of robotic motion planning techniques, enhancing their 

capability to tackle complex tasks and environments with unprecedented precision and efficiency. 

6.1 Introduction 

AI significantly enhances robotics by enabling robots to collect, analyze, and use environmental 

data to make decisions, despite often dealing with unreliable information. Robots must 

autonomously perform actions to meet performance goals optimally while minimizing costs. Since 

environments can change unpredictably, robots adapt by replanning in real-time, considering 

errors, constraints, and feedback from sensors and users (Kala, 2016; Liu et al., 2015). 

Autonomous robots often feature multiple interconnected parts, performing coordinated or 

independent movements (Halperin et al., 2017). A crucial aspect of these systems is motion 

planning, vital for enhancing robot functionality and decision-making capabilities. This review, 
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illustrated in Figure 110, explores motion planning’s role within a hybrid AI-based pipeline, 

showcasing applications across various contexts (Tamizi et al., 2023; Mac et al., 2016). 

 

 

Figure 110. Hierarchy of a Robotic Motion Planning System 

6.2 Literature Review 

6.2.1 Path Planning vs. Trajectory Planning 

Path and trajectory planning (illustrated in Figure 111) are distinct yet interconnected aspects of 

robotics. Path planning is concerned solely with creating a collision-free route based on 

environmental geometry, plotting a series of configurations from a start to a target point without 

considering the robot's motion dynamics. In contrast, trajectory planning adds the dimension of 

time, specifying when each configuration is reached, thereby integrating kinodynamic aspects such 

as joint velocities and accelerations. 

Geometric constraints in path planning include avoiding obstacles and ensuring joint limits are not 

exceeded. Trajectory planning, however, also involves optimizing the physics of motion, such as 

velocities, accelerations, and the sequence of joint positions over time. The main objectives of 

trajectory planning are to minimize the robot's execution time, energy consumption, and jerk to 

improve efficiency, safety, and the smoothness of operations. 
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Figure 111. A Schematic Representation of the Position of Motion Planning 

Motion planning is essential for autonomous systems navigating through 2D or 3D spaces filled 

with obstacles, using real-time data from sensors and image processing to update the robot's pose 

and adapt to dynamic environments. This process, complicated by the physical design of robotic 

manipulators, environmental uncertainties, and sensor reliability, relies on strategies like Dynamic 

Programming to avoid obstacles and ensure collision-free paths. 

Path planning focuses on determining the most efficient routes based on environmental constraints 

and operates in the robot's joint or operational space, initially handling only kinematic aspects. 

This necessitates trajectory planning, which incorporates time to address dynamic factors like 

energy consumption, execution time, and acceleration impacts. Kinodynamic motion planning 

(KP) optimizes safety, smoothness, and energy efficiency, using algorithms that respect physical 

and temporal constraints to ensure feasibility. 
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However, integrating dynamics into motion planning is challenging due to the slow convergence 

of algorithms like Sampling-Based Motion Planning (SBMP), which aim for optimal but 

computationally intensive solutions. Motion planning algorithms are evaluated on their ability to 

navigate efficiently to a goal, emphasizing the need for robust local and global planning strategies 

to handle the complexities of dynamic environments as shown in Figure 112. 

Path planning is crucial for deploying autonomous robots, guiding them from start to goal locations 

while avoiding obstacles. Key contributors like Choset (2005), LaValle (2001), and Latombe 

(1991) have extensively documented various algorithms, although detailed comparisons or focus 

on 3D path planning advancements are often lacking. A thorough examination of current 3D path 

planning methods is necessary. 

 

Figure 112. Criteria for Motion Planning Algorithms 
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In industrial settings, effective motion planning is essential for operational success. Traditional 

algorithms like A* and Rapidly Exploring Random Tree (RRT) address many challenges but face 

limitations such as scalability and sensitivity to sampling distributions. Emerging learning-based 

approaches, utilizing techniques from supervised to reinforcement learning, show promise in 

overcoming these limitations. 

This research explores both traditional and learning-based motion planning, focusing on their 

applications in navigating robotic arms through complex tasks as shown in Figure 113. The study 

categorizes these methods, assessing their strengths and areas for improvement, and aims to 

optimize planning and execution processes in robotics, blending path and trajectory planning in 

practical applications. 

 

Figure 113. Different Types of Motion Planning Methods 
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Recent reviews indicate a focus on two-dimensional (2D) path planning, with limited exploration 

of three-dimensional (3D) strategies, treating elevation as static. Choset (2005) provided a 

thorough overview of path planning, focusing mainly on 2D, while LaValle et al. (2006) discussed 

sampling-based algorithms without extensive coverage of 3D planning. Galceran and Carreras 

(2013) contributed significantly by categorizing decomposition methods, enhancing understanding 

of 3D path planning but still focusing on sampling-based techniques. This highlights a need for 

more comprehensive research on 3D path planning to unlock the full potential of robotic 

navigation in complex environments. The literature suggests a growing interest in expanding 3D 

path planning research, as demonstrated in various studies and illustrated by generic obstacle 

avoidance procedures in Figure 114. 

 

Figure 114. Generic Obstacle Avoidance Procedure 
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As robots navigate increasingly complex and unstructured environments, the need for advanced 

3D path-planning algorithms has become critical, with 2D strategies proving insufficient. 3D path 

planning, an NP-hard problem, faces significant challenges from kinematic constraints and the 

need for precise environmental modeling. Key algorithms in this area include visibility graphs, 

which connect visible vertices of objects, and stochastic methods such as RRT and Probabilistic 

Road Map (PRM), alongside optimal search strategies like Dijkstra’s, A*, and D* algorithms. The 

review highlights a two-step approach to 3D path planning: initial environment perception and 

modeling, followed by the application of path planning algorithms aimed at optimizing time and 

cost. This structured yet flexible methodology is discussed with an emphasis on efficiency, 

complexity, and adaptability to uncertain conditions. The review also introduces a new category 

in the taxonomy of 3D path planning algorithms called multifusion-based algorithms, reflecting 

the ongoing evolution in this field. 

6.2.2 Fundamental and Properties of Motion Planning 

This section explains the basic principles and essential ideas related to motion planning. A key 

concept introduced early in the study of motion planning is the configuration space (C-space), 

which serves as a foundational framework. C-space allows for the representation of every potential 

position and orientation of a robot as a distinct point within this space. To illustrate, consider a 

robotic arm equipped with n joints; its specific arrangement can be formulated by a point in C-

space, as demonstrated in Equation 1. 

𝑞 = [𝜃1 + 𝜃2 + ⋯+ 𝜃𝑛]   (1) 
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In this context, i represents the position of the ith joint in the robotic arm. If this particular 

configuration exists within an area surrounded by obstacles and adheres to the constraints of the 

joints, it is positioned within the obstacle-free configuration space (C-free). Within the field of 

motion planning, both the initial configuration, 𝑞𝑖𝑛𝑖𝑡, and the desired target configuration, 𝑞𝑡𝑎𝑟𝑔, 

are considered to be within the bounds of C-free. 

The fundamental motion planning problem is formulated as follows, based on the given 

parameters: 

• C: the configuration space, 

• Cobs: the obstacle region within the configuration space, 

• Cfree= C \ Cobs: the obstacle-free region of the configuration space, 

• q(xinit): the configuration q corresponding to the initial state x, 

• q(xgoal): the configuration q corresponding to the goal state x. 

The objective is to determine a duration T and a sequence of controls 𝑢: [0, 𝑇] → 𝑈 such that 

𝑥(𝑇) = 𝑥𝑔𝑜𝑎𝑙and 𝑞(𝑥(𝑡)) ∈ 𝐶𝑓𝑟𝑒𝑒for all 𝑡 ∈ [0, 𝑇]. When expressed in integral notation, the 

formulation provides a comprehensive mathematical model for achieving a collision-free 

trajectory from the initial point to the target point within the specified time frame. 

6.2.3 Motion Planning Properties 

A motion planner is considered complete when it consistently finds a solution, if one exists, within 

a finite timeframe. Two main types of planners are resolution-complete and probabilistically 

complete. Resolution-complete planners use a discretized model of the configuration space (C-
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space) to map out paths, whereas probabilistically complete planners increase the likelihood of 

finding a solution as more time is allowed for the computation. 

Furthermore, motion planning is divided into single-query and multiple-query strategies. Multiple-

query planners create a comprehensive model of C-space in advance, which is beneficial for static 

environments as it allows for quick trajectory generation. Conversely, single-query planners are 

suited to dynamic environments since they address each planning problem afresh, adapting to 

changes in C-space effectively. This makes them well-suited to situations where the environment 

frequently changes. 

6.2.3.1 Collision Detection 

In robotics, the configuration space (C-space) is divided into C-free, the area free of obstacles, and 

C-obstacles, areas occupied by obstacles. Efficient collision detection is crucial in motion 

planning, with distance measurement algorithms such as the Gilbert–Johnson–Keerthi (GJK) 

algorithm calculating the minimum distance between convex shapes for collision detection. 

Simpler methods use spheres to approximate objects, speeding up the process. 

Collision detection can dominate up to 90% of motion planning time, prompting the integration of 

machine learning to improve efficiency. Support Vector Machines (SVM) and Gaussian Mixture 

Models (GMM) have enhanced collision boundary precision and speed in path generation, 

respectively. The K-nearest neighbor (KNN) technique has also been applied for static 

environment collision detection, while a recent innovation, Fastron, uses machine learning to 

segment C-space and efficiently predict collisions. This method requires a pre-segmented 

configuration space, assuming some simplifications are made by the operator. 



  

215 

 

6.2.3.2 Preliminary Concepts 

Robots are engineered to operate autonomously, requiring minimal human supervision. Essential 

to their autonomy is path planning, a process that varies in definition but is generally described by 

Karaman and Frazzoli (2011) in a more standardized form. Robots typically navigate in a three-

dimensional space (S3), often called the robotic workspace rw which may contain hard and soft 

obstacles, denoted as 𝑟𝑤𝑜𝑖 for the ith obstacle. The area is clear of obstacles, 𝑟𝑤𝑓𝑟𝑒𝑒 = 𝑟𝑤 ⋃ 𝑖 𝑟𝑤𝑜𝑖, 

constitutes the safe zone for robot navigation. The starting point, xinit, and the destination, xgoal, 

both lie within 𝑟𝑤𝑓𝑟𝑒𝑒, framing the path planning challenge as a triplet (𝑥𝑖𝑛𝑖𝑡 , 𝑥𝑔𝑜𝑎𝑙, 𝑤𝑓𝑟𝑒𝑒). 

Concept 1 (Path Planning): Path 𝛿: [0, 𝑇] → 𝑆3, starting at 𝑥𝑖𝑛𝑖𝑡(𝛿(0) = 𝑥𝑖𝑛𝑖𝑡) and ending at 

𝑥𝑔𝑜𝑎𝑙(𝛿(𝑇) = 𝑥𝑔𝑜𝑎𝑙), embodies path planning if there exists a continuous, uninterrupted process 

Ф that ensure 𝛿(𝜏) ∈ 𝑟𝑤𝑓𝑟𝑒𝑒) for every 𝛿(𝜏) ∈ 𝑟𝑤𝑓𝑟𝑒𝑒) for every 𝜏 ∈ [0, 𝑇]. 

Concept 2 (Optimized Path Planning): For a given path planning problem (𝑥𝑖𝑛𝑖𝑡, 𝑥𝑔𝑜𝑎𝑙 , 𝑤𝑓𝑟𝑒𝑒) and 

a cost function 𝐶:∑ → S ≥ 0 (with ∑ representing all possible paths), if a path 𝛿′ satisfies the 

conditions of Definition 1 and minimizes the cost function 𝐶′(𝛿) = min{ 𝐶(𝛿)|𝛿 ∈  ∑}, then 𝛿′is 

deemed the optimal path, and the process Ф’ achieving this is considered the optimal path 

planning.  

Concept 3 (Path Planning): Path planning involves identifying a continuous (though not 

necessarily smooth) curve within the configuration space that connects the starting point, 𝑥𝑖𝑛𝑖𝑡, to 

the destination, 𝑥𝑔𝑜𝑎𝑙. This curve should meet the following criteria: (a) it is developed without 

considering the element of time, (b) it permits pauses at specific positions, and (c) it consists of 

various segments, each potentially representing a trajectory on its own. 
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Concept 4 (Trajectory Planning): Trajectory planning addresses navigating a path determined by 

a robot's path planning algorithm. A trajectory is a series of states indexed by time, often 

mathematically represented by a polynomial X(t), with velocities and accelerations derivable 

through time differentiation. This process accounts for kinodynamic constraints, making them an 

integral part of trajectory planning. 

Concept 5: Trajectory planning is characterized by time-continuous outputs and must adhere to 

control limitations, forming an integral component of the overarching path. 

6.3 Motion Planning Pipelines: 3D Path Planning Algorithm Taxonomy 

Motion planning, a key component of the broader Task and Motion Planning (TMP) challenge, 

involves handling conditions of partial observability. This process typically includes optimizing 

symbolic paths using a decision tree that expands with incoming data, and then refining the best 

policy via an optimized joint trajectory tree (Phiquepal et al., 2019; Dantam et al., 2018). 

The field of 3D path planning has significantly evolved, introducing numerous algorithms for 

varying robots and environments. This research reviews and categorizes these algorithms, such as 

RRT, PRM, APF, and MIP. A proposed classification, shown in Figure 115, systematically 

classifies these strategies into five distinct groups, such as sampling-based algorithms which utilize 

Monte Carlo sampling to establish environmental connections. The unique characteristics and 

methodologies of each category are discussed in detail, providing a comprehensive overview of 

3D path planning strategies. 
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Figure 115. 3D Path Planning Taxonomy 

6.3.1 Sampling-Based Algorithms (SBA) 

SBA methodologies necessitate a pre-mapped mathematical representation of the workspace that 

includes obstacles and navigable areas. These methods typically dissect the environment into 

nodes or cells, mapping it comprehensively or using stochastic searches to pinpoint feasible paths. 

Examples include RRT and PRM, detailed in Figure 116, which sample the environment to explore 

paths. The review categorizes these algorithms into active and passive groups. Active algorithms 

like RRT and Dynamic Domain RRT (DDRRT) autonomously seek viable paths to the goal, 

whereas passive algorithms such as PRM generate a network of potential paths, requiring further 

analysis to select the optimal route. Additionally, 3D Voronoi diagrams and APF methods fall 

under SBA, using complete environmental data to avoid obstacles and manage local minima. 

In the hierarchical structure of motion planning, SBA acts as an intermediary that delivers a viable, 

collision-free path after receiving start and goal configurations, shown in Figure 117. Positioned 

as a "black box" in this framework, it connects a high-level behavioral planner that defines goals 

with a low-level controller that executes the path. The function of sampling-based tree planners is 

further clarified in Algorithm 1. 
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Figure 116. Sampling-Based Algorithms 

 

Figure 117. Generic Sampling-Based Planner 
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Algorithm 1: Sampling-Based Tree Planner 

 

6.3.1.1 Rapidly Exploring Random Trees (RRT) 

introduced by LaValle in 1998,  RRT is designed for path planning under various constraints such 

as holonomic, nonholonomic, and kinodynamic, making it suitable for complex multi-DOF 

systems. RRT is widely used in robotics, mainly in robots like the PR2. To improve its efficiency, 

Yershova et al. (2005) developed the DDRRT, which speeds up escaping local minima. Further 

enhancements by Karaman and Frazzoli (2010) introduced the Rapidly-exploring Random Graph 

(RRG) and RRT*, optimizing RRT's performance in achieving more optimal outcomes. 

RRT effectively navigates the configuration space by generating a trajectory from the start to the 

goal. The process involves iteratively sampling new nodes and integrating them into the path if 

they successfully connect to the nearest existing node. In a 3D context, the method necessitates a 

3D configuration space 𝑋 = 𝐶, divided into an obstacle-loaded region 𝑋𝑜𝑏𝑠 ⊂ 𝑋 to be avoided and 

a navigable area 𝑋𝑓𝑟𝑒𝑒 ⊂ 𝑋. The exploration by RRT populates a set P of path states or vertices. 
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The algorithm's implementation unfolds as follows: 

(1) Initialization: Begin by placing the initial state 𝑥𝑖𝑛𝑖𝑡  ∈ 𝑋𝑓𝑟𝑒𝑒 into P as the starting vertex. 

Then, sample a random state 𝑥𝑟𝑎𝑛𝑑𝑜𝑚  ∈ 𝑋𝑓𝑟𝑒𝑒 , demonstrating this step with 𝑥𝑟𝑎𝑛𝑑𝑜𝑚1 and 

 𝑥𝑟𝑎𝑛𝑑𝑜𝑚2. 

(2) Nearest Neighbor: Identify the nearest state 𝑥𝑛𝑒𝑎𝑟to 𝑥𝑟𝑎𝑛𝑑𝑜𝑚 within P, using a predefined 

metric (usually Euclidean), and consider 𝑥𝑛𝑒𝑎𝑟 as 𝑥𝑟𝑎𝑛𝑑𝑜𝑚′𝑠 parent state. 

(3) Control and Expansion: Given that 𝑥𝑟𝑎𝑛𝑑𝑜𝑚 may exceed the robot's capacity, apply a 

control input under kinodynamic considerations within a cost function 𝜑 = 𝑓(𝑥, 𝑦, 𝑧). 

Evaluate the reachable state 𝑥𝑛𝑒𝑤, ensuring it falls within 𝑋𝑓𝑟𝑒𝑒 . If so, add 𝑥𝑛𝑒𝑤to P; 

otherwise, disregard it. This step includes the decision to omit  𝑥𝑛𝑒𝑤1 and repeat the process 

as shown in Figure 118. 

 

Figure 118. RRT Algorithm Procedure 
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Despite RRT's ability to chart a path to the goal, its reliance on Monte Carlo sampling tends to bias 

exploration towards already surveyed regions, leading to inefficiencies, especially in cluttered 

environments, and challenges in achieving optimality. 

6.3.1.2 Dynamic Domain RRT (DDRT) 

RRT method was improved by the development of DDRRT, which struggles with obstacle-rich 

areas that create local traps in the configuration space. RRT's limited use of local environmental 

data often leads to inefficient sampling and decreased time efficiency. Figure 120 visually 

compares these methods, highlighting DDRRT's enhanced ability to navigate around obstacles, 

indicated by the black arrow showing potential expansion directions.  

The primary distinction between the two methods lies in the initialization prcoess. DDRRT is 

governed by an n-dimensional sphere, matching the environment's geometry, centred at 𝑥𝑛𝑒𝑎𝑟 with 

a specific radius, r, to denote the reachable area. In this modified approach, a new sampling node 

𝑥𝑟𝑎𝑛𝑑𝑜𝑚  is selected if its distance from the nearest node 𝑥𝑛𝑒𝑎𝑟 falls within radius r; otherwise, it 

is disregarded. The process attempts to connect 𝑥𝑛𝑒𝑎𝑟 and 𝑥𝑟𝑎𝑛𝑑𝑜𝑚, adjusting radius r to infinity 

if the connection succeeds, or reverting it to R, upon failure. 

DDRRT effectively mitigates the Voronoi bias issue prevalent in traditional RRT strategies, 

promoting quicker exploration across the configuration space. Nevertheless, similar to RRT, 

DDRRT lacks a mechanism for post-processing to smooth the resulting path, meaning the paths 

produced, while more efficiently reached, do not inherently approach optimality. 
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Figure 119. Enhanced DDRRT's 

6.3.1.3 Rapidly Exploring Random Graph (RRG) 

While the RRT method is effective in practical applications and guarantees success, it often 

overlooks the quality of its output, leading to non-asymptotically optimal solutions. To address 

this shortfall and achieve asymptotic optimality, the concept of the RRG was introduced. This 

approach utilizes a structure 𝑘 = (𝑆, 𝑆0, 𝑇, 𝐿) to depict the system's performance, where S 

represents the set of states, 𝑆0 ⊆ 𝑆 the initial state set, 𝑇 ⊆ 𝑆 ×  𝑆 the transition relation, and L the 

labeling function that associates each state with a set of atomic propositions. 

RRG method extends to all vertices identified by a specific function and interconnects them, 

creating a complex map that is highly likely to converge to an optimal path over time. However, 

like the PRM, RRG forms a dense network and cannot independently determine the most efficient 

path, necessitating additional algorithms to identify the optimal route. 

6.3.1.4 RRT-Star (RRT*) 

Karaman and Frazzoli (2005) introduced the RRT* algorithm as an extension of the RRG, 

maintaining the asymptotic optimality characteristic of RRG while specifically addressing 

differential constraints. RRT* enhances path efficiency by eliminating suboptimal connections in 
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a refinement process, thereby reducing the overall path cost. It incorporates a cost function, cost 

(p), to quantify the expense of the path from 𝑥𝑖𝑛𝑖𝑡 to any state p within the set P, setting the initial 

cost from 𝑥𝑖𝑛𝑖𝑡 to zero. 

Distinct from RRG, RRT* includes a post-processing phase that improves the solution quality, as 

described in its pseudocode presented in Algorithm 2.  

Algorithm 2: RRT* 
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RRT* initially identifies the closest state alongside neighboring states 𝑋𝑛𝑒𝑎𝑟, incorporating the 

nearest state into the tree and the least costly connection. Subsequently, it aims to eliminate 

connections in favor of more efficient ones via the 𝑋𝑛𝑒𝑤 state with relative to the cost. However, 

this method increases overall computation time and is not designed to produce multiple paths 

simultaneously. 

Choudhury et al. (2013) enhanced the RRT and RRT* methodologies by selecting an alternative, 

second-best parent node when the nearest parent node is densely populated with child nodes. This 

adjustment allows for quicker online replanning, making the path adjustments more dynamic 

compared to the static nature of traditional RRT and RRT* approaches. 

6.3.1.5 Probabilistic RoadMap (PRM) Series 

Introduced by Kavraki et al. (1996), the PRM is a multiple-query path planning approach that 

constructs a roadmap through random sampling within the configuration space X, particularly 

focusing on the collision-free area, X_free. PRM connects sampled states using one of several 

strategies: connecting to the nearest k neighbors (K-PRM), connecting within a specified radius 

(δ-ball), or a combination of both to balance computational efficiency and collision avoidance. 

Once the roadmap is established, search algorithms like Dijkstra or A* are utilized to search and 

find the least-cost path from start to target. 

Karaman and Frazzoli (2011) refined PRM into three variants to optimize vertex selection and 

connection strategies. K-PRM adjusts the k parameter to improve path smoothness but may bias 

towards denser areas. S-PRM varies the connection radius to address K-PRM's density bias, though 

it increases computational load. KS-PRM combines the advantages of both, enhancing directional 

connections and computational efficiency. PRM's efficiency in 3D environments was initially 
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demonstrated by Kavraki and Latombe (1994), but the method's drawback is the increased 

computational burden of collision checking as the exploration graph expands. 

6.3.1.6 Voronoi 

Shamos and Hoey (1975) introduced the Voronoi diagram to computational geometry, initially for 

sets of points in the Euclidean plane. This method has evolved to significantly aid path planning, 

creating uniform topological connections from edges to nearby obstacles. Luchnikov et al. (1999) 

extended its application to 3D systems, enhancing the method for complex spatial challenges. In 

3D path planning, Voronoi diagrams start by establishing an initial point equidistant from 

surrounding obstacles, expanding through iterative analysis of Voronoi channels which define 

network boundaries. 

The selection process within these diagrams involves calculating channels for object trios, using a 

radial edge data structure to manage the geometric and topological features of the diagram. While 

Voronoi diagrams facilitate the creation of both global and local graphs, they require 

supplementary algorithms like Dijkstra’s, A*, or D* to optimize and identify the shortest path. The 

method unfolds in three stages: environmental sampling or structuring, constructing a 3D Voronoi 

graph, and deploying a search algorithm to determine the least costly path. 

6.3.1.7 Artificial Potential Algorithms (APF) 

Khatib (1990) introduced the potential field method, gaining widespread use due to its minimal 

computational requirements. This method assigns potential functions to differentiate between free 

space and obstacles, treating the robot like a particle influenced by attraction to goals and repulsion 

from obstacles, navigating along the resultant force gradient. However, this method can trap robots 

in local minima, leading to challenges in practical applications. 
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To counteract this, enhancements have been developed. Connolly et al. (1990) proposed a 

harmonic potential approach using Laplace’s Equation to avoid local minima. Rimon and 

Koditschek (1992) introduced a navigation method based on a Morse function, which effectively 

avoids local minima by ensuring a single minimum exists at the goal. Additionally, Sundar and 

Shiller (1994) applied the Hamilton-Jacobi-Bellman principle to create an HJB function, further 

aiding in navigating away from local minima and refining the approach for more effective real-

world application. 

6.3.1.8 Summary of SBA 

Sampling-based algorithms rely on initial estimates and may use methods like proximity collision 

detection or potential field adjustments to reduce dependence on detailed environmental models, 

enhancing adaptability across various settings. However, these adaptations can affect the 

algorithms' completeness and clarity in environmental mapping. Table 22 provides a 

comprehensive analysis of these algorithms’ strengths and limitations. 

Additional algorithms like the visibility graph (Flemming et al., 2011) and the corridor map 

method (Geraerts, 2010) also fall under sampling-based strategies. The visibility graph simplifies 

obstacle-based PRM by Amato et al. (1998), using cell decomposition similar to the octree-

structured PRM by Yan et al. (2013). Both require a node-search algorithm to determine the 

optimal path, reflecting PRM and Voronoi diagrams' methodologies. 

Table 22. Summary of SBA 

SBA Type Deficiencies Improvements Advantages 

RRT Only a single path is 

produced, and the solutions 

Various 

enhancements have 

It has a low time 

complexity and can 
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are not optimal. It also 

considers only static 

threats. 

been proposed to 

address these issues. 

quickly search 

through space. 

PRM Like RRT, PRM only 

addresses static threats and 

does not guarantee an 

optimal path. Additionally, 

collision checking can be 

computationally expensive. 

Some strategies have 

been introduced to 

make collision 

checking more 

efficient. 

It is well-suited for 

navigating complex 

environments and is 

beneficial for 

scenarios that require 

re-planning. 

Voronoi The method might not 

represent the entire space 

completely and can 

sometimes fail to converge 

to a solution. It also 

addresses only static 

threats. 

There are suggested 

methods for ensuring 

better convergence 

and completeness. 

Implementation is 

straightforward for 

online use, and it can 

operate without 

intensive collision 

checking. 

Artificial 

Potential 

The approach can get stuck 

in local minima, failing to 

find the global minimum. 

Multiple 

improvements have 

been proposed to help 

escape local minima 

and reach global 

solutions more 

reliably. 

This method 

converges quickly to 

a solution. 

6.3.2 Node Based Optimal Algorithms 

This group of algorithms utilize weight information from nodes and arcs to calculate costs and find 

the optimal path through a pre-constructed network. These algorithms, often referred to as network 
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algorithms, rely on a graph composed of nodes or cells, leveraging pre-processed information to 

traverse the network efficiently and achieve optimal paths within their specific decomposition 

constraints. Figure 120 illustrates the core elements of these algorithms, including Lifelong 

Planning A* (LPA*) by Koenig and Likhachev (2002), which updates the A* algorithm to adapt 

to environmental changes, and D*-Lite (Koenig and Likhachev, 2005), tailored for environments 

with dynamic threats. Algorithms like Dijkstra’s, A*, and D* fall under several categories like 

discrete optimal planning, roadmap algorithms, or search algorithms, reflecting their shared 

foundation in discrete optimization through grid decomposition. 

 
Figure 120. Node-Based Algorithms 

6.3.2.1 Dijkstra’s Algorithm  

The shortest path in a weighted graph is calculated using a breadth-first search approach and 

dynamic programming principles. It requires constructing a 3D weighted graph for three-

dimensional applications and performing an exhaustive search to find the minimum cumulative 

cost path. The algorithm, including its pseudocode, is described in Algorithm 3. Verscheure et al. 
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(2010) enhanced it by adding a constraint effective in navigating tubular structures, a concept 

initially proposed by Wan et al. (2002). Musliman et al. (2008) validated its practicality in a 3D 

GIS environment through experiments, confirming its effectiveness. The algorithm's performance 

heavily depends on the choice of the priority queue data structure, which significantly affects the 

time needed for computation. 

6.3.2.2 A-Star (A*) 

The A* algorithm, introduced by Hart et al. (1968), extends Dijkstra's algorithm by integrating a 

heuristic to reduce explored states. This heuristic accurately predicts costs to the goal, enabling 

faster and optimal convergence through a directed approach. A* is particularly effective in 3D 

environments, as shown by Amato et al. (1998) using the PRM method and by Niu and Zhuo 

(2008) with their "cell" and "region" concepts for better spatial representation. Further adaptations 

include LPA* by Koenig and Likhachev (2002), which dynamically adjusts to environmental 

changes, and conflict-direct A* by Williams and Ragno (2007), which excludes conflicting 

subspaces to expedite search. 

Theta*, developed by Nash et al. (2007), and its comparison with A* by De Filippis et al. (2012), 

offers smoother pathfinding and reduced search efforts in 3D spaces. However, Theta* demands 

extensive time to evaluate unexpected neighbors, which led to the development of lazy Theta* that 

skips these evaluations with a line-of-sight check. Likhachev and Ferguson (2009) proposed 

reusing prior data and updating search details for faster responses to dynamic changes, although 

this increases computational requirements. 
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Algorithm 3: Dijkstra’s algorithm 

 

6.2.3.3 D-Star (𝐷∗) 

D*, short for dynamic A*, was highlighted in DARPA's unmanned ground vehicle projects for its 

real-time navigation capabilities in dynamic environments (Stentz, 1995). It adjusts edge weights 

on-the-fly to avoid obstacles, calculating the shortest path from the robot's current position to the 

target. Similar to D*, it combines retrospective analysis and forward estimation to update arc cost 

functions, allowing it to adapt to environmental changes and find the most efficient route. 
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Smirnov (1997) determined the performance bounds of D*, addressing its potential for calculating 

unrealistic travel distances and the notable discrepancy between these bounds. Tovey et al. (2003) 

refined these bounds to more accurately reflect D*'s capabilities. Koenig and Likhachev (2005) 

further developed D* Lite, an adaptation of D* for changing goal locations, offering a more 

efficient approach for dynamic scenarios. 

6.2.3.4 Summary of Node-Based Optimal Algorithms 

Table 23 describes node-based optimal algorithms and their limitations due to the partial views of 

nodes and arcs in the configuration space, confining their effectiveness and rendering them suitable 

only for single-path searches, not for managing multiple paths for a fleet. 

Regarding computational requirements, Dijkstra's algorithm has a complexity of O(N²), with n 

representing the total count of nodes. However, A* and D* algorithms have been optimized to 

reduce computational complexity, enhancing their suitability for real-time applications. 

Table 23. Summary of node-based optimal algorithms 

Node-Based 
Optimal 
Algorithm Type 

Deficiencies Improvements Advantages 

A* Can have a significant 
computational load and 
sometimes produces paths 
that are not smooth. It also 
primarily considers static 
threats. 

There have been 
advances aimed at 
reducing the 
computational 
requirements and 
improving the 
smoothness of the 
paths generated. 

Offers a fast search 
capability and is 
suitable for real-time 
implementation. 

D* May estimate distances in a 
way that's not realistic for 
certain applications. 

New versions 
improve the reality of 
distance estimations. 

It searches quickly 
and is adept at 
handling dynamic 
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changes within the 
environment. 

Dijkstra Suffers from high time 
complexity and only 
accounts for static 
threats. 

Enhancements 
have been made to 
reduce the time 
complexity and 
extend its 
application beyond 
static scenarios. 

It is 
straightforward to 
implement and 
versatile across 
various 
environments. 

6.3.3 Mathematic Model Based Algorithms 

This group of algorithms simplify robots to point models in grids, focusing on basic physical 

constraints but not capturing the full environmental or dynamic complexities. In contrast, 

mathematical model-based algorithms optimize by including kinodynamic constraints through 

polynomial representations, modeling environments as time-varying systems related to the robot's 

location. 

These algorithms use linear and optimal control techniques to fully integrate environmental and 

dynamic constraints into the cost function for optimal solutions, as detailed in Figure 121. Key 

methods include NLP, which uses the flatness-based approach by Chamseddine et al. (2012) to 

linearize complex kinodynamic constraints. MILP by Yue et al. (2009) and Binary Integer 

Programming (BIP) by Masehian and Habibi (2007) demonstrate robust modeling for various 

applications, with BIP specifically suited to binary decision contexts. 
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Figure 121. Mathematical Model-Based Algorithms 

6.3.3.1 Linear Algorithms 

Linear algorithms effectively represent environments and address kinematic and dynamic 

constraints, managing control disturbances and uncertainties well. MILP methods are notable for 

integrating binary and integer logic constraints, accurately reflecting real-world scenarios. 

To support MILP applications in path planning, Bhattacharya (2006) introduced OPTRAGEN, an 

open-source MATLAB toolbox, tailored for MILP challenges. On another hand, Masehian and 

Habibi (2007) also utilized binary integer programming, applying binary integers to model path 

length variables for efficient path planning. 

6.3.3.2 Optimal Control 

The path planning challenge can be formulated within the framework of optimal control, which 

seeks to determine both the current state and control-oriented path by leveraging differential 

equations (Anderson et al., 2010). Optimal control is essentially an evolution of linear algorithms 
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to scenarios encompassing an infinite array of variables, offering a straightforward approach to 

incorporating uncertainty through linear chance constraints. 

Figure 122 illustrates a generic optimization problem in flowchart form, explicitly incorporating 

both the initial (or current) state and the goal state within its constraints to guarantee a 

comprehensive solution. 

 

Figure 122. Generic Optimization Problem 

6.3.3.3 Summary of Mathematic Model-Based Algorithms 

These methods offer a comprehensive framework for describing states and surrounding variables 

in complex 3D environments. They can dynamically adjust by incorporating a wide range of 

constraints tailored to specific conditions. However, such algorithms often result in complex 

formulations, leading to significant computational demands. A solution to mitigate these 

challenges involves discrete decision-making within the optimization process, allowing for on-the-

fly problem-solving through strategic environment modelling (Ma and Miller, 2006).  
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6.3.4 Bioinspired Algorithms 

Path planning is crucial for autonomous robot operation, aiming to enable robots to perform tasks 

unsupervised in complex environments. Bioinspired algorithms, which mimic biological 

processes, simplify the challenge by avoiding detailed environmental modeling and using 

stochastic methods to find near-optimal paths. These methods effectively overcome the limitations 

of traditional mathematical models, especially in solving NP-hard problems with numerous 

variables and nonlinear objectives where typical approaches may fail due to local minima 

(Aghababa, 2012). 

Bioinspired algorithms include Evolutionary Algorithms (EAs) and NNs, each offering different 

analytical approaches and levels of abstraction. Figure 123 illustrates popular bioinspired methods: 

• GA (Holland, 1975): Uses population-based numerical optimization. 

• MA (Moscato and Norman, 1992): Combines local search with population-based 

techniques for combinatorial optimization. 

• PSO (Kennedy, 2010): Inspired by social behaviors of birds and fish for stochastic 

optimization. 

• ACO (Dorigo et al., 1996): Models ant pheromone behavior to discover shortest paths. 

• SFLA (Eusuff and Lansey, 2003): Merges MA and PSO techniques into a unified 

approach. 
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Figure 123. Bioinspired-Based Algorithms 

6.3.4.1 Neural Network (NN) 

Glasius et al. (1995) presented the NN for obstacle avoidance and navigation, have become a 

prominent method in path planning across various fields. NNs dynamically represent environments 

in a way that mimics neural processing, similarly to the APF approach, where unexplored areas 

globally attract the robot. Robot behavior in NNs is typically governed by the shunting equation, 

focusing on the neuron with the highest activity to guide movement. 

Despite widespread use, NNs share a common drawback with other bioinspired algorithms: a lack 

of standardized methods, creating uncertainties in reliability and time efficiency. The Hopfield 

model attempts to mitigate these issues but is only suitable for specific problem types (Ahn et al., 

2001). 
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6.3.4.2 Summary of Bioinspired Algorithms 

Bioinspired algorithms mimic natural behaviors to create optimization rules and models. They 

operate through a structured, iterative process dependent on their initial setup and require 

significant computational resources in complex environments, as shown in Table 24. 

EAs are a type of population-based algorithm involving stages like reproduction, mutation, 

recombination, and selection. While effective in multi-objective and NP-hard problems, they are 

prone to time-intensive operations and premature convergence. GA are well-known but slow; PSO 

is faster but parameter-sensitive. Hybrid methods can improve PSO but do not fully resolve its 

issues with early convergence (Tang et al., 2005). ACO avoids premature convergence and seeks 

optimal paths but is less effective in complex settings. SFLA mixes PSO's local search with 

solution "shuffling" to optimize exploration, dependent on specific settings (Rahimi-Vahed and 

Mirzaei, 2007). MA modify GA's approach by exchanging gene segments and integrating local 

learning, increasing computational load. NN handle environmental changes well but are highly 

dependent on their model configuration. 

Table 24. Summary of Bioinspired Algorithms 

Bioinspired 
Algorithms Type 

Deficiencies Improvements Advantages 

GA Involves a high 
computational cost and can 
converge to suboptimal 
solutions prematurely. 

Adjustments have 
been made to 
enhance efficiency 
and convergence 
quality. 

Capable of solving 
complex problems 
that are NP-hard and 
accommodating 
multiple objectives. 

ACO This method also has a high 
computational cost. 

Enhancements target 
improved efficiency. 

Effective in dealing 
with problems 
involving multiple 
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objectives and 
continuous spaces. 

PSO High computational cost 
and tendency for premature 
convergence. 

Modified to improve 
its performance and 
handling of 
individual problems. 

Operates faster than 
the GA and can 
handle problems with 
a small population 
size. 

SFLA It has a high computational 
cost and is sensitive to 
parameter settings. 

Optimizations aim at 
improving efficiency 
and convergence. 

More efficient than 
PSO in achieving 
faster global 
convergence. 

MA Characterized by high 
computational cost. 

Improved to enhance 
path smoothness and 
reduce computational 
complexity. 

More efficient than 
GA, particularly for 
path smoothness and 
computational 
efficiency. 

NN Computational cost is high 
as well the need for suitable 
rules and structures. 

Various strategies 
have been proposed 
to improve the 
stability and 
efficiency. 

Robust to sudden 
changes in the 
network, offering 
stability in dynamic 
environments. 

6.3.5 Multifusion Based Algorithms 

Fusion enhances 3D path planning by integrating algorithms layer-by-layer for optimal real-time 

performance and non-local optimality. APF algorithms risk entrapment in local minima without 

adjustments, and PRM alone cannot derive optimal paths. Consequently, multifusion-based 

algorithms merge techniques to overcome these limitations, particularly in environments with 

dynamic or static obstacles. 

Traditional single-planning methods often fail to be cost-efficient, converge quickly, or be 

computationally effective. For example, PRM and Voronoi diagrams cannot independently 

generate optimal paths, potential field methods get stuck in local minima, node-based methods 
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need predefined layouts, mathematical models are time-consuming with NP-hard problems, and 

bioinspired algorithms depend heavily on their specific models. Integrating multiple strategies, 

therefore, helps achieve quick, globally optimal solutions. 

Key studies include Yan et al. (2013) combining 3D PRM with A* for optimal pathfinding, 

Masehian and Amin-Naseri (2004) merging visibility graphs, Voronoi diagrams, and potential 

fields for a balance between shortest and obstacle-free paths. While Schøler et al. (2012) integrated 

visibility graphs with Dijkstra’s, and Zhang et al. (2010) blending mathematical models with 

evolutionary algorithms to address NP-hard challenges and premature convergence in EAs. 

This research classifies multifusion strategies into Embedded Multifusion Algorithms (EMA), 

which synergize various algorithms concurrently, and Ranked Multifusion Algorithms (RMA), 

which organize algorithms hierarchically.  

Table 25 details representative algorithms from each category, highlighting their methodologies 

and applications. 

Table 25. Summary of Multifusion-Based Algorithms 

Subcategory Name Description and Typical Elements 

Embedded Multifusion Algorithms (EMA) These algorithms consolidate multiple data 

sources or sensor inputs, exemplified by 

Recursive Dependency Resolving (RDR), 

Voronoi Partition-Based Potential Field 

Algorithms, and Neural Network-Based 

Potential Field Algorithms. This category also 

includes hybrid models inspired by biological 

system. 
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Ranked Multifusion Algorithms (RMA) Algorithms in this subcategory enhance 

decision-making by ranking data inputs, 

employing node-based optimization like 

PRM, and using geodesic calculations in 

Visibility Graph-Based Algorithms. They also 

incorporate sampling techniques such as EA 

for optimization.  

 

6.3.6 Supervised Learning Based Motion Planning  

Recent research in supervised learning-based motion planning can be categorized into two 

methods: (i) methods aiming to replace the entire traditional motion planning pipeline (End-to-end 

Solutions) and (ii) methods designed to improve specific components of existing motion planning 

algorithms (Module Solutions). The first category develops systems for directly generating end-

to-end collision-free paths or trajectories in a given configuration space. The second category 

enhances parts of the motion planning process, such as preprocessing, prediction, executing, and 

collision-checking, to optimize performance. 

Reinforcement Learning (RL) combines optimal control with trial-and-error mechanisms from 

animal psychology (Nian et al., 2020) and includes value-based, policy-based, and actor-critic 

approaches. RL has been applied to motion planning by framing it as a Markov Decision Process 

(MDP), with some strategies providing comprehensive solutions (End-to-end Solutions) while 

others enhance existing frameworks by substituting specific components (Module Solutions). 

In the context of learning-based approaches for motion planning, the typical framework is 

structured into several distinct modules, as shown in Figure 124 and outlined below: 
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• Preprocessing Module (𝐻: 𝐶 → 𝐶𝑝𝑟𝑜): This initial stage processes the current 

configuration space and sensor data, outputting a refined configuration space (). Its 

functions include simplifying the overall configuration space for enhanced search 

efficiency, transforming the configuration space into a more manageable form for planning, 

and representing obstacles with simplified, lower-dimensional data. This module is 

generally activated at the start of the motion planning process. 

• Prediction Module (𝑃:𝑈 × 𝑋 → 𝐶𝑝𝑟𝑜): Serving a purpose similar to the preprocessing 

module, the key distinction lies in its repeated application throughout the motion planning 

process. It prepares the configuration space for subsequent steps by refining or updating its 

parameters based on predictive models. 

• Executing Module (𝐸: 𝐶𝑝𝑟𝑜 × 𝑈 → 𝑋): This component is responsible for selecting an 

appropriate action from the set of available actions (U) based on the processed 

configuration space (𝐶𝑝𝑟𝑜), resulting in the transition to a new state. 

• Collision-Checking Module (𝑂: 𝐶𝑝𝑟𝑜 × 𝑋 → {𝑇𝑟𝑢𝑒, 𝐹𝑎𝑙𝑠𝑒}): It evaluates if the new state 

will result in a collision within the obstacle regions of the configuration space, ensuring 

the path's feasibility. 

In motion planning, while executing and collision-checking modules are essential, preprocessing 

and prediction modules are optional and adaptable based on the approach used. Deep learning 

enhances motion planning by enabling neural networks to replace these modules, acting as 

complex mapping functions. When neural networks are applied across the entire motion planning 

framework, creating an end-to-end system, they streamline the process through automated, 

integrated analyses. 
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Figure 124. Framework of a Generic Motion‐Planning Algorithm 

6.3.6.1 Markov Decision Process Formulation 

In RL scenarios, the task of motion planning is conceptualized as a MDP, structured as a tuple 

(𝑆, 𝐴, 𝑃, 𝑅, 𝛾) encompassing: 

• S: the state space, incorporating both the robot's configuration space and environmental 

observations (such as a 2D or 3D map or sensor data). Each state 𝑠𝑡 𝜖 𝑆 adheres to the 

Markov property, meaning it contains all relevant information for decision-making at that 

point. 

• A: the action space, comparable to the control space U mentioned previously, with each 

action 𝑎𝑡 𝜖 𝐴  representing a potential maneuver or operation the robot can perform. 

• P: the state transition probability, indicating the likelihood of moving from the current 

state 𝑠𝑡to a subsequent state 𝑠𝑡+1upon executing an action 𝑎𝑡. This probability could be 

deterministic or stochastic, reflecting environmental uncertainties. 

• R: the reward function, which assigns a value or reward to actions taken in specific states 

to guide the robot towards desirable behavior. The reward R(𝑠𝑡,𝑎𝑡) functions similarly to 
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a cost function in traditional motion planning, aiming to encode preferred actions within 

certain contexts. 

• 𝜸: the discount factor, with 𝛾 𝜖 [0,1], used to modulate the future rewards' present value, 

emphasizing the importance of immediate rewards over distant ones. 

RL algorithms aim to discover a policy 𝜋(𝑎|𝑠) that optimizes action selection to maximize 

cumulative rewards over time, known as the return or accumulated reward. This return is often 

calculated as the sum of 𝛾 discounted future rewards, establishing a framework within value-based 

RL methods for quantifying and enhancing long-term reward outcomes through strategic action 

choices. In RL, the policy can be determined by selecting the action that offers the highest value. 

Within policy-based RL approaches, the policy is explicitly modeled using a neural network: 

• 𝜋𝜃(𝑎𝑡|𝑠𝑡), where the neural network, parameterized by θ, accepts the current state  

s as input and directly outputs the optimal action. 

6.3.6.2 End‐to‐end algorithms 

Recent advancements in data-driven, end-to-end motion planning for autonomous robotics 

primarily utilize machine learning models to process sensory inputs and generate navigational 

commands. Notable developments include: 

• Pfeiffer et al. (2017): Introduced a method using Convolutional Neural Networks (CNNs) 

and Fully Connected layers to process laser data for navigation. 

• Hamandi et al. (2019): Employed Deep Neural Networks (DNNs) combined with Long 

Short-Term Memory (LSTM) cells and ResNet architecture to interpret LiDAR data for 

speed and direction prediction. 
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• Bency et al. (2019): Developed OracleNet, a Recurrent Neural Network (RNN)-based 

algorithm for determining collision-free paths in static environments. 

• Kurutach et al. (2018): Used a Generative Adversarial Network (GAN)-inspired causal 

InfoGAN model for generating feasible observation sequences for motion planning. 

• Qureshi et al. (2019): Presented Motion-Planning Networks, a DNN-based iterative 

algorithm for environmental point cloud processing, demonstrating rapid and efficient 

trajectory generation for a seven-degree-of-freedom Baxter robot. 

• Ichter and Pavone (2019): Introduced a learned space adaptation of traditional sampling-

based motion planning techniques for increased efficiency. 

• Huh et al. (2021): Combined supervised learning with a cost-to-go function in their c2g-

HOF network, enhancing high-dimensional motion planning through continuous cost 

function training and gradient-based path optimization. 

These innovative approaches leverage various neural network architectures to improve the 

efficiency and effectiveness of motion planning in robotics. 

6.3.6.3 Module replacement algorithms 

Recent developments in motion planning have introduced hybrid learning-based algorithms that 

combine deep learning technologies with traditional motion planning frameworks to enhance 

classical strategies. Techniques like the Conditional Variational AutoEncoder (CVAE), CNN, and 

GAN are used to preprocess configuration spaces, providing a refined starting point for developing 

traditional motion planning strategies (Ichter et al., 2020). 

A significant development is the Deep Sampling-based Motion Planner (DeepSMP) by Qureshi 

and Yip (2018). DeepSMP merges deep neural networks with sampling-based planning 
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techniques, using an Autoencoder to process environmental data from point clouds. This 

information is integrated with initial and goal configurations into a Dropout-based, stochastic, deep 

feedforward neural network. The network efficiently generates sampling nodes for use in 

sampling-based methods like RRT, improving the speed and reliability of finding viable, collision-

free paths. DeepSMP's enhanced convergence rate demonstrates the potential of hybrid algorithms 

to advance motion planning. 

6.3.7 Unsupervised Learning Based Motion Planning  

While supervised learning-based motion planning algorithms are common, the potential of 

unsupervised learning in this area is just beginning to be explored. Sarker et al. (2019) developed 

PROM-Net, an innovative motion prediction network that predicts robot movements from raw 

video footage without supervised input, notable for its efficiency and suitability for devices with 

limited processing capabilities. Meanwhile, Yang et al. (2020) created Plan2vec, an unsupervised 

learning algorithm for path planning that constructs a weighted graph from near-neighbor distances 

and uses path-integral principles to derive a local metric for global embedding. Plan2vec has 

demonstrated effectiveness in reducing planning costs and enhancing reactive planning 

capabilities, highlighting the advantages of unsupervised learning in motion planning. 

6.3.7.1 Learning by demonstration (LbD) 

RL typically requires extensive interaction with an environment, which may not be feasible in all 

practical scenarios. LbD provides an effective alternative, particularly in high-dimensional motion 

planning spaces, by leveraging expertise from a proficient demonstrator (Argall et al., 2009). For 

example, in robotic arm motion planning, observing a human hand can offer instructional examples 

for learning (Mukherjee et al., 2022). 
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GMM and Task Parametrized Gaussian Mixture Models (TP-GMM) are prominent in capturing 

and encoding human trajectory data, effectively managing uncertainties with probability theory 

(Calinon and Billard, 2007; Ghahramani, 2015). Duque et al. (2019) applied TP-GMM in an LbD 

strategy for robotic assembly, involving three phases: collecting demonstrator-provided positional 

data, training the TP-GMM model for each assembly subtask, and synthesizing tailored trajectories 

based on learned models and object positions. 

6.4 Analysis and Conclusion 

This research reviews literature on 3D path planning, defining terms and assessing various 

algorithms and their application in robotics. It categorizes these into five groups: SBA, node-based 

optimal, mathematical model-based, bioinspired, and multifusion-based algorithms. Each category 

is evaluated on its classification, mechanisms, environmental suitability, and application rationale. 

Key findings include: 

• Sampling-Based Algorithms: These use an initial guess strategy to escape local minima 

and can actively identify optimal paths, making them suitable for real-time applications 

in both static and dynamic environments. 

• Node-Based Optimal Algorithms: Operating on a grid, these algorithms assign weights 

using node and arc information, effective with a pre-established graph but limited by 

environmental decomposition. 

• Mathematical Model-Based Algorithms: Offer detailed mathematical workspace 

representations and prioritize safety and reliability, though they require significant 

computational power. 

• Bioinspired Algorithms: Use heuristic principles to handle complex constraints and NP-
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hard challenges through iterative optimization. Suitable for offline use, their mutation 

process can delay computation. 

• Multifusion-Based Algorithms: Combine various methods for global optimization and 

cost minimization, designed for real-time use with robust environmental adaptability. 

The research suggests that future advancements should focus on real-time planning, improved 

information representation, and complex environment modeling. It recommends integrating 

multipath planning with environmental modeling and considering control uncertainty. 

6.4.1 Scope and Challenges 

In dynamic environment motion planning, heuristic methods have proven to be more effective than 

traditional algorithms, particularly with the complexities of NP-hard problems (Raja P, 2012). 

Despite advancements, there's significant room for improvement in online motion planning 

algorithms to handle moving obstacles and improve route quality. Key challenges include: 

(1) Relative Velocity Impact: The velocity vector of an obstacle relative to the robot is 

critical and should be a focus in new motion planning strategies. 

(2) Inclusion of Kinematic Constraints: Many methods overlook real-world kinematic 

constraints that affect robot steering, which should be incorporated to bridge theoretical 

models with practical applications. 

(3) Real-Time Obstacle Recognition and Path Optimization: Efficient navigation requires 

immediate recognition of moving obstacles and dynamic generation of optimal paths. 

(4) Solution Guarantees: Heuristic methods may not always find a solution; integrating 

multiple heuristics could enhance reliability. 

(5) Dynamic Environment Complexity: The changing nature of dynamic environments due 
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to obstacle movements calls for advanced hybrid meta-heuristic methods. 

(6) Additional Challenges: Complexities such as multiple optimization goals, coordination 

among multiple robots, and uncertainties in obstacle detection and path control require 

innovative solutions in mobile robotics. 

Addressing these challenges could lead to more robust and efficient motion planning systems 

capable of operating effectively in dynamic settings. 

6.4.2 Conclusion 

This research examines learning-based robot motion planning algorithms, covering both classical 

and learning-enhanced strategies involving supervised and unsupervised learning. A key limitation 

of supervised learning in motion planning is its optimal performance only in environments similar 

to the training data, leading to poorer results in unfamiliar or complex settings. Additionally, these 

algorithms often struggle with navigating large-scale maps, highlighting the need for more 

adaptable solutions across different environmental scales. 

Another challenge is the difficulty in obtaining comprehensive datasets for supervised learning, 

while RL methods require substantial interaction with environments, leading to inefficiencies. A 

promising research direction is to integrate the strengths of supervised and RL-based methods to 

overcome their individual limitations. 

Motion planning continues to face an expanding range of challenges, such as collision avoidance, 

path optimization, computation efficiency, adaptability to changing environments, balancing 

multiple criteria, and managing dynamic constraints. These issues emphasize the necessity for 

more sophisticated and effective algorithmic approaches in motion planning. 
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Chapter 7 : Enhanced Simulated Motion Planning Framework for Robotic Assembly in 

Offsite Construction 

Abstract: This research presents an advanced algorithm that can enhance the trajectory 

planning process in offsite construction, specifically for assembling prefabricated building 

components using robotic automation. The algorithm integrates geometrical multi-level collision-

check method with the rapidly exploring random Tree-Star (RRT*) algorithm, which improves its 

capacity to plan trajectories and prevent collisions. This approach significantly improves collision 

avoidance, trajectory smoothing, and efficiency compared to traditional human-operated methods. 

The research focuses on the development of a motion planning algorithm that accurately generates 

kinematic parameters for robots assembling prefabricated components.  The prototype's 

performance was tested using through simulations and in-lab experiments, demonstrating 

efficiency in executing a logical assembly sequence, ensuring reachability to assembly 

coordinates, and dynamically avoiding obstacles. The algorithm's effectiveness is underscored by 

its successful application in assembling offsite wall and floor panels, a task traditionally prone to 

collision challenges. The results indicate a success rate of over 80% in finding collision-free paths 

in various simulated environments. Furthermore, the research presents the Robotic Motion Planner 

(RMP), a cutting-edge tool designed to optimize robotic movements for more efficient assembly 

processes. The RMP breaks down robot trajectories into discrete motions, considering the 

constraints of the surroundings and the robot's capabilities. This involves a comprehensive 

algorithm that incorporates inverse kinematics, collision detection, and singularity avoidance, 

tailored to the specific needs of large and complex building components. The developed algorithm 

uses AI to autonomously optimize paths generated from the Assembly Sequence Planner (ASP). 

It includes a user interface for fine-tuning auto-generated paths, allowing adjustments in 
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manipulation time, path constraints, and workspace specifications. The tool visually represents the 

simulation of robotic motion planning, providing an intuitive understanding of the robot's joint 

configurations and movements. Additionally, it records and visualizes the flexion and extension 

angles of the robot’s joints, offering detailed data streams for further refinement of the planning 

results. A pivotal feature of the system is its ability to connect with real robots, directly exporting 

optimized movements as commands, thereby bridging the gap between simulation and practical 

application. In conclusion, this research presents a comprehensive, AI-driven solution to the 

challenges of trajectory planning in assembling prefabricated building components. Its innovative 

approach in integrating geometry-based collision checks with advanced algorithms marks a 

significant leap forward in robotic automation for offsite construction. 

7.1  Introduction 

The expanding field of OSC, particularly prevalent in North America in recent years, has been a 

game-changer in the construction industry. This method, characterized by transferring a significant 

portion of on-site construction into a controlled indoor environment, has been praised for its ability 

to boost productivity, reduce costs, and improve safety. However, it necessitates sizable factory 

footprint and involves extensive manual labor. To address these challenges, innovative approaches 

such as automation and robotics have been integrated into the prefabrication process, aiming to 

reduce labor requirements and enhance design flexibility in building construction. The emergence 

of industrial robot arms in prefabrication, benefiting from their decreasing cost and expanding 

capabilities, represents a significant trend in this evolution. 

Key to the robotization of conventional construction tasks is the concept of flexible automation, 

underpinned by sophisticated trajectory planning. As highlighted in the literature, trajectory 
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planning remains a core issue in robotics (King et al., 2014). This planning, crucial for enabling 

autonomous robotic platforms to navigate effectively and adjust their movements in real-time, has 

gained considerable attention for construction tasks. Research contributions in this field include 

the use of the Bucket Brigade algorithm for shortest trajectory identification in building block 

assembly (Terada & Murata, 2008), the Lin-Kernighan algorithm for toolpath optimization in 

concrete contour crafting (Davtalab et al., 2018), and the Bidirectional Evolutionary Structural 

Optimisation algorithm for optimizing clay structure infill patterns and establishing nozzle 

trajectories in additive manufacturing (Kontovourkis et al., 2020). Moreover, developments like 

Ding et al.’s (2020) deep convolutional neural network for brick pattern identification and King et 

al.’s (2014) digital workflow for robotic tile placement using Rhinoceros and ABB RobotStudio, 

further emphasize the growing sophistication in this field. 

Despite these advancements, there remains a lack of mature solutions specifically tailored for the 

robotic assembly of lightweight structures in OSC manufacturing facilities. This research aims to 

fill this gap by developing a collision-free trajectory planning method for the robotic assembly of 

OSC prefabricated components like walls and floors. 

The IR arm, with its advanced controls, mechanical systems, and high DOF manipulators, is 

ideally suited for performing precise and repetitive tasks such as component assembly. In the 

context of prefabrication, finding collision-free paths for assembling a large number of building 

components is a critical challenge. Unlike more uniform manufacturing processes, prefabricated 

and modular home building involves thousands of distinct components, necessitating a path-

finding method that can accommodate this diversity. Additionally, the involvement of workers in 
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tasks like material preparation and quality inspections necessitates a path-finding approach that 

not only identifies collision-free paths but also facilitates human-robot interaction planning. 

The objective of this research is to develop a collision-free path-finding method specifically for 

robotic OSC residential prefabrication. Traditional path-finding methods fall short in addressing 

the unique demands of this process, which include accommodating the diverse specifications of 

building components. This study introduces a novel path-finding approach employing game engine 

technology and a sampling-based algorithm. This method not only ensures the robot arm navigates 

collision-free paths but also visualizes these paths in a virtual environment, paving the way for 

broader applications in the field of OSC. 

7.2 Literature Review 

The integration of IR arms in the OSC prefabrication process represents a rapidly growing trend 

in recent construction practices. An important challenge in this integration is the development of 

collision-free paths for the robot arm, which must handle a diverse array of building components. 

This issue, though extensively explored in the area of computer science and mechanical 

engineering, still lacks a dedicated path-finding solution specifically tailored for robotic OSC 

prefabrication. 

The manufacturing industry, with its emphasis on mass production, typically employs pre-planned 

assembly processes that are repeatedly applied to identical products. In contrast, the field of OSC 

is characterized by continuous changes in product design, including variations in size and shape 

(Iturralde and Bock, 2018). This dynamic nature of OSC necessitates a refinement approach to 

RMP, one that not only acknowledges the unique specifications of modular construction but also 

leverages the full capacity of the IR arm. 
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To address these complexities, this research is structured into three parts. The first part discusses 

the specifications of the OSC construction approach, examining the unique challenges and 

requirements that distinguish it from traditional construction methods. The second part explores 

the applications of robotics within the area of OSC, highlighting how robotic technology can be 

adapted and optimized for this specific context. The final part focuses on robotic path planning 

methods, reviewing existing strategies and identifying the adaptations necessary for their effective 

application in the modular home prefabrication process. 

This comprehensive review aims to bridge the gap between the established theoretical foundations 

of robotics and the practical requirements of OSC. By synthesizing insights from these distinct yet 

interconnected domains, the research seeks to pave the way for innovative solutions in robotic path 

planning that are specifically designed for the challenges of OSC prefabrication. 

7.2.1 Specifications of Modular Home Construction 

1. Handling of Numerous Building Components: OSC homes are constructed using 

factory-built panels or modules, a method that shifts a significant portion of construction 

work to a controlled factory environment (Carlson, 2015). In this setting, up to 90% of the 

building process occurs off-site, with the entire structure being broken down into 

manufacturable pieces like floor panels, wall panels, and roof trusses (Kamali and Hewage, 

2016). This approach often involves the management and assembly of thousands of 

different components within the factory, necessitating precious scheduling and planning. 

For example, a two-storey wood-framed home with a basement might require assembling 

over 50 different wall panels, encompassing more than 900 individual components (e.g., 

wood studs, sheathing boards). 
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2. Production of Large Building Components: OSC must also contend with the production 

of extremely large components, driven by transportation limitations. Prefabrication 

factories, drawing from industrialized production lines, aim to produce building 

components that maximize the use of space in shipping trailers to minimize transportation 

costs (Smith, 2010; Salama et al., 2017). These components are often tailored to fit standard 

trailer sizes, such as 53' x 102” and 48' x 96’, necessitating a factory layout that can 

accommodate such large-scale production (Schoenborn et al., 2020). 

3. High Level of Human-Machine Interaction: Despite the shift to a controlled 

environment, OSC still heavily relies on manual labor. On average, each module in the 

U.S. requires about 208 labor hours, including various stages from subassembly to shipping 

(Mullens, 2011). This blend of human and machine work raises potential safety concerns. 

To mitigate these risks, frameworks and tools like 3D visualization of the workspace have 

been proposed to enhance safety and efficiency in the factory (Golabchi et al., 2015). 

7.2.2 Advantages and Challenges of OSC 

The OSC method offers significant advantages over conventional construction, including higher 

efficiency, lower costs, and reduced uncertainties due to environmental factors. McKinsey's 2019 

report highlighted that OSC could reduce construction costs by up to 20% (Bertram et al., 2019). 

By operating in a controllable environment, the method accommodates delays caused by weather, 

protects components from environmental damage, and safeguards workers from unpredictable 

onsite hazards (Gibb, 1999). 

However, these benefits come with the challenge of adapting the production process to the unique 

requirements of OSC. The need to manage a vast array of components, produce large-scale pieces, 
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and plan effective human-machine interactions requires innovative approaches in factory layout, 

production planning, and safety management. As the industry evolves, addressing these 

specifications will be crucial for maximizing the potential of OSC in the modern building 

landscape. 

The integration of automation and robotics into prefabricated OSC, particularly in the area of 

modular home construction, is an emerging and transformative trend. Despite the cost and 

uncertainty reductions offered by OSC, it faces challenges such as limited design versatility, the 

need for large factory spaces, and reliance on manual labor. To address these limitations, there has 

been a significant push towards incorporating advanced technologies, particularly robotics, which 

are becoming more affordable and user-friendly (Bock, 2015). 

7.2.3 Advancements in Robotics and Automation for OSC 

(1) Robotic Systems for Prefabrication: Over the past two decades, several robotic systems 

have been proposed and implemented in OSC. The ROCCO project introduced robotic 

systems for erecting prefabricated walls (Gambao et al., 2000), and the FutureHome project 

transformed a gantry crane into a robotic system for on-site modular building assembly 

(Balaguer et al., 2002). Bock (2007) proposed a multifunctional unit for the flexible 

production of concrete panels, and SAM100, developed by Construction Robotics, has 

been used to automate the bricklaying process, demonstrating the diversity of applications 

in robotic technology. 

(2) Automation in Building Component Manufacturing (BCM): Bock and Linner (2015) 

extensively reviewed automation and robotics technologies used in BCM, highlighting 
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state-of-the-art systems for materials such as ceramic, concrete, wood, and steel. Their 

work emphasizes the broadness of automation applications in the prefabrication process. 

(3) Autonomous Planning and Supporting Systems: The field has also seen the 

development of systems aimed at enhancing production planning and control. Altaf et al. 

(2018) integrated RFID, data mining, and simulation for panelized home manufacturing. 

Martinez et al. (2019) developed a vision-based system for steel frame assembly 

inspection, and Kasperzyk et al. (2017) proposed a Robotic Prefabrication System (RPS) 

capable of disassembling and reconstructing structures for design changes. 

(4) IR Arms in OSC: The declining cost and increasing capabilities of IR arms have 

stimulated their adoption in modular construction. These arms, with high DOFs can 

perform more complex tasks than machines with fewer DOFs. Eversmann et al. (2017) 

used IR for prefabricating truss structures, Dörfler et al. (2019) developed a robotic system 

for rebar forming, and Huang et al. (2018) created a method for robotic spatial extrusion 

of 3D trusses using the RRT* algorithm. Iturralde & Bock (2018) integrated these 

technologies for building renovation, while the Randek ZeroLabor (2021) Robotic System 

automated the assembly of timber panels in OSC homes. 

7.3 Challenges and Innovations in Robotic Path Planning 

Despite these advancements, adapting preplanned robot motions to real and changing 

environments remains a significant challenge. Iturralde et al. (2019) explored methods for object 

recognition and robot pose adjustment during assembly, comparing techniques like OpenCV with 

ArUco markers and digital theodolites. This highlights the ongoing need to refine robotic systems 

to account for deviations and displacements during the assembly process. The integration of IR 
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arms into OSC processes, particularly in prefabricated and modular OSC sectors, has highlighted 

the critical challenge of collision-free path planning. While their application is gaining attention, 

specific research on collision-free path-finding within this context is relatively scarce, despite 

motion planning being a well-established field in robotics (Latombe, 1991). 

It is important to note that the shift towards automation and robotics in prefabricated and modular 

OSC is marked by significant technological advancements and innovative applications. These 

developments are not only enhancing the OSC efficiency and versatility but also reshaping the 

landscape of the construction industry by addressing its traditional limitations. 

7.3.1 Key Concepts and Challenges in Robotic Path Planning 

1. Configuration Space (C-space): The concept of C-space is fundamental in robotics for 

addressing the path-finding problem. However, identifying obstacle-free paths for 

manipulators in C-space is recognized as a PSPACE hard problem, indicating significant 

computational complexity (Reif, 1979). 

2. Sampling-Based Algorithms: To manage this complexity, sampling-based algorithms 

have been developed, offering more efficient, approximate methods for path planning 

(Ichter et al., 2018). These algorithms simplify the task by probabilistically sampling the 

C-space to find feasible paths. 

3. Trajectory Planning: The focus of trajectory planning is to determine an optimal 

geometrical feasible path for a robotic arm, from a start to a goal position, ensuring 

collision avoidance and adherence to kinematic constraints (Xiao et al., 2021). Optimal 

trajectories are those that minimize sharp turns and ensure smoothness. 
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4. Approaches to Trajectory Planning: Vagale et al. (2021) and Souissi et al. (2013) 

differentiate between classical and advanced approaches to trajectory planning. The 

classical approach is suitable for predictable environments with static obstacles, while the 

advanced approach addresses dynamic, unpredictable environments requiring real-time 

trajectory modifications. 

7.3.2 Specific Algorithms and Tools 

The field of robotic path planning features several classical approaches, each with its unique 

methodologies and applications. These approaches include, the cell decomposition, the 

optimization-based, the probabilistic roadmap, the circular fields, and the potential field as outlined 

by Souissi et al. (2013). 

1. Cell Decomposition Approach: This technique involves dividing the robot's configuration 

space into distinct, non-overlapping cells, thereby creating a connectivity graph to model 

the connected relationships among these cells (Souissi et al., 2013). Algorithms like 

Dijkstra’s, Bucket Brigade, and Lin-Kernighan Heuristic are then applied to navigate 

through this graph and formulate the robot's trajectory (Saxena et al., 2020). Terada and 

Murata (2008), as well as Davtalab et al. (2018), have successfully applied the Bucket 

Brigade and Lin-Kernighan algorithms, respectively, in construction-related trajectory 

planning. 

2. Probabilistic Roadmap Approach: This approach consists of two phases: roadmap 

construction and querying (Kavraki et al., 1996). During construction, a navigation mesh 

is created in the configuration space, with vertices randomly placed in free space and linked 

to their closest neighbors without intersecting any obstacles (Vagale et al., 2021). The 
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query phase involves searching this mesh using computational geometry, like visibility 

graphs for shortest paths and Voronoi diagrams for maximum clearance trajectories 

(Souissi et al., 2013). 

a) PRM: This method involves random sampling of configuration-free nodes in C-

space to create a roadmap. Algorithms like Dijkstra's or A* are then used to find 

optimal paths on this roadmap (Kavraki et al., 1996). 

b) RRT: The RRT algorithm grows a tree from the robot’s initial configuration, 

randomly generating configuration-free vertices in C-space (Lavalle, 1998). This 

approach has been expanded with variations like PRM* and RRT* to improve path-

finding efficiency. 

3. Potential Field Approach: Commonly used in static obstacle environments, this approach 

employs potential functions, such as electrostatic potential, to navigate the robot. In this 

context, the goal configuration creates attractive forces, while each obstacle generates 

repulsive forces, directing the robot toward the goal and preventing collisions (Borenstein 

and Koren, 1989). Recent adaptations by Fan et al. (2020) and Wang et al. (2019) have 

attempted to extend this method for dynamic obstacles, though issues like local minima 

traps still pose challenges (Wang et al., 2019). 

4. Optimization-Based Algorithms: These algorithms are grounded in the formulation of 

cost functions that define various parameters for an ideal trajectory, such as minimizing 

trajectory completion time and adhering to obstacle constraints (Petrović et al., 2019). Key 

examples include: 
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a) CHOMP (Covariant Hamiltonian Optimisation for Motion Planning): Created 

by Ratliff et al. (2009) and enhanced in later versions, CHOMP employs a signed 

distance field for obstacle detection and covariant gradient descent to minimize cost 

functions. 

b) STOMP (Stochastic Trajectory Optimisation for Motion Planning): Introduced 

by Kalakrishnan et al. (2011), STOMP begins with an initial stochastic trajectory 

and optimizes it by sampling various trajectories and combining them to minimize 

cost functions. 

c) TrajOpt: Proposed by Schulman et al. (2014), TrajOpt treats trajectory planning 

as sequential quadratic programming to iteratively converge cost functions to a 

minimum. 

5. Circular Fields Method: Drawing from electromagnetism principles, this method views 

the robot as a charged particle moving through an electromagnetic field, where reactive 

forces are applied for trajectory planning (Ataka et al., 2018). However, it relies heavily on 

prior knowledge of obstacle positions and tends to lack path length optimality (Becker et 

al., 2021). This method requires pre-labeled obstacle coordinates, limiting its flexibility in 

dynamic environments. 

6. Robotics Software Tools: Platforms like MoveIt, built in the ROS environment, provide 

libraries with various planners to aid users in applying path planning methods for collision 

avoidance. MoveIt is an open-source platform that enables users to prototype designs and 

develop commercial applications for robots (MoveIt, 2024). 
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Algorithms like RRT* are primarily valued for their ability to operate in real-time within 

unpredictable environments featuring dynamic obstacles, without needing prior knowledge of the 

environment. This capability renders them highly adaptable and suitable for scenarios where 

conditions are in constant flux. While optimization-based algorithms are adept at calculating cost-

efficient trajectories with precision, they can be computationally demanding and susceptible to 

local minima. On the other hand, sampling-based algorithms like RRT* offer real-time adaptability 

and a higher likelihood of reaching global optimality, making them particularly effective in 

dynamic and unpredictable settings. 

The choice of algorithm in robotic path planning depends greatly on the specific requirements and 

constraints of the scenario, balancing the need for precise path optimization against the ability to 

adapt to dynamic obstacles. This ongoing evolution in the field is driven by the need to develop 

tailored algorithms and tools for navigating robots, such as IR arms, through complex 

environments in prefabricated and modular OSC. The continuous advancement of these 

technologies is crucial for enhancing both the efficiency and safety of robotic applications in the 

OSC process, highlighting the need for continued innovation and adaptation in robotic path 

planning. 

7..3.3 Current Limitations 

The frequent use of algorithms like C-space in robotic applications for motion planning, including 

in contexts like panelized and modular home OSC, faces three significant limitations that hinder 

their effectiveness. 

1. Complexity in High-Dimensional Spaces: The application of C-space becomes 

exponentially complex as the dimensionality increases (Halperin et al., 2017). In OSC, 
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where robots often exceed six DOFs, the resulting high-dimensional C-space (more than 

six dimensions) becomes difficult for engineers to automatically understand and visualize. 

This complexity poses a challenge in planning and executing human-robot interactions 

during the robotic prefabrication process, as noted by Vähä et al. (2013). 

2. Computational Expense in Dynamic Environments: Constructing a C-space in a high-

dimensional and highly dynamic environment, as is common in OSC industry, demands 

substantial computational resources (Henrich and Qin, 1996). Given that the IR arm is 

required to assemble thousands of different components, and the environment continually 

changes with each new component, traditional path planning methods become extensively 

resource intensive. 

3. Difficulty in Handling Varied Components: Adapting C-space for different objects 

attached to the robot's end-effector is a time-consuming and computationally demanding 

task. The varied nature of components, such as wall panels with studs of different lengths 

(ranging from 4 ft to 80 ft) and sheathing boards of assorted sizes, necessitates a path-

finding method capable of adjusting to a wide array of target objects. 

In light of these challenges, especially the need for a solution that can handle unpredictable 

environments with dynamic obstacles and seek global optimality to reduce energy consumption of 

the robotic manipulator, this research has chosen to adopt the RRT* algorithm. RRT* is selected 

for its ability to develop a trajectory planning approach that is more suited to the complex and 

variable requirements of robotic assembly in OSC. This choice reflects an understanding of the 

specific demands of OSC and the limitations of existing path-planning methods in this context. 
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7.3.4 Problem Definition and Research Objectives 

Traditional wood wall panel fabrication, commonly used in building construction, involves a series 

of steps to create the structural and non-structural elements of a wall. Here's an overview of the 

typical process: 

1. Design and Planning: The first step involves designing the wall panel according to 

architectural and engineering specifications. This includes determining the dimensions, 

layout, and the placement of structural elements like tracks, studs, headers, and sheathing. 

The design is often done using CAD software, which helps in precise planning and 

optimization of materials. 

2. Material Selection and Preparation: Materials such as lumber (for studs, tracks, and 

headers), sheathing materials (like plywood or OSB - Oriented Strand Board), and fasteners 

(nails, screws) are selected based on the design requirements. The lumber is typically pre-

cut to the required lengths, and any special treatments, like weatherproofing or insulation, 

are also prepared. 

3. Assembling the Frame: The frame of the wall panel is assembled on a flat surface, usually 

beginning with the top and bottom tracks (horizontal members of the frame) and then 

adding the vertical studs. The studs are spaced according to building codes and design 

specifications, often 16 or 24 inches on-center. Special framing components like window 

and door headers, corner studs, and cripple studs are also installed during this stage. 

4. Attaching Sheathing: Once the frame is assembled, sheathing is attached to one side of 

the frame. Sheathing adds rigidity to the wall and provides a base for exterior finishes. It 
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is typically nailed or screwed to the studs and plates. The sheathing is often applied in large 

sheets, which are cut to fit the dimensions of the panel. 

5. Installing Insulation and Vapor Barriers: In some cases, insulation may be added 

between the studs of the wall panel at this stage, especially if the panels are being prepared 

for immediate installation in a building. Similarly, vapor barriers might be installed to 

prevent moisture penetration. 

6. Quality Checks and Panel Finishing: After the sheathing is attached (and insulation and 

vapor barriers are installed, if applicable), the panel undergoes quality checks. This 

includes ensuring that the panel is square, the studs are properly aligned, and the sheathing 

is securely fastened. Any necessary adjustments are made. 

7. Transportation to Site: Once the wall panels are fabricated, they are transported to the 

construction site. The panels are often labeled or numbered to assist with the correct 

placement according to the building's layout. 

8. Installation at Construction Site: At the site, the panels are lifted into place and secured 

to the foundation and to each other. Additional structural connections are made, and 

utilities like electrical and plumbing are installed. 

This method of wall panel fabrication allows for a quick and efficient building process, as panels 

can be constructed off-site or on-site in a controlled manner, reducing construction time and often 

improving the quality compared to traditional stick framing methods. 

This research is dedicated to developing a sophisticated collision avoidance method for IR arms 

utilized in the OSC process, specifically focusing on the assembly of prefabricated multi-wall 
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panels. These panels, comprising various components like windows and doors, present complex 

multi-query trajectory planning problems. The approach combines several innovative techniques: 

1. Spatial Analysis of Multi-Wall Panel BIM Models: The first step involves analyzing 

BIM models of multi-wall panels to determine the assembly coordinates of prefabricated 

components. This process also includes sequencing the incorporation of these components 

into the overall assembly plan, ensuring an efficient and logical order of construction. 

2. Trajectory Planning Using RRT Algorithm*: The trajectories for assembling each 

component are defined using a refined version of the RRT* algorithm. Unlike previous 

studies in construction that often represent robot end-tips in a particle setting for trajectory 

planning (Davtalab et al., 2018; Kontovourkis et al., 2020; Ding et al., 2019), this approach 

acknowledges that prefabricated components are not only particles but rigid bodies with 

significant volume. This distinction is crucial to prevent collisions between the robot and 

surrounding objects during assembly. For instance, when a robotic manipulator moves a 

wood stud, considering the stud’s volume is essential to avoid collisions with other parts 

of the structure. The trajectories of each wall panel component are carefully checked for 

collisions with other elements in the assembly environment. 

3. Adapting to Offsite Prefabrication Specifications: The proposed path-finding method is 

tailored to accommodate IR arms, particularly those with at least 6 DOFs, commonly used 

in OSC prefabrication. It is designed to adapt to various sizes and types of building 

components, like wood studs and sheets. Furthermore, the method visualizes both the 

collision-free path and the path-finding process, aiding engineers in planning subsequent 

human-robot interactions. 
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The ultimate goal of this research is to establish a path-finding method that not only meets the 

unique demands of OSC prefabrication but also facilitates smooth and safe human-robot 

collaboration. This method is expected to be versatile enough to handle a variety of IR arms and 

diverse building components, ensuring efficient and collision-free assembly in the prefabrication 

process. 

7.4 RMP Research Methodology 

This study is centered on developing a collision avoidance strategy specifically engineered for the 

prefabrication of modular and panelized homes using robotics. The core aim is to describe paths 

with no obstructions for an IR arm within the context of prefabrication activities. The approach is 

tailored to align with the unique demands of the OSC prefabrication workflow, unfolding across 

three principal stages as shown in Figure 125. 

In the outset stage, the strategy employs a virtual environment, powered by a game engine, to 

facilitate the navigation of the IR arm through a Cartesian coordinate setup, thereby precluding the 

necessity to describe the C-space of the operational setting. The fundamental task at this juncture 

is to construct a digital twin that accurately mirrors the robotic arm, the manufacturing landscape, 

and the relevant materials. Furthermore, an innovative collision configuration technique, formed 

across four levels of detail during robots' active and in-active construction activities, is introduced 

to refine the collision detection process within the game engine framework. 

Progressing to the intermediate stage, an array of robotic configurations is systematically sampled, 

taking into consideration aspects such as the dimensions of the components to be handled, the 

distance between their starting and intended positions, and the carrying capacity and reach of the 

IR arm. 
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The final stage involves the application of a path-finding algorithm to ascertain routes that are free 

from collisions, leveraging the previously sampled configurations of the robot. This method is 

structured within a tiered system comprising assembly-level, manipulator-level, and joint-level 

planning, each tier addressing distinct facets of the task at hand, with further detailed provided in 

the sections that follow. 

 

Figure 125. RMP Research Methodology 

7.4.1 Manipulator-Level Planning  

In this section, we examine the configuration details of two robotic manipulators, focusing on the 

KUKA KR IONTEC 2500/50 and KUKA KR QUANTEC PA 3200/120 models. This particular 

manipulator boasts an extensive operational range of 2500 mm and 3200 mm, respectively, and a 

payload capacity of 50 kg and 120 kg, respectively, making them suitable for a variety of 

alternating tasks. Both IR arms are equipped with seven joints, as illustrated in Figure 126, with 

Joint 1 being a prismatic joint featuring ABB linear units KL 4000 that allows for linear movement 

along its axis, enhancing the manipulator's workspace flexibility. The remaining Joints 2 to 7 are 

considered as revolute joints generating rotational movement around their axes. With reference to 

KUKA (2023), the kinematic limits for each joint can be extracted as listed in Table 26. 

Table 26. IR Arms Model Specifications 
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IR Arm Model KUKA KR IONTEC KUKA KR QUANTEC 
PA 

Max Payload 61 kg 135 kg 

Rated Payload 50 kg 120 kg 

Maximum Reach 2501 mm 3195 mm 

Motion Range/Speed - 
Joint 1 

KL4000 (14 m) KL4000 (14 m) 

Motion Range/Speed - 
Joint 2 

±185˚ (-3.23 to +3.23 rad) ±185˚ (-3.23 to +3.23 rad) 

Motion Range/Speed - 
Joint 3 

-175°/60° (-3.05 to +1.04 
rad) 

-140°/-5° (-2.44 to +0.08 
rad) 

Motion Range/Speed - 
Joint 4 

-120°/170°(-2.09 to +2.96 
rad) 

0°/155°(0 to +2.70 rad) 

Motion Range/Speed - 
Joint 5 

±180° (-3.14 to +3.14 rad) ±180° (-3.14 to +3.14 rad) 

Motion Range/Speed - 
Joint 6 

±125° (-2.18 to +2.18 rad) ±125° (-2.18 to +2.18 rad) 

Motion Range/Speed - 
Joint 7 

±350° (-6.10 to +6.10 rad) ±350° (-6.10 to +6.10 rad) 

 

Enhancing the functionality of the manipulator, a SCHUNK end-effector combo equipped with a 

magnetic gripper and two-fingers gripper is attached to its structure through a tool change flange 

and swivel head. Utilizing magnetic gripper suction, this gripper is adept at handling construction 

materials, as detailed by Huang et al. (2021) (refer to Figure 126). Designed for rigorous use, the 
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gripper can support loads up to 120 kg, making it capable of managing substantial components 

like the long-edge beam of an LGS stud or track, which weighs 40. 

 

Figure 126. KUKA KR QUANTEC PA 3200 Robotic Manipulator Combo with FK/IK of Joints 

The configurations of the robotic cell are shown in Figure 127, where two different robots are 

mounted on a linear motion rail. Nonetheless, it has been identified that the manipulator's reach is 

insufficient for the complete assembly of an LGS panelized wall panel, with certain areas lying 

outside its operational span, as shown in Figure 128. To overcome this spatial limitation, a 

cooperative assembly strategy involving four KUKA KR robotic manipulators positioned on either 

side of the wall panel is proposed. This quad-manipulator setup ensures full coverage of the 

assembly space, effectively overcoming the challenges presented by the dimensions of the wall 

panel, material picking area, and tool changing zone. 
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Figure 127. Robotic Configurations 
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Figure 128. Spatial Boundaries for Robots, Assembly, and Materials 

In the area of joint-level trajectory formulation, this method focuses on crafting precise articulation 

movements for the IR arm to facilitate the execution of a variety of tasks. Specifically, during the 

assembly of a wall panel, two positions are identified where collision avoidance becomes 

imminent: 

1. Position 1: When lifting a pre-constructed element from the material storage zone (as 

shown in Figure 129), the second joint of the arm commences a counter-clockwise rotation, 

leading the end-effector (marked as point A) to move from the material storage to the 

assembly area. To transition the element to its assembly point, the arm undergoes a linear 

and rotational movement along its x-axis and y-axis. This action could potentially position 
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the element in a state (shown as the A-B) where it nears the assembly table boundary, 

raising a collision threat. To proactively counter this, the trajectory planning algorithm 

retracts the end-effector from its starting location at a distance labelled as 𝑑𝐴𝐵 to a more 

secure location indicated as 𝑑𝐴′𝐵. Post-retraction, the end-effector at position A' is situated 

within a safe passage positioned between the material picking zone and the assembly table. 

Following this, a clockwise rotation aligns the element along the x-axis, enabling further 

x-axis translation while taking into account any frontal collision risks with the linear rail.  

2. Position 2: As the end-effector A aligns with the y-axis coordinate E, the assembly 

advances with a movement towards E along the x-axis. This action guides the end-effector 

and the attached construction component into the panel’s interior, positioning the 

component in a state that might clash with the panel's internal vertical studs. To overcome 

potential collisions, the trajectory planning strategy implements a clockwise rotation of the 

end-effector to arrange the component along the z-axis, effectively dodging any vertical 

stud interference. The end-effector A then proceeds with movements within the 𝑂𝑥𝑦 plane 

to achieve the component's placement at the intended E coordinate. The main challenge 

here lies in orchestrating the robot's maneuvers, focusing on both the end-effector's location 

and its orientation, with the ultimate aim of confining the component's geometry within an 

unobstructed area between the panel's upper and lower tracks as shown in Figure 130. 
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Figure 129. State #1 Collision Avoidance 

 

Figure 130. State #2 Collision Avoidance 
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7.4.2 RRT* Algorithm Formulation 

To address the RRT* algorithm's challenges with collision detection involving rigid body 

constraints in specific states, an advanced modification has been integrated, involving the 

application of Minkowski Difference calculations. This technique is employed to ascertain the 

intersection of two distinct shapes, labeled A and B, by utilizing the symmetric difference function 

(𝐴 ⊖ 𝐵 = {𝑎 − 𝑏|𝑎 ∈ 𝐴, 𝑏 ∈ 𝐵}), where 'a' and 'b' signify arbitrary points within the geometric 

representations of shapes A and B, respectively (Yang et al., 2021). The detection of common 

points suggests the occurrence of a collision, indicated by the existence of a '0' within the set A⊖B. 

The foundational principles of this algorithm are explained in Algorithm 1. Let TC represent the 

configuration task space of trajectory planning, with 𝑇𝐶𝑜𝑏𝑠  denoting the space occupied by 

obstacles. The collision-free domain, termed 𝑇𝐶𝑓𝑟𝑒𝑒, is derived as 𝑇𝐶𝑓𝑟𝑒𝑒 = 𝑇𝐶 − 𝑇𝐶𝑜𝑏𝑠. The 

StartTree function initializes an empty set, S, which is subsequently populated with vertices to 

outline a trajectory for the manipulator's endpoint. The Insert function introduces new node as the 

initial state 𝑇𝐶𝑠𝑡𝑎𝑟𝑡of each pre-manufactured building element denoted as (ele), intended for 

assembly, as the foundational vertex of V, encompassing the component's spatial and orientational 

attributes, including those of the endpoint. The Sampling function is tasked with generating a 

random state 𝑇𝐶𝑟𝑎𝑛𝑑 within 𝑇𝐶𝑓𝑟𝑒𝑒, adhering to a uniform distribution, implying an equal 

probability for 𝑇𝐶𝑟𝑎𝑛𝑑 to occupy any given location within 𝑇𝐶𝑓𝑟𝑒𝑒. The Expand function then 

promotes the expansion of the trajectory tree V, primarily towards the randomly generated state 

𝑇𝐶𝑟𝑎𝑛𝑑. Upon identification of the state 𝑇𝐶𝑛𝑒𝑎𝑟𝑒𝑠𝑡 within V that is closest to 𝑇𝐶𝑟𝑎𝑛𝑑 in 𝑇𝐶𝑓𝑟𝑒𝑒, the 

Expand function is invoked to create a new state 𝑇𝐶𝑛𝑒𝑤 along the path from 𝑇𝐶𝑛𝑒𝑎𝑟𝑒𝑠𝑡 to 𝑇𝐶𝑟𝑎𝑛𝑑, 

incorporating a time increment Δt in the state evolution of the manipulator. The Close function 
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compiles a set of states, 𝑇𝐶𝑐𝑙𝑜𝑠𝑒, emerging from V and located within a spherical vicinity centered 

around 𝑇𝐶𝑛𝑒𝑤, with a radius 'r'. The SelectMin function evaluates the cost of the trajectory from 

𝑇𝐶𝑠𝑡𝑎𝑟𝑡 to 𝑇𝐶𝑛𝑒𝑤, considering each state in 𝑇𝐶𝑐𝑙𝑜𝑠𝑒, and identifies the state 𝑇𝐶𝑚𝑖𝑛 with the 

minimum cost. 

The IF function critically evaluates whether the manipulated element, 'ele', and various entities 

within the environment intersect along the edge connecting '𝑇𝐶𝑛𝑒𝑤 and 𝑇𝐶𝑚𝑖𝑛 states, aiming to 

verify if 'ele' is situated within 𝑇𝐶𝑓𝑟𝑒𝑒. This determination relies on the collaborative operation of 

three algorithmic modules within the enhanced RRT* algorithm, functioning as follows: 

1. Dimensional Module: This module is tasked with cataloging and organizing the geometric 

models of objects within the construction environment, distinguishing between 'active 

colliders' (the currently manipulated component 'ele') and 'passive colliders' (other 

environmental entities like the robotic arm's segments, terrain, and previously assembled 

components). 'Active colliders' actively engage in collision detection, whereas 'passive 

colliders' remain static, awaiting potential collisions as shown in Figure 131.  

 

Figure 131. Dimensional Conversion with Active and Passive Colliders Representation. 
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2. Representation Module: Post classification, this module models the objects as polyhedral 

entities composed of polygonal faces, indexing each face's vertices and normals, and 

translating them into the global coordinate system. This yields algebraic representations 

for both active and passive colliders, facilitating subsequent analyses. The 

IfcIndexedPolygonalFace is a compact representation of a planar face that is part of a face 

set. The vertices of this polygonal planar face are specified by three or more Cartesian 

points, which are defined by indices pointing to an IfcCartesianPointList3D, either directly 

or through the PnIndex, if available in the IfcPolygonalFaceSet. The IfcPolygonalFaceSet 

is a tessellated face set where all faces are bounded by polygons. These planar faces are 

formed by implicit polylines defined by three or more Cartesian points. Each planar face 

is represented by an instance of IfcIndexedPolygonalFace or, in the case of faces with inner 

loops, by IfcIndexedPolygonalFaceWithVoids. As illustrated in Figure 132, depending on 

the value of the attribute Closed, the instance of IfcPolygonalFaceSet represents: 

a. if TRUE, a boundary representation (or B-rep); 

b. if FALSE, a face-based surface representation. 

The attribute Faces refers to a list of IfcIndexedPolygonalFace elements, each having a 

one-based CoordIndex that provides three or more indices. If the face has inner loops, the 

IfcIndexedPolygonalFaceWithVoids contains a two-dimensional, one-based list, where: 

a. the first dimension addresses the list of inner loops; 

b. the second dimension provides three or more indices, each representing a 

vertex of the planar polygon for the inner loop as shown in Figure 135. 
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Depending on the presence of PnIndex, the indices either directly reference the 

IfcCartesianPointList3D specified by the Coordinates in the supertype IfcTessellatedFaceSet, or 

they refer to the PnIndex, where the integer values at that position indicate the location of the 

coordinate values within the IfcCartesianPointList3D, as shown in Figure 133. The 

IfcFacetedFaceSet is defined based on the indexedFaceSet in ISO/IEC 19775. Figure 134 provides 

an example of this concept.  

 

Figure 132. Indices for Coordinates with Pnlndex 
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Figure 133. Polygonal Face Geometry (Indices Referencing a Point List) 

 
Figure 134. Stud Polygonal Face Set Geometry with IfcFacetedFaceSet Representation 
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Figure 135. Constructing Polygonal Faces: Normals, Vertex Normals, and Algebraic Collider 

Representation 

3. Minkowski Difference Module: Tasked with identifying shared points between active and 

passive colliders, this module applies the symmetric difference function on their algebraic 

representations. A zero outcome from the Minkowski Difference calculation ele ⊖ 𝑇𝐶𝑜𝑏𝑠 

indicates collision by revealing common points. The Minkowski Difference module is 

responsible for assessing whether there are shared points between the active and passive 

colliders. The algebraic representations of these colliders are modelled using the symmetric 

difference function. Specifically, it checks for common points by evaluating the symmetric 

difference (ele ⊖ 𝑇𝐶𝑜𝑏𝑠 = ({𝑎 − 𝑏 |𝑎 ∈ 𝑒𝑙𝑒, 𝑏 ∈ 𝑇𝐶𝑜𝑏𝑠}). If the result of the Minkowski 

Difference (ele ⊖ 𝑇𝐶𝑜𝑏𝑠) equals zero, it signifies the presence of shared points, indicating 

a collision event. 
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Figure 136. Minkowski Difference with Concave Polygons Partial Code 

Upon the fulfilment of the conditions set forth by the IF clause, the following steps are executed 

where the Parent function assigns𝑇𝐶𝑛𝑒𝑤 the role of the parent node for 𝑇𝐶𝑚𝑖𝑛 after that the line 

function incorporates the segment 𝑇𝐶𝑛𝑒𝑤 ← 𝑇𝐶𝑚𝑖𝑛into the trajectory framework F. 
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To augment the fluidity of the trajectory, the Kinodynamic Relocating mechanism is activated. 

This process is aimed at rectifying instances of sudden directional shifts and velocity alterations 

within the plotted trajectory. It accomplishes this by distributing intermediary points within the 

unobstructed domain 𝑇𝐶𝑓𝑟𝑒𝑒 positioned in proximity to the trajectory's segments. Subsequently, it 

refines these segments by formulating a parametric pathway that interconnects all intermediary 

points and adjacent states within the trajectory structure F. 

It is imperative to acknowledge that the refined RRT* algorithm is designed to function in a 

repetitive manner. Following the creation of an assembly path for a construction element, the 

spatial configuration of said element at its designated terminal location, represented as 

ele. Geometry. 𝑇𝐶𝑔𝑜𝑎𝑙 is merged into 𝑇𝐶𝑜𝑏𝑠 . This integration aids in the trajectory formulation 

for subsequent construction elements. Finally, the InverseKinematics routine calculates the 

articulation movements [𝐽𝑜𝑖𝑛𝑡 1(𝑚), 𝐽𝑜𝑖𝑛𝑡 2(𝑚),… . 𝐽𝑜𝑖𝑛𝑡 7 (𝑚)]that adhere to the kinematic 

restrictions imposed on each articulation within the robotic arm. These movements facilitate the 

success of the planned end-effector positions over the time motion sequence F(m). 

During the assembly planning stage, the positions for constructing individual architectural 

elements are established in advance. However, it is crucial to recognize a significant variation: the 

perception of obstacles within the work area is predominantly maintained by human operators 

monitoring the system, rather than by the automated robotic unit. This distinction stems from the 

incremental emergence of obstructions within the workspace as assembly activities progress. For 

example, a structural component that has been assembled earlier, like a stud, might become an 

obstacle for the installation of subsequent elements, such as a window component. As a result, the 

configuration of obstructive elements within the robot's operational spatial boundaries is subject 
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to continuous and unforeseen modifications over time. To navigate this variability, Algorithm 1 is 

designed to function in a continuous online mode, incorporating essential features such as: 

1. Continuous Geometric Model Update: Algorithm 1 undertakes a repetitive procedure to 

constantly evaluate and catalogue the geometric configurations of emerging obstructions 

in real time. 

2. Kinematic Parameter Synthesis: It computes the requisite kinematic variables to 

facilitate the robotic arms in performing assembly operations without encountering 

collisions. 

3. Immediate Dissemination of Kinematic Information: The algorithm swiftly distributes 

the calculated kinematic data to the robotic arms, providing immediate guidance for their 

movements. 

Additionally, Algorithm 1 employs a consistent reference point for the location of the assembly 

table, material storage, and tool changing station, which acts as the predefined starting condition 

for each building element within the path planning phase. 

During the assembly planning stage, the positions for constructing individual architectural 

elements are established in advance. However, it is crucial to recognize a significant variation: the 

perception of obstacles within the work area is predominantly maintained by human operators 

monitoring the system, rather than by the automated robotic unit. This distinction stems from the 

incremental emergence of obstructions within the workspace as assembly activities progress. For 

example, a structural component that has been assembled earlier, like a stud, might become an 

obstacle for the installation of subsequent elements, such as a window component. 
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Algorithm 1: Enhanced RRT* 

 

As a result, the configuration of obstructive elements within the robot's operational spatial 

boundaries is subject to continuous and unforeseen modifications over time. To navigate this 

variability, Algorithm 1 is designed to function in a continuous online mode, incorporating 

essential features such as: 
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4. Continuous Geometric Model Update: Algorithm 1 undertakes a repetitive procedure to 

constantly evaluate and catalogue the geometric configurations of emerging obstructions 

in real time. 

5. Kinematic Parameter Synthesis: It computes the requisite kinematic variables to 

facilitate the robotic arms in performing assembly operations without encountering 

collisions. 

6. Immediate Dissemination of Kinematic Information: The algorithm swiftly distributes 

the calculated kinematic data to the robotic arms, providing immediate guidance for their 

movements. 

Additionally, Algorithm 1 employs a consistent reference point for the location of the assembly 

table, material storage, and tool changing station, which acts as the predefined starting condition 

for each building element within the path planning phase. 

7.4.3 Random Configuration Sampling Stage 

In the subsequent stage, the aim is to stochastically synthesize robotic configurations within the 

simulated environment, utilizing the robot arm's point-to-point (PTP) planning capability to 

randomly establish configurations along a predefined trajectory. The PTP planner excels in 

identifying the most efficient route to a designated terminal position by evaluating the angular 

differences and joint velocities between the initial and concluding positions. However, it is crucial 

to acknowledge that the paths deduced by the PTP planner might not be free of collision risks due 

to its primary focus on kinematic parameters rather than interactive environmental elements. 
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To refine this approach, the method introduced here employs a targeted sub-global sampling 

technique, which is informed by several critical factors including the dimensions of the object in 

focus, the spatial distance separating the initial and final positions of the object, and the variance 

in configurations from start to finish. The initial step involves segmenting the original PTP 

trajectory into 𝑁𝑇𝑟𝑎𝑗 distinct intervals, each characterized by a uniform configuration trajectory 

expressed as
𝐿(𝑛)

𝑁𝑇𝑟𝑎𝑗
𝑥 𝐿(𝑛). The term 𝐿(𝑛) signifies the total configuration length bridging the initial 

and destination configurations, with its calculation presented in Equation (1).  

𝐿(𝑛) = √(𝜃𝑠𝑡𝑎𝑟𝑡−1 − 𝜃𝑔𝑜𝑎𝑙−1)2 + (𝜃𝑠𝑡𝑎𝑟𝑡−2 − 𝜃𝑔𝑜𝑎𝑙−2)2 + ⋯+ (𝜃𝑠𝑡𝑎𝑟𝑡−𝑛 − 𝜃𝑔𝑜𝑎𝑙−𝑛)2 (1) 

 

In this context, n represents the number of DOFs associated with the IR arm. The determination 

of the start and goal configurations leverages an IK solver, a tool commonly embedded within 

commercial robotic simulation software. This solver is adept at calculating the requisite joint 

angles by examining the spatial positioning of the end-effector within the cartesian coordinate 

framework. 

Following this, for each point, labeled as 𝑁𝑃, a collection of configurations is randomly 

synthesized, each lying within a specified configuration radius denoted by 𝑟(𝑛). The formulation 

and operational principles are detailed in Equation (2). 

𝑟(𝑛) ≤ {

𝑟

𝑅(3) 𝐿
(𝑛), 𝑖𝑓

𝑟

𝑅(3) 𝐿
(𝑛) ≤ 𝐿𝑚𝑎𝑥

(𝑛)

𝐿𝑚𝑎𝑥
(𝑛)

, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
        (2) 

 

In this framework, the variable r denotes the maximal dimension of the object being manipulated, 

proportional to the length of a wood stud. Within the domain of construction framing, it is common 
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for wood elements to share uniform cross-sectional profiles (for instance, 2”x4” or “2x6” or 

2”x8”), yet their longitudinal extents can vary significantly. Accordingly, the proposed 

methodology could accommodate the variability in stud lengths by generating random 

configurations that reflect the length of the stud in question. 

The notation 𝑅(3) quantifies the trajectory length traversed by the object in transit from its starting 

point to its goal endpoint, a value derivable from Equation (3). Conversely, 𝐿𝑚𝑎𝑥
(𝑛)

 is established as 

a predefined limit that regulates the maximal displacement permissible for the robotic arm's 

movement. The expression 
𝑟

𝑅(3) underscores the reciprocal influence of the object's length and the 

displacement between the starting and goal points on the search domain's dimensions. Specifically, 

an elongated object might necessitate a larger search perimeter to ascertain pathways free of 

obstructions, and conversely, a condensed distance between the start and goal points might also 

increase the search area requirements. 

𝑅(3) = √(𝑥𝑠𝑡𝑎𝑟𝑡 − 𝑥𝑔𝑜𝑎𝑙)2 + (𝑦𝑠𝑡𝑎𝑟𝑡 − 𝑦𝑔𝑜𝑎𝑙)2 + (𝑧𝑠𝑡𝑎𝑟𝑡 − 𝑧𝑔𝑜𝑎𝑙)2    (3) 

Upon the completion of the random generation of configurations, these configurations are 

systematically arranged and grouped within a matrix, referred to as M, as explained by Equation 

(4). This matrix M is then forwarded to the path-searching segment of the process. The primary 

aim within this phase is to pinpoint the most direct path free of obstructions, utilizing the 

configurations sampled, which are embedded within matrix M. 

𝑀 = [

𝑀11      𝑀12 ⋯ 𝑀1(𝑁𝑝+1)

   ⋮                  ⋮ ⋱ ⋮
𝑀(𝑁𝑇𝑟𝑎𝑗−1)1 𝑀(𝑁𝑇𝑟𝑎𝑗−1)2 ⋯ 𝑀(𝑁𝑇𝑟𝑎𝑗−1)(𝑁𝑝+1)

]     (4) 
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Figure 137. Example of the proposed sampling method with a 3-DOF robot arm in a 2D space 

Figure 137 showcases the configuration sampling method applied to a robot arm possessing a 2-

DOF operating within a 2D framework. Where, 𝑀𝑠𝑡𝑎𝑟𝑡 and 𝑀𝑔𝑜𝑎𝑙 are referred to as the robot arm's 

starting and goal configurations, respectively. The configuration distance, expressed as 𝐿(𝜃1,𝜃2)
is 

calculated by evaluating the angular deviations 𝛥𝜃1
 and 𝛥𝜃2

 between the start and goal 

configurations. Furthermore, 𝑅(𝑥,𝑦)quantifies the Euclidean distance bridging the start and goal 

locations within the 2D plane. With 𝑁𝑇𝑟𝑎𝑗 set to three, the methodology entails the generation of 

two intermediary waypoints along the plotted PTP trajectory. Given 𝑁𝑇𝑟𝑎𝑗 is six, the process 

involves the random generation of six configurations proximal to each waypoint, with each 

configuration maintaining a distance less than 𝑙(𝜃1,𝜃2)
 from the waypoint. As a result, this particular 



  

288 

 

example results in the aggregation of 27 configurations into a matrix, which subsequently 

undergoes analysis during the path-searching stage. 

7.4.4 Synthesizing Kinematic Parameters with Integrated Obstacle Avoidance 

Within the scope of this research, a prototype robotic system was engineered for the assembly of 

OSC prefabricated components, integrating Dynamo for initial data provisioning and the ROS for 

operational execution. Dynamo was instrumental in the preprocessing phase, facilitating the 

extraction of pivotal assembly data from the architectural Revit model of a prefabricated house by 

utilizing the RAP. A specialized RAP algorithm, developed within Dynamo's environment, was 

tasked with pinpointing the precise assembly coordinates for the building elements, which it then 

utilized to deduce a logical sequence for the assembly process based on spatial coordinates. 

This sequence, essential for structuring the robotic assembly strategy, was then fed into ROS, 

where a sophisticated motion planning algorithm took over. This algorithm processed the assembly 

sequence to ascertain the requisite kinematic configurations, encompassing both the articulation 

points and the trajectory paths essential for the robotic entities to efficiently assemble the given 

wall panel. To ensure a smooth exchange of information between the RAP component in Dynamo 

and the RMP framework in ROS, an interfacing protocol was established, optimizing the 

coordination between data input and robotic execution phases. 

The kinematic formulation is typical within the domain of robotic trajectory optimization, acting 

as the foundational computational mechanism for deducing the required articulation parameters 

that facilitate the generation of a predetermined end-effector attached to a manipulator, as 

explicated by Nahangi et al. (2015). Coordinate frames were assigned to the articulations for the 

derivation of the kinematic schema relevant to the TCP utilized in this study. These coordinate 
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frames, as illustrated in Figure 138, are instrumental in formulating the motion dynamics inherent 

to each articulation. 

It is also critical to acknowledge that the allocation of these coordinate frames adhered to the 

universally recognized right-hand rule for coordinate system orientation, a methodology that has 

been rigorously detailed in preceding studies by Zhang et al. (2019) and Renuka et al. (2021). This 

convention ensures consistency and standardization in the spatial orientation and analysis of joint 

movements within the field of robotics. 

 

Figure 138. Robotic TCP Reference Frames 

The kinematic relationship, specifically the pose association describing the spatial orientation and 

locational disposition between two adjacent articulations, is defined via the implementation of 

frame-anchored Denavit-Hartenberg (D-H) convention as explained by Alam et al. (2020). The D-

H schematic expresses a set of transformational coefficients, 𝑑𝑖(translation distance along z-axis 

of the ith joint), 𝜃𝑖 (rotation angle around z-axis of the ith joint), 𝑎𝑖(link length along x-axis between 
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the ith and ith+1 joints), and 𝛼𝑖 (angler twist around z-axis between the ith -1 and ith joints) as shown 

in Figure 138.  

Relevantly, in the context of a 7-DOF manipulator, the variables 𝑑𝑖 and 𝜃𝑖 exhibit variability 

concurring with joint dynamics, whereas 𝑎𝑖 and 𝛼𝑖 remain unchanging, reflecting the manipulator's 

structural geometry (e.g., link dimensions) as shown in Table 27. The sequential combination of 

transformations of the variables across a sequence of frames leads to the kinematic equation T, 

derivable through the product integration of the homogeneous transformation matrices 

corresponding to 𝑑𝑖, 𝜃𝑖, 𝑎𝑖, and 𝛼𝑖 as represented in Equation (5). 

𝑇 = ∏ [

cos(𝜃𝑖) −sin(𝜃𝑖)cos(𝛼𝑖) sin(𝜃𝑖)sin(𝛼𝑖) cos(𝜃𝑖)𝑎𝑖

sin(𝜃𝑖)
0
0

cos(𝜃𝑖)cos(𝛼𝑖)
sin(𝛼𝑖)

0

−cos(𝜃𝑖)sin(𝛼𝑖)
cos(𝛼𝑖)

0

sin(𝜃𝑖)𝑎𝑖

𝑑𝑖

1

]7
𝑖=1    (5) 

Table 27. D–H Parameters of 7 DOF Robotic TCP 

ith Frame 
(Joint) 

𝒅𝒊 (m) 𝒂𝒊 (m) 𝜽𝒊 (rad) 𝜶𝒊 (rad) 

# 1 (Prismatic) 𝑑1 𝑎1 = 2.433 0 0 

# 2 (Revolute) 0 𝑎2 = 0.458 𝜃2 𝛼2 = 2.570 

# 3 (Revolute) 0 𝑎3 = 2.470 𝜃3 𝛼3 = 2.570 

# 4 (Revolute) 0 𝑎4 = 0.215 𝜃4 𝛼4 = 2.570 

# 5 (Revolute) 0 𝑎5 = 2.420 𝜃5 𝛼5 = 2.570 

# 6 (Revolute) 0 𝑎6 = 0.408 𝜃6 𝛼6 = 2.570 

# 7 (Revolute) 0 0 𝜃7 𝛼7 = 2.570 
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The revised enhanced RRT* algorithm is shown in Algorithm 2 and explained as follows: 

1. Initially, the function Sample trajectory configuration 𝑇𝐶𝑓𝑟𝑒𝑒 which produces a stochastic 

state 𝑇𝐶𝑟𝑎𝑛𝑑 within the collision-free domain 𝑇𝐶𝑓𝑟𝑒𝑒, utilizing a uniform probability 

distribution. This implies that 𝑇𝐶𝑟𝑎𝑛𝑑𝑡ℎ𝑒  potential location has an equitable likelihood of 

being anywhere within 𝑇𝐶𝑓𝑟𝑒𝑒. 

2. Subsequently, an assessment is made between 𝑇𝐶𝑟𝑎𝑛𝑑 and the extant states within the node 

set V to identify the state 𝑇𝐶𝑐𝑙𝑜𝑠𝑒  that is closest to 𝑇𝐶𝑟𝑎𝑛𝑑. 

3. The Steer(𝑇𝐶𝑐𝑙𝑜𝑠𝑒, 𝑇𝐶𝑟𝑎𝑛𝑑, ∆𝑚) function then creates a new state 𝑇𝐶𝑛𝑒𝑤, positioned nearer 

to 𝑇𝐶𝑐𝑙𝑜𝑠𝑒 by employing a steering mechanism to bridge 𝑇𝐶𝑟𝑎𝑛𝑑 and 𝑇𝐶𝑐𝑙𝑜𝑠𝑒. 

4. The CollisionFree(𝑇𝐶𝑐𝑙𝑜𝑠𝑒, 𝑇𝐶𝑛𝑒𝑤, 𝑇𝐶𝑜𝑏𝑠) function dictate the absence of any obstructions 

along the direct trajectory connecting 𝑇𝐶𝑛𝑒𝑤 and 𝑇𝐶𝑐𝑙𝑜𝑠𝑒 within the obstacle space 𝑇𝐶𝑜𝑏𝑠. 

5. If the path is clear of obstacles, the Near(V, 𝑇𝐶𝑛𝑒𝑤, r) function aggregates a subset of states 

within a spherical region centered at 𝑇𝐶𝑛𝑒𝑤 with radius r. 

6. The Line(𝑇𝐶𝑐𝑙𝑜𝑠𝑒, 𝑇𝐶𝑛𝑒𝑤, s) function establishes a linear connection between 𝑇𝐶𝑛𝑒𝑤 and 

𝑇𝐶𝑐𝑙𝑜𝑠𝑒, where the line's length is set by the parameter step size s. 

7. The Parent(𝑇𝐶𝑛𝑒𝑤, 𝑇𝐶𝑐𝑙𝑜𝑠𝑒, F) function designates the state from 𝑇𝐶𝑐𝑙𝑜𝑠𝑒 with the minimal 

cost-to-go as the parent state 𝑇𝐶𝑚𝑖𝑛. 

8. Subsequently, 𝑇𝐶𝑛𝑒𝑤 is incorporated into the node set V, and the new linkage between 

𝑇𝐶𝑚𝑖𝑛and 𝑇𝐶𝑛𝑒𝑤 is added to the edge set E. 

9. The Rewire(G, 𝑇𝐶𝑐𝑙𝑜𝑠𝑒, 𝑇𝐶𝑛𝑒𝑤) function dynamically adjusts the connections between 

𝑇𝐶𝑛𝑒𝑤and states in 𝑇𝐶𝑐𝑙𝑜𝑠𝑒 to minimize the overall path cost and optimize the trajectory. 
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10. Ultimately, the algorithm iterates to construct the global graph G(V, E), encapsulating the 

optimized path θ = [𝑇𝐶1,⋯ 𝑇𝐶𝑛] after n iterations. 

11. RRT* continuously samples random nodes 𝑇𝐶𝑟𝑎𝑛𝑑 within 𝑇𝐶𝑓𝑟𝑒𝑒 and reassesses the global 

graph G(V, E) by evaluating the prospective cost-to-go for each node 𝑇𝐶 ∈  V situated near 

the newly sampled node 𝑇𝐶𝑛𝑒𝑤.  

Algorithm 2 

 

7.5 Implementations and Testing of the Prototype 

The developed path-finding algorithm was deployed within the developed RoboSimX robotic 

simulation platform. RoboSimX is engineered to facilitate a comprehensive virtual framework for 

the design, simulation, and management of robotic operations, integrating advanced FK and IK 

solvers tailored for robotic manipulators produced by leading global manufacturers.  
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7.5.1 Modelling of a Robotic Manufacturing Cell in the Virtual Environment 

The initial step involves the creation of a digital counterpart for the robotic manufacturing cell 

within a game engine-driven simulation. This method diverges from traditional approaches by not 

constructing the Configuration Space (C-space) for the real-world setup. Instead, it utilizes a 

virtual representation of an IR arm to explore and outline paths clear of obstructions in a simulated 

environment. As part of the digital twin setup, various components of the robotic manufacturing 

cell, such as the assembly tables for panel fabrication, conveyance systems like belts for material 

movement, raw material picking areas, tool changing stations, and even the factory floor, are 

modelled in three dimensions within the virtual landscape. Figure 139 showcases a digital 

representation of a robotic manufacturing cell, featuring virtual models of multiple IR arms with 

different attached gripping and machining tools, an assembly table with conveyor belts for the 

movement of finished fabricated panels, raw materials (studs and sheets) supply carts, tool 

exchanging zone, waste bin, electrical control panels, and the factory's base and safety fence 

terrain. Moreover, the simulation incorporates FK/IK algorithms for the robotic arms embedded 

within the game engine to aid in the computational derivation of robotic movement paths all 

integrated in Figure 140. 

Upon the creation of the digital twin, it becomes crucial to implement collision elements across all 

3D entities within the virtual domain. Within the area of a game engine, collision plays a pivotal 

role in defining the spatial extents of 3D models. The intersection of collision elements from 

different objects signals a collision event to the game engine. Game engines typically facilitate the 

automatic generation of meshed collision elements for imported 3D assets, yet defaulting to auto-

generated mesh collision for every object might lead to significant computational strain. The game 
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engine conducts collision detection by examining collision element intersections on a per-frame 

basis, which means complex environments with irregularly shaped objects (such as cone-shaped 

entities) that possess multiple collision elements demand an exhaustive inspection of each frame. 

 

Figure 139. Example of a Robotic Manufacturing Cell in the RoboSimX Virtual Environment 
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Figure 140. RoboSimX Simulater User Interface 

7.5.2 Configurations sampling with gripped object 

During the configuration sampling stage, the process necessitates manual specification of three 

critical parameters: the quantity of discrete segments, the node count per segment, and the ceiling 

on configuration spacing. The selection of the discrete segment count and node density is 

important, as an excessive number of configurations can significantly extend the computational 

duration required for pathfinding. Furthermore, the complexity of the operational context dictates 

an increased allocation of discrete segments, enhancing the robotic manipulator's ability to 

navigate a collision-averse trajectory as shown in Figure 141. 
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Figure 141. RoboSimX Motion Planner User Interface 

Figure 142 presents a visual representation of a sampling scenario within the RoboSimX 

simulation framework, showcasing an instance where the sampling parameters were set to five 

discrete segments, with each segment comprising ten nodes, and a maximal configuration interval 

set at 180 degrees, allocated as 180 degrees per articulation point.  
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Figure 142. Example of Configuration Sampling in RoboSimX During a Lab Experiment 

7.5.3 Path Searching with the Enhanced RRT* Algorithm 

The enhanced RRT* algorithm is tasked with identifying a collision-free trajectory through the 

array of configurations generated during the sampling stage. Within this phase, the assignment of 

a cost penalty for the evaluation of each configuration's traversal expense is a manual procedure. 

This penalty must be substantial enough to effectively discern the presence of collisions between 

configurations, with the outcomes recorded as a sequence of configurations. Subsequently, 

RoboSimX's FK/IK solvers are employed to construct PTP movements linking these 

configurations. 

With reference to the case study explained below, Figure 143 exhibits the pathfinding outcomes 

visualized in the RoboSimX environment, where the collision penalty was established at 10,000 

seconds. To avoid obstacles, multiple intermediary configurations were strategically chosen as 
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transitional nodes between the start and goal configurations. The FK/IK solvers within RoboSimX 

facilitated the integration of these points through the generation of multiple PTP transitions.  

 
Figure 143. Collision-Free Path with Six New Configurations Generated by the Developed 

Method 

 

7.6 Validations 

This research introduces a novel collision avoidance strategy tailored for the OSC prefabrication 

sector. The methodology's effectiveness in resolving motion planning challenges inherent to the 

prefabrication process was initially assessed through simulation trials. These trials aimed to mimic 

collision-free navigation paths for two multi-wall panels extracted from Base Model. 
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Subsequently, the feasibility of this approach was further corroborated through a scaled-down 

experimental evaluation, employing an actual robotic arm to validate the practical applicability of 

the proposed method. 

7.6.1 Planning Effectiveness Confirmation 

The proposed path-finding algorithm was implemented within a simulated framework specifically 

for the frame assembly operation, to ascertain its effectiveness within the context of robotic-

assisted OSC prefabrication. The validation process involved the utilization of two distinct variants 

of wood-framed multi-wall panels, with the objective of determining the algorithm's capability to 

effectively mitigate collision incidents during the assembly of each panel type. This approach was 

aimed at demonstrating the algorithm's robustness in addressing collision avoidance challenges 

across various components involved in the wall panel fabrication process. 

7.6.2 Path-Finding Method on Wall Frames Assembly 

The robotic assembly line shown in Figure 140 was deployed to evaluate the path-finding 

methodology's performance. The configuration necessitates setting the count of discrete segments 

to five and assigning ten nodes per segment, with the provision for engineers to adjust these 

parameters based on the production line's specific design requirements. The complexity of the 

operational environment dictates the optimal settings for the number of discrete segments and 

nodes per segment, with higher values enhancing the robotic arm's ability to navigate collision-

free routes at the expense of increased computational time during the pathfinding phase. The 

threshold for configuration spacing was established at 180 degrees, equating to 180 degrees per 

joint. Given that the baseline PTP movements for assembling specified construction elements 

within this setup were under 20 seconds, a collision penalty of 10,000 seconds was instituted. 
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For the effectiveness assessment, two wood-framed multi-wall panels from a BIM Base Model, 

each characterized by a unique composition of structural elements, openings, and dimensions, were 

selected. Table 28 provides a detailed account of their attributes. The RoboSimX platform's pick-

and-place functionality facilitated the generation of assembly motions for each element. The 

assembly of the first multi-wall panel, comprising 26 elements, encountered collisions in eight 

instances during PTP movements. In the assembly of the second multi-wall panel, which consisted 

of 25 elements, collisions occurred in six instances, as shown in Figure 144. 

 

Figure 144. Simulated Multi-Wall Combo 

Table 28. Specifications of the Two Types of Multi-Wall Panels 

Multi-Wall 
ID 

Dimensions 

(W, H, D) ft 

# of 
Elements 

# of Assemblies 
(Window/Door) 

# of 
Elements 

with 
Collision 

1+3 (38, 16, 0.45) 26 3 8 

2+4 (40, 16, 0.45) 25 2 6 

 



  

301 

 

7.6.3 Simulation Results 

The path-finding algorithm under investigation was deployed on 24 elements that encountered 

collisions during their assembly via direct PTP movements. This research executed the path-

finding routine 100 iterations per component to assess effectiveness. The outcomes, including 

computation durations and the count of intermediary configurations for each newly established 

path, are listed in Table 29. The algorithm demonstrated proficiency in generating collision-free 

trajectories for 24 of the elements, translating to an 89% success rate. However, an element 

identified as Stud # 10 from multi-wall # 1 exhibited a lower success rate of 30%, and another 

element, Stud # 17 from the same panel, consistently failed to yield any collision-free pathways 

through the applied method. 

The analysis captured a range of computation times across the components, with median, 

minimum, and maximum durations noted. Excluding the two components with low success rates, 

the longest computation time recorded was 52.24 seconds for Stud # 09 of panel multi-wall # 2, 

while the shortest was 5.23 seconds for Stud # 02 of the same panel. Remarkably, the configuration 

sampling phase of the computation was consistently completed within 5 microseconds, indicating 

that the bulk of computation time, approximately 98%, was consumed during the path searching 

phase. The median computation times revealed that, except for Stud # 10 and Stud # 17 of multi-

wall # 1, collision-free paths were determined within a 35-sec threshold for all elements.  

The low success rates observed for the two elements can be attributed to their relatively non-

uniform lengths compared to other components in the assembly. This reduced scale translates into 

a constrained 
𝑟

𝑅(3) 𝐿
(𝑛) search space within the algorithmic framework, effectively limiting the 
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scope of exploration for potential collision-free trajectories. Such a restricted search domain could 

impede the algorithm's ability to identify viable alternative pathways.  

Table 29. Results of the Developed Method in Simulated Environment 

 

 
Figure 145. Sampling Results of Wall Panel #1 of the Base Model 

Min Med Max 1 2 3 4 5 6

Stud 1 1.86 4.55 18.91 7 42 44 7 0 0 100

Stud 2 1.83 2.83 16.03 16 53 27 2 0 0 98

Stud 3 1.45 10.97 25.05 15 53 28 3 0 0 99

Stud 6 1.80 10.65 23.86 19 43 35 3 0 0 100

Stud 8 1.71 11.25 37.41 0 25 37 11 4 3 80

Stud 9 1.45 11.62 23.39 0 79 11 0 0 0 90

Stud 10 1.11 10.28 24.62 7 53 35 4 0 0 99

Stud 12 1.75 4.24 5.8 5 50 38 7 0 0 100

Stud 14 17.22 38.2 39.4 0 0 0 38 53 0 91

Stud 3 1.65 9.87 18.91 9 36 40 13 0 0 98

Stud 4 1.56 6.25 23.27 5 33 43 16 1 0 98

Stud 6 1.90 7.22 23.15 2 79 11 0 0 0 92

Stud 7 1.87 8.17 24.42 10 50 32 6 1 0 99

Stud 1 1.18 4.47 24.62 8 47 41 3 0 0 99

Stud 2 1.11 1.77 5.8 9 16 23 20 17 0 85

Stud 3 1.79 14.04 26.19 5 24 51 18 0 0 98

Stud 4 1.62 6.71 20.42 3 39 43 14 0 0 99

Stud 8 1.45 11.65 18.43 10 52 35 3 0 0 100

Stud 1 1.86 6.19 25.22 18 61 19 2 0 0 100

Stud 2 1.61 1.77 15.21 8 61 27 3 0 0 99

Stud 4 1.45 6.71 18.49 6 43 29 9 1 0 88

Stud 15 1.82 18.64 22.94 0 25 37 11 4 3 80

Stud 16 1.71 10.84 19.14 0 0 0 49 38 1 88

Stud 17 1.59 12.34 22.35 0 25 37 22 9 0 93

Computational Time (s)
Wall ID Collided Element ID

# of Intermediary Configurations Success Rate

(%)

2

4

3

1
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Figure 145 provides a visual representation of the configuration sampling outcomes for wall panel 

# 1 of the BIM Base model, revealing that the sampled configurations were in close proximity to 

the predefined PTP route, a consequence of the limited dimensions of these components. 

7.6.4 Scaled In-lab Experiment 

To test the practical applicability of the developed path-finding algorithm on an actual robotic 

manipulator, a laboratory-based experiment was performed utilizing a scale model of a wood-

framed wall panels. The algorithmic outcomes, initially derived within the RoboSimX simulation 

environment, were converted into a robotic control script. This script was subsequently integrated 

into the operational framework of a Universal Robots (UR5e) robotic arm for execution and 

validation of the method in a real-world setting. 

7.6.4.1 Experiment Environment Setup 

The experimental model details (components, dimensions, and numbers) are shown in Figure 146 

while the setup for the in-lab validation is shown in Figure 147. The experiment employed a UR5e 

robotic arm equipped with a two-finger gripper to serve as the manipulative device. To mimic the 

functionality of a material feeding mechanism, a fixed raw material picking point was set up. The 

designated area for frame fabrication was situated in the middle of the robotic assembly table. A 

digital counterpart of the experimental environment was constructed within the RoboSimX 

simulation platform, facilitating the derivation of pick-and-place sequences. The simulation results 

indicated that seven out of the nine studs (studs 1,2, 7, 8, and 9) would encounter collisions with 

the simulated virtual wall obstacle during the execution of the programmed tasks. 
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Figure 146. Wall Frames Used for the Scaled Experiment 

 

Figure 147. Environment Setup for the Scaled Experiment 
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Figure 148. Assembled Wall Panels 

7.6.4.2 Collision Avoidance Results 

The implemented algorithm was employed for five specific studs experiencing collision issues. As 

documented in Table 30, the computational duration and the number of transit configurations for 

each element (stud) are listed. This approach achieved a 99% success rate, averaging 13.56 secs 

to compute a collision-avoidant trajectory for each stud. The algorithm generated between one to 

three intermediary configurations in the revised trajectory for every element. 

Subsequently, the simulation outcomes were converted into URScript, a syntax compatible with 

UR machines, and integrated into the UR5e for tangible robotic manipulations. Figure 149 

illustrates a representative instance of the newly formulated collision-avoidant motion executed 

on an actual robot arm. The findings validate the capability of the developed method to address 

collision challenges in the OSC prefabrication workflow within a simulated framework and its 

applicability to an operational robotic arm. While the experiment substantiates the practical utility 

of the method on an actual robotic arm, the discrepancies between the simulated and real-world 

calibrations remain unresolved. Specifically, the inaccuracies stemming from component 

imperfections, mainly in the use of wood materials, are likely to impact the robotic assembly 
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process. Additionally, future research should focus on calibrating the virtual environment with the 

real-world setting to achieve acceptable precision levels. 

 

Figure 149. In-Lab Scaled Testing Experiment of the Developed RMP for Obstacle Avoidance 

Table 30. Collision-Free Path Outcome 

Collided 
Element ID 

Calculation 
Time (s) 

# of Intermediary 
Configurations 

Stud 1 18.24 2 

Stud 2 5.68 1 

Stud 7 11.81 3 

Stud 8 17.23 1 

Stud 9 14.84 2 
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The effectiveness of the proposed methodology was tested from three distinct points: 1) its 

effectiveness in preventing collisions, 2) the smoothness of the generated trajectories, and 3) the 

extent and duration of these trajectories. Detailed outcomes of these assessments are elaborated in 

the subsequent subsections. 

7.6.4.3 Reachability for the Assembly Coordinates 

In this study, the robotic manipulator utilized comprises a single prismatic joint coupled with six 

revolute joints. The kinematic relationship connecting the joint coordinates of the manipulator with 

the cartesian coordinates of the end-effector is presented by the kinematic (K) Equation (6). As a 

result, the determination of whether a specified assembly coordinate is within the kinematic reach 

of the robotic manipulator can be addressed by constructing the subsequent equation: 

[
 
 
 
 
 
 
𝑑1

𝜃2

𝜃3

𝜃4

𝜃5

𝜃6

𝜃7]
 
 
 
 
 
 

= 𝐾−1 ([
𝑋
𝑌
𝑍
])          (6) 

In this equation, the left side variables represent the parameters of the manipulator's joints, which 

are confined within specific motion parameters as explained before in Table 26. Here, 𝐾−1 

signifies the inverse operation pertaining to the K while (X, Y, Z) corresponds to a specific assembly 

coordinate as shown in Table 31 with reference to for scaled in-lab experiment wall assembly 

(left/right) (see Figure 147). It's noteworthy that the assembly coordinates, as derived through the 

task planning algorithm, correspond to the geometric centroids of the prefabricated components. 

The cartesian coordinates of the manipulator's end-effector are determined as the point at which a 

component is secured by the gripper, as explained before in the RAP module. 
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Table 31. Manipulator Joints Parameters for Scaled In-Lab Experiment Wall Assembly 

𝒅𝟏(𝒄𝒎) 𝜽𝟐(𝒓𝒂𝒅) 𝜽𝟑(𝒓𝒂𝒅) 𝜽𝟒(𝒓𝒂𝒅) 𝜽𝟓(𝒓𝒂𝒅) 𝜽𝟔(𝒓𝒂𝒅) 𝜽𝟕(𝒓𝒂𝒅) 

0.809 0.000 -1.253 0.281 -1.500 1.324 -2.600 

10.850 0.000 -1.253 0.605 0.000 0.673 0.000 

50.329 0.452 -0.954 0.284 -1.854 -1.006 0.675 

40.138 0.021 -0.024 -0.025 0.323 -0.025 0.323 

10.500 -0.162 -1.332 1.407 -1.582 1.605 -0.988 

10.888 -0.821 -0.399 -0.112 0.705 -1.020 0.000 

0.825 0.000 -1.253 1.144 3.764 1.182 4.493 

 

7.6.4.4 Capability to Avoid Obstacles 

Evaluation of the prototype within the simulated construction context also confirmed its proficient 

performance in obstacle avoidance. The motion planning algorithm, RRT*, effectively identified 

both the robotic manipulator and the pre-installed prefabricated components as potential obstacles. 

It subsequently devised a sequence of optimized robotic movements to avoid these obstacles.  

7.6.4.5 Trajectory Smoothness 

Utilizing the sampling-based methodology, trajectories generated may be unpredictable 

movements due to the sequential connection of states, potentially leading to sudden directional 

changes. As discussed before, the application of the Kinodynamic Relocating function plays an 

important role in enhancing trajectory smoothness, and this technique was incorporated in 

Algorithm 1. This function effectively optimized and smoothed sudden turns in the trajectory 
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planning within this study, leading to uniform movements of the end-effector. The wood stud 

assembly illustrated in Figure 150 demonstrates this concept, where both the positional and 

orientational trajectories exhibit smoothness, as further demonstrated in Figure 151. 

For a quantitative analysis of the trajectory smoothing effectiveness of the proposed approach, the 

trajectory derivatives 𝑋′(𝑡), 𝑌′(𝑡), 𝑍′(𝑡) were calculated. According to Fan et al. (2020), the 

hallmarks of a smooth trajectory are the continuity of its derivatives and their non-zero concurrent 

values. The wood stud assembly trajectory shown in Figure 150 was used for this purpose. The 

derivatives were calculated, with the outcomes graphically represented in Figure 151. The 

continuous nature of the derivatives without simultaneous zero values confirm the smoothness of 

the trajectory. 

 

Figure 150. Wood Stud Assembly Trajectory 
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Figure 151. The Derivatives of the Planned Trajectory for Wood Studs Assembly 

7.6.4.6 Trajectory Length and Execution Time 

Table 32 presents the data regarding the average trajectory length and the execution time for each 

category of the wall panel, along with the cumulative execution time. The data indicates that the 

total execution time approximates 10 minutes, considering the simultaneous operation of four 

robotic manipulators. Consultations with industry experts from contracting firms revealed that the 

anticipated manual assembly duration for two individuals working concurrently is around 55 

minutes. This comparison suggests a reduction in construction time when employing robotic 

manipulators. 

It is important to note that the primary objective of this study was to design and develop a collision-

free trajectory method that integrate with robotic manipulators to accurately position construction 

components at specified locations. An additional step in this process involves the nailing of these 

components. Therefore, the reported total execution time might be subject to an upward adjustment 

to incorporate the time necessary for this nailing procedure. 
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Table 32. Trajectory Length and Execution Time Results 

Element Type Number of 
Elements 

Average 
Trajectory 
Length (m) 

Average 
Execution Time 

(s) 

Vertical Studs 52 3.870 299 

Horizontal Tracks 8 7.871 116 

OSB Sheathing 31 7.045 85 

Window 
Component 

6 3.408 49 

Door Component 1 2.435 30 

 

7.7 Discussion 

This study introduces an innovative approach for planning collision-free trajectories to facilitate 

the robotic assembly of prefabricated elements in OSC settings. A review of existing literature in 

construction robotics revealed that while robot end-effectors and manipulated building 

components are often modelled as particles in trajectory planning, the substantial volume of 

prefabricated building components suggests they should more accurately be represented as rigid 

bodies. Treating these elements as mere particles in trajectory planning could lead to potential 

collisions with surrounding structures. The research addresses this gap by enhancing the RRT* 

algorithm with dimensional-centric collision detection, allowing for trajectory adjustments based 

on the actual dimensions of prefabricated building components in OSC. 

The effectiveness of this method was assessed based on three criteria: 1) collision avoidance, 2) 

trajectory smoothness, and 3) trajectory length and execution time. To evaluate obstacle avoidance, 

Minkowski distances between the obstacle space and the manipulated objects at different states 
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along the planned trajectories were calculated. The results indicated that the building elements 

were consistently kept at a safe distance from obstacles throughout the assembly process, 

successfully preventing collisions. For assessing trajectory smoothness, the trajectory derivatives 

were analyzed, showing continuous values without simultaneous zeroes, indicative of smooth 

trajectories. Additionally, the average trajectory lengths and execution times for various elements 

categories were recorded, yielding high efficiencies in both labor and time compared to manual 

construction methods. 

This approach proved to be more efficient in terms of labor and time. The total assembly time 

using this method was approximately 10 minutes compared to the 55 minutes estimated for manual 

assembly by two workers, as per industry professionals. However, it's important to note that the 

total time for robotic assembly might increase once additional processes, such as nailing the 

elements, are considered.  

This research has developed a sophisticated approach for collision-free trajectory planning in the 

robotic assembly of prefabricated components specifically tailored for OSC. This approach 

encompasses an RAP algorithm (discussed in the previous chapter) and an RMP planning 

algorithm that effectively: 1) derive vectors to mathematically correlate the coordinates of 

prefabricated components with their assembly sequence, incorporating geometry and centroid 

considerations for robotic construction and 2) analyze the RAP output to autonomously generate 

kinematic parameters for the robotic assembly, eliminating the need for human intervention. 

While the prototype was evaluated within a ROS environment rather than in actual factory 

conditions, the simulation environment was crafted to mirror real-world conditions. Firstly, the 

environmental physical attributes, including density, gravity, damping, dimensions, and material 
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properties like color and texture, were closely aligned with reality. Secondly, for real-world 

applications, OSC resources can be precisely mirrored in the ROS environment. This includes 

accurate representations of the quantity and locations of prefabricated building components, 

ensuring a seamless transfer of digital object properties to their physical counterparts, thereby 

enhancing spatial reasoning and motion planning efficiency. Thirdly, the environment 

encompasses an exact kinematic model of the robot, ensuring that the motions planned and 

validated in the simulation can be accurately replicated in real-world assembly tasks. A laboratory-

based pilot trial was conducted to confirm the feasibility of these robot motions in a real setting. 

The results affirmed that the joint movements and end-effector reaches, as planned and verified in 

ROS, were achievable in real-world condition. 
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Chapter 8 : Conclusion, Contributions, Limitation, and Future Roadmap 

8.1 General Conclusion 

This research introduces a comprehensive method that significantly advances the field of BIM and 

robotic construction, especially in wood/LGS construction, across four main areas: 

(1) Innovative Technique for BIM Analysis: The method utilizes rule-based representation and 

rationalization through FOL and SOL to extract construction-level information. This data 

can seamlessly integrate into downstream processes like CNC machining or robotic 

operations, thereby promoting a fully digital workflow. The study showcases the 

effectiveness of this approach in handling IFC schema data within the AEC industry, 

enhancing information extraction from IFC-based BIM models and moving beyond the 

binary constraints of FOL to include set quantifications for richer querying capabilities. 

(2) Standardization and Interoperability: By employing IFC for BIM data representation, the 

method diverges from conventional BIM APIs embedded in proprietary software, 

enhancing standardization and fostering interoperability across the AEC sector. 

(3) Practical Implementation and Validation: The method was implemented using B-Prolog 

and validated across six BIM instance models, demonstrating high precision, accuracy, and 

F1 measure. By continuously expanding the rule set with additional assembly rules, the 

method’s analytical capabilities are progressively enhanced. 

(4) Addressing Limitations and Future Directions: Despite its advancements, the study 

recognizes limitations such as the reliance on bounding boxes for dimensioning irregularly 

shaped BIM objects, which can introduce inaccuracies. The effectiveness of the method is 

also dependent on the level of development or detail in the BIM instance model. Future 

work includes developing a knowledge model to better analyze wood/LGS construction 
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and extracting more detailed content from LOD 400 BIM instance models or incorporating 

additional data from shop drawings or specifications. 

Additionally, this study makes a novel contribution by developing the ASP algorithm. This 

algorithm facilitates the determination of both assembly coordinates and the sequential order of 

assembly for components within a BIM model. The research also proposes a methodology for 

automatically generating simulations of robotic automation in wood/LGS framing and sheathing 

construction, including nailing operations. This approach integrates BIM with robotics and was 

validated through simulations involving two types of industrial robots, considering their specific 

characteristics. 

This research also introduces a comprehensive trajectory planning methodology for the robotic 

assembly of lightweight structures, specifically designed for OSC prefabricated elements. The 

developed method incorporated into three planning levels: assembly, planning, and joint. These 

planner levels sequentially collaborate to formulate plans enabling robotic manipulators to execute 

assembly tasks while avoiding potential collisions. The ASP module generates a sequence of 

assembly tasks, detailing both the assembly coordinates and the order of prefabricated components 

for the OSC prefabricated components. These coordinates determine the positions of the robotic 

TCP during trajectory planning. At the manipulator or TCP planning level, the configuration of 

the robotic TCP for each task is determined. The joint planning level then synthesizes information 

from the preceding levels, computing joint movements that adhere to kinematic constraints, 

thereby guiding the manipulators to the desired end-effector positions in a time-sequenced manner 

for component assembly. 
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Acknowledging the substantial volume of prefabricated components in OSC construction, the 

approach integrates dimensional-based collision checks using Minkowski Difference 

computations. This enhancement allows for trajectory adjustments in response to the physical 

dimensions of the components, thereby averting potential collisions. The RRT* motion planning 

algorithm considers the manipulator base's movement in kinematic analysis and treats the 

manipulator and installed components as obstacles, optimizing robotic motions accordingly. This 

innovation addresses a significant gap in construction literature, providing a method for trajectory 

planning of voluminous prefabricated components. The effectiveness of this approach was 

evaluated from three perspectives: collision avoidance, trajectory smoothness, and trajectory 

length and execution time. The results confirmed its satisfactory performance across these metrics.   

In conclusion, this research proposes a visible, game engine-based collision avoidance method for 

robotic OSC prefabrication. Despite its effectiveness, as evidenced by in-lab experiments and 

simulated applications, the method faces limitations, particularly in handling small-sized 

components, being confined to revolute joint robotic arms, and requiring user-provided 3D models 

and FK/IK solvers. Future research will aim to refine the method, expanding its applicability to 

include robotic arms with multi-prismatic joints and addressing the challenges of smaller 

components. 

8.2 Contributions to the body of knowledge 

The proposed RAP methodology enriches the existing body of knowledge in the AEC domain in 

four significant ways: 

(1) Integration Framework for Design and Construction Phases: The methodology offers an 

integration framework that bridges the gap between building design and construction 
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phases. This is achieved through a BIM-robotics workflow, fostering enhanced 

collaboration and coordination. This approach contrasts with the current practice in offsite 

construction, where operations are often conducted in siloes. 

(2) Incorporation of Practical Knowledge from Robotics and Construction: It encompasses 

practical insights from both robotics and construction fields. The methodology details the 

implementation of robotic systems, promoting broader adoption of construction robotics 

within the AEC sector. 

(3) Automated BIM Data Utilization for Robotic System Analysis: The methodology provides 

a tool for automatically generating necessary information from BIM. This serves as input 

for operational analysis of robotic systems, particularly supporting automation in wood 

frame assembly for offsite construction. The simulation-based approach, utilizing robotic 

simulation, enables preconstruction analysis of industrial arms for framing and fastening 

operations, aiding in the planning and strategizing of automation solutions. 

(4) Promoting Interoperability with IFC-Based BIM and Open-Source Robotics Simulation: 

By integrating IFC-based BIM with an open-source robotic simulator like ROS, the 

methodology addresses and contributes to resolving interoperability issues in information 

exchange within the AEC industry. This not only aids in the current project but also sets a 

precedent and provides a reusable blueprint for future research and practical applications 

in analyzing various robotic systems and construction workflows. 

Overall, this methodology presents a comprehensive and innovative approach, combining 

theoretical insights with practical applications, to advance the integration of robotic systems in 

construction, thereby contributing to the evolution and efficiency of the AEC industry. 
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The RMP research introduces an innovative path-finding approach for employing an industrial 

robot arm in the prefabrication of OSC, offering significant contributions to the existing 

knowledge in this domain: 

• Collision-Free Path Generation with Component Size Consideration: The path-finding 

method developed in this study addresses collision issues by sampling configurations of 

the robot arm, while incorporating the dimensions of the building component. Neglecting 

the size of the target object may lead to unnecessarily extended computation times and 

unpredictable robot arm movements, potentially resulting in impractical outcomes. By 

restricting the search area in line with the component's size, the proposed method 

efficiently identifies new paths within a confined search zone. 

• Visualization of Path-Finding Process: Unlike traditional methods that operate in 

configuration space (C-space), this method employs a virtual robot arm navigating within 

a simulated environment, thereby avoiding the computational demands of constructing C-

space. This approach is particularly advantageous given the dynamic nature of the 

environment and the object being manipulated during assembly. High-dimensional path-

finding in C-space can be challenging to conceptualize or visualize for engineers. The new 

collision-free path and its searching process are graphically displayed in the virtual 

environment, utilizing a game engine-based platform. This simulation allows engineers to 

review outcomes and plan human-robot interactions prior to transitioning to actual robotic 

production lines. 

• Universal Pathfinder for OSC Prefabrication: This research provides a versatile pathfinder 

applicable to modular home prefabrication, adaptable to various commercial robot arms. 
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By supplying the 3D model and the FK/IK solver of the robot arm, the path generator can 

be universally implemented across different robotic systems. 

8.3 Research Limitations and Future Research Roadmap 

While the path-finding method developed in this study facilitates the identification of collision-

free trajectories for OSC prefabrication, several challenges remain to be addressed: 

• Limitation with Small-Sized Components: The current method leverages the size of 

building components to guide the robot arm in performing a sub-global search, avoiding 

unpredictable transitional locations. However, this approach struggles to find collision-free 

paths for smaller components due to the restricted search area. In instances of failure, 

manual intervention might be required to insert new transit points between the start and 

goal positions, enabling the robot arm to avoid obstacles. Future research should 

concentrate on establishing a minimal search boundary 𝐷𝑚𝑖𝑛(𝑛)
 to avoid these failures when 

dealing with small-sized components. 

• Restriction to Revolute Joints: Presently, the method is applicable exclusively to industrial 

robot arms equipped with revolute joints and one prismatic joint. However, multi-prismatic 

joints, such as inter-connected linear tracks, are often essential for handling larger panels 

frequently encountered in OSC prefabrication and larger accessible means. Future studies 

should expand the scope to include multi-prismatic joints, thereby enhancing the versatility 

of the robotic arm. 

• Necessity for FK/IK Solver: The path-finding method necessitates the pre-preparation of 

both 3D models and FK/IK solvers for the robot arm. This prerequisite may pose a 



  

320 

 

challenge for users who must ensure these components are ready before implementing the 

proposed method. 

• Sim-to-Real Calibrations: Although the method permits preliminary planning of robotic 

motions in a virtual environment, the calibration between this virtual setting and the actual 

real-world environment has not been fully addressed. Upcoming research will feature sim-

to-real calibrations, aiming to dynamically adapt robot motions in response to 

imperfections in building components. This adaptation could involve the integration of 

external sensors such as vision sensors, LiDAR, or theodolites. 

Future directions involve expanding the methodology to accommodate various shapes and 

configurations of wood/LGS frames, testing different building components and robotic systems, 

and conducting a comparative analysis with other robotic simulators. There is also an initiative to 

develop a unified system that integrates the simulation approach with a rule-based system for a 

more efficient and comprehensive analysis of BIM and robotic systems in construction. 
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Appendix-A 

A-1 RAP Result for the Testing Model 1 

 

Component/ 

Element 

 

Item 

No. of 

Relevant 

RBF 

No. of 

Extracted RBF 

No. of Correctly 

Extracted  

RBF 

Sn. 

% 

Sp. 

% 

Pr. 

% 

Acc. 

% 

F1m. 

% 

Exterior Wall 

Quantity 

(Integer) 12 30 12 100 100 40 100 57 

Exterior Wall 

Dimensions 

(L,W,H) 36 90 36 100 100 40 10 57 

Exterior Wall 

Material 

(String) 60 78 60 100 100 77 100 87 

Exterior Wall 

Rough 

Opening 

Quantity  

(Integer) 14 14 14 100 100 100 100 100 

Exterior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 42 42 42 100 100 100 100 100 

Interior Wall 

Quantity 

(Integer) 30 30 30 100 100 100 100 100 

Interior Wall 

Dimensions 

(L,W,H) 90 81 81 90 90 100 90 95 

Interior Wall 

Material 

(String) 90 90 90 100 100 100 100 100 

Interior Wall 

Rough 

Opening 

Quantity  

(Integer) 17 17 17 100 100 100 100 100 
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Interior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 51 45 45 88 88 100 88 94 

Floor 

Quantity 

(Integer) 3 3 3 100 100 100 100 100 

Floor 

Dimensions 

(L,W,H) 9 6 6 67 67 100 67 80 

Floor 

Material 

(String) 9 12 9 100 100 75 100 86 

Floor 

Rough 

Opening 

Quantity  

(Integer) 1 1 1 100 100 100 100 100 

Floor 

Rough 

Opening 

Dimensions 

(L,W,H) 1 1 1 100 100 100 100 100 

Roof 

Quantity 

(Integer) 11 11 11 100 100 100 100 100 

Roof 

Dimensions 

(L,W,H) 33 0 0 0 0 0 0 0 

Roof 

Material 

(String) 33 33 33 100 100 100 100 100 

Roof 

Rough 

Opening 

Quantity  

(Integer) - - - - - - - - 

Roof 

Rough 

Opening - - - - - - - - 
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Dimensions 

(L,W,H) 

Column 

Quantity 

(Integer) - - - - - - - - 

Column 

Dimensions 

(L,W,H) - - - - - - - - 

Column 

Material 

(String) - - - - - - - - 

Beam 

Quantity 

(Integer) - - - - - - - - 

Beam 

Dimensions 

(L,W,H) - - - - - - - - 

Beam 

Material 

(String) - - - - - - - - 

Total Instances 542 584 491 91 91 84 91 87 

 

A-2 RAP Result for the Testing Model 2 

 

Component/ 

Element 

 

Item 

No. of 

Relevant 

RBF 

No. of 

Extracted 

RBF 

No. of Correctly 

Extracted  

RBF 

Sn. 

% 

Sp. 

% 

Pr. 

% 

Acc. 

% 

F1m. 

% 

Exterior Wall 

Quantity 

(Integer) 138 138 138 100 100 100 100 100 

Exterior Wall 

Dimensions 

(L,W,H) 414 198 198 48 48 100 48 65 

Exterior Wall 

Material 

(String) 552 558 552 100 100 99 100 99 

Exterior Wall 

Rough 

Opening 180 180 180 100 100 100 100 100 
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Quantity  

(Integer) 

Exterior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 540 528 528 98 98 100 98 99 

Interior Wall 

Quantity 

(Integer) 126 124 124 98 98 100 98 99 

Interior Wall 

Dimensions 

(L,W,H) 378 366 366 97 97 100 97 98 

Interior Wall 

Material 

(String) 378 372 372 98 98 100 98 99 

Interior Wall 

Rough 

Opening 

Quantity  

(Integer) 60 60 60 100 100 100 100 100 

Interior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 180 180 180 100 100 100 100 100 

Floor 

Quantity 

(Integer) 8 8 8 100 100 100 100 100 

Floor 

Dimensions 

(L,W,H) 24 24 24 100 100 100 100 100 

Floor 

Material 

(String) 24 24 24 100 100 100 100 100 

Floor 

Rough 

Opening 

Quantity  

(Integer) - - - - - - - - 
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Floor 

Rough 

Opening 

Dimensions 

(L,W,H) - - - - - - - - 

Roof 

Quantity 

(Integer) 32 18 18 56 56 100 56 72 

Roof 

Dimensions 

(L,W,H) 96 54 54 56 56 100 56 72 

Roof 

Material 

(String) 68 54 54 79 79 100 79 89 

Roof 

Rough 

Opening 

Quantity  

(Integer) - - - - - - - - 

Roof 

Rough 

Opening 

Dimensions 

(L,W,H) - - - - - - - - 

Column 

Quantity 

(Integer) 16 16 16 100 100 100 100 100 

Column 

Dimensions 

(L,W,H) 48 48 48 100 100 100 100 100 

Column 

Material 

(String) 16 16 16 100 100 100 100 100 

Beam 

Quantity 

(Integer) 18 18 18 100 100 100 100 100 

Beam 

Dimensions 

(L,W,H) 54 54 54 100 100 100 100 100 

Beam 

Material 

(String) 18 18 18 100 100 100 100 100 

Total Instances 3368 3056 3050 91 91 100 91 95 
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A-3 RAP Result for the Testing Model 3 

Component/ 

Element 

Item No. of 

Relevant 

RBF 

No. of 

Extracted 

RBF 

No. of Correctly 

Extracted  

RBF 

Sn. 

% 

Sp. 

% 

Pr. 

% 

Acc. 

% 

F1m. 

% 

Exterior Wall 

Quantity 

(Integer) 48 48 48 100 100 100 100 100 

Exterior Wall 

Dimensions 

(L,W,H) 145 145 145 100 100 100 100 100 

Exterior Wall 

Material 

(String) 213 213 213 100 100 100 100 100 

Exterior Wall 

Rough 

Opening 

Quantity  

(Integer) 29 29 29 100 100 100 100 100 

Exterior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 87 87 87 100 100 100 100 100 

Interior Wall 

Quantity 

(Integer) 80 74 80 93 93 93 93 93 

Interior Wall 

Dimensions 

(L,W,H) 172 168 168 98 98 100 98 99 

Interior Wall 

Material 

(String) 172 172 172 100 100 100 100 100 
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Interior Wall 

Rough 

Opening 

Quantity  

(Integer) 16 16 16 100 100 100 100 100 

Interior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 49 49 49 100 100 100 100 100 

Floor 

Quantity 

(Integer) 6 6 6 100 100 100 100 100 

Floor 

Dimensions 

(L,W,H) 18 18 18 100 100 100 100 100 

Floor 

Material 

(String) 20 20 20 100 100 100 100 100 

Floor 

Rough 

Opening 

Quantity  

(Integer) - - - - - - - - 

Floor 

Rough 

Opening 

Dimensions 

(L,W,H) - - - - - - - - 

Roof 

Quantity 

(Integer) 2 2 2 100 100 100 100 100 

Roof 

Dimensions 

(L,W,H) 6 6 6 100 100 100 100 100 



  

374 

 

Roof 

Material 

(String) 2 2 2 100 100 100 100 100 

Roof 

Rough 

Opening 

Quantity  

(Integer) - - - - - - - - 

Roof 

Rough 

Opening 

Dimensions 

(L,W,H) - - - - - - - - 

Column 

Quantity 

(Integer) 13 13 13 100 100 100 100 100 

Column 

Dimensions 

(L,W,H) 28 28 28 100 100 100 100 100 

Column 

Material 

(String) 8 8 8 100 100 100 100 100 

Beam 

Quantity 

(Integer) - - - - - - - - 

Beam 

Dimensions 

(L,W,H) - - - - - - - - 

Beam 

Material 

(String) - - - - - - - - 

Total Instances 1114 1104 1110 99.6 99.6 100 99.6 100 

 

A-4 RAP Result for the Testing Model 4 
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Component/E

lement 

Item No. of 

Relevant 

RBF 

No. of 

Extracted 

RBF 

No. of Correctly 

Extracted  

RBF 

Sn. 

% 

Sp. 

% 

Pr. 

% 

Acc. 

% 

F1m. 

% 

Exterior Wall 

Quantity 

(Integer) 4 4 4 100 100 100 100 100 

Exterior Wall 

Dimensions 

(L,W,H) 12 18 12 100 100 67 100 80 

Exterior Wall 

Material 

(String) 12 21 12 100 100 57 100 73 

Exterior Wall 

Rough 

Opening 

Quantity  

(Integer) 13 76 13 100 100 17 100 29 

Exterior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 39 286 39 100 100 14 100 24 

Interior Wall 

Quantity 

(Integer) 4 4 4 100 100 100 100 100 

Interior Wall 

Dimensions 

(L,W,H) 12 12 12 100 100 100 100 100 

Interior Wall 

Material 

(String) 20 20 20 100 100 100 100 100 

Interior Wall 
Rough 

Opening 
14 14 14 100 100 100 100 100 



  

376 

 

Quantity  

(Integer) 

Interior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 41 41 41 100 100 100 100 100 

Floor 

Quantity 

(Integer) 3 3 3 100 100 100 100 100 

Floor 

Dimensions 

(L,W,H) 9 9 9 100 100 100 100 100 

Floor 

Material 

(String) 3 3 3 100 100 100 100 100 

Floor 

Rough 

Opening 

Quantity  

(Integer) - - - - - - - - 

Floor 

Rough 

Opening 

Dimensions 

(L,W,H) - - - - - - - - 

Roof 

Quantity 

(Integer) 2 2 2 100 100 100 100 100 

Roof 

Dimensions 

(L,W,H) 6 6 6 100 100 100 100 100 

Roof 

Material 

(String) 4 4 4 100 100 100 100 100 



  

377 

 

Roof 

Rough 

Opening 

Quantity  

(Integer) - - - - - - - - 

Roof 

Rough 

Opening 

Dimensions 

(L,W,H) - - - - - - - - 

Column 

Quantity 

(Integer) 67 67 67 100 100 100 100 100 

Column 

Dimensions 

(L,W,H) 202 201 202 100 100 100 100 100 

Column 

Material 

(String) 67 67 67 100 100 100 100 100 

Beam 

Quantity 

(Integer) 61 76 61 100 98 80 100 89 

Beam 

Dimensions 

(L,W,H) 183 170 126 69 78 74 69 71 

Beam 

Material 

(String) 61 76 61 100 100 80 100 89 

Total Instances 839 1180 782 93.2 93.2 66.3 93.2 77.5 

 

A-5 RAP Result for the Testing Model 5 
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Component/E

lement 

Item No. of 

Relevant 

RBF 

No. of 

Extracted 

RBF 

No. of Correctly 

Extracted  

RBF 

Sn.  

% 

Sp. 

 % 

Pr. 

 % 

Acc.  

% 

F1m. 

 % 

Exterior Wall 

Quantity 

(Integer) 138 138 138 100 100 100 100 100 

Exterior Wall 

Dimensions 

(L,W,H) 414 198 198 48 48 100 48 65 

Exterior Wall 

Material 

(String) 552 558 552 100 100 99 100 99 

Exterior Wall 

Rough 

Opening 

Quantity  

(Integer) 180 180 180 100 100 100 100 100 

Exterior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 540 528 528 98 98 100 98 99 

Interior Wall 

Quantity 

(Integer) 126 124 124 98 98 100 98 99 

Interior Wall 

Dimensions 

(L,W,H) 378 366 366 97 97 100 97 98 

Interior Wall 

Material 

(String) 378 372 372 98 98 100 98 99 

Interior Wall 
Rough 

Opening 
60 60 60 100 100 100 100 100 



  

379 

 

Quantity  

(Integer) 

Interior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 180 180 180 100 100 100 100 100 

Floor 

Quantity 

(Integer) 8 8 8 100 100 100 100 100 

Floor 

Dimensions 

(L,W,H) 24 24 24 100 100 100 100 100 

Floor 

Material 

(String) 24 24 24 100 100 100 100 100 

Floor 

Rough 

Opening 

Quantity  

(Integer) - - - - - - - - 

Floor 

Rough 

Opening 

Dimensions 

(L,W,H) - - - - - - - - 

Roof 

Quantity 

(Integer) 32 18 18 56 56 100 56 72 

Roof 

Dimensions 

(L,W,H) 96 54 54 56 56 100 56 72 

Roof 

Material 

(String) 68 54 54 79 79 100 79 89 



  

380 

 

Roof 

Rough 

Opening 

Quantity  

(Integer) - - - - - - - - 

Roof 

Rough 

Opening 

Dimensions 

(L,W,H) - - - - - - - - 

Column 

Quantity 

(Integer) 16 16 16 100 100 100 100 100 

Column 

Dimensions 

(L,W,H) 48 48 48 100 100 100 100 100 

Column 

Material 

(String) 16 16 16 100 100 100 100 100 

Beam 

Quantity 

(Integer) 18 18 18 100 100 100 100 100 

Beam 

Dimensions 

(L,W,H) 54 54 54 100 100 100 100 100 

Beam 

Material 

(String) 18 18 18 100 100 100 100 100 

Total Instances 3368 3056 3050 91 91 100 91 95 

 

A-6 RAP Result for the Testing Model 6 
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Component/E

lement 

Item No. of 

Relevant 

RBF 

No. of 

Extracted 

RBF 

No. of Correctly 

Extracted  

RBF 

Sn.  

% 

Sp. 

 % 

Pr. 

 % 

Acc.  

% 

F1m. 

 % 

Exterior Wall 

Quantity 

(Integer) 48 48 48 100 100 100 100 100 

Exterior Wall 

Dimensions 

(L,W,H) 145 145 145 100 100 100 100 100 

Exterior Wall 

Material 

(String) 213 213 213 100 100 100 100 100 

Exterior Wall 

Rough 

Opening 

Quantity  

(Integer) 29 29 29 100 100 100 100 100 

Exterior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 87 87 87 100 100 100 100 100 

Interior Wall 

Quantity 

(Integer) 80 74 80 93 93 93 93 93 

Interior Wall 

Dimensions 

(L,W,H) 172 168 168 98 98 100 98 99 

Interior Wall 

Material 

(String) 172 172 172 100 100 100 100 100 

Interior Wall 
Rough 

Opening 
16 16 16 

100 

 100 100 100 100 
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Quantity  

(Integer) 

Interior Wall 

Rough 

Opening 

Dimensions 

(L,W,H) 49 49 49 100 100 100 100 100 

Floor 

Quantity 

(Integer) 6 6 6 100 100 100 100 100 

Floor 

Dimensions 

(L,W,H) 18 18 18 100 100 100 100 100 

Floor 

Material 

(String) 20 20 20 100 100 100 100 100 

Floor 

Rough 

Opening 

Quantity  

(Integer) - - - - - - - - 

Floor 

Rough 

Opening 

Dimensions 

(L,W,H) - - - - - - - - 

Roof 

Quantity 

(Integer) 2 2 2 100 100 100 100 100 

Roof 

Dimensions 

(L,W,H) 6 6 6 100 100 100 100 100 

Roof 

Material 

(String) 2 2 2 100 100 100 100 100 



  

383 

 

Roof 

Rough 

Opening 

Quantity  

(Integer) - - - - - - - - 

Roof 

Rough 

Opening 

Dimensions 

(L,W,H) - - - - - - - - 

Column 

Quantity 

(Integer) 13 13 13 100 100 100 100 100 

Column 

Dimensions 

(L,W,H) 28 28 28 100 100 100 100 100 

Column 

Material 

(String) 8 8 8 100 100 100 100 100 

Beam 

Quantity 

(Integer) - - - - - - - - 

Beam 

Dimensions 

(L,W,H) - - - - - - - - 

Beam 

Material 

(String) - - - - - - - - 

Total Instances 1114 1104 1110 99.6 99.6 100 99.6 100 

 


