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Abstract
This study is a part of a field experiment constructed at the Diavik Diamond Mine in north-

ern Canada to investigate water flow, geochemical reactions, thermal and gas transport

within unsaturated piles of mine waste rock in a continuous permafrost permafrost. Di-

avik waste rock is categorized by its sulfur content: Type I rock, Type II rock and Type

III rock . Three experiment waste-rock piles of 15 m high were constructed to achieve the

project objectives. Two uncovered test piles are referred to as Type I test pile (Type I rock)

and Type III test pile (Type III rock). The third test pile is covered test pile in which the

Type III rock is covered by a layer of 1.5 m till and 3 m Type I rock. Three drill holes of

40 m depth in a 80 m high pile were also instrumented to reexamine the results of the test

piles. This thesis focuses on the thermal aspects of the project.

Thermal measurements in the uncovered piles implied the importance of wind on heat

transport. Temperatures within the piles were found to decrease with time and permafrost

aggradation near the base and in bedrock foundation. At the covered pile, temperatures

at and below the till cover were frozen. There was no significant impact of wind on tem-

peratures below the cover and heat influx across the cover was small. Bedrock foundation

temperature of the covered pile showed a small cooling trend and less fluctuation compared

to bedrock foundation of the uncovered piles. Linear stability analysis for the onset of nat-

ural air convection in waste-rock piles with physical properties based on Diavik waste rock

was also performed. The results indicate that oxidation can create sufficient temperature

gradients (or buoyancy forces) to trigger natural air convection.

Ground temperatures of three 40 m drill hole in the 80 m high full-scale pile showed

that conduction was dominated and the pile was cooling. According to numerical simula-

tions, using air convection cover (ACC) the 80 m high pile will be frozen for the next 100

years under a proposed climate warming for the site. Furthermore, numerical simulations

also showed that ACC can maintain frozen condition within waste-rock piles even though

there was a heat release due to sulfide oxidation. This heat release may create natural air

convection within waste-rock piles which aids in its removal.
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CHAPTER 1

Introduction

1.1 Statement of problem

Mining has increased in Canada including in both arctic and subarctic regions and it has

produced at around 350 million tonnes of waste rock (Crowe et al., 2000). Waste rock is the

overburden rock that has to be excavated to reach ore bodies and waste rock usually contains

concentrations of sulfide minerals mainly pyrite (FeS2) and pyrrhotite (Fe1−xS) that are low

to extract economically. When the sulfide minerals contained in waste rock are exposed

to oxygen and water, these minerals are oxidized to produce Acid Rock Drainage (ARD),

which is low pH water. The resulting acidic water causes other metals in waste rock to

leach out with the pore water. Without proper treatment methods, the oxidation process can

continue for hundreds or even thousands of years (Nordstrom and Alpers, 1999; Moncur

et al., 2005). ARD poses a serious threat to the environment of mine and its surrounding

regions and it has been considered as one of the largest liability that costs Canadian mining

industry several billion Canadian dollars to clean up (MEND, 2001).

The essential components of ARD are sulfide minerals, water and oxygen, therefore

eliminating or reducing one or more the essential components can control ARD. The re-

moval of sulfide minerals in waste rock and exclusion of water to the extent that ARD does

not occur are not considered practical and economical solutions (Robertson, 1987). Elimi-

nation of oxygen to the extent that ARD is reduced significantly requires the placement of a

cover system with a layer or layers of soils or other materials having low oxygen diffusivity.

Moreover, the rate of oxidation on the waste rock particle surface is catalyzed by bacteria

(Thiobacillus ferrooxidans) and the reaction rate is temperature-dependent due to bacterial

activity (Jaynes et al., 1984b). Under cool or warm temperatures, the reaction rate reduces

significantly and follows Arrhenius behavior (Jaynes et al., 1984b).

When potentially acid generating (PAG) waste rock (or reactive waste rock) is stock-

piled in permafrost regions, cold temperatures of the ambient environment can induce per-

mafrost (i.e. < 0 °C) within waste rock dumps (piles or stockpiles). The permafrost condi-
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tions of the waste rock can eliminate/reduce the oxidation process of sulfide minerals and

therefore eliminating/reducing ARD. As a result, the potential ARD is constrained to in the

active layer which is the thawed layer near the surface of the waste rock dumps in each

summer. Under current mine closure strategies in permafrost regions, the strategies are to

develop permafrost within the PAG waste rock by covering PAG waste rock with non-acid

generating (NAG) waste rock or soils so that the active layer is constrained within the NAG

waste rock layer (MEND1.61.2, 1996).

Under current climate change predictions, Environment Canada indicated that mean

winter air temperatures warm between 4 °C at attitude 50 °N and 7 °C at 80 °N by 2100,

and the active layer thickness is expected to increase due to the warming (Environment

Canada, 1998). The impacts of global warming will be significant in discontinuous per-

mafrost regions as it thickens the active layer, increases sulfide oxidation rates and dis-

solved metals due to increases in ground temperatures of PAG waste rock. In continuous

permafrost regions, the impacts of warming is less evident as global warming may increase

ground temperatures. However, ground temperatures will still be under a frozen state (i.e.

< 0 °C) and the increase in active layer will not be significant. The use of artificial cool-

ing techniques can compensate for global warming and maintains permafrost in PAG waste

rock in waste-rock piles.

One of the artificial cooling techniques is air convective cover (ACC). The ACC tech-

nique is modified from a previous proven technique, air convection embankment (ACE),

that was developed for the protection of road and railway embankments in “warm per-

mafrost regions” (discontinuous permafrost) of Alaska and northern China (Goering and

Kumar, 1996; Goering, 1998; Goering and Kumar, 1999; Binxiang et al., 2007a; Wu et al.,

2008; Xu and Goering, 2008b; Li, 2008; Cheng, 2009). The ACC usually contains two

layers: the lower layer (or latent heat layer) is low in permeability but high degree of sat-

uration soils or fine fractions of NAG waste rock; and the upper layer (or air convection

layer) is made of high permeability coarse rock where the coarse fractions of NAG waste

rocks can be a candidate. The properties of the lower layer can decrease oxygen transport

to the below PAG waste rock and constrain the active layer within the upper layer through

the large latent heat of water of the lower layer. The upper layer with high permeability can

utilize natural air convection during winter because of its unstable air-density stratification

(cool-heavy air above warm-light air) within this layer. Natural air convection in winter

transfers heat more efficiently than conduction in summer. The imbalance heat transfer

between summer and winter cools the PAG waste rock below. The ratio of heat transfer

though natural air convection during winter to conduction heat transfer during summer can

be significant depending on permeability, thickness and the adverse temperature gradient

across this layer. The ultimate goal of the ACC is to provide rapid convective cooling to

freeze the underlying PAG waste rock to eliminate ARD.
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Figure 1.1: Location of Diavik diamond mine.

1.2 Site description and background

The experimental piles (test piles) are located at the Diavik diamond mine which is about

300 kilometers northeast of Yellowknife in the Northwest Territories, Canada (Fig. 1.1).

The Diavik diamond mine is an operating open-pit and underground diamond mine that is

located on a 20km2 island within the lake Lac de Gras. The mine is in a continuous per-

mafrost region of northern Canada with a mean annual air temperature (MAAT) of -9.1 °C

over the last decade (between 2000 and 2010) measured at the Diavik weather station. In

2010, a maximum ambient air temperature in July was recorded of 26.1 °C and a minimum

ambient air temperature of -37.3 °C occurred in February. Monthly average Relative Hu-

midity (RH) ranged between 71.0 % in June and 88.0 % in October. Total precipitation

at the site was 280 mm of which 60 % coming from snow and an average wind speed of

17 m/s (including calm periods) (Environment-Canada, 2008a).

Temperature data of thermistor cables installed at the site indicated that a minimum
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active layer thickness of some typical surfaces.

permafrost temperature reached -3.5 °C at a depth about 100 m and the permafrost thickness

was about 400 m (Fig. 1.2). The active layer thickness at the site depends on soil types,

which are (DDMI, 2006):

• Till deposits: between 1.5 and 2.0 m;

• Granular deposits: from 2.0 to 3.0 m

• Bedrock: between 4.0 and 5.0 m.

• Poorly-drained areas, high moisture content and vegetation cover: less than 1.0 m.

Due to the traces of pyrrhotite Fe(1−x)S (x = 0 to 0.2) and other sulfide minerals in

biotite schist, waste rock containing some concentrations of biotite schist is considered as

acid-generating potential waste rock. Furthermore, during mining waste rock samples were

collected and analyzed for its sulfur contents and based on the concentration of sulfur, waste

rock is categorized into groups (DDMI, 2006).

• Type I waste rock: < 0.04 wt % S, no acid-generating potential, used as construction

materials.

• Type II waste rock: between 0.04 and 0.08 wt % S, low acid-generating potential due

to a low concentration of biotite schist and its production is about 5% of the total

volume of waste rock annually.
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Figure 1.3: Aerial view of the test piles at Diavik diamond mine.

• Type III waste rock: > 0.08 wt % S, potentially acid generating due to a greater

concentration of biotite schist, it is the largest by volume of waste rock at the site.

Each waste rock type is stockpiled in a designed storage area and at the end of the

mine the permanent stockpiles (rock piles or waste rock dumps) will contain up to 184 Mt

of waste rocks covering an area of 3.5 km2 with 60 to 80 m high, in which 75 % will be

Type III waste rock (DDMI, 2006). Under the current closure and reclamation plan, each

waste-rock type will have different closure strategies: the Type I waste-rock pile, due to

geotechnical stability, will be re-sloped to 18.4°. Similarly, the Type II waste-rock pile will

also be re-sloped to 18.4° (3H:1V) however it will be covered by a layer of 4 m Type I

waste rock. Finally, the Type III waste-rock pile will be re-contoured to a slope of 18.4°,

capped with a layer of 1.5 m till to prevent water and oxygen infiltration as well as acting

like a latent heat layer. Above the till, there will be a 3-m layer of Type I waste rock that

will retain active layer (DDMI, 2006).

Based on the closure and reclamation plan of Diavik waste rock, three experimental-

instrumented waste-rock piles (or test piles) were constructed during the period 2004−
2007. Two uncovered test piles are referred to as Type I test pile (containing Type I waste

rock) and Type III test pile (containing Type III waste rock). Type I and III test piles are
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15 m high, approximately 20m×30m at the surface, and 50m×60m at the base. The third

test pile is a covered test pile which was constructed based on the closure and reclamation

plan for Type III waste rock. The covered test pile is also 15 m high, approximately 25m×
30m at the surface, and 60m× 85m at the base (Fig. 1.3). Along with the experimental

data from the test piles, three 8-inch holes spaced at 5 m, FD1 (32.2 m depth), FD2 (30.7 m

depth) and FD3 (40.2 m depth), were drilled in May 2010 at a full-scale pile (80 m height)

of Type III waste rock to install instruments (Fig. 1.4).

The aims of the test piles project at Diavik diamond mine are to characterize the flow,

thermal, and gas transport as well as the geochemical and microbiological processes in

low sulfide waste-rock piles in a continuous permafrost environment. Various instruments

were installed to measure matrix flow, pore water and bulk pile geochemistry, gas-phase

oxygen and carbon dioxide concentrations, temperature evolution, microbiological popula-

tions, waste rock permeability to air, and thermal conductivity.

1.3 Objectives and scope of the thesis

Within the scope of the the test piles project at Diavik diamond mine, this research objec-

tives intend to advance the understanding of thermal behaviors of uncovered and covered

field experimental waste-rock piles as well as a full-scale waste-rock pile deposited onto a

continuous permafrost region of the Canadian Arctic under the current climate condition

and projected global warming. The application of ACC for PAG waste rock though numer-

ical simulations is also a focus. To achieve these objectives, this research is divided into

three different main tasks including numerical study, laboratory study and field study. The

objectives of each task are listed as the followings:

1. Characterization of grain size distribution of waste rock and in-situ measurements of

thermal conductivity of waste rock under frozen and thawed states.

2. Investigate and analyze spatial and temporal distribution of thermal regimes of cov-

ered and uncovered experimental waste-rock piles as well as a full-scale waste-rock

pile.

3. Investigate the significance of wind-induced advection on the thermal regimes of un-

covered experimental waste-rock piles.

4. Analyze thermal regime within bedrock foundations with and without experimental

waste-rock piles above.

5. Numerical study of thermal evolutions of a full-scale waste-rock piles with and with-

out various closure concepts (including ACC) and proposed climate change.
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6. Assume various oxidation rates of sulfide minerals and utilize ACC, numerical sim-

ulations are run to examine the effectiveness of ACC of maintaining PAG waste rock

frozen.

7. Laboratory and numerical study of natural air convection in porous media are con-

ducted for advancing understanding natural air convective heat transfer.

1.4 Organization of the thesis

The thesis is written under a paper-based format, therefore the materials in introduction and

site description sections of each chapter are maybe repeated. With the above objectives, this

thesis contains eleven chapters and a brief introduction of each chapter is as the followings:

• Chapter 2 gives a brief introduction of background information and research reviews

related to the thesis including: waste rocks and ARD in mining industry, processes

creating ARD, basic concepts of permafrost engineering and engineering problems

in permafrost regions, potential ARD treatment in permafrost regions, importance of

gas transport in thermal and ARD processes, and basic formulations for calculation

of thermal related properties.

• Chapter 3 gives the grain size distribution of waste rock at Diavik, theory of ther-

mal conductivity probe is provided and thermal conductivity results of test piles are

presented for the period between 2006 and 2010.

• Chapter 4 provides thermal experimental results of the Type III test pile (an uncovered

test pile) and bedrock foundations. Calculation of air velocity based on temperature

induced and the results of calculated heat budget of the test pile are also presented.

• In Chapter 5, the correlation analyses of measured-internal temperatures to surface

temperature, wind and air pressure are conducted. The significant effects of wind-

induced advection is recognized.

• Chapter 6 presents the thermal results of the covered test pile and the significant

impacts of the cover on thermal regimes of Type III waste rock beneath.

• Chapter 7 gives thermal results from three drill holes up to 40 m on a full-scale

waste-rock pile and numerical simulations of thermal evolution with various closure

concepts under a proposed global warming.

• Chapter 8 presents a conceptual model for waste-rock piles in continuous permafrost

regions including the critical physical and chemical processes related to thermal be-

haviors.
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• In chapter 9, based on the conceptual model in Chapter 9, numerical simulations

of thermal behavior of covered and uncovered waste-rock piles were carried out.

Furthermore, various closure concepts of PAG waste rock and the effects of wind and

sensitivity analyses of permeability were also considered.

• Chapter 10 summarizes and discusses the critical results obtained. Recommendations

for further research are also given in this chapter.

• In the Appendices, appendix A gives laboratory results and numerical simulations of

natural air convection in porous media of a cylindrical tank heated from below and

cooled from above. The results provide advance understanding of natural air convec-

tion that will help the design of ACC with more efficiency and economy. Appendix B

deals with condition for the onset air convection in a waste-rock pile with and without

heat generation due to oxidation of sulfide minerals. Appendix C provides additional

field data including temperature and pore-air pressure. Finally, appendix D provides

wiring diagrams and programs that are used in the data loggers at the site.
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CHAPTER 2

Literature Review

Acid water produced by sulfide oxidation of waste rock has adverse effects
on environment and is being resolved in southern regions of Canada in recent
years. However, in northern regions, acid generation can be eliminated or re-
duced by cooling waste rock into a frozen state. One of the effective tools is air
convective cover (ACC) in which natural air convection creates an unbalanced
heat transfer between summer and winter. The ACC draws more heat from the
waste rock during winter and it allows less heat penetration during summer.

There is an extensive body of literature available in the field of permafrost
engineering, multiphase heat and mass transfer, and natural air convection
in porous media. Therefore, the chapter only provides fundamental informa-
tion of all the topics related to the works of this thesis. Waste-rock piles (waste
dumps or stockpiles) and their environmental impacts are presented first. Then
a fundamental introduction of permafrost and permafrost engineering follows
and later heat transfer mechanism and natural heat convection in porous me-
dia are introduced. Finally phase relations and formulation for calculation
thermal properties of thawed and frozen soils/waste rock are introduced.

2.1 Waste-rock piles (waste dumps or stockpiles)

Mining industry in Canada is significant and it provides incomes for a large population,

however it also produces about 2-million tonnes of mine wastes (waste rock and tailings)

every day (Mining Watch Canada, 2009). Waste rock from open pit or underground mining

is usually unsaturated and consists of minerals that are insignificant for further processes

(Blight, 2010). Based on grain size characteristics, waste rock is a well-graded material

(from boulder down to silt). Furthermore, waste rock is commonly stored in waste-rock

piles and these piles can occupy a large land surface. Depending on topography at the

dump site, the waste-rock piles can be in the forms of “valley-fill”, “side-hill” or “open

piles” (heaped in flat regions) (Fig. 2.1) and the methods of constructing waste-rock piles

often are “end-dumped” and “layer-dumped” (Blight, 2010). The end-dumping method

often results in material segregation along the slope of the dumped face as particle size
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usually increases with depth (Van Zyl, 1993). Therefore, stratification and heterogeneity

are common in waste-rock piles (Smith et al., 1995; Lefebvre et al., 2001b; Azam et al.,

2007).

2.2 Acid rock drainage (ARD)

Acid rock drainage occurs when waste rock containing sulfide minerals is exposed to air and

water with the help of bacteria catalysis (Thiobacillus ferrooxidans). Oxidation of sulfide

minerals in waste rock becomes sulfuric acid which is harmful to the surrounding environ-

ment. The chemical changes within waste rock also release heavy metals and other toxic

chemicals which are transported by drainage water through waste-rock piles (Nordstrom

and Alpers, 1999; Moncur et al., 2005).

Pyrite (FeS2) is the dominant sulfide minerals in waste rock as a result acid generation

reactions are usually described through the oxidation of pyrite (Lowson, 1982; Evangelou,

1995). A simple but widely accepted version of ARD are described by the following:

FeS2︸︷︷︸
pyrite

+3.5O2 +H2O⇒ Fe2++2SO2−
4 +2H+ (2.1)

As a result, hydrogen ions are created and they cause elevated acidity, lowered pH and

dissolved metals. In addition, the oxidation reactions are exothermic, producing 1.41x104 kJ/mole(FeS2)

(or 2.19x104 kJ/kg(S)) (Lowson, 1982). The heat release can cause elevated temperatures

at highly reactive locations within waste-rock pile. A more completed version of oxidation

processes of pyrite were shown by Singer and Stumm (1970); Lowson (1982); Evangelou

(1995); Nordstrom and Alpers (1999).

2.3 Permafrost Engineering

2.3.1 Permafrost in the Northern Hemisphere

Permafrost is a ground thermal condition, which is in a frozen state (i.e. < 0°C) for two

years or more. Permafrost is widespread and underlaid about 22% of the exposed surface

of the earth and about 50% of Canada (Davis, 2001). Permafrost often occurs in high-

latitude (close to the poles) and high-altitude (high mountain ranges) regions, where air

temperatures are cold and prolonged winter period (Davis, 2001) (Fig. 2.2). Furthermore,

the soil or rock layer near the earth’s surface in permafrost regions subjected to freeze

and thaw each year is called “active layer”. It is also referred to as a “seasonally frozen
ground”, “seasonal frost” or “annually thawed layer” (Andersland and Ladanyi, 2004)

There are two major groups of permafrost namely: continuous and discontinuous re-

gions. Continuous permafrost zone in which permafrost exists continuously the whole areas

below the ground surface except for zones that retain large latent heat such as beneath rivers
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Figure 2.1: Topography dictates the configurations of waste-rock pile (modified from
Blight, 2010)
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Figure 2.2: Permafrost distribution (modified from Rekacewicz, 2005)

and lakes. Permafrost thickness can be more than 650 m in the far north where the active

layer is very thin (less than 0.5m) (Fig. 2.3). Discontinuous permafrost zone in which per-

mafrost underlies some parts of the land area below the surface and the active layer is often

thick. Moreover, in areas where soil has high moisture contents and thick vegetation cover

permafrost can also exist in small frozen lenses (Geological Survey of Canada, 2007). Ge-

ological Survey of Canada (2007) divided permafrost regions by the mean of Mean Annual

Air Temperature (MAAT) isotherms:

• Discontinuous permafrost zone: between -1 °C and -7.5 °C isotherms

• Continuous permafrost zone: north of -7.5 °C isotherm

Under this definition, more than 50 % of the ground surface of Canada is occupied by

permafrost (Fig. 2.2) and about half of its permafrost regions has MAAT warmer than−2°C

(Geological Survey of Canada, 2007).

Based on the coldest month of the year, Bates and Bilello (1966) determined the south-

ern boundary of cold regions in northern hemisphere and they further divided the cold

regions into smaller groups:

• Region of cold winter: between 0 and -17.8 °C

• Region of very cold winter: between -17.8 and -32.0 °C
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• Region of extremely cold winter: between -32 and -62.2 °C

Under an annual thermal cycle in cold regions, heat is extracted from the ground during

winter and enters the ground during summer. As a result, this process forms the active layer

and a typical temperature profile as shown in Fig. 2.4. The thickness of the active layer

changes according to the mean annual surface temperature (MAST), which is lower as one

goes north. Mean annual ground temperature (MAGT) usually warms with depth at a rate

depending on the upward geothermal gradient (Lunardini, 1981).

2.3.2 Climate change

When climate change and global warming occur, the rise in air temperatures, changes to

snow cover thickness and distribution, ground surface disturbances, precipitation and other

climatic variables will significantly impact on the subsurface thermal regimes. As a result,

the thermal equilibrium between the ambient air and ground changes and heat flux into

the ground increases. The warming in continuous permafrost regions will deepen the ac-

tive layer and elevate subsurface temperatures, however ground temperatures remain below

0 °C. Whereas, in discontinuous permafrost regions where ground temperatures are usually

warm (close to 0 °C), an increase in air temperatures can induce more heat into the ground

causing permafrost to thaw (Esch and Osterkamp, 1990; Nelson et al., 2003).

Fig. 2.5A shows that in northern Alaska, permafrost temperatures have increased by

about 2 °C during the last two decades. The warming of permafrost also occurs in Canada

and it was significant in the centre and north of the Mackenzie Valley. However, in the

southern Mackenzie Valley the warming was small (Fig. 2.5B).
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2.3.3 Energy balance at the ground surface

Changes in the thermal regime of subsoil in both thawed or frozen states are controlled by

the energy transfers at the ground surface. Moreover, these energy transport processes are

extremely complex, highly coupled and rapidly changing according to climatic variables

and ground conditions (Lunardini, 1981). The energy balance can be written as (Lunardini,

1981)

Rn +G+Qevap +Qconv +QS = 0 (2.2)

Where: Rn is the net radiation, G is the ground surface heat flux, Qconv is the convective

(sensible) heat transfer related to the differences of temperature between the surface and

ambient air above, Qevap is the latent heat transfer, QS is the heat source/sink. Lunardini

(1981) provided detailed formulations of calculation for each component.

At a given site numerous measurements are required to determine parameters for each

component of the above energy balance. Not only the costs associated with the measure-

ments but also the difficulties to obtain reliable measured values, therefore for the purpose

of defining a boundary condition for thermal modeling of subsoil, ground surface temper-

ature (GST) is usually used (Andersland and Ladanyi, 2004). In permafrost engineering,

GST is defined as ground temperature at 1 cm depth below the surface. However if the
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Figure 2.6: Air thawing-freezing indices (°C-days) at Diavik mine site during 2009 - 2010
based on daily average values.

actual measurements of GST is not available, GST is often determined using thawing and

freezing indices of air temperature and surface n-factors, which is used to describe to the

physical properties of the ground surface such as moisture content, emissivity coefficient,

vegetation cover and many others.

2.3.4 Air freezing and thawing indices

Air freezing and thawing indices, Ia f (°C-days) and Iat (°C-days) are an intuitive way to

describe the strength of air temperature and are calculated using Eqn. 2.3 and Eqn. 2.4 in

which t is time in days and T is air temperature in °C (Lunardini, 1981). The values of

air freezing and thawing indices and the seasonal length can be determined by plotting the

accumulative values of the mean daily air temperature. This is shown in Fig. 2.6 for the

daily mean air temperature at Diavik mine site during 2009 - 2010.

Ia f =

ˆ t1

t0
|T |dt , T < 0 °C (2.3)

Iat =

ˆ t1

t0
T dt , T > 0 °C (2.4)

Fig. 2.7 shows the distribution of air thawing and freezing indices in the northern

Canada. Fig. 2.8 shows that as one goes further north, Ia f increases to about 7000 (°C-

days) whereas Iat decreases to near 0 (°C-days) at 90 °N.
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Figure 2.7: Air freezing (A) and thawing (B) indices (°C-days) in the northern Canada, the
data was obtained from Zhang (1998).
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Table 2.1: Various values of n-factor for some typical surfaces (data from Lunardini, 1981)

Type of surface Freezing, n f Thawing, nt

Snow 1.00 —
Pavement free of snow and ice 0.90 —
Sand and gravel 0.90 2.00
Turf 0.50 1.00
Spruce trees, brush, moss over peat soil 0.29 0.37
Trees and brush cleared moss over peat soil 0.25 0.73
Vegetation and mineral soil surface 0.33 1.22
Gravel, coarse rock

Measured values 0.60 - 1.00 1.30 - 2.00
Northern values 0.90 - 0.95

Asphalt surface
Measured values 0.29 - 1.00 1.40 - 2.30
Northern values 0.90 - 0.95

Concrete surface
Measured values 0.25 - 0.95 1.30 -2.10
Northern values 0.70 - 0.90

2.3.5 Surface n-factors

Surface n-factors are used to calculate GST indices from air temperature indices and they

are determined experimentally for typical ground surfaces (Lunardini, 1981). Surface n-

factors are site specific values and they are greatly influenced by climatic, surface and sub-

surface conditions of the ground and they may vary throughout a year. By definition, surface

n-factors are the ratio between freezing (Is f ) or thawing (Ist) index of GST to air freezing

(Ia f ) or thawing (Iat) index as shown in Eqn. 2.5 and Eqn. 2.6.

n f =
Is f

Ia f
(2.5)

nt =
Ist

Iat
(2.6)

Table 2.1 lists approximate surface n-factor values for several ground surface types.

MAST can be calculated via n f , nt , Ia f and Iat as (Smith and Riseborough, 1996)

MAST =
ntIat −n f Ia f

P
(2.7)

where P = 365 days is the annual period.
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2.3.6 Permafrost impacts on infrastructure

In a frozen state soils are impervious and develop high short-term strength; these proper-

ties are important and need to be considered when constructing infrastructure on permafrost.

However, when the surface conditions are altered by construction activity or climate change

more heat may flow into the ground increasing its temperatures. This process may cause

permafrost to warm or thaw, and the active layer can become deeper and/or not refreeze

(Hinkel et al., 2003; Romanovsky et al., 2003). The thawed ground looses much of its high

strength leading to enhanced deformation and therefore the infrastructure built on the sur-

face of this warming or melting permafrost may become unstable. Differential settlement,

ice lenses and frost heave are the most common problems associated with construction in

permafrost regions. Current engineering practices must account for permafrost and mini-

mize disturbance to the existing thermal regimes when possible (Hinkel et al., 2003).

2.3.7 Permafrost protection for infrastructure

In permafrost regions, maintaining foundation soils under a frozen condition is important

due to its high strength and impermeability, especially structures with foundations in fine-

grained soils having high ice content or “ice-rich permafrost” soils. Many studies have been

conducted to develop techniques that can preserve original thermal condition or promote

permafrost aggradation. Esch (1988) reported the method of white paint for road surface

to increase surface reflectivity therefore reducing surface temperature. From experimental

data at a site in Alaska, MAST reduced from 1.1°C to -0.5°C by white paint (Esch, 1988).

Snowsheds are used to prevent snow accumulated on the sides of embankment and pro-

mote cold air circulation within during winter; moreover in summer, snowsheds stop direct

radiation from the sun to the slopes to warm the embankment. Data from an experiment

in Bonanza Creek, Alaska, Zarling and Braley (1986) reported a decrease in MAST of the

slopes from 3.9 °C to -2.3 °C (after converted from °F) by using snowsheds. Zarling et al.,

1983; Lai et al., 2009 discussed the use of thermosyphons and air ducts in road and railway

embankments; both methods prevented permafrost degradation in/below the embankments.

Esch, 1987; Feklistov and Rusakov, 1996; Liu and Tian, 2002; Wen et al., 2008 examined

the use of foam insulation in roadway and airfield embankments in both continuous and dis-

continuous permafrost regions. Foam insulation reduces heat penetration into foundation

soils and therefore it eliminates thawing permafrost.

Air Convection Embankment (ACE) has been used recently by Goering and Kumar

(1996); Goering (1998); Goering and Kumar (1999); Binxiang et al. (2007a); Wu et al.

(2008); Xu and Goering (2008b); Li (2008) and Cheng (2009) because of its high cooling

effectiveness, simple design and low maintenance costs for protection permafrost beneath

road or railway embankments in Fairbanks, Alaska and northern China. The working prin-

ciple of ACE is that it extracts heat from the ground during winter via natural air convection
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Figure 2.9: Various configurations of ACE for rail roads. (A) “crushed-rock revetment
embankment”; (B) “crushed-rock based embankment”; (C) “U-shaped crushed-rock em-
bankment” (modified from Mu et al., 2010).

which can be significant depending on the permeability of ACE. However, during summer

heat is transferred into the ground via conduction through an air saturated porous medium

having a low thermal conductivity. The imbalance of heat transfer through a year cools the

embankment and its foundation soils.

Construction of the Qinghai-Tibet Railway in China provided a remarkable opportu-

nity for researchers to examine cooling effects associated with ACE and other methods for

protecting permafrost beneath the railway in a relatively warm permafrost area. Both ex-

perimental and numerical studies have been conducted to further understand the theory, to

calibrate material properties, as well as, to evaluate long-term maintenance requirements

(Liu and Lai, 2005; Zhang et al., 2006; Quan et al., 2006; Sheng et al., 2006; Binxiang

et al., 2007a; Wu et al., 2008; Mu et al., 2010; Qin et al., 2010; Sun et al., 2009). Numeri-

cal study performed by Liu and Lai (2005) for a “ventilated embankment” combined with

a foam layer suggested that the foam layer provided insignificant impacts on the thermal

regime of the embankment. Zhang et al. (2006) used numerical modeling to study the per-

formance of air-ducts installed in an embankment and concluded that the foundation of the

embankment will remain frozen for the next 50 years under a proposed warming. The study
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Figure 2.10: Streamlines (A) and Isotherms (B) in an ACE having Ra = 300 with closed
surface and side slope.

of Quan et al. (2006) found that the use of “sunshade board” installed along the slopes of “a

riprap embankment” adequately raised permafrost table and decreased ground temperatures

within the foundation. Despite the effectiveness of ACE, Wu et al. (2008) concluded that

ACE is only suitable for regions having relatively cold air temperatures. Fig. 2.9 shows

various configurations of the Qinghai-Tibet Railway in which the “U-shaped crushed-rock”

embankment (Fig. 2.9C) is more effective than the other configurations (Fig. 2.9A and B)

(Mu et al., 2010). Fig. 2.10 shows the cooling effects of an embankment at a high Rayleigh

number, Ra = 300, (calculated through Eqn. 2.8 in Section 2.6) in which cool air sinks to

the base and warm air raises to the surface (Fig. 2.10). The alternative cool-sinking and

warm-raising air forms convective cells within the embankment to transfer heat vertically

from the base.

2.4 ARD in permafrost regions

Mining in permafrost regions of Canada has become important due to the rich natural re-

sources, the increased employment and revenue for the northern peoples. However, ARD

is also a major concern to the environment in the permafrost regions which is being af-

fected by climate change and other industrial activities. Therefore, the mining industry

must demonstrate that it utilizes the most feasible and environmental friendly technology to

eliminate environmental impacts associated with ARD of mine waste and mining activities.

In continuous permafrost regions, cold temperatures provides an exceptional mean for the

treatment of ARD, that is permafrost encapsulation of reactive waste rock (Arenson and

Sego, 2007).
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Figure 2.11: The relation between normalized oxidation rate of pyrite with: Temperature
(°C) (A), pH (B) and oxygen concentration (C) (modified from Jaynes et al., 1984b).

Oxidation of pyrite is catalyzed by bacteria, which is Thiobacillus ferrooxidans, how-

ever the population of the bacteria depends on the environment conditions (Lundgren, 1975;

Lowson, 1982; Jaynes et al., 1984b). As shown in Fig. 2.11 at temperatures near 0 °C and

above 55°C the chemical and biological oxidation of sulfide materials are negligible com-

pared to that at 30 °C. Therefore, if acid potential waste rock is maintained frozen, ARD

can be reduced significantly or eliminated. The figure also indicates that pH and oxygen

concentration at the oxidation locations can control oxidation rates. In permafrost regions,

keeping the reactive waste rock permanently frozen can be achieved by raising the active

layer through the waste-rock piles into a soil cover system (insulation cover).

2.4.1 Thermal covers for waste rock in permafrost regions

Waste rock produced by mining is in permafrost regions typically separated into two groups:

Potentially Acid Generating (PAG) waste rock that needs to be kept frozen and Non-Acid

Generating (NAG) waste rock which can be used as construction materials and may be

subjected to freeze and thaw. Interim Closure and Reclamation Plan (ICRP) for the Diavik

Diamond Mine presents a closure concept for PAG waste rock using a cover system of two

layers including a 1.5-m till layer covered with a 3-m layer of NAG waste rock. Based on

numerical models, the prediction was that permafrost will establish in PAG waste rock over

the next 25 years after deposit due to the cold climate at the site and the active layer will

remain in the cover (NAG waste rock) (Diavik Diamond Mines, 2006).

However, permafrost encapsulation only works efficiently in environments where very

cold air temperatures exist and therefore limiting insulation covers (thermal covers) to con-

tinuous permafrost regions (Arenson and Sego, 2007). Several insulation cover concepts are

shown in Fig. 2.12 and the actual thickness of each layer has to be determined based on site

specific conditions. However, the total thickness of the cover may vary between 1.0 and

up to 5.0 m which has been used at several mining sites in northern Canada (MEND6.1,

1993). One of the prominent method is Air Convective Cover (ACC) which is based on
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Figure 2.12: Insulation cover concepts for waste rock in permafrost regions (added and
modified from MEND6.1, 1993)

ACE (Goering and Kumar, 1996). The main difference between ACC and ACE is that in

ACC there is an additional layer of usually low permeability and high moisture (latent heat

layer) contain below the high permeability outer layer (Fig. 2.12). This latent heat layer is

important as it controls heat penetration and therefore the active layer via latent heat.

2.5 Heat transfer mechanisms in porous medium

Heat transfer through unsaturated/frozen porous waste rock/soils, which include the coex-

istence of multiphase components such as air, water and ice, under permafrost conditions

is complex and three heat transfer/transport modes (conduction, convection and radiation)

may be involved.

Conduction is heat transfer in a region where a temperature gradient exists (from high

to low temperatures) through vibrational impact of molecules and kinetic impact of

molecules (Lunardini, 1981). In porous media, conduction can be complex due to the

co-existence of multiphases and the arrangement between them (or texture).

Convection is the transport of heat via a moving fluid in a region having a temperature

difference. Due to the associated mass transfer (moving fluid), Lunardini (1981) used

the term “energy transport phenomenon” instead of “heat transfer process”. There are
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two types of convection in a porous medium.

• Forced convection is heat transport in which moving fluid is created by external forces

such as wind or pressure variations.

• Free (natural) convection is heat transport in which moving fluid is induced by con-

centration or temperature gradients, which create density gradients, under a gravity

field.

Radiation is heat transfer by electromagnetic radiation when temperature is larger than

absolute zero. Within a porous medium, radiation is usually much smaller than con-

duction or convection and can be neglected (Lunardini, 1981). However in coarse

porous materials, such as crushed rock, the radiation between particles can be signif-

icant (Côté et al., 2011).

2.6 Natural convection in porous media of single fluid

Theoretical work on natural convection in porous media was initiated by Horton and Rogers Jr.

(1945) along with Lapwood (1948) based on the technique developed by Lord Rayleigh

(Chandrasekhar, 1961). Nield and Bejan (1999) presented an extensive literature survey

focusing on both theoretical and experimental works of convection in porous media (both

forced and natural) that have been carried out. Research results were applied to areas such as

porous insulation, energy storage, agricultural storage, geothermal reservoirs and other sub-

jects in chemical and mechanical engineering (Bejan and Khair, 1985; Delmas and Wilkes,

1992; Moghtaderi et al., 2000; Binxiang et al., 2005; Helmig et al., 2007a; Domine et al.,

2008). In principle, natural fluid convection occurs when an adverse temperature gradient

(warm temperature at the bottom and cool temperature at the top) across a porous body

is large enough for buoyancy forces to overcome viscous forces in a gravity field (Nield

and Bejan, 1999). Fluid in motion at the critical temperature gradient is characterized by

stationary convection cells. For the simple case of a single-fluid-saturated porous medium

in which Darcy’s Law is used to describe the fluid motion and a Boussinesq’s approxima-

tion of the fluid density; natural convection of fluid in a porous medium is characterized by

two nondimensional numbers, namely the Rayleigh and Nusselt numbers (Nield and Bejan,

1999).

2.6.1 Rayleigh number

Rayleigh number Ra is defined as (Nield and Bejan, 1999):

Ra =
ρgβKHC f ∆T

µλ
(2.8)
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Where ρ is the fluid density, K is the intrinsic permeability of the porous medium,

which is independent on the fluid’s properties, µ is the fluid dynamic viscosity, g is the

gravitational acceleration, β is the coefficient of thermal expansion of the fluid, λ is the

effective (bulk) thermal conductivity of the porous medium, ∆T is the temperature differ-

ence between the top and bottom surface having a thickness of H, C f is the volumetric heat

capacity of the fluid.

The critical value for the onset of natural convection is Rac = 4π2 = 39.5 if both bound-

aries are impermeable in an infinite horizontal porous layer that is heated from below (Nield

and Bejan, 1999). Therefore, if the Rayleigh number, Ra, of the fluid-porous medium sys-

tem calculated though Eqn. 2.8 is less than Rac, the heat transfer is dominated by conduc-

tion. Straus (1974); Caltagirone (1975); Kimura et al. (1986) reported numerical calcula-

tions of natural fluid convection in a rectangle domain filled with a fluid saturated porous

medium, impermeable surfaces, insulated lateral walls and heated from below. The follow-

ing results were obtained:

• For Ra < 4π2, heat transfer in the system is dominated by conduction.

• For 4π2 ≤ Ra < 280 to 400, heat transport is convection via stationary convection

cells, the large range of the upper bound is due to the aspect ratios of the domain.

• For Ra≥ 280 to 400, heat transport is convection however a stable convection regime

is not reached.

However, the above results are for conducting (constant temperatures) and impermeable

surfaces. Depending on given boundary conditions for both mass and heat transfers, the

values of Rac range between 3 and 4π2 (Nield and Bejan, 1999). To demonstrate the relation

between Ra, the convective flow structures and isotherms, Fig. 2.13 shows the curvature of

isotherms and how the fluid velocity increases as Ra increases. In addition, the temperature

gradients of the top and bottom boundaries also increase and therefore heat transfer at the

boundaries also increases with increasing Ra.

2.6.2 Nusselt number

Nusselt number (Nu) is the other dimensionless number defining the heat transport rate of

natural convection. It is the ratio of heat transport with and without convection. Therefore,

if there is no natural convection, Ra≤ Rac, the value of Nu is at a minimum value (i.e. 1);

in this case, heat transfer is conduction. When Ra > Rac, convection initiates and Nu is

greater than 1. By using nonlinear theory, Nu can be written as (Nield and Bejan, 1999):

Nu = 1+
∞

∑
j=1

2
(

1− Rac j

Ra

)
(2.9)
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Figure 2.13: Nondimensional isotherms and fluid velocity vectors of a rectangular heated
from below with impermeable surfaces at Ra = 50 (A), Ra = 100 (B) Ra = 150 (C) and
Ra = 200 (D).
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Where: Rac j = 4 j2π2, j is an integer, Fig. 2.14A shows the plot of Eqn. 2.9 of mode 1,

2, and 3 in which higher modes resulting in smaller wavelengths (Nield and Bejan, 1999).

Experimental and numerical results from several researchers are displayed in Fig. 2.14B.

However, based on experimental results and some of which are shown in Fig. 2.14 B,

Wang and Bejan (1987) obtained the Nu−Ra relation based on the Darcy-Forschheimer

flow regime and scaling analysis (Eqn. 2.10).

Nu =

{(
Ra
40

)−1.65

+
[
1896.4(RaPrp)

1/2
]−1.65

}−1/1.65

(2.10)

Prp = Pre
H
K

(2.11)

Pre =
Pr f

cF

λ f

λ

(
K
H2

)1/2

(2.12)

Pr f =
ν

α
(2.13)

Where Prp is the porous medium Prandtl number defined in Eqn. 2.11, Pre is an effec-

tive Prandtl number as shown in Eqn. 2.12, Pr f is the fluid Prandtl number (Eqn. 2.13), λ f

and λ = nλ f +(1−n)λs are the fluid and medium thermal (effective) conductivity, n is the

porosity of porous medium, λs is the thermal conductivity of solids, cF is the Forschheimer’s

constant ( see formula 1.13 page 10 in Nield and Bejan (1999) for details), ν and α are the

kinematic viscosity and thermal diffusivity of the fluid, other parameters were defined in

Eqn. 2.8. The relationship Eqn. 2.10 predicts values of Nu that slightly larger than those of

Eqn. 2.9 (Nield and Bejan, 1999).

2.7 Importance of convective/advective heat/mass transfer in mul-
tiphase porous media

Usually, diffusion/conduction is usually considered to be the main transport mechanism

of mass/heat in unsaturated soils or porous media due to its low permeability. However,

under some circumstances depending on the geometry of the domain, intrinsic properties

of porous materials, internal heat sources and spatial distributions of heat and mass, ther-

mally induced advection/convection may be significant. Furthermore, barometric pressure

variations and wind-induced advection are the external forces that can also contribute a

significant portion of heat/mass transport through forced convection and soil respiration.

However, these mechanisms have just been recognized recently. Zyvoloski (1990) used

FEHMN, which is a finite element code for multiphysics phenomena in saturated/unsaturated

porous media, to simulate transport processes of the containment of nuclear waste in Yucca

Mountain, however due to the highly complex and coupled processes and three-dimensional
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Figure 2.14: The relationship Nu(Ra) described by Eqn. 2.9 (A). Experimental results of
Nusselt versus Rayleigh number (B) (data from Sakamoto and Kulacki, 2007).
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Figure 2.15: Contour of O2 concentration with depth with (right) and without (left) baro-
metric pumping at the surface at patm = 200sin(2πt)(Pa)

effects, numerical results were not comparable to measured data of temperature and gasflow

pattern under some circumstances. Amter et al. (1991) reported numerical simulations to

examine the migration of 14C. Their results indicated that air convection cells could be cre-

ated by a small change of thermal boundary conditions in a relatively large computational

domain, width of about 2 km and height of around 500 m. By using numerical modeling,

Rose and Guo (1995) concluded that in high permeability unsaturated soils air convection

was mainly controlled by buoyancy forces created by temperature gradient and the topo-

graphic relief of the dump, which promotes upward air circulation. Wessling (2007) used

a numerical approach to examine underground coal fire and showed that permeability must

be high (K ≥ 10−9 m2) to maintain a high oxygen supply via thermally induced convection

otherwise convection was so weak.

Massmann and Farrier (1992a); Massman et al. (1997a); Massman (2006a); Neeper

(2001, 2002, 2003); Neeper and Stauffer (2005) indicated the impacts of barometric pump-

ing on gas transport in vadose zones (the zones above water table) by using both numerical

simulations and analytical analyses. They concluded that the gasflow due to barometric
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pumping of the measured range of periods and amplitudes was negligible as the permeabil-

ity of porous materials in their study was small in the order of 10−12 m2. The permeability

of waste rock is about two order of magnitude larger, therefore gasflow due to baromet-

ric pumping can be significant. However, the study of this process in waste-rock piles is

virtually unavailable in literatures. Fig. 2.15 shows O2 concentration after 7 days with baro-

metric pressure fluctuations with a period of 1 day. The left figure demonstrates the slow

process of O2 diffusion and the right shows the effectiveness of barometric pumping in

the transport of O2. The studies of multiphase transport processes in unsaturated/fractured

rock, which would be used to contain nuclear waste in Yucca Mountain, Nevada were con-

ducted by Tsang and Pruess (1987); Doughty and Pruess (1990, 1991); Huang et al. (1999);

Rutqvist et al. (2002); Xu et al. (2008); Tsang et al. (2009). The studies emphasize the

importance of gas transport induced by temperature on other processes such as water/vapor

and heat transports and they provide not only broad but also deep knowledge of coupled

processes occurring in unsaturated/fractured rock, which can be applied for waste-rock

piles. Cathles and Apps (1975); Davis and Ritchie (1987); Pantelis and Ritchie (1992);

Anne and Pantelis (1997); Moghtaderi et al. (2000); Lefebvre et al. (2001c) presented re-

sults of numerical simulations and field data from waste-rock piles. Complex multiphase

and multicomponent systems were created including internal heat sources due to ARD and

air convection. Natural and forced air convection in these waste-rock piles were significant

because of the high permeability of waste rock (K ≥ 10−9 m2). Most of the research on air

convection in waste rock focuses on temperature-driven air convection. However, air (gas)

density can be varied by the changes of its molar mass via the variations of its components

concentrations such as oxygen and/or water vapor, which are common. Furthermore, the

heterogeneous nature of waste-rock piles in which there are interbedded layers of fine and

coarse rock made the examination of transport processes more complicated (Smith et al.,

1995).

2.8 Phase relationships, thermal properties of soil/waste rock

Modeling of heat transfer in soils or waste rock in permafrost regions requires the knowl-

edge of soil thermal properties. Thermal conductivity and heat capacity are the two funda-

mental thermal properties. Moreover, phase relationships are important to aid the determi-

nation of these thermal properties.

2.8.1 Phase relationships

Various volume-mass relationships of unsaturated-frozen soils can be described as (Ander-

sland and Ladanyi, 2004) and schematic diagrams are shown in Fig. 2.16:

• Solid density , ρs and dry density, ρd
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Figure 2.16: Volume-mass relationships (modified from Andersland and Ladanyi, 2004)

Solids density ρs =
ms

Vs
(2.14)

Dry density ρd =
ms

V
(2.15)

• Void ratio, e

e =
Vv

Vs
=

ρs

ρd
−1 (2.16)

• Degree of saturation, Sw

Sw =
Vw

Vv
(2.17)

Where Vv and Vs are the volume of voids and solids respectively.

• Porosity, n

n =
Vv

V
=

e
1+ e

= 1− ρs

ρd
(2.18)

• Total gravimetric water content, w

w =
mw +mi

ms
= ww +wi (2.19)

Where ww is the gravimetric unfrozen water content; wi is the gravimetric ice water

content.

• Bulk density (frozen and unfrozen), ρ
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ρ =
m
V

=
mw +mi +ms

V
= ρd (1+w) (2.20)

• Specific gravity of soil solids, Gs

Gs =
ρs

ρw
(2.21)

2.8.2 Thermal conductivity

Effective (bulk) thermal conductivity, λ which has a unit of W/(m ·K), of a multiphase sys-

tem like frozen or thawed, unsaturated soils or waste rock is a function of density, porosity,

water content (or ice content), the structure of soil particles (or soil’s texture) and thermal

conductivity of each component. In a frozen state, ice content and unfrozen waster are a

function of temperature and this induces an additional challenge when measuring λ . The

most common methods used to determine λ are expressed below.

2.8.2.1 Johansen (1975) method

The method expresses λ through normalized thermal conductivity λr (Kersten’s number)

which is a function of dry, λdry, and saturated, λsat , thermal conductivity as:

λ =
(
λsat −λdry

)
λr +λdry (2.22)

Where:

Natural soils

λdry =
0.135ρd +64.7
2700−0.947ρd

W/(m ·K) (2.23)

Crushed rocks

λdry = 0.039n−2.2 W/(m ·K) (2.24)

Saturated unfrozen soils

λsat = 0.57n
λ

1−n
s (2.25)

Saturated frozen soils

λsat = 2.2n
λ

1−n
s 0.269ww (2.26)

Johansen (1975) provided relations between λr and the degree of saturation Sw as:

Coarse unfrozen soils

λr = 0.7 logSw +1.0 (2.27)
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Fine unfrozen soils

λr = logSw +1.0 (2.28)

Other types of frozen soil: λk = Sw.

Côté and Konrad (2005a) expanded the Johansen (1975) method and reported more

relevant relations between Sw and λr for “coarse-base materials”. The relations were based

on the results of almost 200 tests as the followings.

Unfrozen

λr =
4.7Sw

1+3.7Sw
(2.29)

Frozen

λr =
1.8Sw

1+0.8Sw
(2.30)

2.8.2.2 Kersten (1949) method

The method was based on test results of natural soils and crush rock at both frozen (−4 °C)

and thaw (+4°C) conditions. The equations are expressed in SI units as (Farouki, 1981b).

Fine-grain soils (silty clay)

• Unfrozen

λ = 0.1442 [0.9logww−0.2]×100.6243ρd (2.31)

• Frozen

λ = 0.001442×101.373ρd +
(
0.01226×100.4994ρd

)
ww (2.32)

Coarse-gain soils (sandy soils)

• Unfrozen (Fig. 2.17A)

λ = 0.1442 [0.7logww +0.4]×100.6243ρd (2.33)

• Frozen (Fig. 2.17B)

λ = 0.01096×100.8116ρd +
(
0.00461×100.9115ρd

)
ww (2.34)

Care must be taken when applying Kersten (1949) equations to coarse-grain materials

due to the discrepancy between measurements and these equations, however these equations

give reasonable results for fine-grain soils.
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Figure 2.17: Thermal conductivity of unfrozen (A) and frozen (B) sandy soils with specific
gravity of soil solid Gs = 2.65.
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2.8.3 Heat capacity

Heat required to increase temperature of a material by one degree is called heat capacity

and heat capacity can be determined through mass or volume. When it is based on mass,

it is called specific heat capacity and represented by a lower case c (J/(kg ·K)). If it is

based on volume, it is called volumetric heat capacity with a capital C = cρ
(
J/
(
m3 ·K

))
.

The volumetric heat capacity of multiphase materials (such as soils or porous media) can

be computed by adding the volumetric heat capacity of each component (Lunardini, 1981).

C =
n

∑
i=1

Ciθi
(
J/
(
m3 ·K

))
(2.35)

Where θi and Ci are the volume fraction and volumetric heat capacity of component i

in soils.

Neglecting air heat capacity, the volumetric heat capacity is defined as:

C = ρd (cs + cw ww + ci wi)
(
kJ/
(
m3 ·K

))
(2.36)

Where cs is the specific heat capacity of solid phase, cw = 4184 and ci = 2100
(
kJ/
(
m3 ·K

))
are the specific heat capacity of water and ice respectively, ww and wi are unfrozen water

and ice content. During freezing, where pore water in soil changes its phase with temper-

ature, the volumetric heat capacity must include a component accounting for latent heat

of fusion at the phase change temperature (i.e. 0 °C). Thus, the apparent volumetric heat

capacity of soils accounting for this phase change is defined as (Lunardini, 1981):

C =C+L f ρd
∂ww

∂T
(2.37)

or

C = ρd

(
cs +4184ww +2100wi +L f

∂ww

∂T

)
(2.38)

Where L f (kJ/kg) is the latent heat of fusion for water and
∂ww

∂T
is the rate of change

of unfrozen water content with temperature.

2.9 Summary

Various aspects of the literature related to research objectives were presented although

mathematical details related to multiphase heat and mass transfer and linear stability anal-

ysis for the onset of heat convection in porous medium will be discussed later.

Fundamental aspects of permafrost engineering, phase relations, thermal properties of

multiphase porous medium, acid rock drainage (ARD) of waste-rock piles and potential

mitigated techniques for ARD in continuous permafrost regions were given. A prominent
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technique for reducing ARD in waste-rock piles via maintaining permafrost within waste

rock is air convective cover (ACC) which is simple in design and has a low long-term cost

of maintenance. It is based on the well established theory, proven in laboratory tests and

recent success in the protection of permafrost foundation under embankments.

The importance of air convection/advection (due to natural air convection, wind-induced

advection and barometric pressure variation) in partially saturated porous media was also

discussed as air convection/advection transports both heat and mass. Air convection/advection

carries oxygen-rich air into oxidation/combustion sites and therefore it enhances oxida-

tion/combustion rates resulting in high temperatures. Even though there are no heat produc-

tion due to oxidation or combustion, strong air convection/advection can alter the internal

thermal field within a waste-rock pile.
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CHAPTER 3

Thermal conductivity and grain size distribution of waste

rock at Diavik

3.1 Introduction

Waste-rock piles pose a potential environmental-related problems consisting of acid rock

drainage (ARD), leaching of metals, erosion, slope stability, and others. Waste rock usually

consists of a wide ranges of particle sizes as a result of the blasting of the overburden rock

consisting of fine particles (silt sizes or smaller, ≤0.02 mm) to boulder (≥1 m in diameter).

Construction methods can influence the particle size distribution and the heterogeneity of

waste-rock piles (Smith et al., 1995; Azam et al., 2007). The most commonly used method

is end-dumping that generally creates segregation of materials along the dump face. The

regions near and at the toe of waste-rock piles usually consist of coarse rock and have much

higher permeability due to traffic compaction (Smith et al., 1995; Azam et al., 2007), which

can support air convection/advection created by wind, barometric pumping, and buoyancy

forces (Amos et al., 2009a). Meanwhile, the upper surface and the top layers of waste-rock

piles consist of fine-grained soils and have much lower permeability (Smith et al., 1995)

therefore diffusion of mass and conduction of heat dominate these zones (Lefebvre et al.,

2001a). Waste rock can be classified as “rock-like” (<20% passing of 2 mm sieve) or “soil-

like” (≥20% passing of 2 mm sieve) materials (Dawson and Morgenstern, 1995). As a

result, the upper zones of waste-rock piles are more “soil-like” meanwhile the lower zones

tend to be more “rock-like”.

When a waste-rock pile is constructed in a permafrost region, it is vital to know ther-

mal properties of the waste-rock pile for thermal transports as well as its hydrogeologi-

cal properties for the determination of water/pollutant transports. Because water/pollutant

transports in this waste-rock pile are thermally controlled as freezing waste rock may limit

fluid transports to the active layer during summer. However, during winter, ground water

flow is generally inactive as the entire waste-rock profile is frozen. Permafrost aggradation

in potential-acid generating mine wastes under engineered covers has been suggested by
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Robertson (1987); Arenson and Sego (2007) as a solution to control ARD. Moreover, diffi-

culties arise when one tries to obtain undisturbed samples from deep beneath the surface or

even at the surface to measure thermal properties. Because any disturbance to the samples

may change the physical conditions and therefore the thermal properties. Thus, thermal

properties of waste-rock piles are usually determined through in-situ measurements. This

chapter presents the results of grain size distribution and in-situ measurements of thermal

conductivity in unsaturated waste-rock test piles (“test piles”) built at Diavik Diamond Mine

Inc. (DDMI).

3.2 Characterization methods

3.2.1 Grain size distribution

Approximately 244 samples of Type I test pile (Chapter 1) and 313 samples of the Type

III test pile (Chapter 1) were taken and typical sample weight was 10kg of waste rock

(≤ 100mm in diameter). The samples were collected for various analyses such as grain size

distribution, hydrological properties and bio-chemical-mineralogical parameters. Grain size

distribution analysis was done by sieving following the ASTM standard method D422-63

(ASTM, 2007).

3.2.2 Thermal conductivity characterization

3.2.2.1 Probe descriptions and measurement procedures

There are about 35 access lines (made of 3-inch PVC pipe) for thermal conductivity mea-

surements which were installed during construction of the test piles at each face Fig. 3.1

and Fig. 3.2A. The thermal conductivity probe includes: a 1.3m steel rod (diameter of

6.3mm), six Teflon discs placed at a 0.23 m interval on the steel bar, eight heating wires

(nichrome) formed into four pairs as heat source and foam rings attached to the discs to

eliminate airflow within the probe during test. The actual probe and detailed drawing of

one section of the probe are showed in Fig. 3.2B and C. Due to a large ratio between the

probe length (1.15m) and the probe diameter (36mm), the probe is considered as a line

heat source (Carslaw and Jaeger, 1959). Three thermistors are attached to the probe, one

at the center and one at 0.3 m below and above the center, to determine its temperatures

during the test. Thermistor sensors are YSI 44030 type, providing a precision of ±0.1 °C

over a range between -80 and +120 °C. Temperatures of these thermistors were recorded

every one minute using a Campbell Scientific CR510. The test procedure includes: the

probe is lowered down into a test pile through an access line to a given depth and then left

for about one hour to achieve thermal equilibrium with the surrounding waste rock. The

heating phase is begun by heating the wires for about 11 hours by a voltage of 12V and this

voltage would provide a constant heat source of 7.5W/m to the probe.
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Figure 3.2: Access lines on top of the covered pile (A); actual thermal conductivity probe
and data logger (B); a section of thermal conductivity probe (C) (modified from Blackford
and Harries, 1985).

3.2.2.2 Continuous line source model

In cylindrical coordinates (θ , r, z), with initial and boundary conditions being only a func-

tion of r, heat conduction equation of a homogeneous and isotropic medium can be ex-

pressed as:

∂T
∂ t

= κ

(
∂ 2T
∂ r2 +

1
r

∂T
∂ r

)
(3.1)

Where: T is temperature (K), κ is thermal diffusivity (m2/s), t is time (s), r is the radial

distance (m). The thermal diffusivity of waste rock is defined through its effective (bulk

or apparent) thermal conductivity λ (W/(m ·K)) and effective volumetric heat capacity
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C = ρc
(
J/
(
m3 ·K

))
in which c (J/(kg ·K)) and ρ

(
kg/m3

)
are specific heat capacity and

bulk density of waste rock as:

κ =
λ

ρc
(3.2)

With a constant heat flux of Q (W/m) at r = 0, To is an initial temperature and a bound-

ary temperature at r = ∞, the analytical solution of Eqn. 3.1 at a radius r and time t is

described as (Carslaw and Jaeger, 1959):

T (r, t) = To−
Q

4πλ
Ei
(
− r2

4κt

)
(3.3)

The exponential integral function, −Ei(−x) =
ˆ

∞

x

e−u

u
du

For small x, Ei is given as

Ei(−x)' 0.5772+ lnx− x+ 1/4x2 +O(x3) (3.4)

Therefore, for large values of t� r2/4κ, Eqn. 3.3 becomes

Heating phase: T (t) = To +
Q

4πλ

(
ln(t)−0.5772− ln

(
r2

4κ

))
(3.5)

If the probe temperatures are plotted versus the natural logarithm of time, the effective

thermal conductivity can be determined at a given value of Q.

However, when the heat source is turned off at time tc (cooling phase) and (t− tc)�
r2

4κ
,

similarly the solution of Eqn. 3.1 becomes

Cooling phase: T (t) = To +
Q

4πλ
ln
(

t
t− tc

)
(3.6)

Again, the slope of the plot of the probe temperatures with time during the cooling

phase defines the effective thermal conductivity of waste rock. Thus, the effective thermal

conductivity of waste rock can be determined either from the heating (Eqn. 3.5) or cooling

phases (Eqn. 3.6). However, the above solutions were developed for an infinite length heat

source where the radial heat transfer is valid. An analytical solution for a probe with a

finite length-diameter ratio was derived by Blackwell (1956) who found that the error in

temperature was about 0.12% for a probe with a length-diameter ratio of 30. The probe

described above has the length-diameter ratio of 1150/36 = 32 therefore the discrepancy

between measured and calculated temperatures is significantly small.
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3.3 Results and Discussion

3.3.1 Grain size distribution

Fig. 3.3 shows the one standard deviation about mean of grain size distribution for 124 Type

I rock samples, 162 Type III rock samples, 30 till samples and 54 Type III rock samples

from the covered test pile. The Type I test pile shows the greatest variation in particle size

between samples at faces compared to Type III and the Covered test pile. Furthermore,

the Type I rock was slightly coarser than the Type III rock placed within the Type III and

covered test piles. However, the small change of Type III rock in the covered test pile maybe

due to fewer samples obtained for analysis from the covered test pile.

According to Unified Soil Classification System (USCS, ASTM-D2487, 2000), sieve

No.4 (4.75mm, the boundary between fine gravel and coarse sand) is used for classifica-

tion of coarse-grained soils along with the coefficient of curvature Cc (Eqn. 3.7) and the

coefficient of uniformity Cu (Eqn. 3.8). If a sample contains more than 50% materials finer

than 4.75mm, it is classified as sand and the reverse is gravel.

Cc =
D2

30
D10D60

(3.7)

Cu =
D60

D10
(3.8)

Where D10, D30 and D60 are the diameter of particle that 10, 30 and 60% of the material

are finer than.

Based on the mean particle size distribution, the Type I and III rocks were classified as

well-graded gravel with sand (GW); Type III core of the covered test pile as well-graded

gravel with silt and sand (GW-GM); the till material as poorly graded sand with silt and

gravel (SP-SM). All the samples (≤ 100mm) of Type I and III rocks excluded cobble and

boulder fractions, thus ASTM-D2487 (2000) suggested to add the words “with cobbles and

boulders” to the group names. Hence, Type I and Type III pile can be classified as well-

graded gravel with sand, cobbles and boulders (GW): 48 to 72% fine to coarse, hard, and

subangular gravel; 22 to 50% fine to coarse, hard and subangular sand; 2 to 6% fines; Cu >

50, Cc ≥ 1.5. Till material was poorly graded sand with silt and gravel (SP-SM): containing

55 to 58% fine to coarse sand; 28 - 37% fine to coarse gravel; 8 to 13% fines; Cu = 35.9,

Cc = 0.5. Type III from the core of the covered test pile was well-graded gravel with silt,

sand, cobbles and boulders (GW-GM): 46 to 66% fine to coarse, hard, and subangular

gravel; 29 to 45% fine to coarse, hard and subangular sand; 5 to 9% fines; Cu = 80.6,

Cc = 1.6.

Fig. 3.4 shows the grain size distribution of Type I, Type III and waste rock of other
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Table 3.1: Average particle size and one standard deviation for the Type I, Type III, till layer
and the Type III of the Covered test piles.

D Type I pile (σ ) Type III pile
(σ )

Covered pile:
till (σ)

Covered pile:
Type III (σ )

D10 (mm) 0.37 (1.20) 0.29 (1.09) 0.08 (0.02) 0.19 (0.18)

D30 (mm) 3.08 (4.65) 2.33 (3.14) 0.33 (0.10) 2.22 (2.78)

D50 (mm) 10.24 (7.36) 8.48 (6.60) 1.11 (0.33) 8.41 (5.77)

D60 (mm) 15.48 (7.89) 13.06 (8.20) 2.79 (0.97) 13.16 (7.53)

Cu 56.70 (18.13) 61.65 (21.50) 35.91 (12.97) 80.57 (21.83)

Cc 1.71 (1.05) 1.53 (1.38) 0.52 (0.17) 1.60 (1.44)

USCS GW GW SP-SM GW-GM
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Figure 3.4: Grain size distribution curves of Type I and III rocks compared with waste rock
materials of other mines (other data from Martin et al., 2004)
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Figure 3.5: Grain size distribution of large scale samples at Diavik and Red mountain mines
(data from Frostad et al., 2005; Neuner et al., 2012)

mines and in general, the waste rock materials at Diavik are coarser than those of other

mines. The gravel fractions of Type I and III rock (from 48 to 72%) are much higher than

the above mean fractions of gravel reported by McLemore et al. (2009) (between 5 and

70%). The grain size distribution of large-scale samples shows that there were about 56%

by weight of cobbles and boulders in a 90tonne sample and two 200tonne samples and

these values are greater than that of large-scale waste rock at Red mountain mine (a gold –

silver deposit) (Fig. 3.5). Moreover, there were only about 14% of the 90− tonne sample

passing the 2mm sieve (i.e. sand size) and this value indicates that the waste rock test piles

at Diavik would behave in a rock-like manner (Dawson and Morgenstern, 1995). The most

important characteristic of rock-like piles is that they have a larger contribution of flow via

macro-pore/preferential flow of water and support air convection/advection.

3.3.2 Thermal conductivity measurements

Fig. 3.6A shows typical temperature curves measured by three thermistors in the conduc-

tivity probe in which the temperatures rise rapidly for the first two hours of the heating

phase due to the low thermal conductivity of the liner (PVC) followed by a much slower

temperature increase due to the thermal properties of waste rock materials (Fig. 3.6A). This

section of the heating period can be modeled using Eqn. 3.5 and the slope in the semi-

log plot was used to determine thermal conductivity during the heating period (Fig. 3.6B).
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Likewise, after the heating period, the heat source was turned off, the instantaneous-sharp

drop in the temperatures over about two hours was due to the liner effects (Fig. 3.6A). The

slower decrease after was again used to determine thermal conductivity using Eqn. 3.6 dur-

ing the cooling period (Fig. 3.6C). Temperatures at the end of the cooling phase returned to

the surrounding waste rock temperatures. The effective thermal conductivity is an average

of thermal conductivities measured during the heating and cooling periods. As shown in

the Fig. 3.6, temperature curves during the heating and cooling plotted in semi-log plots

are straight and parallel. Fig. 3.6 indicates that the calculated thermal conductivities are

consistent between the thermistors and between the cooling and heating phases of each test.

There were more than 189 measurements of thermal conductivity within the test piles

and some of them were duplicated at a given location. However, they were measured on

different dates, as a result they may have different initial temperatures, moisture contents

and dry density which may affect thermal conductivity values. Fig. 3.7 shows a linear trend

of measured thermal conductivities versus temperatures in which thermal conductivities

were higher at negative temperatures. The measured data has considerably scattered, and

this is because of the heterogeneous characteristics of the test piles. Further, the change in

thermal conductivity over a temperature range between −12.5 and 12.5°C was relatively

small about 0.1W/(m ·K) (according to the fitting curve in Fig. 3.7).

The averaged values of thermal conductivity at Type I and III pile have increased

steadily since 2006 but had a smaller increase during the years 2008, 2009 and 2010

(Fig. 3.8). Whereas, the averaged values of thermal conductivity at the covered test pile

decreased (measured within the Type III rock). This is primarily because of the decrease in

moisture content below the till cover of the covered test pile where most measurements are

located (Fretz et al., 2011). Over the five years, the mean values of thermal conductivity

were 1.7±0.4, 1.8±0.4 and 1.7±0.5W/(m ·K) in the Type I, III and Covered test piles

respectively (Table 3.2). The till was frozen and had an average thermal conductivity of

3.0W/(m ·K) (Table 3.2). Based on measured water content of till samples collected dur-

ing the construction, till has a porosity of 0.2 and a degree of saturation about 90%. The

Type III test pile has the highest value as it has higher volumetric moisture content (VMC)

due to artificial rainfall events. Neuner et al. (2012) conducted six rainfall events at the

Type III test pile during summer 2006 and 2007 with a total rainfall of 118.2mm.

However, the difference between the average values of thermal conductivity of Type

I and III test pile is not large (1.7 and 1.8W/(m ·K)) as water is mainly held in matrix

fractions not the clasts. The matrix fractions are small, which is about 8% of the total waste

rock volume. An other reason could be the Type III rock has higher fine fractions than Type

I rock and therefore the Type III rock has more grain to grain connections (higher thermal

conductivity). In comparisons to other waste-rock piles, these results are similar to in-situ

measurement of waste-rock piles at the Kelian mine (Indonesia) having an average value

of 1.89±0.21W/(m ·K) (Tan and Ritchie, 1997) and Côté and Konrad (2005a) reported a
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Figure 3.6: A typical result of temperature response with time (A); heating (B) and cooling
(C) curves were plotted in the form of Eqn. 3.5 and Eqn. 3.6. Data during the first 2 hours
of the heating and cooling phase was eliminated. These curves give an average thermal
conductivity of 2.1W/(m ·K) at 7.5W/m line heat source.
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Figure 3.7: Measured thermal conductivity versus initial temperature of the three test piles.

value of 1.85W/(m ·K) (based on the calculation procedure described by the authors) at a

gravimetric moisture content of 5% of granite coarse rock and a dry density of 2060 kg/m3

(Smith, 2012).

Fig. 3.9B shows the linear trend lines between thermal conductivity with depth and at

a particular depth, the values of thermal conductivity are all measurements from 2006 and

2010. The trend lines indicate the thermal conductivity of the Type I test pile decreases with

depth meanwhile the reverse is true for the Type III test pile. However, the values are quite

disperse and the variation with depth based on the trend line is small. The heterogeneous

nature of the test piles and insignificant moisture content variations (relatively dry waste

rock) may contribute to these trends.

Table 3.2: Measured thermal conductivity of the test piles (W/(m ·K))

Type I test pile Type III test pile Covered test pile
Type III rock

Covered test pile
Till

Average Std. Average Std. Average Std. Average Std.

2006 1.2 0.4
2007 1.4 0.3 1.6 0.5 1.8 0.6
2008 1.7 0.4 1.9 0.4 1.7 0.5
2009 2.0 0.3 1.9 0.4 1.7 0.5 3.0 0.5
2010 2.0 0.5 2.2 0.4 1.6 0.5

Average 1.7 0.4 1.8 0.4 1.7 0.5
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3.3.3 Relation between the effective thermal conductivity and degree of satu-
ration.

As shown in the Fig. 3.9A, thermal conductivity increases with time likewise measure-

ments of moisture content from Time Domain Reflectrometry (TDR) probes reported by

Fretz et al. (2011) and Neuner et al. (2012). Therefore, thermal conductivity correlates to

moisture content. There are four TDR probes located at the same depths (between 7 and

9m depth) but are located about 2m horizontally from thermal conductivity access lines in

the Type III test pile. All thermal conductivities at these locations were obtained at temper-

atures above 0°C and thus they are unfrozen thermal conductivities. A method described

by Johansen (1975) and Côté and Konrad (2005a) was used to obtain the relation between

thermal conductivity and degree of saturation for fine- and coarse-grained materials. A

normalized thermal conductivity for unfrozen waste rock is defined as:

λr =
λ −λdry

λsat −λdry
(3.9)

Where λsat and λdry are thermal conductivity at saturated and dry states. λsat = 2.4W/(m ·K)

(Fig. 3.9A) was the highest measured thermal conductivity at a 5m depth where TDR indi-

cating saturation during summers within the matrix fractions Neuner et al. (2012). Mean-

while λdry is calculated through a modified geometric mean method as (Côté and Konrad,

2005a):

λdry = λ
(1−φ)α

s λ
φ β

a (3.10)

Where φ = 0.25 is the porosity of Type III waste rock (Neuner et al., 2012), λs =

3.0W/(m ·K) is the thermal conductivity of granite rock at Diavik, which is an assumed

value, and this value is common for granite rocks (Farouki, 1981b). λa = 0.024W/(m ·K)

is the thermal conductivity of air, α = 0.59 and β = 0.73 are provided by Côté and Konrad

(2005a) due to errors associated with air saturated coarse materials. Substituting with these

parameters into Eqn. 3.10, one has λdry = 0.7W/(m ·K).

This study λr =
12Sr

1+11Sr
(3.11)

Johansen (1975) λr = 0.7log(Sr)+1 (3.12)

Cote and Konrad (2005) λr =
4.7Sr

1+3.7Sr
(3.13)

λ = 0.7+1.7
12Sr

1+11Sr
(3.14)

A relation between λr and degree of saturation Sr were obtained through the fitting

curve of the field data (Eqn. 3.11) and plotted in Fig. 3.10A. The relationships suggested by
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Figure 3.10: Relation between normalized thermal conductivity (A) and effective thermal
conductivity (B) and degree of saturation.
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Johansen (1975) and Côté and Konrad (2005a) give lower values for λr at a given Sr. This

is because the materials in their study are finer than waste rock materials. In fact, the D50 of

materials in the study conducted by Côté and Konrad (2005a) was between 3.5 and 7.0mm

whereas the mean D50 of waste rock (< 100 mm in diameter) varied between 10.24mm

of the Type I test pile and 8.48mm of the Type III test pile (Table 3.1). The materials in

the study of Johansen (1975) were mainly fine to medium sands. Therefore the relation

between λr and Sr is mainly controlled by the gain size of materials or “fabric effect” as

mentioned by Côté and Konrad (2005a). At a specific value of Sr, coarser materials have

higher values of λr. Finally, the relation between the effective thermal conductivity λ and

degree of saturation Sr was fitted by Eqn. 3.14 and plotted in Fig. 3.10B.

3.4 Conclusions

This chapter presented a study on grain size characterization and thermal conductivity of

three waste rock test piles constructed at Diavik. The analyses of samples (≤ 100mm)

indicated that the waste rock materials (Type I and III waste rock) were classified as well-

graded gravel with sand, cobbles and boulders (GW) and slightly coarser than waste rock

of other mines. The test piles have rock-like characteristics which may promote air con-

vection/advection and preferential water flow in macro-pores flow rather than matrix flow.

The insitu-measured values of the effective thermal conductivity have increased over five

years since 2006 but at much lower rate in the later years. The mean values of effective

thermal conductivities were 1.7±0.4, 1.8±0.4 and 1.7±0.5W/(m ·K) at Type I, III and

Covered test piles respectively. The effective thermal conductivities were temperature de-

pendent values but in a relatively small range and the results were quite scattered due to the

heterogeneity of the test piles. There were also spatial variations of the effective thermal

conductivities, in which at the Type III test pile thermal conductivity increased with depth

while the opposite was at the Type I test pile. Finally, the effective thermal conductivities

mainly depended on the degree of saturation through normalized thermal conductivities and

the normalized thermal conductivities increased with the increase in grain size at a specific

value of degree of saturation.
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CHAPTER 4

The Diavik Waste Rock Project: Measurement of the

thermal regime of an uncovered waste-rock test pile in a

permafrost environment

4.1 Introduction

The amount of waste rock that must be removed at an open pit or underground mine are

large and waste rock is usually placed in large piles that are commonly heterogeneous and

unsaturated. Traces of sulfide minerals are usually found in waste rock and the oxidation of

sulfide minerals can release acidity and high concentration metals in seepage water. Control

of acidic rock drainage (ARD) and metal contaminants in water from waste-rock piles are a

common issue for the decommission of mines and the impact that release waters may have

on the environment near mines is of significant concern. Mine management is required to

meet water quality and other environmental regulations. By understanding the oxidation

mechanisms, prediction of the rate and controls on oxidation in a particular waste-rock pile

may be possible as well as development of management strategies to limit releases to the

environment.

Local temperatures and the rate of oxygen supply control the oxidation rate (Jaynes

et al., 1984b; Lefebvre et al., 2001a). Furthermore, sulfide oxidation is an strong exother-

mic process resulting in temperatures at oxidation sites to increase. The amount of temper-

ature increases above background temperatures can be used to determine the oxidation rate.

At Rum Jungle, Northern Territory, Australia, internal temperature measurements reached

56 °C within a waste-rock with a heat production of 5.0 W/m3 and corresponding O2 usage

rate of 8.0× 10−8 kg(O2)/J (per joule of heat release) (Harries and Ritchie, 1981). Sub-

surface temperature at a 10 m depth in a drill hole was around 65 °C at Doyon mine due to

oxidation (Lefebvre et al., 2001a). This temperature was significantly higher than observed

at other locations, where background temperatures were approximately 40 °C (Sracek et al.,

2006). Sracek et al. (2006) also reported that the average pyrite oxidation rate at this lo-
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cation of Mine Doyon waste rock was estimated around 2.2× 10−9 mol(O2)/(kg · s) (in

which kg is per weight of waste rock). Pyrite oxidation within a waste-rock pile con-

structed on a permafrost foundation showed elevated temperatures up to 5 °C as reported

by Hollesen et al. (2009, 2011).

Permeability of waste-rock pile is an important parameter controlling the oxygen sup-

ply. The consumption of oxygen and localized temperature increases may create an unstable

air density stratification within the waste-rock pile. This unstable air stratification in turn

can induce convective air cells which can be a more rapid heat and mass (oxygen) trans-

port processes than conduction/diffusion if the permeability of waste rock is high. Simu-

lations by Pantelis and Ritchie (1992); Lefebvre et al. (2001c) indicated that K = 10−9 m2

is the threshold value for strong air convection formed within a reactive waste-rock pile.

Smaller values of permeability than this threshold value, the air convection is so weak that

its oxygen transport is dominated by diffusion. Furthermore, wind induces forced advec-

tion/convection within waste-rock piles may have significant impacts on the overall heat

and mass transport.

The objective of this chapter is to present temperature measurements obtained from

2006 to 2009 within a field-scale experimental waste-rock pile (test pile) at the Diavik

Diamond Mine in the Northwest Territories, Canada. Heat budgets of the test pile were

calculated based on internal temperatures for 2007 and 2008. Temperature profiles versus

depth throughout and beneath the test pile are presented with the inferred air-flow patterns

based on measured temperatures within the test pile. Measured temperature was used to

assess the extent that sulfide mineral affects the internal temperatures and to determine the

principal thermal transport mechanism active within the test pile.

4.2 Site description

The Diavik Diamond Mine is located in a continuous permafrost region and is located

approximately 300 km northeast of Yellowknife, Northwest Territories, Canada (Fig. 4.1).

The mean annual air temperature (MAAT) at the study site over the study period was -

9.0 °C. The average monthly maximum temperature of 12 °C occurs in July, and the average

monthly minimum temperature of -30 °C occurs in January/February (Table 4.1). The site is

characterized by an active freeze-thaw zone extending approximately 4 m into the bedrock.

Precipitation at the study site is low at an average of 280 mm, 60 % of which occurs as

snow and the dominant winds are from the north and east with an average of 17 km/h

(Environment-Canada, 2008a).

Waste rock at the site is segregated into three categories according to its sulfur content:

Type I (< 0.04 wt % S); Type II (0.04 to 0.08 wt % S); and Type III (> 0.08 wt % S).

Type I and II waste rock is comprised predominantly of granite and is considered non- and

low-acid generating with an average sulfur content of 0.035 wt% S. Type III waste rock
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Figure 4.1: Location of the Diavik Diamond Mine.
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Table 4.1: Monthly average air temperature and relative humidity at Diavik in 2008

Monthly
Summary

Extreme
Maximum (°C)

Extreme
Minimum (°C)

Average
Temperature (°C)

Average relative
Humidity (%)

January -9.5 -42.9 -28.5 71.3
February -15.4 -44.3 -31.5 67.7
March -9.4 -40.4 -28.3 69.9
April 1.5 -36.3 -15.4 77.9
May 15.8 -17.9 -2.3 79.5
June 22.0 -4.9 7.4 67.1
July 23.0 4.7 13.0 69.2

August 24.8 1.5 10.8 78.4
September 10.2 -4.0 1.6 81.3

October 9.7 -21.0 -4.2 87.0
November -1.9 -27.1 -16.5 83.9
December -14.5 -40.4 -28.5 72.3

contains a small amount of biotite schist that has traces of sulfide minerals, therefore Type

III waste rock is considered potentially acid generating with an average sulfur content of

0.053 wt% S. Three field-scale experimental waste-rock piles (test piles) were constructed

at the study site between September 2004 and July 2007. Two test piles were constructed

and instrumented with final dimensions of 15 m in height and 50 by 60 m in the area at the

base: Type I Test Pile contained Type I waste rock, and the Type III Test Pile contained

Type III waste rock. A third test pile referred to as the Covered Test Pile was constructed of

Type III waste rock with an engineered cover comprised of layers of till and Type I waste

rock designed to limit oxygen and water transport into the underlying waste rock.

4.3 Experimental methods

The current study examines the internal thermal regime of the Type III test pile. Smith

et al. (2012) provided details of the construction methods for the test piles and instrumenta-

tion. In general, instruments were placed on the faces of the test piles during construction,

which results in five instrumented faces (Face 0 to Face 4) within the test piles (Fig. 4.2).

Numerous thermistor strings were installed for measuring temperatures within the Type III

test pile. Strings consisting of 12 thermistor beads were located on Faces 1, 2 and 4, with a

5-m longitudinal spacing between individual instrumentation faces (Fig. 4.2). Thermistors

located on Faces 1 and 4 were used to analyze the internal thermal regime of the test pile.

Two strings were located along the north and south batter beginning 5 m from the centre

line and extending down the face to about 12 m below the surface; two additional strings

were placed down the face to a depth of 12 m and located 5 m on both sides from the centre

line (Fig. 4.2A). Data from these thermistor strings were recorded at a 4-h interval.

To measure the impacts of test pile construction on the thermal regime of the bedrock
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mistor strings (B).
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beneath the test pile, three thermistor strings (basal thermistor strings: 3BC0thm01, 3BC0thm02

and 3BC0thm03) were installed in 2005 below the centre line of the base of each test pile.

They pass through a layer of bedding sand below the geomembrane liner underlying the

test pile (Fig. 4.2B). These thermistor strings were buried 10 m into the bedrock foundation

(six thermistors at 2-m spacing), and four thermistors are located at the base in the bedding

material (Fig. 4.2). Data from these basal thermistor strings were recorded at a 4-h interval.

To establish baseline temperatures for both preconstruction and ongoing development on

the internal thermal regime of the bedrock at the test pile site, a bedrock thermistor string

located approximately 100 m northwest of the Type III test pile was installed in July 2005

and recorded at a 4-h interval. This thermistor string was installed 10 m below the ground

surface and was used to determine the depth of the active layer and the annual variation of

subsurface temperatures in native bedrock. The uppermost thermistor is located near the

ground surface and recorded the ground surface temperatures of the bedrock. A data-logger

system consists of a Campbell Scientific (Edmonton, AB, Canada) CR23X data-logger and

six AM16/32-XT multiplexers. The data-logger system records 384 thermistor beads in-

stalled inside and at the base of the Type I and III test piles and bedrock. The thermistor

beads are YSI 44007 type, providing a precision of ±0.2 °C and a wide range working

temperature from -80 to 120 °C.

4.4 Results and discussion

4.4.1 Air, surface, basal and bedrock temperatures

Construction of the Type I and III test piles was completed in September 2006. Monthly

average temperature data from the uppermost thermistors (less than 0.05 m deep from the

surface) in the test piles (the average surface temperatures of the Type I and III test pile)

were plotted over time (Fig. 4.3A). The data vary sinusoidally (Fig. 4.3A) with an average

amplitude of 20 °C, a maximum value of about 15 °C in July, a minimum value of -25 °C

in January/February and a mean annual surface temperature (MAST) of -5 °C. The MAST

is warmer than the MAAT and this may be due to the variations of the parameters that

affect the energy balance between the air above and surface such as solar radiation, wind,

humidity and surface conditions of the test piles such as snow cover (during winter). Snow

was significant at the site (60% of precipitation) as indicated by measurements of snow

thickness around 25 cm during the winter 2006 - 2007 (from end of October to end of

April) at the nearby Ekati Diamond Mine which has similar weather conditions to those of

Diavik (Neuner et al., 2012). Snow is a good insulator and keeps the surface temperatures

of the test piles warmer than air temperatures.

Smith and Burgess (2000a) provided a statistical relationship between MAAT and MAST

for northern Canada (Fig. 4.3B). The relationship is linear with a considerable scatter due

to site-specific conditions. MAST at 0 °C occurs at a MAAT of about -4.3 °C. However,

72



−40

−20

0

20  

 MAAT (°C) Air Temperature (°C)
-20 -10 0 10 -50 -25 0 25

M
A

ST
 (°

C
)

Su
rf

ac
e 

Te
m

pe
ra

tu
re

 (°
C

)

Te
m

pe
ra

tu
re

 (°
C

)

-20

-10

0

10

-50

-25

0

25

-4.3 -4.9

MAAT = M
AST

MAAT = 
MASTTREND LINE TREND LINE(B)

(A)

(C)

Ja
n/07

Apr/0
7

Ju
l/0

7

Oct/
07

Ja
n/08

Apr/0
8

Ju
l/0

8

Oct/
08

Ja
n/09

Apr/0
9

Air Temperature
(Curve fitting)

Monthly average
Air temperature

Monthly average
Surface temperature

Surface Temperature
(Curve fitting)

Figure 4.3: (A) Monthly average and curved fits of air temperatures and ground temper-
atures near the top surface of the Type I and Type III test piles (< 0.05 m deep = surface
temperatures); (B) plot of MAST versus MAAT for northern Canada (data from Smith and
Burgess, 2000a); and (C) surface versus air temperatures at the Type I and III piles.
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because of the scatter, MAST at 0 °C has been observed between a MAAT of -2 and -7.5 °C.

At the Diavik site, the relationship between surface and air temperature is also linear, and

surface temperatures of 0 °C correspond to air temperatures of -4.9 °C (Fig. 4.3C). When

surface temperatures are colder than 0 °C (during winter), the relationship between air tem-

perature and surface temperature varies considerably (Fig. 4.3C).

Fig. 4.4 shows a relationship between the thickness of thaw depth (active layer) and

thawing index Iat (the summation of the positive degree-days over a year) for unsaturated

waste rock, which is based measured values at several mines. It indicates that thaw depth

reduces with a decrease in air temperature. However, the relationship is only relevant for

low-permeability waste rock dominated by conductive heat transfer. At the Diavik site,

the air thawing index is Iat = 1,064 °C-days, giving an expected thaw depth of 4 m in

unsaturated waste rock far from boundary effects (near the slopes), negligible oxidation

and convective heat transport (Fig. 4.4).

In 2008, the variations in monthly average bedrock temperature versus depth and the

maximum-minimum temperature values or trumpet curve (a trumpet curve is the envelope

surrounding all of the temperatures occurring throughout a year) are plotted in Fig. 4.5A.

These data demonstrate that the active layer in the bedrock is 4-m deep adjacent to the test

pile site. The minimum and maximum surface temperatures recorded between September

2004 and April 2009 were -25 °C and 15 °C, respectively, and the MAST was -5 °C. The

temperature at a depth of 10 m was still influenced by surface temperature variations, but

the variations were generally between -5.5 and -3 °C (Fig. 4.5A). Following construction,
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the amplitudes of bedrock temperatures beneath the test pile changed due to the added

overlying waste rock (Fig. 4.5B). There is a modest cooling trend in the bedrock beneath

the test pile between 2007 and 2008 as it corresponds to a shift of the trumpet curve to

negative temperatures following construction of the test pile at the end of the summer in

2006 (Fig. 4.5B). Temperatures at the interface between the base of the test pile and the

ground surface vary over a small range between 0 and -3 °C in 2007 and between -1 and

-5 °C in 2008 (Fig. 4.5B).

Since construction, temperature data from the thermistor strings at the base of the test

pile (3BC0thm01 and 3BC0thm03) (Fig. 4.2) have been generally below 0 °C (Fig. 4.6).

However, some data from the base and beneath the geomembrane liner remained near 0 °C

from September to December during both 2007 and 2008 due to latent heat effects. Mean-

while, from December to July in both 2007 and 2008, these thermistors cooled well below

0 °C. This cooling can be explained by rapid convective cooling in the coarse rock above

the geomembrane. Furthermore, data from thermistors installed into bedrock below the

test pile were below 0 °C year round, and the bedrock temperatures gradually decreased

during the measurement period. Thermal behavior of the basal thermistors (3BC0thm01

and 3BC0thm03) was quite similar; however, the temperature data from 3BC0thm01 were

colder due to lower initial temperatures in September 2006 (Fig. 4.6). Moreover, thermistor

strings beneath the test pile located closer to the exterior margin of the test pile reflected

colder winter temperatures compared to those beneath the centre of the test pile.

4.4.2 Internal temperatures and temperature-induced pore airflow along in-
strumented faces

Seasonal measurements from thermistor strings located on Faces 1 and 4 reveal that the

internal thermal regime changes within the test pile on a seasonal and annual basis (Fig. 4.7)

that mirrors temporal variations in ambient air temperatures. At 2 m below the surface,

temperatures have exhibited a steady cooling trend of about 4 °C/a during each winter since

2006. During the summer, temperatures at these locations increased to values above 0 °C.

Temperatures were colder on Face 4 compared to Face 1 during both the winter and summer

at the same depth. This trend indicates that the entire test pile was cooling during the study

period, but Face 4 cooled faster than other faces because it is the most westerly (outer) face

and thus releases more heat during winter due to closer to boundary and more affected by

climate conditions compared to the interior of the test pile.

4.4.2.1 Contour plots of temperatures (isotherms) and pore airflow

Internal pile temperatures along with waste-rock thermal properties were used to delin-

eate internal temperature distributions and calculate initial heat budgets for Faces 1 and

4. Isotherm plots were prepared from discrete temperature values using a triangular mesh
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Figure 4.6: Temperatures at thermistor strings (A) 3BC0thm01and (B) 3BC0thm03. The
origin of the coordinates in brackets (in meters) is at the centre of the base (4.2A).
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surface temperature (thermistor 31N5thm0.10) and the temperature at the greatest depth of
each thermistor string.
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Figure 4.8: Triangular mesh of Face 4 used to construct contour plots. The nodes represent
actual thermistor locations. Basal temperatures were from 3BC0thm03, which is the closest
thermistor cable to Face 4.

for each instrumentation face (Fig. 4.8). The exterior nodes were assigned surface tem-

peratures. Interior nodes were located to correspond with thermistor locations and were

assigned corresponding temperatures. The two-dimensional isotherms at a face were ob-

tained by kriging all available data points on that face. Velocity vectors for air in the pore

space were determined using these 2-D isotherms along with Darcy’s law, the ideal gas law

and an average barometric pressure of patm = 101kPa at the ground surface. According to

Darcy’s law (Bear, 1972):

u =−K
µ
(∇p+ρagn) =−K

µ
(∇p+ρ

o
a g(1−β (T −To))n) (4.1)

Where K is permeability in m2; µ = 1.72× 10−5 (Pa · s) is the dynamic viscosity of

air at a standard temperature and pressure (22 °C and 101 kPa) (Tipler, 1999); p = patm−
ρagy is air pressure as a function of height y; n(0, 1) is unit vector; ρa is air density;

ρo
a is air density at reference temperature To; T is temperature; and β =

1
T

(1/K) is the

thermal expansion of air as an idea gas (Bear, 1972). With a given 2-D isotherm, one

can use Eqn. 4.1 to estimate the air velocity vector. These calculated velocities are based on

temperature gradients (natural air convection) and do not include wind effects or barometric

pumping.

Permeability of the test pile was assigned a value of 2.0×10−9 m2 (Amos et al., 2009a)

(Table 4.2) at the surface, and it increases linearly to the bottom of the pile with an assigned

value of 2.0×10−8 m2 (Chi, 2010). The assumed linear permeability increase with depth is

based on material segregation during pile construction that results in increased particle size

and permeability at the base.

Air buoyancy can potentially result in airflow and depends on the difference between the

air density within the test pile and that of atmospheric air. In January 2007 and 2008 at Face
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1, surface temperatures of the test pile were -25 °C and interior temperatures were around

-3 °C (Fig. 4.9A) and -7 °C (Fig. 4.9B), respectively. Predicted air velocities calculated

based on these thermal gradients indicate lighter air from the warmer interior rose to the

outer surface, which created horizontally inward gradients drawing air through the sides

(inward airflow) (Fig. 4.9A and B). The air velocity was highest near the base and reached

a value of 1.5× 10−3 m/s due to the high temperature gradients and permeability. An

average inflow air velocity of 1.8× 10−4 m/s was estimated in January for both years at

Face 1 (Fig. 4.9A and B).

Conversely, when the ambient air temperatures were warmer than the test pile’s interior

temperatures during summer, the ambient air density was lower than the air density within

the test pile and the airflow was therefore in the opposite direction (Fig. 4.9C and D). When

surface temperatures were around 15 °C in July, the basal temperature of the test pile was

-1 °C (2007) and -3 °C (2008). The calculated density-driven air velocity during the winter

is about twice that of the summer, which was estimated at 9.1× 10−5 m/s (Fig. 4.9C and

D) and is of the same magnitude as wind-induced airflow (Amos et al., 2009a).

The thermal and airflow behavior on Face 4 resembles that of Face 1; however, the 0 °C

isotherm was higher within the test pile on Face 4 (Fig. 4.10). The location of the 0 °C

isotherm is important because it is used to track frozen/unfrozen interfaces and potential

oxidation regions in the test pile. In frozen regions, it is known that temperatures below

zero can reduce significantly the oxidation rate (Jaynes et al., 1984b).

The 0 °C isotherm progresses deeper into the test pile along the sides than the centre due

to two possible reasons (Fig. 4.9 and Fig. 4.10). The first reason may be due to larger ther-

mal conductivity on the sides because of greater water infiltration into the batters (Neuner

et al., 2012), which warms the rock that was initially below 0 °C. The water then freezes to

form ice, thus increasing the thermal conductivity (ice is about 3.7 times more conductive

than water). Furthermore, as the water content increases, the thermal conductivity of waste

rock also increases (Farouki, 1981c; Côté and Konrad, 2005a). The second reason may be

due to wind-induced and/or natural convection acting on the test pile sides, deepening the

0 °C isotherm. In addition, these isotherms have a near-symmetrical shape, which is an

indication of a similar amount of energy entering from each side.

Isotherms and air velocity vectors due to density differences in the sections perpendicu-

lar to the faces are shown in Fig. 4.11. Similar to Face 1 and 4, isotherms of the perpendic-

ular sections indicate a decrease in interior temperatures of the test pile between 2007 and

2008 (Fig. 4.11). During winter, air flows inward into the interior of the test pile, and its

magnitude is large in the region between the location of Face 4 and the boundary because of

the large temperature gradient (Fig. 4.11A and B). In the region between Face 1 and 4, the

air velocity is slow as a result of the small thermal gradient (temperatures at Face 1 and Face

4 are close in value) (Fig. 4.11A and B). The average inward air velocity was 1.8× 10−4

and 1.6×10−4 m/s in January 2007 and 2008, respectively, which are in the same magni-
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Figure 4.12: Temperature variations along Face 1’s centre line in 2007 (A) and 2008 (B),
which were interpolated linearly from thermistor strings 31S5thm and 31N5thm.

tude to air velocity at Face 1 and 4 (Fig. 4.9 and Fig. 4.10). During the summer, air flows

in the inverse direction, and its average magnitude was 6.0× 10−5 and 5.0× 10−5 m/s in

July 2007 and 2008, respectively (Fig. 4.11C and D). The average air velocity in July 2007

and 2008 was about three times smaller in magnitude than that during January of each year.

Therefore, due to higher air velocity during the winter, it is expected that, in the absence of

wind-driven advection and barometric pumping, heat transfer is greater during winter.

4.4.2.2 Temperature profiles at Face 1

The evolution of temperatures on the centre line along Face 1 and 4 with time is shown in

Fig. 4.12 and Fig. 4.13. Following construction in 2006, initial temperatures within the test

pile varied from 3 to 6 °C, and data from the subsequent three years are described. In 2007,

all of Face 1 underwent a freeze-thaw cycle (Fig. 4.12A). The shape of the temperature plot

differs from the temperature variations observed in the bedrock (Fig. 4.5A), which respond

only to heat conduction. Thus, heat conduction is not the only heat transfer mechanism

active within the test pile.

From January to May 2007, temperatures within the test pile were < 0°C, whereas tem-

peratures in most regions of the test pile increased to > 0°C from June through November

2007. Temperatures at the centre line of the test pile were > 0°C in August and Septem-

ber 2007, and the 0°C isotherm on Face 1 extended 14 m below the crest of the test pile
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Figure 4.13: Temperature variations along Face 4’s centre line in 2007 (A) and 2008 (B),
which were interpolated linearly from thermistor strings 34S5thm and 34N5thm.

(Fig. 4.12A). Given the lack of thermistors between depths of 12 m and the base of the test

pile, temperatures in between were assumed to have a linear variation. Between July and

September 2007, heat flowed from the base of the test pile into the ground, whereas, in the

other months of 2007, heat flowed into the test pile from the ground beneath (Fig. 4.12A).

In 2008, the depth of the 0 °C isotherm decreased to 13 m below the crest of the test pile.

The shape of the temperature profiles in 2008 is similar to those from 2007 (Fig. 4.12B),

but with a greater range of surface temperatures. Similar to the internal thermal regime in

2007, the test pile was below 0 °C from December 2007 to May 2008; during the other

months, portions of the test pile rose > 0°C. In summary, the depth of the 0 °C isotherm

on this face decreased by about 1 m in 2008 and steady state thermal conditions were not

reached.

4.4.2.3 Temperature profiles at Face 4

The 2007 temperature profiles for Face 4 (Fig. 4.13A) were similar, both in the shape and

the thickness of the active layer, to those for Face 1 (Fig. 4.12A). The centre of this face

was thawed from August to September 2007, but temperatures in the lower region of Face

4 remained < 0°C during the warmest month (July). Temperatures at all locations on Face

4 were < 0°C between December 2006 and May 2007, with the upper 1.5 m thawing by

June 2007 and the upper 6 m by July 2007.
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In 2008, the frozen zone at the base of the test pile grew to 2.1 m, and the 0°C isotherm

decreased from 14 to 11.9 m below the test pile surface. In addition, the temperature profiles

for Face 4 were similar in 2007 and 2008, but the larger ranges in 2008 reflect the greater

range in surface temperatures.

4.4.3 Heat budget of the test pile during 2007 and 2008

A heat budget is important for establishing the internal thermal state (cooling or warming)

of the test pile via the amount of heat being gained or released annually. The cross section

at any face is assumed to be a control volume in two dimensions. Heat flow of the control

volume in a typical summer month includes heat entering from the exposed surfaces and

leaving via the test pile base (Fig. 4.14). Conservation of heat is written as (Beck et al.,

1992):

Net rate of heat flow in + Rate of heat generation = Rate of storage of heat (4.2)

The calculated heat energy budget of the control volume assumes: (1) conduction and

convection are the main heat transfer mechanisms at the perimeter of the control volume;

(2) the waste rock is homogeneous and isotropic with respect to thermal properties; (3)

local thermal equilibrium between the fluid and solid phase, and (4) 2-D heat transfer is

calculated for one unit width at each face. Amos et al. (2009b) showed that O2 consumption

was low and therefore oxidation rates are low and therefore heat release is expected to

be low in the Type III rock. According to Fourier’s law of heat conduction along with

convection by air (Acrivos et al., 1980; Beck et al., 1992; Nield and Bejan, 1999):

Heat flux in x direction:

qx =−λ
∂T
∂x

+uxρacaT (4.3)

Heat flux in y direction:

qy =−λ
∂T
∂y

+uyρacaT (4.4)

Rate of storage of heat Es:

Es =C
∂T
∂ t

(4.5)

Where λ is the effective (bulk) thermal conductivity (W/(m ·K)); C is the volumetric

heat capacity
(
J/
(
m3 ·K

))
; ux and uy are Darcy air velocity (m/s) in x and y direction; ca is

the specific heat of air (J/(kg ·K)); and ρa = 1.22 kg/m3 is the air density at the standard

temperature and pressure (Tipler, 1999).

86



Table 4.2: Thermal conductivity and air permeability of waste rock at the Diavik Diamond
Mine and other mine sites. Diavik data measured during 2008 was provided by Amos et al.
(2009a) and data of other mine sites is cited below.

Thermal conductivity
(W/(m ·K))

Air permeability
(m2)

Location Range Average Range Average

Diavik - Type III 1.0 - 2.5 1.9±0.4 2.0×10−10−4.0×10−9 2.0×10−9

Aitik Mine, Sweden
(Ritchie, 1994b)

0.7 - 1.6 1.2±0.4 2.6×10−11−1.4×10−10

Heath Steele, Canada
(Bennett et al., 1995)

1.0 - 1.2 1.2±0.1 1.6×10−10−4.7×10−9

Kelian, Indonesia (Tan
and Ritchie, 1997)

1.6 - 3.3 2.1±0.6 3.9×10−13−9.3×10−10

Rum Jungle, Australia
(Kuo and Ritchie,

1999)
1.8 - 3.1 2.2±0.5 8.9×10−13−1.5×10−9
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Figure 4.14: Typical vector heat flux (in blue) across a control volume (Face 1 or 4 of
the test pile) in July 2007 at Face 4 showing heat gain at the surfaces and heat loss to the
foundation rock.
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The first term on the right of Eqn. 4.3 and Eqn. 4.4 indicates heat transfer by conduc-

tion, and the second term indicates heat transfer by convection. The convection term is

only applied at the boundaries (3) and (4) in Fig. 4.14, which are wind-facing slopes. The

upper surface of the test pile was compacted by construction equipment (boundary (1) in

Fig. 4.14), and its permeability is about three orders of magnitude smaller than in the mid-

dle of the test pile (Neuner et al., 2012). At the base there is an impermeable geomembrane

liner. Therefore, conduction dominates at the boundaries (1) and (2) in Fig. 4.14. Amos

et al. (2009a), based on the internal air pressure measurements, indicated that the prefer-

ential airflow in the test pile is in the horizontal direction for an average wind speed of

20 km/h in the north-south direction that contributes about 44 % of all directions. This

speed caused an average inward flux of 1×10−3 m/s and around 4×10−4 m/s at bound-

aries (3) and (4) in Fig. 4.14, respectively (Amos et al., 2009a). These inward air velocities

were used to calculate convective heat transfer into the test pile. The conductive heat trans-

fer was calculated through a monthly average temperature gradient along the perimeter of

control volume, which was determined from the isotherms of Face 1 and 4 constructed in

Section 4.4.2.1. A total heat transfer per one unit width at Face 1 and 4 was determined

by multiplying the above-calculated heat fluxes with the perimeter length of Face 1 and 4,

which is 121.2 and 127.2 m, respectively. Monthly average values of the total heat transfer

are determined by multiplying the total heat transfer with time to come up with a MJ unit.

4.4.3.1 Thermal properties of the waste rock

To analyze heat transfer in porous media, physical and thermal properties of the waste rock

(e.g., permeability, thermal conductivity and heat capacity) must be determined. Thermal

conductivity of waste rock was measured using a transient probe installed at various depths

in the test pile. The probe consists of four-pair heating wires attached to Teflon discs (36 mm

in diameter and 7 mm thick) mounted at a 0.23-m interval on a 6.3-mm diameter steel rod

and the length of the probe is 1.15 m. Three thermistors are attached to the probe to measure

its temperatures. For measurements, the probe is lowered down an access port to a given

depth and left at the measured depth for one hour to obtain thermal equilibrium. A heat

source of 7.5W/m is then supplied to the probe for 11 hours. Temperatures within the

probe are recorded through heating phase and cooling phase during a measurement by the

three thermistors; thermal conductivity is determined based on the response of measured

temperatures (refer Chapter 3 for details of thermal conductivity measurements). In situ

gas permeability was measured using permeability balls placed inside the test pile during

construction (Amos et al., 2009a).

As shown in Table 4.2, the measured thermal conductivity range of waste rock in the

Diavik test piles is higher than other mine sites and could be the result of the freeze-thaw

cycle of water within the test pile. The average thermal conductivity of the test pile was

determined to be λ = 1.9W/(m ·K) during this study period. Furthermore, the magnitude
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of the measured air permeability of waste rock in the Diavik test piles is also greater than at

other sites: Diavik’s Kaverage = 2.0×10−9 (m2) is higher than the suggested value for natural

air convection of Kaverage = 1.0×10−9 (m2) of reactive waste rock at the Rum Jungle mine,

Australia, by Pantelis and Ritchie (1992).

The bulk volumetric heat capacity (C) was calculated based on volume fractions of

solid, water and air:

C = ρ (φscs +φwcw +φaca) (4.6)

Where φs, φw and φa are volume fractions of solid, water and air, respectively; and

cs, cw and ca are the specific heats of solid, water and air, respectively. Based on mea-

surements conducted by Neuner et al. (2012), the porosity of the Diavik waste rock is

0.25, and an average in situ volumetric water content (φw) is 0.06 at field capacity. Thus,

the values of volume fractions used in Eqn. 4.6 are 0.75 for solid, 0.06 for water and

0.19 for air. The solid fraction of the test pile is dominated by granite having specific

heats cs = 790J/(kg ·K), cw = 4,181.3J/(kg ·K) and ca = 1,003.5J/(kg ·K) (Farouki,

1981b; Andersland and Ladanyi, 2004). An average bulk density of waste rock, ρ , is

assumed to be 2060kg/m3 (Smith, 2012). The resulting volumetric heat capacity value

C = 2.1×106 J/
(
m3 ·K

)
was used to calculate heat budgets within the Type III test pile.

4.4.3.2 2007 heat budget

The monthly average heat transfer was −4.2× 103 MJ at Face 4 and −3.9× 103 MJ at

Face 1 from January to March 2007 (Fig. 4.15A), indicating that heat was released from

within the test pile during this period. On average, these heat transfers lowered the internal

temperature by 2.7 °C at Face 1 and 2.8 °C at Face 4. The total heat released during this

period (from January to March 2007) was −1.2×104 MJ from Face 1 and −1.3×104 MJ

from Face 4, corresponding to an average decrease in temperature of 8.3 °C at Face 1 and

8.4 °C at Face 4. This difference is due to the location of Face 4 near the western end of the

test pile: at this location, the face also was cooled by longitudinal winds (and/or natural air

convection) entering the west end of the test pile (Fig. 4.11).

During the summer months (May to September 2007), a small amount of heat crossed

the boundaries because interior temperatures of the test pile were similar to surface temper-

atures, resulting in a small temperature gradient (Fig. 4.15A). The maximum monthly heat

transfers of 2.2×103 and 1.7×103 MJ occurred in July at Face 1 and 4, respectively, mean-

while in May and September the heat transfer was in significant (Fig. 4.15A). The total heat

energy gained during this period was 4.8× 103 MJ at Face 1 and 3.8× 103 MJ at Face 4.

These values result in an average increase in temperature of 3.4 °C at Face 1 and 2.5 °C at

Face 4. A significant amount of heat was released between October and December 2007

compared to other months, with the maximum occurring in December. The total amount
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Figure 4.15: Calculated heat transfer at Face 1 and Face 4 of the Type III test pile in (A)
2007 and (B) 2008. Negative values indicate heat release and positive values indicate heat
gain.
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Table 4.3: Summary of heat budget in 2007 and 2008 for a unit width at Face 1 and Face 4.

2007 2008
Location Face 1 Face 4 Average Face 1 Face 4 Average

Heat gain (MJ) 5.0×103 4.4×103 4.7×103 1.0×104 1.0×104 1.0×104

Heat release (MJ) −2.7×104 −3.2×104 −3.0×104 −3.2×104 −3.9×104 −3.6×104

Total (MJ) −2.2×104 −2.8×104 −2.5×104 −2.2×104 −2.9×104 −2.6×104

of heat transfer at Face 1 and 4 during this period was −1.4× 104 and −1.8× 104 MJ,

respectively. The total heat transfer in 2007 was −2.2×104 and −2.8×104 MJ at Face 1

and 4 (Table 4.3), respectively; therefore, the test pile was cooling.

4.4.3.3 2008 heat budget

From January to March 2008, a large amount of heat was released from Face 1 (−1.8×
104 MJ) and from Face 4 (−2.1× 104 MJ) compared to 2007 (Fig. 4.15B). However, the

wind-induced inflow of warm air to the test pile and heat conduction during the summer

brought in a large amount of heat energy from May to August 2008, and the maximum

heat transfer was again observed in July. Overall, the summer heat transfer of 9.2×103 MJ

at Face 1 and 9.3× 103 MJ at Face 4 in 2008 represented relative increases in heat fluxes

compared to the summer of 2007, and heat transfer at Face 4 was again greater than at Face 1

(Fig. 4.15B). On average, in 2008, the total heat gain during the summer of 1.0×104 MJ for

Face 1 and Face 4 was about twice that of the summer of 2007 (4.7×103 MJ) (Table 4.3).

However, the total heat transfer was similar in both years (−2.5× 104 MJ in 2007 and

−2.6×104 MJ in 2008) (Table 4.3).

4.4.4 Discussion

Based on the temperature measurements inside the test pile, elevated temperatures were

not observed, and temperature variations were generally uniform within the test pile with

no local warm or hot spots. This is in contrast to the high local temperatures recorded

in waste-rock piles with sulfide contents greater than the Type III test pile (Harries and

Ritchie, 1981; Lefebvre et al., 2001a; Sracek et al., 2006). Measured depletion of O2 has

not been observed in the Type III test pile (O2 concentrations stayed at atmosphere values)

(Amos et al., 2009a), likely due to the low sulfide content (0.053 wt % S), illustrating

less significant oxidation (small heat release) compared to other sites. Amos et al. (2009b)

estimated the oxidation rate of the Type III rock to be 2.9×10−11 kg(O2)/
(
m3 · s

)
(in which

m3 is per unit volume of waste rock), which is equivalent to 4.9×10−13 mol(O2)/(kg · s).
Therefore, the heat production by oxidation was about 4.1× 10−4 W/m3 in the Type III

rock at Diavik. The heat production rate at a bulk volumetric heat capacity of C = 2.1×
106 J/

(
m3 ·K

)
increases the waste rock temperature by about 6.1×10−3 °C annually, which

is negligible. Therefore, the heat release due to oxidation of pyritic materials had no impact
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on the internal thermal regime of the test piles.

Amos et al. (2009b), based on the measured internal air pressure gradient of the test pile,

determined air velocity of 2.9×10−5 m/s that is equivalent to 7.7×10−6 kg(O2)/
(
m2 · s

)
(in which m2 is per unit cross-sectional area at the waste rock/atmosphere surface). This rate

has the same magnitude as density-driven airflow during summer (Fig. 4.9, Fig. 4.10 and

Fig. 4.11). Therefore, the wind-induced and temperature-induced airflow provide sufficient

O2 for sulfide-mineral oxidation and enhance heat transfer between the interior of the test

pile and the ambient environment.

The observed time lag between the surface temperature and temperature at a depth of

11 m varies between 1.5 and 2 months, and the amplitude ratio is about 0.4 (Fig. 4.7). In

contrast, an analytical solution of heat conduction yields a time lag of 6.7 months and an

amplitude ratio of 0.03, with a thermal diffusivity of 9.7× 10−7 m2/s used in this study

(calculated based on Eqns. 10 and 11, p.66, Carslaw and Jaeger, 1959). The time lag

and amplitude ratio indicate that convection/advection of air is an important heat transfer

mechanism within the Type III test pile, despite the absence of strong pyrite oxidation.

Therefore, convection/advection of air (due to wind (forced) and temperature-induced) ap-

pears to cause a rapid temperature response within the test pile to variation in ambient air

temperatures. Furthermore, the impact of wind on the interior thermal regime of waste-rock

pile depends not only on the characteristics of the wind (speed, direction and frequency),

but also the characteristics of the waste-rock pile (permeability, size, shape and obstruc-

tions around the waste-rock pile). Overall, a long-term decrease in internal temperatures

was recorded, indicating a net loss of heat from the Type III test pile during 2007 and 2008

(Table 4.3).

4.5 Conclusions

Since construction, bedrock temperatures beneath the Type III test pile have decreased and

have been dampened from typical large-amplitude sinusoidal variations to nearly constant

small amplitudes below 0 °C. Temperatures fluctuated between 0 and -3 °C in 2007 and -1

and -5 °C in 2008 at the contact points between the bedrock and the test pile. Below 2 m

of the test pile surface, temperatures exhibited an annual cooling trend of about 4 °C. The

change of the 0 °C isotherm in the test pile between 2007 and 2008 indicates permafrost was

developing upward from the base into the test pile. The average growth rate was estimated

to be about 1.5 m/a in 2008 (1.0 m/a for Face 1 and 2.5 m/a for Face 4).

The test pile cooled with time, and its annual heat energy release was −2.5×104 MJ in

2007 and−2.6×104 MJ in 2008. Temperature-induced convection influenced heat transfer

between the test pile and the ambient atmosphere. Based on internal temperature measure-

ments, upward airflow was expected during the winter, and the reverse occurred during the

summer. However, airflow during the winter was higher than that of the summer; therefore,
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heat transfer was higher in the winter. Elevated internal temperatures were not observed,

and spatial temperature variations were relatively uniform in contrast to waste-rock piles

undergoing more rapid oxidation, which generally are located in regions with high tempera-

tures. Furthermore, internal temperatures showed a rapid response to ambient temperatures

due to wind and natural air convection.
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CHAPTER 5

Wind, barometric and pore-air pressures in correlation to

internal temperatures of an uncovered test pile located in

a continuous permafrost region of Northern Canada

5.1 Introduction

Low-concentration-of-valuable-mineral rock is removed to reach ore from open or under-

ground mining and the rock is chiefly stockpiled in large unsaturated piles called waste-rock

piles (waste rock dumps or stockpiles). Biochemical oxidation of sulfide minerals in waste

rock can result in Acid Rock Drainage (ARD) when in the present of oxygen and water.

Acidic drainage (low pH) and high dissolved metal contaminants in water from waste-rock

piles are a common problem for the mining industry. Without treatments, ARD can last for

years after a mine has ceased its operation. The rate of oxygen supply restricts the oxidation

rate and one of the main mechanism of oxygen transport is diffusion through the void in

waste rock. However, if permeability of waste rock is sufficiently high, thermally driven

convections resulting from heat generated by oxidation or temperature gradients between

the surface and the interior have been also considered as sources of oxygen. Other sources

of oxygen are usually omitted when analyzing heat and mass transfer in waste-rock piles

are wind-induced advection and barometric pumping.

Internal temperatures of waste-rock piles are influenced by the heat fluxes at the sur-

face of waste-rock piles which are ultimately controlled by solar radiation, fluid velocity

(both air and water) in the pore space and surface and subsurface conditions (Lunardini,

1981; Wilson, 1990). The fluid velocity especially air, in turn, is governed by temperature

gradients (natural air convection) within waste-rock piles, addition to advection by wind

and barometric pumping. These processes are highly coupled and one may have a stronger

effect on temperatures than the other depending on properties of waste-rock piles specially

permeability. To determine the correlations between these variables, cross-correlation anal-

yses are an excellent approach (Nakajima and Hayakawa, 1982; Cardaci et al., 1993; Guan
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et al., 2007; Yndestad et al., 2008). Cross-correlation analyses have been successfully used

to analyze the correlations of tidal current, water temperature and salinity in the Seto In-

land Sea (Nakajima and Hayakawa, 1982), to study “reservoir-triggered earthquakes” at

Koyna (India) based on measured data by Telesca (2010) and to examine the dependencies

of soil temperatures at various depths to its surface temperature and determine soil thermal

diffusivity using these correlations (Demetrescu et al., 2007).

The objectives of this chapter are: (1) to present the measured data including wind

speed and direction, barometric pressure, pore air pressures and temperatures of one con-

structed test pile at Diavik Diamond Mine, Northwest Territories, Canada, (2) to utilize

cross-correlation analyses of time-series data of wind, pressure and surface temperatures to

determine which have the most significant influence on the interior temperatures of waste-

rock pile, (3) the results of cross-correlation analyses along with one dimensional (1-D)

conduction/advection transport was used to obtain in situ thermal diffusivity, permeability,

air velocity.

5.2 Site Description and measured instruments

The Diavik Diamond Mine is located approximately 300 kilometers Northeast of Yel-

lowknife, Northwest Territories, Canada and the Arctic Circle is located 220 kilometers

North of the mine in the Canadian Arctic (64°31’ N, 110°20’ W, el. 440 m) (Fig. 5.1). The

mine is located within a continuous permafrost region with prolonged and cold temperatures

during winter: the mean annual air temperature (MAAT) and surface temperature (MAST)

was of -9.0 °C and -5.0 °C respectively, an average precipitation of 283 mm with 60% from

snow and northerly and easterly dominated winds with an average speed of 4.75 m/s (17.0

km/h) (Environment-Canada, 2008a).

Waste rock at the mine was segregated into three categories according to sulfur content:

Type I (< 0.04 wt % S); Type II (0.04 to 0.08 wt % S); and Type III (> 0.08 wt % S).

Three experimental waste-rock piles (test piles) were constructed at the study site between

September 2004 and July 2007. Two test piles, Type I and Type III test piles containing

Type I and III waste rock respectively, were constructed and instrumented with final dimen-

sions of 15 m in height and 50 by 60 m in the area at the base. The covered test pile was

constructed of Type III waste rock with a soil cover comprised of layers of till and Type I

waste rock designed to limit oxygen and water transport into the underlying waste rock.

According to collected data up to the end of 2010, there are no intuitive differences of

recorded internal temperatures between the Type I and III test pile. Moreover, due to the

higher potential acid generation of the Type III test pile, intensive instruments were installed

on and in the test pile to measure wind speeds and directions, barometric and pore-gas (air)

pressure (Amos et al., 2009a). Therefore, the measured interior temperatures of the Type

III test pile were used to correlate to wind, surface temperature, barometric and pore air
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pressure data. The Fig. 5.2 shows a typical cross-section of the Type III test pile (the test

pile for short) with thermistor beads and gas ports (to measure pore-air pressures), other

instruments were eliminated from the figure to enhance comparison of location.

There are 10 thermistors string (12 beads/string) installed in the test pile including 4

strings at face 1 and 4; 2 strings at face 2. At face 1 and 4, starting at 5 m off the centre

line, two strings were installed vertically on the faces and the other twos are running along

the batters. Meanwhile at face 2 there are only two vertical strings at 5 m off the centre line

(Fig. 5.2). Temperatures are recorded at 4 hours interval using an automated data-logger

system consisting of a Campbell Scientific (Edmonton, AB, Canada) CR23X data-logger

and 6 AM16/32-XT multiplexers. The data-logger system is managing 384 thermistors

beads installed inside and at the base of the Type I & III piles and bedrock (Fig. 5.1).

The thermistor beads are YSI 44007 type providing precision of ±0.2°C and a wide-range

working temperature of -80 - +120 °C.

A gas pressure line includes: a 50-mm PVC (casing) houses a cluster of 15 polypropy-

lene tubings of either 3.2 mm or 6.4 mm o.d. to measure pore-air pressure and concentration

of O2 and CO2 of the interior of the test piles. To achieve a 1-m vertical resolution on the

slope face 1.3:1 of the test pile, each tubing was ended at 1.3-m intervals via a drill hole

in the PVC casing. The gas pressure line was installed during construction at 2.5 m and

7.5 m on each side off the centre line of each face (Fig. 5.2). Pore air pressures are mea-

sured differentially to a reference point of 25 mm below the test pile’s surface and they are

called differential pressure. Differential pressures are measured at 49 points within the test

pile and 14 points around the surface at one-minute intervals. However, due to the rapid

changes of wind speed and wind direction, the pressure data were averaged for every 10

minutes. Wind speeds and wind directions are recorded at 10-minute intervals using an RM

Young Model 05305, wind monitor mounted approximately 7 m above the surface of the

test pile. A more-detailed description of the data-logger system of the differential pressures

was provided by Amos et al. (2009a).

The labeling convention for temperature strings and gas sampling bundles is as follow-

ing; 31N5thm10.5: ’3’ for Type III test pile (’1’ for Type I test pile and ’C’ for Covered test

pile), face ’1’, offset ’N’ north of center line vertically (’S’, ’E’, ’W’ correspond to south,

east and west), ’5’ = 5 m offset of centre vertically (’2’ = 2.5 m offset and ’7’ = 7.5 m

offset), ’thm’ = thermistor (’gas’ = gas line), ’10.5’ is deep from the top surface of the test

pile (Fig. 5.2).
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5.3 Results and Discussion

5.3.1 Measured data and Discrete Fourier Transform (DFT) of time series

5.3.1.1 Basic measured data

The data-logging systems described above were installed at the Diavik site in September

2005 for temperatures logging and June 2007 for weather and pore air pressures logging;

pore-air pressure data were averaged every 10 minutes to eliminate short-term oscillations

due to erratic changes of wind speed and direction. Wind speed fluctuated extensively and

frequently surpassed 20 km/h and it could reach 60 km/h during gusting conditions. The

mean wind speed was 15.4 km/h with a standard deviation (STD) of 8.5 km/h furthermore

there were about 44 % and 87 % of the time wind speed exceeding 20 km/h and 10 km/h

respectively. North and southward wind were most frequent and the least frequent was

westward (Fig. 5.3B). Meanwhile barometric pressures were less fluctuating and the his-

togram was fitted with a normal-probability-distribution function having a mean of 960 hPa

and STD of 19.1 hPa (Fig. 5.3). Pore air pressures at a port “34N2gas6.00” were highly

variable and they mainly responded to wind speeds with a mean of 2.5 Pa. Furthermore, the

fitting curve of pore-air pressures shows a correlation to nearby ground temperatures at an

approximate depth of 6 m (Fig. 5.3C).

Surface temperatures of the test pile were adopted from ground temperatures at a depth

within 5 cm below the surface. Fig. 5.3 shows an annual fluctuation and lowest values

of temperatures occurred during the winters 2008 and 2009 while winters 2006 and 2007

showed the average temperatures during the measurement period. Conversely, the win-

ter of 2010 was warm and fluctuated less. The summer of 2008 showed a great variation

and high values of surface temperatures while the other summers were quite consistent

(Fig. 5.3D). The recorded surface temperature can be represented using a harmonic func-

tion, Ts (°C) =−5.0+20.0sin
(

2πt
365

)
, in which t is time in day, having a MAST of -5 °C

and an amplitude of 20 °C. Fig. 5.4A shows that the zero MAST corresponds to a MAAT

of about -4.3 °C, which is based on temperature data of northern Canada. Moreover, tem-

perature data at Diavik is fitted well by this trend line. Air temperatures were measured at

Diavik meteorological station located about 1 km from the test piles and the zero surface

temperature corresponds to -4.9 °C air temperature (Fig. 5.4B based on daily average values

measured at the Diavik site).

Owning its high permeability, the thermal behavior of the test pile is remarkably differ-

ent than that of bedrock which usually has a much lower permeability. Fig. 5.5 shows the

temperature variations at the surface of both the test pile and bedrock were similar. How-

ever, ground temperature amplitudes in the test pile were much larger than in the bedrock

at the same depths, conversely the phase lags (time lags) were much smaller in the test

pile compared to bedrock (Fig. 5.5). For instance, the time lag, which is the time different
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Figure 5.4: Relation between air and surface temperatures, for Northern Canada (A) (data
from Smith and Burgess, 2000b) and at Diavik (B)

between peaks of time series data, of temperature between surface and 10 m depth thermis-

tors was about 60 days in the test pile whereas it was about 160 days in bedrock. Detailed

analyses of time lags and amplitudes are provided in the later sections.

5.3.1.2 Discrete Fourier transform (DFT) of time-series of measured data

It is helpful to recognize the dominated frequencies of the climatic time-series data and from

the known dominated frequencies, one can correlate between these climatic variables. Time

series of a continuous-periodic signal can be described by of a sum of sines and cosines, or

Fourier representation, as (Morrison, 1994):

Y (t) =
1
2

Yo +
∞

∑
n=1

an cos(ωnt)+
∞

∑
n=1

bn sin(ωnt) (5.1)

With

an =
1
π

∞̂

−∞

Y (t)cos(ωnt)dt n = 1, 2, ,∞ (5.2)

bn =
1
π

∞̂

−∞

Y (t)sin(ωnt)dt n = 1, 2, ,∞ (5.3)

Yo =
1
π

∞̂

−∞

Y (t)dt (5.4)

Fourier transform
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Ŷ (ωn) =
1√
2π

∞̂

−∞

Y (t)e−iωntdt (5.5)

Where: 1
2Yo is the mean value of a time series, ω is an angular frequency, the value of√

a2
n +b2

n represents the power spectral density at various frequencies. By using DFT of a

signal or time series, one can convert a signal from a time to frequency domain, and DFT in

this study was performed by using a Matlab function f f t (Fast Fourier Transform) (Matlab,

2012).

The Fig. 5.6A shows the dominant periods of wind speed were 1, 4, 5, 14, 50 and 182

days having the largest amplitudes of 2.1 and 2.2 (km/h) at periods of 14 days and 182 days

(semi-annual). As shown later the periods of 1, 4, 5 and 14 days of wind speed caused

rapid variations in ground temperatures within the test pile with ambient temperatures due

to advection associated with high pore air velocity (Fig. 5.6A). Meanwhile the dominated

period in barometric pressure time series was 365 days and it was probably correlated to the

annual fluctuation of air temperatures. Furthermore, various periods of less than 50 days

were likely correlated to wind speed (Fig. 5.6B). The DFT of pore air pressure time series at

port “34N2gas6.00” poses an interesting result and it contained two distinct-dominated pe-

riods: 1 and 365 days in which the 1-day period was apparently correlated to daily variation

of wind speed and the 365-day period was related to the annual fluctuation of temperatures

within the test pile through the ideal gas law (Fig. 5.6A, C, B). However, there were also

periods between 10 and 50 days in the pore air pressure time series and these periods were

correlated to wind speed. The 365-day period was dominated in time series of the surface

temperatures and it was related to the annual variation of air temperatures. Meanwhile

the other periods with much less power were likely correlated to wind and/or barometric

pressure fluctuations (Fig. 5.6D).

5.3.2 Cross-correlation analyses of ground temperatures within the test pile
to wind speeds, barometric and pore-air pressures, and surface temper-
atures.

5.3.2.1 Fundamental theory

The cross-correlation of two time-series signals A and B, RAB (tl), is a function of time to

synchronize the two signals (Deutsch and Journel, 1992; Li et al., 2007; Telesca, 2010).

Rxy (tl) ∈ [−1, 1] is defined as:
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RAB (tl) =
CAB (tl)√

σ2
Aσ2

B

∈ [−1, 1] (5.6)

CAB (tl) =
1
N

N

∑
n=1

(
An+tl − Ā

)
(Bn− B̄) (5.7)

σ
2
A =

1
N

N

∑
n=1

(
An− Ā

)2 (5.8)

Ā =
1
N

N

∑
n=1

An (5.9)

Where: CAB(tl) is the cross-covariance of A and B, σ2
A and σ2

B are the variances of A

and B with means Ā and B̄, N is the signal length, An+tl and Bn are A and B at time n+ tl
and n respectively, tl is time lag. The bounds of RAB (tl) indicate the maximum correlations

whereas RAB (tl) = 0 indicates no correlation. Cross-correlation analyses were performed

using Matlab (Matlab, 2012).

5.3.2.2 Cross-correlation analyses of bedrock temperatures

Bedrock temperatures were used as the reference case of conduction dominated heat trans-

fer at the site and any significant deviation of ground temperatures within the test pile from

it was caused by convection and/or advection. The cross-correlation coefficients RAB(tl) in

Fig. 5.7 are between bedrock’s surface temperatures to bedrock’s subsurface temperatures

at depths of 2, 4, 6, 10 m. The figure indicates a decrease in max(RAB(tl)) (an average of
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Figure 5.8: Cross-correlation coefficients with depths of bedrock thermistors.

0.72) and an increase in time lag tl with depths and the relation can be fitted by a linear line

(Fig. 5.8). The linear relation in Fig. 5.8 shows an indication of conduction and the bedrock

is relatively homogeneous.

5.3.2.3 Cross-correlation analyses of ground temperatures of the test pile to other
time series

Temperatures within the test pile (without a heat source due to oxidation of sulfide min-

erals) are controlled by external actions of surface (air) temperatures, wind, air pressure

fluctuations and above all, the source of heat energy supplied to the Earth’s surface and

the atmosphere comes predominantly from the Sun through solar radiation. All of these

weather variables should have some extent of connection to ground temperatures within the

test pile and which ones may have the dominant effects depending to the nature of the test

pile. Therefore for the purpose of analyzing interior thermal behavior of the test pile, the

cross-correlation analyses of the test pile’s temperatures to external weather variables give

us a conclusive answer.

Fig. 5.9 shows a similar trend but a remarkable difference in the values of the cross-

correlation coefficients compared to bedrock at a vertical thermistor, 31N5thm, in the test

pile; smaller time lags and larger values of max(RAB(tl)). The larger values of max(RAB(tl))

of the test pile indicate that the temperatures within the test pile have stronger correlations

to surface temperatures than those in the bedrock. Indeed, the high permeability of the test

pile promoted convection/advection in the test pile which made the test pile’s temperatures

changed rapidly with surface temperatures. Wind speeds and barometric pressures can also

be correlated to the test pile’s temperatures. The plots of RAB(tl) between barometric pres-

sures and wind speeds to the thermistors string, 31NBthm, are represented in Fig. 5.10A and
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B. However the cross-correlation coefficients are much smaller (weaker correlations) and

negative in values compared to surface temperatures. The values of max(RAB(tl)) generally

increase and conversely time lags decrease with depths due to the tendency of increasing

permeability with depths within the test pile.

The cross-correlation coefficients versus depths of the test pile’s temperatures to baro-

metric pressures, wind speeds, surface temperatures and nearby pore-air pressures are shown

in Fig. 5.11. In general, the cross-correlation coefficients to wind speeds and pressures are

negative and increase with depths. However the cross-correlation coefficients to surface

temperatures are positive, and decrease with depths. The correlation to surface tempera-

tures is strongest with a mean of 0.91 (Fig. 5.11C) whereas, the correlations to barometric

pressures, wind speeds, and internal pressures are much weaker with mean values of -0.46,

-0.44 and -0.43 respectively. The negative values of these correlations indicate that an in-

crease in wind speeds or barometric pressures corresponds with a decrease of the test pile’s

temperatures.

In the top 2 m of the test pile, the cross-correlation coefficients of temperatures within

the test pile to wind speeds and barometric pressures are notably small compared to the cor-

relations to surface temperatures as shown in Fig. 5.11A and B. This is because the test pile

construction method (end dumping) creates material segregation (from fine to coarse along

the depth profile) and the compaction of construction equipments at the surface. The het-

erogeneity and segregation of materials in waste-rock piles have been recognized in several

studies (Smith et al., 1995; Azam et al., 2007). As a result, the segregation has contributed

to a much lower permeability within a few meters of the surface. However, below this zone,
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permeability is much higher but it is largely heterogeneous with interbedded fine layers. The

high permeability but heterogeneity leads to higher but scatter correlations to wind speed

and barometric and pore-air pressures. Fig. 5.11D shows the correlations to nearby inter-

nal pore-air pressures, the correlations are a result of the ideal gas’s law relating between

temperature and pore-air pressure.

5.3.3 Evaluation of thermal diffusivity of bedrock and the upper portion of
the test pile

5.3.3.1 Bedrock thermal diffusivity

In an ideal conduction heat transfer medium (bedrock in this case), the cross-correlation

coefficients of bedrock’s temperatures at depths to surface temperatures are 1 at the surface

and decrease linearly. Meanwhile the amplitudes reduce logarithm with depths (Fig. 5.12).

The decrease of amplitudes and the correlations to surface temperatures with depths can be

explained using 1-D thermal conduction analysis as:
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∂ 2T
∂y2 =

1
κb

∂T
∂ t

(5.10)

Where T is temperature, t is time, y is vertical direction taken as positive downward and

κb is apparent (effective) thermal diffusivity of bedrock. When the surface temperatures are

a simple periodic function of time with a period of 2π/ω as a boundary condition.

Ts (t) = To + |To|sin(ωt− ε) (5.11)

Where To is the mean surface temperatures, ω is the fundamental angular frequency,

|To| is the amplitude and ε is the phase. The analytical solution of Eqn. 5.10 with the

boundary condition Eqn. 5.11 at the surface in a semi-infinite half space is (Carslaw and

Jaeger, 1959):

T (y, t) = To + |To|e−y
√

ω/2κb sin
{

ωt− ε− y
√

ω

2κb

}
(5.12)

The components e−y
√

ω/2κb and −y
√

ω

2κb
of Eqn. 5.12 indicate the decrease of the am-

plitude and phase lag with depths causing the reduction of cross-correlation coefficients

(Fig. 5.12 and Fig. 5.8). Moreover, the relations of the logarithm amplitude ratio (in a semi-

logarithmic scale) and cross-correlation coefficients with depths are fitted linearly. As a

result, the bedrock is relatively homogeneous and its apparent thermal diffusivity is derived

explicitly by knowing the time lags or amplitudes of ground temperatures at various depths

(Carslaw and Jaeger, 1959).

κb =
1

2ω

(
y2− y1

δ t

)2

(5.13)

κb =
ω

2

 y2− y1

ln
(
|T2|
|T1|

)
2

(5.14)

Where δ t is phase difference; |T1| and |T2| are temperature amplitudes at two depths y1

and y2. From Fig. 5.12 and Fig. 5.13B, the apparent thermal diffusivity of bedrock varies

between 1.2×10−6 and 1.4×10−6 m2/s through the Eqn. 5.13 and Eqn. 5.14 respectively.

Using Cb = 2.17× 106 J/
(
m3 ·K

)
for the granite rock at the site (Farouki, 1981b; Tipler,

1999), the thermal conductivity of bedrock, λb = κbCb, is between 2.6 and 3.0 W/(m ·K)

and these are the common values found for granite rock (Côté and Konrad, 2009)

5.3.3.2 Thermal diffusivity of the compacted layer near the surface of the test pile

Fig. 5.13A shows a relation of time lags of the test pile’s temperatures with depths and it

can be represented by a bi-linear equation. In which, from the surface to about 2 m depth,
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the relation between time lags and depths is relatively linear and by following the same

procedure as above, the average thermal diffusivity of this zone is 8.3× 10−7 m2/s; at a

measured value thermal conductivity λ = 1.8W/(m ·K), therefore C = 1.8/8.3× 10−7 =

2.2×106 J/
(
m3 ·K

)
(bulk volumetric heat capacity of Type III rock)

5.3.4 Time-lag analyses

Below the low surface permeability zone, due to the impacts of higher permeability (mate-

rial segregation resulting in the rubble zone at the base of the test pile), heterogeneity (the

co-existence of fine layers in coarse zones) and wind induced convection/advection, the re-

lation of time lags with depths has considerably scatter (Fig. 5.13A). Moreover, the time

lag was about 60 days at a depth of 12 m which is small compared to the pure conduction

time lag of 160 days in bedrock (Fig. 5.13B).

The time lags of the test pile’s temperatures to barometric pressures and wind speeds

were also expected to be influenced by the heterogeneity of the material in the test pile.

As shown in Fig. 5.13C and D, the first 2m of the test pile’s surface, an increase trend of

time lags is observed as permeability of this layer is low. Below this depth, the results are

dispersed although a general decrease of time lag is apparent. The response times of the

test pile’s temperatures to barometric pressures and wind speeds were small in compari-

son to surface temperatures. The explanation is that when wind and barometric pressure

fluctuation act on the test pile’s surface, they create a pressure wave that travels at high

velocity into the interior of the test pile and causes a fluctuation of temperatures. However,

the fluctuation is small as it is indicated by the small cross-correlation coefficients.
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5.3.5 Estimation of pore air velocity

From the above analyses, the heat transfer below 2 m in the test pile is certainly not domi-

nated by conduction. The contribution of forced convection (advection) by wind and baro-

metric pumping along natural convection causes large temperature variations within the test

pile. It is important to estimate pore air velocity which then can be used to calibrate per-

meability of the test pile. As shown earlier, dominated wind speed at the site is from the

North and it causes the lateral movement of pore air toward to the south in a horizontal x

direction (Fig. 5.2). Thus, assuming the dominated air velocity from the North to South,

the pore air velocity will be determined based one-dimensional convection-conduction in a

homogeneous and thermal equilibrium porous medium (Stallman, 1965):

λ
∂ 2T
∂x2 −uCa

∂T
∂x

=C
∂T
∂ t

(5.15)

Where λ and C are the effective (bulk) thermal conductivity and volumetric heat capac-

ity of waste rock, u is the lateral air velocity (Darcy’s velocity), Ca = 1.26×103 J/
(
m3 ·K

)
is the volumetric heat capacity of air (Tipler, 1999). Surface temperature as a boundary

condition is the same as Eqn. 5.11 with only a single component of angular frequency ω

and period τ = 365 days. The solution of Eqn. 5.15 is (Stallman, 1965):

Tx−Tox = |To|e−ax sin(ωt− ε−bx) (5.16)

Where Tx is the temperature at a horizontal distance x from the northern boundary of

the test pile with a mean Tox. |To| is the amplitude of surface temperature, a and b are

determined by measuring amplitudes and phase differences at various locations along the x

direction. Stallman (1965) provided an analytical solution as:

a =

√√
R2 +

V 4

4
+

V 2

2
−V (5.17)

b =

√√
R2 +

V 4

4
− V 2

2
(5.18)

Where R = Cπ

λτ
and V = Cau

2λ
. The values of a and b can be obtained by plotting the

measured data in the forms, − ln
(
|T2|
|T1|

)
= a(x2− x1) and b =

2πδ t
τ (x2− x1)

. |T1| and |T2| are

the temperature amplitudes at x1 and x2, τ is the period of the surface temperature and it is

365 days in this study.

The average values of thermal conductivity and volumetric heat capacity of the test pile

are λ = 1.8 W/(m ·K) and C = 2.2×106 J/
(
m3 ·K

)
respectively, therefore the value of R

is 0.12. The Fig. 5.14 shows the semi-logarithmic plot of the ratio temperature amplitudes

of surface temperatures to ground temperatures at distance x to the northern boundary of the
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Figure 5.14: Semi-logarithm plot of the ratio temperature amplitude of surface temperature
to ground temperatures within the test pile and the shaded area represents the estimated
range (90 % confident).

test pile. The results in Fig. 5.14 were based on thermistors at depths greater than 3 m from

the surface and these depths were chosen to eliminate data from within the shallow zone

which is low in permeability. The range of a determined by Fig. 5.14 vary between 0.011

and 0.022 with a mean of 0.014. Calculating the ranges of V from a and R through Eqn. 5.17

and then calculated pore air velocity, u, ranges between 1.9×10−3 and 2.4×10−3 m/s with

a mean of 2.2×10−3 m/s.

Similarly, the work of Amos et al. (2009b) based on measured of in-situ pore air pres-

sures within and on the surface of the test pile suggested that there is a strong correlation

of pore air pressures to wind speeds meaning that wind speeds are inducing air pressure

gradients around the test pile and airflow within the test pile. In addition, due to the hetero-

geneity, pore air advection due to wind is highly irregular in both magnitude and direction.

The above value of mean pore-air velocity along with measured values of pore air pressures

can be used to calibrate in-situ measurements of permeability. The characteristic of wind

flow over the test pile is presented by Reynolds number Re =
uwindL

ν
= 7.0×106 which is

turbulent at the mean wind velocity uwind = 17 km/h, L = 15 m is the test pile’s height and

air viscosity, ν , is in the order of 10−5 m2/s.
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Figure 5.15: Pore air pressure gradients correlated to wind speed at 8 m depths to the North
wind at probes: ’32N2gas4.00’ and ’32N7gas4.00’ (A); ’32N2gas8.00’ and ’32N7gas8.00’
(B); which are 5 m laterally (A) and the cumulative sum of North wind (B).

Fig. 5.15 shows that at the mean wind speed of 17.1 km/h from the North, pressure

gradients varied between 0.4 and 0.6 Pa/m for probes at depths 4 and 8 m respectively. At

gust of 60 km/h the pore-air pressure gradient could reach 11 Pa/m at 4 m meanwhile at

8 m the pore-air pressure gradient was only about 5 Pa/m. The calculated mean pore air

velocity u = 2.2× 10−3 m/s, the air dynamic viscosity of 10−5 N · s/m2 along a mean air

pressure gradient of 0.5 Pa/m at the mean wind speed from the North, using the Darcy’s law

the average value of permeability of the test pile at mid height is about K = 4.4×10−8 m2.

This result is consistent with the results of Chi (2010) which is in the order of 10−8 m2 using
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digital image processing of waste rock images.

The above analysis only gives an average estimation gas velocity and permeability

based on 1-D assumptions; in reality, pore air velocity and direction are more complex

due to the heterogeneity. These make the calibration of future numerical simulations more

challenge. Moreover, the existence of coarse preferential air flows could be the cause of

high response times of pore gas pressure to wind speeds in the test pile. Therefore, in order

to have a reasonable calibration between numerical results and measured data, the perme-

ability can vary about two orders of magnitude or more which is common (Smith et al.,

1995; Lahmira et al., 2009; Neuner et al., 2012).

5.4 Conclusions

Bedrock’s thermal diffusivity was found in the range 1.2×10−6 to 1.4×10−6 m2/s, a pos-

sible range of thermal conductivity between 2.6 and 3.0 W/(m ·K). Furthermore, the time

lags and cross-correlation coefficients were found to increase and decrease with depths re-

spectively with an average cross-correlation coefficient of 0.72 between surface and ground

temperatures at depths up to 10 m. However, at the test pile, based on cross-correlation

analyses of ground temperatures of the test pile to surface temperatures, wind speeds and

barometric pressures, the correlations to surface temperatures were strong and positive (an

average cross-correlation coefficient of 0.91) whereas the correlations to wind speeds and

barometric pressures were weaker and however negative. Furthermore, the large cross-

correlation coefficients between surface and ground temperatures even at great depths (≥
12m) were only obtained with the help of convection/advection due to wind.

A zone of 2 m from the surface was found to be dominated by heat conduction having

a thermal conductivity of 1.8 W/(m ·K), however below this zone the test pile was greatly

heterogeneous, segregated and more permeable. The lower zone of the test pile was char-

acterized by the scatter and larger cross-correlation coefficients and small time lags. By the

application of 1-D convection-conduction model, an average air velocity of 2.2×10−3 m/s

was determined through the relations of temperature amplitudes and time lags with depths.

The in-situ measurements of pore air pressures were used to estimate pore-air pressure gra-

dients around the mid height of the test pile and it was found that the pressure gradient

was around 0.5 Pa/m with wind from the North at the mean wind speed. As a result, the

estimated permeability of 4.4×10−8 m2 at this zone was determined. Due to this high per-

meability of the test pile, wind effects must be considered to calibrate numerical simulations

to in-situ measurement of thermal behavior.

119



References

Amos, R. T., Blowes, D. W., Smith, L., and Sego, D. C. (2009a). Measurement of wind-
induced pressure gradients in a waste rock pile. Vadose Zone J, 8(4):953–962.

Amos, R. T., Smith, L., Neuner, M., Gupton, M., Blowes, D. W., Smith, L., and Sego, D. C.
(2009b). Diavik waste rock project: Oxygen transport in covered and uncovered piles. In
The 8th ICARD International Conference On Acird Rock Drainage, Skelleftea, Sweden,
2009.

Azam, S., Wilson, G., Herasymuik, G., Nichol, C., and Barbour, L. (2007). Hydrogeologi-
cal behaviour of an unsaturated waste rock pile: A case study at the golden sunlight mine,
montana, usa. Bulletin of Engineering Geology and the Environment, 66(3):259–268.

Cardaci, C., Falsaperla, S., Gasperini, P., Lombardo, G., Marzocchi, W., and Mulargia, F.
(1993). Cross-correlation analysis of seismic and volcanic data at mt etna volcano, italy.
Bulletin of Volcanology, 55:596–603. 10.1007/BF00301812.

Carslaw, H. S. and Jaeger, J. C. (1959). Conduction of heat in solids. Oxford University
Press.

Chi, X. (2010). Characterizing low-sulfide instrumented waste-rock piles: image grain-size
analysis and wind-induced gas transport. Master’s thesis, University of Waterloo.

Côté, J. and Konrad, J.-M. (2009). Assessment of structure effects on the thermal con-
ductivity of two-phase porous geomaterials. International Journal of Heat and Mass
Transfer, 52(3-4):796–804.

Demetrescu, C., Nitoiu, D., Boroneant, C., Marica, A., and Lucaschi, B. (2007). Ther-
mal signal propagation in soils in romania: conductive and non-conductive processes.
Climate of the Past, 3(4):637–645.

Deutsch, C. and Journel, A. (1992). GSLIB: geostatistical software library and user’s guide.
Number v. 1. Oxford University Press.

Environment-Canada (2008a). Climate data online. national climate data and information
archive. Technical report, Environment Canada.

Farouki, O. T. (1981b). Thermal properties of soils. United States Army Corps of Engi-
neers, Cold Regions Research and Engineering Laboratory, Hanover, New Hampshire,
USA.

Guan, L., Yang, J., and Bell, J. (2007). Cross-correlations between weather variables in
australia. Building and Environment, 42(3):1054 – 1070.

Lahmira, B., Lefebvre, R., Hockley, D., and Phillip, M. (2009). Sullivan mine fatalities
incident: Numerical modeling of gas transport and reversal in gas flow directions. In
Securing the Future and 8th ICARD, June 23-26, 2009, Skelleftea, Sweden.

Li, H., Futch, S. H., and Syvertsen, J. P. (2007). Cross-correlation patterns of air and soil

120



temperatures, rainfall and diaprepes abbreviatus root weevil in citrus. Pest Management
Science, 63(11):1116–1123.

Lunardini, V. J. (1981). Heat transfer in cold climates. Van Nostrand Reinhold Company.

Matlab (2012). Matlab: Mathematics. MathWorks.

Morrison, N. (1994). Introduction to Fourier Analysis. Wiley-Interscience.

Nakajima, H. and Hayakawa, N. (1982). A cross-correlation analysis of tidal cur-
rent, water temperature and salinity records. Journal of Oceanography, 38:52–56.
10.1007/BF02110290.

Neuner, M., Smith, L., Blowes, D. W., Sego, D. C., Smith, L. J., Fretz, N., and Gupton,
M. (2012). The diavik waste rock project: Water flow though mine waste rock in a
permafrost terrain. Applied Geochemistry, (0):–.

Smith, L., Lopez, D., Beckie, R., Morin, K., Dawson, R., and Price, W. (1995). Hydroge-
ology of waste rock dumps. Technical report, Department of Natural Resources Canada,
Ottawa, Ontario, Canada.

Smith, S. and Burgess, M. (2000b). Ground temperature database for northern canada.
Technical report, Geological Survey of Canada, File Report 3954.

Stallman, R. (1965). Steady 1-dimensional fluid flow in a semi-infinite porous medium with
sinusoidal surface temperature. Journal Of Geophysical Research, 70(12):2821–2827.

Telesca, L. (2010). Analysis of the cross-correlation between seismicity and water level in
the koyna area of india. Bulletin of The Seismological Society of America, 100(5A):2317–
2321.

Tipler, P. A. (1999). Physics for Scientists and Engineers. W.H. Freeman.

Wilson, G. W. (1990). Soil Evaporative Fluxes For Geotechnical Engineering Problems.
PhD thesis, University of Saskatchewan.

Yndestad, H., Turrell, W. R., and Ozhigin, V. (2008). Lunar nodal tide effects on variability
of sea level, temperature, and salinity in the faroe-shetland channel and the barents sea.
Deep Sea Research Part I: Oceanographic Research Papers, 55(10):1201–1217.

121



CHAPTER 6

Thermal transport in a covered test pile located in a

continuous permafrost region

6.1 Introduction

Waste rock is produced by blasting of less-valuable-mineral rock in order to provide access

to the high-valued ore. Weathering of waste rock bearing sulfide minerals can cause acid

rock drainage (ARD) when the waste rock is exposed to the atmosphere and water. The

acid generated is flushed by infiltration water and along the seepage paths hazardous metals

in waste rock are dissolved and leached out. Therefore, ARD reduces the quality of surface

water and groundwater and poses many environment related issues. Covering reactive waste

rock is a common approach for controlling ARD (Newman et al., 1997; Morin and Hutt,

2001; Martin et al., 2004; Wickland and Wilson, 2005a; Molson et al., 2005; Song and

Yanful, 2008). The main objective of a soil cover is to inhibit the availability of oxygen and

water for oxidation. However, among the covering techniques, insulation covers are mostly

used in cold regions where air temperatures are cold and prolonged winter seasons promote

permafrost in reactive waste rock (MEND1.61.2, 1996; MEND1.61.4, 2004; Arenson and

Sego, 2007).

Insulation cover is used to ensure the frozen waste rock remains frozen and to promote

the aggregation of permafrost into unfrozen waste rock. However, adequate cold temper-

atures is a must to freeze and maintain waste rock in a frozen state and the thickness of

the cover has to be sufficient to contain the annual thaw layer (active layer). At a given

site there are many factors that influence the determination of the thickness of each lay-

ers in the cover, such parameters are air temperatures and duration, wind, solar radiation,

the amount of precipitation (rain and snow), soil properties and others (MEND6.1, 1993;

MEND1.61.4, 2004). The number of soil layers in the insulation cover is determined by site

specific conditions, however it is usually a two-layer system: the bottom layer consists of

low permeability and saturated soils and the top layer is made up of coarser materials. The

low permeability layer is generally maintained at a high degree of saturation and its high
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moisture content slows the influx of oxygen and thaw penetration. The coarse layer is used

to promote convective cooling (natural convection) during winter and served as an insula-

tion layer during summer due to its low permeability. Arenson and Sego (2007) reported the

use of numerical simulations of natural air convection helps to analyze permafrost degrada-

tion beneath mine tailings.

The objectives of this chapter are to present measured temperatures from installed ther-

mistor cables in a covered test pile at Diavik Diamond Mine, Northwest Territories, Canada

located in a continuous permafrost region and use these measured temperatures to deter-

mine thermal properties and heat fluxes through each layers. Furthermore, based on climate

variables at the site, the ratio between net radiation and surface heat flux was determined

and compared to other locations. According to the author’s knowledge there have not been

experimental results of insulation covers for waste-rock piles constructed in continuous per-

mafrost regions.

6.2 Methodology

6.2.1 Determination of thermal diffusivity

6.2.1.1 Based on pure heat conduction

Conduction is driven by temperature gradients which usually high near the surface, there-

fore cooling and heating rates are maximized near the surface. According to conduction,

ground temperature oscillations are rapidly attenuated and lag with depth. Under assump-

tions of a periodically varying soil surface temperature and one-dimensional conductive

heat transfer, the bulk thermal diffusivity of waste rock, κ (m2/s), can be calculated using

the phase or amplitude equations from ground temperature data (Carslaw and Jaeger, 1959):

• Phase equation

κ =
1

2ω

(
y2− y1

δ t

)2

(6.1)

• Amplitude equation

κ =
ω

2

 y2− y1

ln
(
|T2|
|T1|

)
2

(6.2)

Where δ t is the phase difference; |T1| and |T2| are temperature amplitudes at two depths

y1 and y2, ω is the fundamental angular frequency. The phase difference can be obtained by

cross-correlation analysis of two temperature time series (Chapter 5) and temperature am-

plitude can be approximated from the minimum and maximum values over a fundamental

period which is 365 days in this case.
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Figure 6.1: The impacts of groundwater flow on temperature: (A) Upward flow, B (Down-
ward flow). (modified from Blasch et al., 2007).

6.2.1.2 Based on 1-D heat conduction and convection

In the previous section the determination of thermal diffusivity considered only conduc-

tion heat transport. Conductive/advective heat transport associated with pore air/vapor

movement vertically changes the temperature distribution within porous media. Fig. 6.1

demonstrates that temperature profiles at depth are controlled by the vertical flux of ground

water and based on the shape of ground temperatures the direction of ground water can

be determined. Due to the relative dry waste rock, low precipitation and subzero ground

temperatures, convective heat due to air is more significant than water. One-dimensional

convection-conduction in homogeneous porous media is expressed as:

λ
∂ 2T
∂y2 −uCa

∂T
∂y

=C
∂T
∂ t

(6.3)

Where: λ and C are effective (bulk) thermal conductivity and volumetric heat ca-

pacity of waste rock; κ =
λ

C
, u is the vertical air velocity, Ca = 1.26× 103 J/

(
m3 ·K

)
is

the volumetric heat capacity of air. According in-situ measurements, λ is 1.7, 1.8 and

3.0 W/(m ·K) for Type I, III rocks and till, respectively. Assumption of a periodically

varying surface temperature with only single component of angular frequency ω and period

τ . The solution of Eqn. 6.3 is (Suzuki, 1960; Stallman, 1965):

Ty−Toy = |To| · e−ay sin(ωt− ε−by) (6.4)

Where: Ty are the temperature at a distance y beneath the surface of the covered test pile
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Figure 6.2: A schematic for calculating a and b from temperature time series (modified
from Stallman, 1965)

with a mean Toy and ε is the phase. |To| is the amplitude of surface temperature; a and b are

determined by measuring the amplitude and phase differences at various locations along the

y axis as shown in Fig. 6.2. Suzuki (1960); Stallman (1965) provided an analytical solution

as:

a =

√√
R2 +

V 4

4
+

V 2

2
−V

b =

√√
R2 +

V 4

4
− V 2

2

R =
π

κτ

V =
Cau
2λ


(6.5)
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Figure 6.3: A schematic for calculation of heat flux into the ground surface (A) and heat
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Where the values of a and b can be obtained by plotting the measured data in the forms:

a =
− ln

(
|T2|
|T1|

)
(y2− y1)

b =
2πδ t

τ (y2− y1)

 (6.6)

Where |T1| and |T2| are the temperature amplitudes at y1 and y2, τ is the period of the

surface temperature and it is 365 days in this study.

6.2.2 Ground surface heat flux

Ground surface heat flux is an important component to determine the thickness of a soil

cover as it contributes in the energy balance between ground surface and the atmosphere.

The amount of surface heat flux depends on the surface and subsurface conditions (such

as moisture content and vegetation cover) and climatic variables at the site. For a dry

and no vegetation cover, surface heat flux is usually large. However in an area where the

surface soil is insulated by plant canopy or snow and moist, surface heat flux is insignificant

compared to other components (Lunardini, 1981; Sauer et al., 2003; Cobos and Baker,

2003).

Ground surface heat flux is determined by using one of four methods: flux plate, calori-

metric, gradient or combination of the gradient and calorimetric methods (Sauer and Hor-

ton, 2003; Sauer et al., 2003; Cobos and Baker, 2003; Ochsner et al., 2007; Venegas et al.,

2012). In this study, the combined method is used to determine surface heat flux at the

waste rock surface. Because of the low permeability of waste rock near the surface, the

surface heat flux of the covered test pile is based on the conductive heat transfer applied

to the first waste rock layer near the surface, where the upper-most two thermistors located

(0.5 m thick in our study):
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G = DC
∂T
∂ t

+G1 (6.7)

T ' Ts +T1

2
(6.8)

G1 '−λ
T+

s −T+
1

D
(6.9)

Using Eqn. 6.8, Eqn. 6.7 and Eqn. 6.9, the surface heat flux G can be defined as

(Fig. 6.3A)

G'−λ
T+

s −T+
1

D
+

DC
2∆t

(
T+

s −T−s +T+
1 −T−1

)
(6.10)

Where: D (m) and C
(
J/
(
m3 ·K

))
are the thickness and volumetric heat capacity of the

layer, ∆t is the time interval of measured temperatures. The superscripts ”+ ” and ”− ”

represent the current and previous times. In Eqn. 6.10 , the first term is heat flux at depth D

and the second term is the heat stored by the layer of thickness D near the surface.

6.2.3 Heat flux at the base of till layer

Heat flux at the bottom of till layer is calculated by using five thermistors installed within

the till layer and the calculated heat flux is used to predict long term cooling or heating of

the reactive waste rock beneath this till layer. By using a central difference approximation

with a fourth order error to calculate Gin and Gout , the equations are written as (Fig. 6.3B):

Gin ' λ
T5−8T4 +8T2−T1

12D

Gout ' Gin−
2DC
3∆t

(
T+

5 −T−5 +T+
4 −T−4 +T+

3 −T−3
)
 (6.11)

6.2.4 Net radiation

Net radiation is the most important term in the energy balance at the surface because it

controls other transport processes such as evaporation. Net radiation is determined through

short-wave and long-wave radiations from the sun and atmosphere; and the reflected short-

wave and emitted long-wave radiation from the waste-rock surface. Net radiation can be

written as (Lunardini, 1981; Oke, 2002; Weeks and Wilson, 2006).

Rn = Qs +Qli−Qlo (6.12)
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Qs = (1−αs)Rs

Qli = F
(
σT 4

a
)

1.08

1− exp

−0.01(Pa
v )

Ta

2016


log10 Pa

v = 11.40− 2353
Td p

Qlo = εσT 4
s


(6.13)

Where: Rn
(
W/m2

)
is the net radiation which is received by the soil surface; Qs

(
W/m2

)
is the net short-wave radiation; Qli

(
W/m2

)
is the atmospheric long-wave radiation calcu-

lated based on air temperature (Ta) and vapor pressure of ambient air Pa
v ; F ≥ 1 is the

cloud factor at the site; Qlo
(
W/m2

)
is the emitted long-wave radiation from the waste-rock

surface; ε and σ are the emissivity of the waste-rock surface and the Stefan-Boltzmann’s

constant (5.67× 10−8 W/(m2·K4)), respectively; Ta, Ts, and Td p are the absolute ambi-

ent, surface, and dew-point temperatures (K), respectively; αs is the surface albedo of the

waste-rock surface which can vary due to the surface conditions of the waste-rock pile such

as moisture content or snow cover. Rs
(
W/m2

)
is the incoming solar radiation. F can be

expressed as (Sugita and Brutsaert, 1993)

F = 1+ cmp (6.14)

Where: m is the cloud cover fraction (0≤m≤ 1); c and p are coefficients describing the

cloud characteristics, but they are typically chosen as 0.22 and 2 respectively (Sugita and

Brutsaert, 1993).

6.3 Site Description and Meteorological Data

6.3.1 Site Description

The Diavik Diamond Mine is located approximately 300 kilometers northeast of Yellowknife,

Northwest Territories, Canada in the barren lands of the Canadian Arctic. The Arctic Circle

is located 220 kilometers north of the mine (Fig. 6.4). The site is located within the contin-

uous permafrost region with an average precipitation of 283 mm with 60 % from snow and

the dominant winds are from the north and east with an average of 17 km/h (Environment-

Canada, 2008a). The hydrogeological processes in the test piles at the site are confined

within the active layer during short summer periods because the permafrost beneath the

active layer acts as a barrier to ground water.

From 2004 to 2007, three large-scale experimental waste-rock piles (test piles) were

constructed including the Type I test pile with average sulfur content of < 0.04 wt% S; the
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Figure 6.4: Aerial photo of the test piles at Diavik Diamond Mine and the inset shows
location of the mine in Canada

Type III test pile with average sulfur content of > 0.08 wt% S and the covered test pile

with a Type III core, and a 1.5 m till cover overlain by 3 m of the Type I rock (Fig. 6.5).

Temperatures were recorded at 4 hours interval using an automated data-logger system

consisting of two sets of a Campbell Scientific (Edmonton, AB, Canada) CR10X data-

loggers and 2 AM16/32-XT multiplexers at the east and west side of the test pile. The

thermistor beads are YSI 44007 type providing a precision of ±0.2°C and a wide-range

working temperature of −80→+120 °C.

The design concept of the covered test pile is to evaluate the potential of reducing ARD.

The low permeability till layer is intended to maintain a high degree of saturation and there-

fore reduces oxygen infiltration. The Type I rock layer is deliberated to contain the active

layer and promotes natural convection during winter. At the base of the covered test pile,

there are three basal collection lysimeter (BCL) clusters constructed including two 4×4 m

and two 2×2 m collection boxes (Fig. 6.5). Inside each box, there is a Raychem heating

cable located at the base which is used to maintain temperature in the BCLs just above the

freezing point (e.g. 0 °C).

6.3.2 Meteorological Data

The meteorological station consists of a RM Young wind monitor, a Campbell Scientific

HMP35CF (relative humidity), air temperature sensors (at 2 and 10 m above ground) and

a Campbell Scientific LI200s pyranometer for solar radiation. Based on the hourly meteo-
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Figure 6.5: Typical cross-section (A) and long section (B) of the covered test pile.
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Figure 6.6: Meteorological data at the test piles research site: Relative Humidity (A), Solar
Radiation (B), Air Temperature at 10 m from ground surface (C), Wind speed at 10 m (D),
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Figure 6.7: Monthly average air temperature for the period 2007-2010.

rological data at the station from 2007 to 2010, the monthly average of relative humidity,

solar radiation, air temperature, wind speed is calculated. The mean relative humidity was

77 % during the measurement period and monthly average humidity reaches their highest

and lowest values in October and June or July each year, respectively (Fig. 6.6A). Mean-

while, the monthly average of solar radiation reached a peak of 250
(
W/m2) in mid June

and decreased to a minimum of 1.5
(
W/m2

)
in December annually during the study period

(Fig. 6.6B).

Monthly average air temperature varied sinusoidally with the coldest temperature in mid

January having a monthly average of -29.1 °C and warmest in mid July with an average in

July of 11.1 °C (Fig. 6.6C and Fig. 6.7). Fig. 6.7 also demonstrates that air temperature

fluctuated greater in winter than in summer. Furthermore, by averaging over the measuring

period, the mean annual air temperature (MAAT) was -9.0 °C and the air temperature can

be simulated by a sinusoidal function of time t in days (Eqn. 6.15).

Ta (°C) =−9.0+20.1sin
(

2πt
365

)
(6.15)

Wind speed varies significantly and has major frequencies of 1 day and 14 days (Chapter

5). Further, from August to November, wind speed is high with a monthly average of

18.5 km/h and the common winds are northerly to easterly with an average speed of 17 km/h

(Fig. 6.6D). Rainfall occurs from May to October annually. During the study period, the

rainfall reached 153 mm in 2008 that is 93 % of the mean annual rainfall at Diavik, 164 mm,

reported by Environment Canada (2008a) in the Lac de Gras area. Meanwhile, the rainfalls

in 2007, 2009 and 2010 were 93 mm, 73 mm and 95 mm, respectively, which is significant

lower than the mean 164 mm (Fig. 6.6E).
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Table 6.1: MAAT, thawing and freezing indices of air temperature

Year MAAT
(°C)

Thawing Index
(°C-days)

Freezing Index
(°C-days)

2007 -9.6 978.4 4457.4
2008 -10.0 1069.0 4739.8
2009 -9.6 1019.8 4508.7
2010 -6.7 1188.8 3632.9

Average -9.0 1064.0 4335.0

6.4 Results and Discussion

6.4.1 Air, surface temperatures and n-factors

The MAAT averaged over the period of measurements (2007 - 2010) was -9.0 °C. It was

quite consistent from 2007 to 2009 however 2010 was an unusually warm winter with

MAAT of -6.7 °C (Table 6.1). This warm year increased ground temperatures within

the covered test pile. Air freezing index, Ia f , the number of negative degree days, is

4335°C-days and air thawing index, Iat , the number of positive degree days, is 1064 °C-

days during the measured period. However in 2010, the values of Iat and Ia f increased to

1188.8 °C-days and 3632.9 °C-days (Table 6.1).

The surface temperature of the covered test pile, which is measured within 5 cm of

the test pile surface, followed the variation of air temperature (and solar radiation) but was

warmer (Fig. 6.9). The average value of mean annual surface temperature (MAST) for the

period of measurements was -4.6 °C at C0E5thm and -5.0 °C at C0W5thm. The average

of MAST for the two thermistor string was -4.8 °C and the amplitude of the mean monthly

ground surface temperature was 20.1 °C (Fig. 6.9). The difference between the values of

MAST and MAAT is controlled by the energy transport processes occurring at the sur-

face and waste-rock properties specially moisture content. The surface temperature of the

covered pile can be represented by a sinusoidal function:

Ts (°C) =−4.8+20.1sin
(

2πt
365

)
(6.16)

The n-factors, a ratio of ground surface freezing or thawing indices to air freezing or

thawing indices, are used to represent the surface offset in permafrost conditions. The

average ground surface freezing and thawing indices of thermistor cable C0E5thm and

C0W5thm, Is f and Ist , are -3342 °C-days and 1551 °C-days (Fig. 6.8). The n-factors

n f = 0.77 and nt = 1.46 were calculated (Eqn. 6.17 and Eqn. 6.18) corresponding to gravel

and concrete pavement type surfaces; nt = 1.3-2.1 and n f = 0.7 - 0.95 (Andersland and

Ladanyi, 2004).
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n f =
Is f

Ia f
=
−3342
−4335

= 0.77 (6.17)

nt =
Ist

Iat
=

1551
1064

= 1.46 (6.18)

6.4.2 Ground temperatures at STA 0+094.00

The fluctuation of soil surface temperatures of the covered test pile causes changes in

ground temperatures within the covered test pile but with smaller means and amplitudes

depending on their distance from the surface. At the depth of 0.5 m, mean monthly ground

temperatures (averaged of C0E5thm and C0W5thm over the period of measurements) reached

a maximum value of 10.2 °C in August and decreased to a minimum value of -18.2 °C in

mid February annually. Mean annual ground temperature and amplitude at this depth were

-4.0 and 14.2 °C. At the depths of 3.0 and 4.5 m (above and below the till layer), ground

temperatures varied at much smaller amplitudes; 8.3 °C (between 0 and -8.3 °C) at the 3 m

depth and 5.7 °C (between 0 °C and -5.7 °C) at 4.5 m depth in winters 2008 and 2009

(Fig. 6.9 and Fig. 6.10). However during winter 2010 due to significant warm weather,

the amplitudes dropped to 6.7 and 4.5 °C at 3 and 4 m depths respectively (Fig. 6.9 and

Fig. 6.10). At 10 m depth, ground temperatures varied at a small amplitude 1.6 °C (be-

tween 0.2 and -1.4 °C) during the period of measurements and showed an insignificant

change in temperature during the warming associated with 2010. This is due to the effects

of till cover and the distance that damped the temperature variations.
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Figure 6.9: Monthly average air and ground temperatures at selected depths (A) and 2-D
plot of ground temperatures (B) of thermistor cable C0E5thm.
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Figure 6.10: Monthly average air and ground temperatures at selected depths (A) and 2-D
plot of ground temperatures (B) of thermistor cable C0W5thm.
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6.4.3 Temperatures below till layer at Face 1 and Face 4

Besides, the two vertical thermistor strings C0E5thm and C0W5thm, there are also ther-

mistor strings below the till along face 1 and face 4 (Fig. 6.5). Thermistor strings on Face

1 are above the lysimeter clusters that has heating cables at the base (Fig. 6.5) and thus any

excessive heat releases from the heating cables will be monitored up by these thermistors.

The idea of having heating cables inside the lysimeters is to maintain the temperature inside

the lysimeters just above freezing (3 to 5 °C), so that any water entering the lysimeters will

be collected for hydrogeology and geochemistry analysis. However, the temperatures of the

heating cables were set too high (around 28 °C) and they have altered the thermal behavior

at this measuring face and the heat has spread to nearby measuring faces (Fig. 6.11). In

fact, temperatures at this face did not respond to the ambient temperature fluctuations but

responded to the heat from the heating cables (Fig. 6.11). When the heating cables were

turned off at the end of July 2008, temperatures near the lysimeters decrease gradually to

around 1° C from 6.5 °C (Fig. 6.11B, C). The heating cables were turned on with a recorded

temperature near 28 °C since the end of August 2008. Immediately, the nearby thermistors

increased to a temperature around 6.5 °C and have remained at this temperature. Only

thermistors at (-35.0, 12.2) and (34.4, 11.8) which are near the batters and far from the

lysimeters show a response to the outside ambient temperatures and they are below 0 °C

year around (Fig. 6.11B, C).

At Face 4 which is 15 m south of the lysimeters (Fig. 6.5C), temperatures are less in-

fluenced by the heating cables. The initially average temperature below the till was around

3 °C and gradually decreases. Temperatures measured by thermistors away from the till

layer show a small fluctuation with an average of 1.5 °C about a mean of 0 °C, thermis-

tor cable C4W5 (Fig. 6.12). Near the till temperatures fluctuates with larger amplitudes

and show colder temperatures (below 0 °C year round). However thermistors at locations

(-20.3, 8.1) C4W5 and (19.4, 7.9) C4E5 recorded temperatures of 2.5 °C in Oct 2009 and

2010. This may be due to heat from heating cables has spread to these locations. In sum-

mary, thermistors on Face 4 indicate that regions closed to the till were cold. However

temperatures adjacent to the till and close to the batters are colder than at the top due to

convective cooling of air that moves downward and outward to the toe. Temperatures at the

center near the base were warmer and fluctuated less as it is less influenced by the cold base

of the till.

6.4.4 Active layer

Active layer is the layer near the surface that subjected to freeze and thaw each year and its

thickness is controlled by the energy balance at the surface. Based on the monthly averaged

temperatures of the two thermistor strings, C0E5thm and C0W5thm, temperature profiles

were plotted in 2008 and 2009 (Fig. 6.13). The temperatures within and below the till stay
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at and below 0 °C year round, whereas the temperatures above the till varies with season.

From June to October each year there were certain depths above 0 °C and the rest of the

year the entire profiles were below 0 °C (Fig. 6.13). Therefore, the active layer is contained

within the Type I rock.

6.4.5 Bedrock Temperature

Initial temperatures at the base of the covered test pile (basal temperatures) below the ge-

omembrane (Fig. 6.5), were around 7 °C and temperatures at the bottom of the Type I fill

or on the bedrock surface were at 0 °C. Temperatures between 2 m and 12 m into bedrock

(bedrock temperatures) or between 7 and 17 m from the base varied between -2 and -3 °C
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initially (Fig. 6.14 and Fig. 6.15). The basal temperatures decrease significantly from 7 °C

to between 1 and 2 °C in June 2007. This is due to initial high temperatures (high ther-

mal gradients) at the base cooling during the first winter. At the base, temperatures at the

centre (0, 0) which is 8 m South of the heating lysimeters were around 1.5 °C whereas at

16 m (16, 0) which is 18 m Southeast of the heating lysimeters (Fig. 6.5A) temperatures are

maintained at and below 0 °C year round. The temperatures at the surface of the bedrock

stayed constant at 0 °C until Dec 2007 and fluctuated afterward with small amplitudes

(mean < 0 °C).

140



0 2 4 6 8 10
0

50

100

150
 

21
1

1
0.40

1
0.25

1
0.36

20.2
1

15.1
1

Ti
m

e 
la

g 
(d

ay
s)

Type III

Excluded

TillType I

(A)

Depth (m)

Excluded 

Type IIITillType I

0 2 4 6 8 10
-4

-3

-2

−1

0

 

 

(B)

0y
ln

(  
   

)
R   = 0.932

R   = 0.882 R   = 0.972 R   = 0.902

R   = 0.972
R   = 0.952
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6.4.6 Determination of thermal diffusivity

6.4.6.1 Based on conduction

The average temperature was used to determine the bulk thermal diffusivity of the Type I,

Till and Type III waste rocks. Time lag and amplitude damping between the surface tem-

perature and the ground temperature time series of the covered test pile clearly show three

distinct regions corresponding to Type I rock, till and Type III rock and ground temperatures

below 8 m depth were excluded because of their weak correlation to surface temperatures

(Fig. 6.16).

The calculated thermal diffusivities of Type I rock, till and Type III rock are 6.9×
10−7, 1.5× 10−6 and 8.0× 10−7 m2/s respectively and the calculated values of thermal

diffusivity using Eqn. 6.1 or Eqn. 6.2 give slightly different results (Table 6.2). Below 2 m,

temperatures remained below 0 °C, therefore the calculated thermal diffusivity of the till

and Type III rock are for frozen materials. However the thermal diffusivity of the till is
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Table 6.2: Calculation of thermal diffusivity based on conduction

Thermal Diffusivity (m2/s)

Phase lag (Eqn. 6.1) Amplitude (Eqn. 6.2) Average λe Ce

Type I rock 7.6×10−7 6.2×10−7 7.0×10−7 1.7 2.4×106

Till 1.5×10−6 1.6×10−6 1.5×10−6 3.0 2.0×106

Type III rock 8.2×10−7 7.7×10−7 8.1×10−7 1.8 2.2×106

higher due to its high moisture content, low void ratio of 0.2, which is based on measured

water content of samples taken during construction, and being frozen. Meanwhile, the

calculated thermal diffusivity of the Type I rock is in a range of the frozen and thawed

values. The thermal diffusivities of the Type I and Type III rock are quite comparable with

a value of 6.71± 0.21× 10−7 m2/s measured at Aitik mine (Tan and Ritchie, 1997) and

6.8±0.3×10−7 m2/s of waste rock at Rum Jungle mine (Harries and Ritchie, 1981).

6.4.6.2 1-D convection/conduction heat transport

The calculation starts with the determination of a and b in the Eqn. 6.6 using data in

Fig. 6.16 for each layer. Then Eqn. 6.5 were solved for V and R which then were used

along with the in-situ measured thermal conductivities to determine thermal diffusivities

and vertical pore air velocity. With the known values of pore air velocity, a Peclet number

(Pe) can be determined for each layer which is used to assess the relative magnitude of

convection/advection and conduction heat transport and is defined as (Bear, 1972):

Pe =
D50Ca

λe
u (6.19)

Where D50 = 90mm is the characteristic length of the medium (mean grain diameter)

of Type I and III waste rock at large scale. If Pe is larger than 2, this indicates that the

convective effects dominate over the conduction effects (Zienkiewicz et al., 2005).

The final result is shown in Table 6.3. The results of thermal diffusivities are very

similar to the calculated thermal diffusivities based on pure conduction through time lag

(Table 6.2) and the calculated Pe is much less than 2. Therefore, conduction is the domi-

nated heat transfer process in the covered test pile.

6.4.7 Net Radiation and heat fluxes

Net radiation was calculated based on the Eqn. 6.12 with the surface albedo αs = 0.46

during summer (bare surface) and αs = 0.70 for snow surface during winter (Oke, 2002;
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Table 6.3: Calculation of thermal diffusivity based on convection and conduction

a b λe V R κ (m2/s) u (m/s) Pe

Type I rock 0.40 0.36 1.7 0.037 0.129 7.7×10−7 1.0×10−4 6.8×10−3

Till 0.25 0.26 3.0 0.011 0.071 1.4×10−6 5.3×10−5 2.0×10−3

Type III rock 0.36 0.35 1.8 0.010 0.120 8.3×10−7 2.8×10−5 1.8×10−3
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Figure 6.17: Monthly averaged of measured cloud cover at Diavik in 2006 (DDMI, 2007).

Carey et al., 2005; Montero S. et al., 2005). The surface emissivity, ε , are 0.94 and 0.82

for summer and winter respectively and these values are similar to those of bare dry soils

and snow. Due to the lack of measured cloud cover data during the period of calculations,

the cloud cover factor F was calculated based on the measured data in 2006 with the mean

cloud cover of 68 % (Fig. 6.17). Surface heat flux at the horizontal surface of the covered

test pile was calculated based on the temperatures of the surface and 0.5 m depth by using

Eqn. 6.10. Heat flux at the bottom of the till was determined by utilizing five thermistors

installed within the till and Eqn. 6.11.

Monthly average net radiation varied harmonically and reached a maximum value of

96.5 W/m2 in July and a minimum value of -69.7 W/m2 in mid December annually

(Fig. 6.18A). In fact, it can be fitted by a sinusoidal function

Rn = 13.4+83.1sin
(

2π

365
t−1.30

)
(6.20)

It has a mean annual net radiation of 13.4 W/m2. Similarly, the monthly averaged-

calculated surface heat flux varies sinusoidally between 20.4 W/m2 in July and -28.6 W/m2
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Figure 6.18: Monthly averaged of net radiation and surface heat flux (A) and heat flux
across the bottom of the till layer (B).

in mid December annually (Fig. 6.18A) and the fitting curve of the surface heat flux is:

G =−4.1+24.5sin
(

2π

365
t−1.35

)
(6.21)

With a mean annual surface heat flux of -4.1 W/m2, net radiation and surface heat flux

are only positive from April to August annually which means during this period heat is

available for water evaporation and to increase the interior temperatures of the covered test

pile.

The magnitude of G varies with the covered test pile’s surface characteristics (e.g. snow

cover, moisture content, vegetation cover et al.) and solar radiation. In fact, due to the lack

of vegetation on the surface of the test piles, low precipitation, and high evaporation during

summer at the site, the ratio of mean ground heat flux to mean net radiation, G/Rn = 0.33,

is considerably high (Fig. 6.19A). However, this value is common for bare soil surfaces

ranging from 0.22 to 0.51 (Idso et al., 1975; Kustas and Daughtry, 1990; Jacobsen, 1999;

Gavilan et al., 2007). This value is also comparable to 0.28±0.03 obtained by Carey et al.

(2005) from a study of evaporation from a waste-rock’s surface (a similar surface condition)

located in the northern Saskatchewan, Canada.

Owing to the high moisture content, low permeability of the till, and distance from the
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Figure 6.19: Monthly average net radiation, Rn, versus surface heat flux G (A) and incoming
solar radiation, Rs, versus net radiation, Rn (B).

surface, the heat flux at the boundary between the till and the Type III rock is low. In fact,

the monthly average of heat flux from June to December was around 1.2 W/m2 which is

about 5.9 % of the monthly average surface heat flux in summer (Fig. 6.18B). For the period

December to June of the consecutive year, the heat flux was negative and reached a peak of

-5.8 W/m2 (averaged over three winters) around mid February (Fig. 6.18B), which is 4.8

times larger than heat flux during the summer. This is 20.2 % of surface heat flux during the

winter. Moreover, the mean annual heat flux across the bottom of the till was -1.78 W/m2

and the negative value of mean annual heat flux indicates that heat is being removed from

the underlying Type III rock.

Due to the high surface reflectivity of the covered test pile during both winter and sum-

mer, the ratio between the total incoming short-wave radiation, Rs, and the net radiation is

low and it can be expressed by Rn = 0.62Rs−56. For example, in July the monthly average

of Rs = 250 W/m2 and the value of Rn is 99 W/m2. Therefore, the ratio between Rn and

Rs in July is 0.4 which is similar to the finding of Carey et al. (2005) of 0.35 in midsummer

(July). However, in areas covered by vegetation and high moisture, the ratio ranges between

0.55 and 0.84 (Cole and Green, 1963; Lafleur et al., 1997; Sharratt, 1998; Baldocchi et al.,

2000). Further, in permafrost regions, the ratio has a considerable variation throughout a

given year due to the substantial variations of solar radiation between summer and winter.

In fact, when solar radiation is less than 90.3 W/m2 typically from October to March, the

net radiation is less than 0 and thus the ratio is negative (Fig. 6.19B). Whereas, during sum-

mer the net radiation is positive, the mean ratio was 0.31 corresponding to Rs = 170 W/m2

and Rn = 52.7 W/m2.
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6.5 Conclusions

The results of temperature and gas pressure measurements of a covered test pile constructed

in a continuous permafrost region are presented. The MAAT and MAST between 2007 and

2010 were -9.0 °C and -4.8 °C and using daily averages with a linear regression between

air temperature and the pile’s surface temperature is Ta = Ts− 4.2 (°C). In addition, the

surface condition’s of the covered test pile was represented using n-factors of n f = 0.77

and nt = 1.46. Ground temperatures in the Type I rock above the till fluctuated with air

temperatures with large amplitudes and the Type III rock below the till varied with much

smaller amplitudes. Further, the active layer was contained in the Type I rock; the till and

Type III rock stayed frozen year round except where internal heat sources kept the Type III

rock thawed. At cross sections close to lysimeters where heat was released from heating

cables, temperatures of Type III rock beneath the till warm and fluctuated accordingly with

this heat source. Further away from the lysimeters, temperatures were colder.

Based on temperature measurements, the thermal diffusivities of the Type I, till and

Type III rock were 6.9×10−7, 1.5×10−6 and 8.0×10−7 m2/s, respectively. Heat transfer

in the covered test pile was dominated by conduction. Net radiation varied significantly

with a large amplitude through the year whereas surface heat flux had a smaller amplitude.

Further, based on a daily average, the linear regression between net radiation and surface

heat flux was G = 0.31Rn−5.9
(
W/m2

)
, meanwhile the relation between total solar radia-

tion and net radiation was Rn = 0.62Rs−56
(
W/m2

)
. The mean annual heat flux through

the bottom of the till was 43 % of mean annual surface heat flux.
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CHAPTER 7

Heat transport and the effects of climate change in a

waste-rock pile located in a continuous permafrost region

of Northern Canada

7.1 Introduction

Mining involves the removal of significant quantities of waste rock to reach ore bodies

and the waste rock is usually placed in engineered stockpiles. The stockpiles are often far

above water table therefore they are generally unsaturated. Waste rock often contains some

amount of sulfide minerals and the oxidation of sulfide minerals has the potential to produce

acid rock drainage (ARD). Acidic drainage (low pH), high dissolved metal contaminants

and other harmful components in leaching water from waste rock are a major concern for

the environments at and nearby the mine (Olson et al., 1979; Nordstrom and Alpers, 1999;

Lefebvre et al., 2001a; Moncur et al., 2005). Based on the closure objectives of waste

rock piles at a mine, engineered soil covers can be created for different types of waste

rock and they can be grouped into (MEND1.61.5b, 2010): “isolation covers”, “barriers

covers”, “store and release covers”, “water covers”, “insulation covers”. However, in cold

regions, cold temperatures are known to slow chemical and biological processes that are

responsible for oxidation of sulfide minerals and thus limit the generation of ARD (Low-

son, 1982; Jaynes et al., 1984b; Meldrum et al., 2001; MEND1.61.4, 2004; Amos et al.,

2009b). Therefore, to promote permafrost aggradation into reactive waste rock places in a

continuous permafrost region, insulation covers are a candidate as they transport significant

amounts of heat during long winter and they serve an insulation layer during short summer

(MEND1.61.2, 1996; MEND1.61.4, 2004; Arenson and Sego, 2007).

However, if climate change and global warming occur, increasing air temperatures,

changes of snow cover thickness and distribution, precipitation and others will significantly

alter the subsurface thermal regime. The equilibrium between air temperatures and ground

temperatures will change and causes a gradual increase in ground temperatures. The ef-
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Frauenfeld et al., 2004), mean annual surface temperatures (MAST) of sites in Northern
Alaska (B). The solid lines are linear least squares regression (data from Romanovsky et al.,
2003).

fects of warming in continuous permafrost regions would be a thickening of the active

layer (the freeze and thaw soil layer near the surface) (Fig. 7.1A) as a result of increases

in ground temperatures (Fig. 7.1B) however the ground temperatures may remain below

0 °C. However, the impacts of warming would be more severe in discontinuous permafrost

regions: such as thawing permafrost causing slope instability and loosing bearing capacity

of infrastructure in these regions (Esch and Osterkamp, 1990; Environment Canada, 1998).

If a waste-rock pile is placed in a discontinuous permafrost area, the increase in ground

temperatures due to warming can trigger the oxidation of sulfide minerals causing ARD.

Various methods have been used to protect the underlying permafrost and to overcome po-

tential global warming in buildings and infrastructure, which can be used in waste-rock

piles. Such methods are: ventilation pipes or ducts, thermosyphons and thermal piles,

natural air convection embankments, foam insulation and other artificial ground freezing

techniques (Goering and Kumar, 1996; Andersland and Ladanyi, 2004; Arenson and Sego,

2007; Zhang et al., 2008a; Xu and Goering, 2008b).

This chapter presents ground temperatures between July 2010 and July 2011 from three-

installed thermistor cables in a full-scale waste rock dump (pile) at Diavik Diamond Mine,

Northwest Territories, Canada, which is located in a continuous permafrost region. Numer-

ical simulations of natural air convection were carried out for various mitigative strategy

scenarios which are based on a closure concept at the site and the impact of a proposed

long-term climate change on ground thermal regime within the waste rock dump.
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7.2 Site Description

The Diavik Diamond Mine is located on East Island, a 17 km2 island in Lac de Gras,

approximately 300 kilometers northeast of Yellowknife, Northwest Territories, Canada in

the Canadian Arctic (64°31’ N, 110°20’ W, el. 440 m). The site is located within the

continuous permafrost region with an average precipitation of 283 mm with 60 % from

snow (Environment-Canada, 2008a). Based on ground temperature measurements, the per-

mafrost may extend to a depth of around 400 m and the active layer varies from 1.0 m in

high moisture content areas to around 5.0 m in bedrock (Hu et al., 2003; Mareschal et al.,

2004; DDMI, 2006). Due to the cold and lengthened winter season and relatively high

evaporation at the site (Neuner et al., 2012), water transport is limited into the active layer

(it is thin) during summer, which is relatively short. Therefore, for the purpose of thermal

modeling the convective part associate with water is usually small and neglected however

the convective transport due to air is sometimes significant because of high permeability of

waste rock.

Depending on the sulfur content, waste rock is sorted into: Type I rock (< 0.04 wt % S),

Type II rock (0.04 to 0.08 wt % S) or Type III rock (> 0.08 wt % S). Furthermore, the

amount of biotite schist in waste rock was used to classify between acid and non acid-

generating waste rock. As a result, Type I rock is non-acid generating, Type II rock is low

acid generating and Type III rock is potentially acid generating. At the end of the mine

life in 2020, about 184 Million tonnes (Mt) of waste rock will be stockpiled in 60 to 80 m

high piles covering about 3.5km2. Insulation cover are a closure concept for the Type II

and Type III waste rock, including re-sloping the Type II and III areas to 18.4° (3H:1V) and

covering with a 1.5-m low permeability layer of till, and a 3-m layer Type I waste rock to

act as an active freeze-thaw layer (DDMI, 2006).

To monitor the evolution of thermal, geochemical and hydrogeological processes within

a Type III waste-rock dump, three 8-inch holes spaced at 5 m, FD1 (32.2 m depth), FD2

(30.7 m depth) and FD3 (40.2 m depth), were drilled in May 2010 to install instruments.

The instruments include thermistor cables, gas lines, soil water suction samplings (SWSS),

ECH2O moisture content sensors and permeability balls (Fig. 7.2). The drill holes were

back filled with 3/4 inch crush and silica filter sand. Thermistors were installed at 5 m

vertical spacing and ground temperatures are recorded at a 12-h interval. Hourly air tem-

perature is measured at Diavik meteorological station, which is about 1 km from the waste

rock dump.
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Figure 7.3: Monthly averaged air temperatures plotted with daily maximum and minimum
air temperatures.

7.3 Experimental results and climate change

7.3.1 Air temperatures

Monthly average air temperatures varied significantly throughout the year, with the warmest

temperatures in July and the coldest in January. Over a ten-year period (from 2000 to 2010),

the monthly average air temperature in January and July was -29.3 °C and 11.5 °C, respec-

tively (Fig. 7.4A). Daily average air temperatures also fluctuated considerably, however

they showed more fluctuation in winter (peak in January) than in summer (peak in July).

For example, the daily average air temperatures were -43 °C on January 21, 2002 and -

5.2°C on January 19, 2009 and varied between 22.3 °C on July 27, 2003 and 4.8 °C on July

2, 2003 (Fig. 7.3).

Air freezing and thawing indices, Ia f (°C-days) and Iat (°C-days) which are used in

describing the intensity of air-temperature variations were calculated using Eqn. 7.1 and

Eqn. 7.2 in which t is time and T is air temperature in °C. Over the measured period, the av-

eraged value of Ia f was 4426.3 (°C-days) and the averaged value of Iat was 1082.7 (°C-days).

A linear trend line shows that Iat has increased whereas Ia f has reduced over this 10-

year period (Fig. 7.4A). However, the increase of Iat was smaller than the reduce of Ia f .

The thawing-index trend line indicates that Iat has increased 36 °C-days/decade (between

2000 and 2010) compared to 44.4 °C-days/decade reported by Frauenfeld et al. (2007).

Whereas the freezing-index trend line shows that Ia f has reduced about 120 °C-days/decade

(Fig. 7.4A) compared to 85.6 °C-days/decade found by Frauenfeld et al. (2007). The re-

sults of Frauenfeld et al. (2007) are average values of whole regions north of 50 °N between
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Figure 7.4: Calculated air thawing and freezing indices based on daily averages (A), calcu-
lated mean annual air temperate (MAAT) (B), and thawing and freezing days of air temper-
atures (C)

1966 and 2001. Therefore, the differences in the rates (both Ia f and Iat) between this study

and Frauenfeld et al. (2007) could reflect the shorter length that data has been available to

determine the rates (a decade versus three decades) and/or local variations.

Ia f =

ˆ t1

t0
|T |dt , T < 0 °C (7.1)

Iat =

ˆ t1

t0
T dt , T > 0 °C (7.2)

An average mean annual air temperature (MAAT) was -9.1 °C over the last decade and

the trend line indicates an increasing rate of 0.73 °C/decade (Fig. 7.4B) which is higher than

a result of climate models shown in a later section. Whereas, Chylek et al. (2009) reported
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a warming of 0.38 °C/decade during the period between 1970 and 2008 at the latitudes be-

tween 64 °N and 70 °N. The difference again may be due to the length of the analysis and

local fluctuations. Fig. 7.4B also shows that in 2004 air temperature was significantly colder

than MAAT at -12.1 °C, whereas in the years between 2006 and 2010 MAATs were much

warmer at -6.4 °C and -6.7 °C, respectively. The warming of air temperatures can also be as-

sociated with an increase in thawing days and a decrease in freezing days. Average thawing

and freezing days were 122.4 and 242.9 days. The number of thawing days has increased

5.7 days/decade and the number of freezing days has decreased 6.0 days/decade over the

measurement period (Fig. 7.4C). The above results indicate that warming has significant

impacts on air temperatures during winter than summer.

7.3.2 Ground Temperatures

Ground temperatures below the surface of the waste rock dump can be represented using

periodic functions, or Fourier series. The following is such an expression, which describes

temperature as a function of time:

T (t) = To +
n

∑
i=1

(ai cos(iωt)+bi sin(iωt)) (7.3)

Where To represents the mean annual ground temperature (MAGT) at a specific depth

y, ω is the fundamental angular frequency, Ai =
√

a2
i +b2

i and φi = arctan
(

ai

bi

)
are the

amplitude and phase of ground temperatures corresponding to angular frequency iω .

Under assumptions of a periodically varying ground surface temperature (n = 1) and

one-dimensional conductive heat transfer, the apparent (effective or bulk) thermal diffusiv-

ity of waste rock can be calculated using phase or amplitude equations (Carslaw and Jaeger,

1959):

• Phase equation

κ =
1

2ω

(
y2− y1

δ t

)2

(7.4)

• Amplitude equation

κ =
ω

2

 y2− y1

ln
(
|T2|
|T1|

)
2

(7.5)

Where δ t is phase difference; |T1| and |T2| are temperature amplitude at two depths

y1 and y2. κ = λ/C, λ and C are the effective (bulk or apparent) thermal conductivity and

volumetric heat capacity of waste rock.
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Table 7.1: Calculated Fourier’s coefficients with ω =
2π

365
and n = 2. The results indi-

cate that the amplitude A1 is much larger than Ai (i ≥ 2) at depths within one wavelength.
Therefore, the values of Ai (i≥ 2) are usually omitted.

Depths (m) To a1 b1 a2 b2 A1

FD1

Surface -6.3 -18.9 -7.6 1.0 -0.1 20.4
1.86 -2.2 -4.6 -9.0 0.4 1.0 10.1
6.86 -1.0 0.8 -2.9 -0.1 0.6 3.0
11.86 -0.6 0.7 -0.2 -0.3 0.2 0.8
16.86 -0.1 0.0 0.0 0.0 0.0 0.0

FD2

Surface -6.4 -18.9 -8.20 1.8 -0.5 20.5
0.66 -4.8 -11.2 -10.2 1.5 -0.2 15.1
5.66 -1.1 0.7 -4.2 -0.2 0.6 4.2
10.66 -1.0 0.9 -0.5 -0.2 0.4 1.1

FD3

4.50 -0.2 0.2 -3.3 -0.6 1.1 3.3
9.50 -0.7 0.7 -1.0 -0.3 0.7 1.2
14.50 -0.1 0.1 0.0 -0.1 0.0 0.1
19.50 -0.3 0.0 -0.1 0.0 0.0 0.1
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Figure 7.5: Monthly average ground temperatures from July 2010 to July 2011 at selected
depths of FD1 (A1), FD2 (B1) and FD3 (C1); time-temperature-depth plot of FD1 (A2),
FD2 (B2) and FD3 (C2).

7.3.2.1 Field data

The values of Fourier’s coefficients are shown in the Table 7.1 at selected depths and the

periodic function of ground temperatures described by Fig. 7.4 are plotted in Fig. 7.5. The

Fourier-series curves fit the monthly average ground temperatures very well. Furthermore,

the ground surface temperatures measured within 5 cm of the waste rock dump’s surface

had a mean annual surface temperature (MAST) of -6.3 °C and an amplitude of 20.4 °C.

Amplitudes of ground temperatures reduced rapidly with depths from 20.4 °C at the surface

to 0.1 °C at 14.50 m depth (Table 7.1).

Based on monthly averages, temperature profiles at FD1, FD2 and FD3 show the 0 °C

isotherm at 11.5, 10 and 12.5 m depths, respectively as indicated in Fig. 7.6. However, the

depth of 0 °C isotherm is expected to change over time as it evolves toward an equilibrium

profile following the dump construction and the superimposed effects of global climate

change. The measurements of thermal evolution of a waste-rock pile at Ekati mine which

is about 30 km north and similar climate conditions as Diavik mine conducted by EBA
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Engineering (2011) showed that the initial depth of 0 °C (in 2000) was about 12 m and

after 5 years (in 2005) the 0 °C isotherm reduced to about 4.5 m. The period between

2000 and 2005 is considered to regain its thermal equilibrium. Therefore, it would take

about 5 years for the ground temperatures at the drill holes at Diavik to retrieve undisturbed

temperatures. However, the rate at which ground temperatures regains undisturbed thermal

regimes mostly depends on the amount of water has been induced into waste rock during

drilling.

From December to April from the surface to the depth of 40 m, ground temperatures

were below 0 °C whereas the other months the upper zone of the waste dump was above

0 °C. Furthermore, the ground temperatures did not show any significant increase in tem-

peratures associated with oxidation of sulfide minerals at any depth when the overall tem-

perature trends are examined. In fact, Amos et al. (2009b) measured the oxidation of the

Type III rock at this site and they concluded that oxidation rate of the Type III rock was

small. The heat release was insignificant.

7.3.2.2 Thermal diffusivity calculation

The relation of amplitude ratios between surface temperature and ground temperatures at

depths were fitted well using an exponential curve with R2 = 0.96 (Fig. 7.7A). A linear

regression was used to fit the relation between the phase delay with depths up to 14.50 m

(Fig. 7.7B) with R2 = 0.97. Below 14.5 m ground temperature variations were very strongly

attenuated, as indicated by points that did not follow the linear regression line. An expo-

nential curve was used to fit the relation between amplitude ratios and phase delays with

R2 = 0.95 (Fig. 7.7C) for those ground temperatures up to 14.5 m depth. The curves plotted
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Figure 7.7: Relation between depth and amplitude ratio (A); depth and phase delay (B);
phase delay and amplitude ratio (C).

in Fig. 7.7 indicate that heat transfer by conduction dominates in the waste dump. Effective

thermal diffusivities were determined to be 5.4×10−7 m2/s (Eqn. 7.5) and 8.5×10−7 m2/s

(Eqn. 7.4) with an average of 7.0× 10−7 m2/s. The effective thermal diffusivity is com-

parable to a value of 8.0×10−7 m2/s determined in a 15-m high experimental waste-rock

pile at the site (Chapter 4).

7.3.3 Annual heat flow

MAGTs are below 0 °C in the entire profile of FD1, FD2 and FD3 drill holes and strongly

attenuated (Fig. 7.8A). The annual variations of ground temperatures at a depth around one

wavelength (Γ = 16.6m (Eqn. 7.6) with κ = 7.0×10−7 m2/s = 0.0605m2/d) are so small

compared to that of the surface. Therefore the one-wavelength thickness layer is considered

to be affected by the annual variation of surface temperature.

Γ =

(
4πκ

1
365

)0.5

(7.6)

F =−λ
∂T
∂y

(7.7)

The annual heat flux at depth was determined based on the MAGTs and an average ther-

mal conductivity, λ , of 1.8 W/(m ·K) through Eqn. 7.7. The shaded area in the Fig. 7.8B

represents the total annual heat flux within one wavelength depth. Dividing this total heat

flux by one wavelength, the average annual heat flux of one wavelength was 0.8 W/m2 in an

upward direction and the heat flux at the surface was 5.7 W/m2 which was removed from

the waste dump (the waste dump is cooling) between July 2010 and July 2011 (Fig. 7.8B).
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Figure 7.8: MAGTs with depths (A) and calculated heat flux (B) at FD1, FD2 and FD3.

Heat flux of the layer between one wavelength and the end of drill holes (40.2 m) was small

and in a downward direction (Fig. 7.8B).

7.3.4 Climate change

Future climate modeling analyses for the site were conducted by Environmental Modeling

and Prediction P/L Australia (2008) for the period between 1970 and 2060. Measured

climatic variables at Diavik and the surrounding regions were used to check the results of

climate models. The predictions of annual air temperature rise (warmest, mean and coldest

temperatures) between 1970 and 2060 are shown in detail in the Fig. 7.9 and a summary

follows:

• Warmest temperatures: +0.061 °C/year, from -8.3 °C to -2.8 °C.

• Mean temperatures: +0.056 °C/year, from -11.0 °C to -6.0 °C.

• Coldest temperatures: +0.060 °C/year, from -14.7 °C to -9.3 °C.

The predicted annual temperatures show a relatively constant rate of temperature in-

crease over the predicted period. The predicted-mean annual temperatures matches closely
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Figure 7.9: Predicted minimum, mean and maximum annual temperatures (A) and pre-
dicted mean January temperatures (B) for Diavik (data from Environmental Modeling and
Prediction P/L Australia, 2008).

Table 7.2: Predicted future air temperatures for selected months at Diavik (data extracted
from Environmental Modeling and Prediction P/L Australia, 2008).

Maxima Mean Minima

1970:2060
(°C)

Rate
(°C/year)

1970:2060
(°C)

Rate
(°C/year)

1970:2060
(°C)

Rate
(°C/year)

January -27.4:-19.8 +0.084 -30.3:-22.6 +0.086 -33.6:-25.4 +0.091
April -11.5:-7.9 +0.040 -15.7:-11.0 +0.052 -19.3:-13.7 +0.062
July 15.7:17.5 +0.020 11.6:13.7 +0.023 7.5:9.4 +0.021

October -4.8:-0.6 +0.047 -7.4:-2.5 +0.054 -9.9:-4.4 +0.061

to the measured MAATs although there were some years the measured MAATs was closer

to the predicted minimum or maximum (Fig. 7.9A). In Fig. 7.9A, the predicted minimum

and maximum annual temperatures are the predictions of the coldest and warmest climate

models while the predicted mean annual temperatures are the mean of coldest and warmest

climate models. Warming rates for months in the transition between four seasons are shown

in Table 7.2. In January, the warming trends are quite significant for both the minima and

maxima which are the largest warming rates however the warming rate of minima temper-

atures are slightly higher (Table 7.2 and Fig. 7.9B). The warming rates in April and Octo-

ber are similar and quite comparable to the mean-annual warming rate of 0.056 (°C/year)

whereas, the warming rates in July are the smallest (Table 7.2).
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7.4 Numerical simulation of heat transfer of the waste rock dump
with climate change and using mitigative strategies

For the purpose of long-term prediction of the impacts of global warming on the thermal

behaviour of the waste-rock pile, numerical simulations were performed. The above ground

temperatures and the prediction of global warming on temperature were used as initial and

boundary conditions. Furthermore, several mitigation techniques to compensate for the

global warming were proposed and checked during these simulations.

7.4.1 Mathematical description

Waste rock is considered as a porous media and further assuming that the validity of ideal

gas law for air and the Darcy’s law. Due to the low oxidation rate of the Type III waste rock,

the heat release by oxidation is neglected (Amos et al., 2009b). In this study, only convective

component of air is considered. The convective component due to water is omitted because

of low moisture content of waste rock (Neuner et al., 2012) and frozen conditions of the

ground. The following governing equations are considered (Nield and Bejan, 1999).

• Conservation of Mass (continuity) of air

φ

(
∂ρa

∂ t

)
+∇ · (ρau) = 0 (7.8)

• Conservation of Momentum (Darcy’s law)

u =−K
µ
(∇p+ρag) (7.9)

• Conservation of Heat

C
∂T
∂ t

+∇ · (−λ∇T +ρacauT ) = 0 (7.10)

• Ideal gas of air

pM = ρaRT (7.11)

Where φ = 0.25 is the porosity of waste rock (Neuner et al., 2012), ρa is the air density

defined using Eqn. 7.11, u is air velocity vector, p is air pressure, T is temperature, µ

is dynamic viscosity of air, K is permeability, C is the volumetric heat capacity of the

waste rock including the latent heat of fusion of water around the freezing temperature (i.e.

0 °C), ca is the specific heat capacity of air, M and R are the molar mass and gas constant

of air. The above balance equations were solved using COMSOL Multiphysics software

package which is a finite element analysis for various physics and engineering applications

especially for coupled phenomena (Comsol, 2009).
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7.4.2 Material properties

Thermal properties of the Type I, Type III rock and till were determined through in-situ

measurements and calculated from measurements of ground temperatures of experimental

waste rock test piles at the site (Table 7.3). Permeabilities of waste rocks were obtained

through in-situ measurement of air permeability (Amos, 2009) and in-situ hydraulic con-

ductivity tests (Neuner et al., 2012). Volumetric moisture contents of the Type I and Type

III are assumed to be at field capacity about 6.0% which was observed in the field (Neuner

et al., 2012). Type I coarse rock is an engineered material and it is based on Type I rock

with no particles less than 3cm sizes. The elimination of fine fractions (≤ 3cm) would

make the Type I coarse rock have a low thermal conductivity, high porosity ≥ 0.3, and

high permeability (≥ 3× 10−7 m2), which is calculated by using either Hazen or Kozeny-

Carman equations (Bear, 1972). Assuming that the Type I coarse rock is dry and therefore

there will be only one value of thermal properties for both thawed and frozen states and no

latent heat. Bulk thermal conductivity and volumetric heat capacity of the Type I coarse

rock were determined by using the geometric and volumetric mean, respectively as follows

(Farouki, 1981b) (Table 7.3).

• Bulk thermal conductivity

λ = λ
φ
a λ

(1−φ)
s (7.12)

• Volumetric heat capacity

C = ρ (caφ + cs(1−φ)) (7.13)

Where: λa = 0.024 and λs = 3.0 W/(m ·K) are thermal conductivity of air and solid

rock (granite) (Farouki, 1981b; Tipler, 1999; Côté and Konrad, 2005a), φ = 0.3 is the poros-

ity of the Type I coarse rock, ρ = 1840kg/m3 bulk density of the Type I coarse rock (Neuner

et al., 2012), ca = 1005 and cs = 790 J/(kg ·K) are specific heat capacity of air and solid

rock (Farouki, 1981b).

7.4.3 Simulation cases

There are four simulation cases that correspond to a baseline case and three cases with

different mitigation methods. Case 1 is the baseline case in which no cover layer is placed

on the top of the Type III rock having a thickness of 80 m. It is used to investigate the

change of 0 °C isotherm and ground temperatures under the climate change presented in

Section 7.3.4). Case 2 is a mitigation strategy in which the Type III rock is capped using

a 1.5 m till overlaid with 3 m Type I rock which is a closure concept for waste rocks at

Diavik. Both cases 1 and 2, heat transfer is via conduction. Meanwhile, cases 3 and 4

utilize natural air convection during winter in the Type I coarse rock which is assumed to

have significantly higher permeabilities (Table 7.3). Natural air convection in the Type I
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Table 7.3: Thermal and hydraulic properties for materials used in simulation

Property Value Comments

Type I Rock

Porosity 0.25 In-situ measurements (Neuner et al., 2012)
Thermal

conductivity
1.7 W/(m ·K) In-situ measurements using line heat source probe

Frozen bulk heat
capacity

2.3×106

J/
(
m3 ·K

) Using thawed heat capacity plus heat capacity differences
between thawed and frozen water

Thawed bulk heat
capacity

2.4×106

J/
(
m3 ·K

) Ratio between in-situ thermal conductivity and thermal
diffusivity determined by temperature measurements.

Volumetric water
content

0.06 Average in-situ measurement values using TDR (Neuner
et al., 2012). This volumetric water content contains a

latent heat of 2.0×104 kJ/m3

Permeability 2×10−9 m2 In-situ measurements using air permeability balls which
were conducted at depths up to 6 m (Amos et al., 2009a)

Type III Rock

Porosity 0.25 Same as Type I rock
Thermal

conductivity
1.8 W/(m ·K) —-

Frozen bulk heat
capacity

2.1×106

J/
(
m3 ·K

) —-

Thawed bulk heat
capacity

2.2×106

J/
(
m3 ·K

) —-

Volumetric water
content

0.06 —-

Permeability 2×10−9 m2 —-

Till

Porosity 0.2 Obtained from Terzaghi et al. (1996)
Frozen thermal

conductivity
3.2 W/(m ·K) Multiply thermal diffusivity determined by temperature

measurements and calculated bulk heat capacity.
Thawed thermal

conductivity
2.9 W/(m ·K) From frozen value minus thermal conductivity difference

between thawed and frozen of water.
Frozen bulk heat

capacity
2.1×106

J/
(
m3 ·K

) Calculated based on weight fraction of mixture with
specific heat capacity of solid of 790J/(kg ·K) (Farouki,

1981b)
Thawed bulk heat

capacity
2.5×106

J/
(
m3 ·K

) Calculated as frozen bulk heat capacity

Volumetric water
content

0.18 In-situ measurements of samples taken during
construction of the test pile. This volumetric water content

contains a latent heat of 6.0×104 kJ/m3

Permeability 5×10−16 m2 Converted from hydraulic conductivity of glacial till of
5.0×10−9 m/s (Hendry, 1982)

Type I coarse rock

Porosity ≥ 0.3 Assumed (Bear, 1972)
Thermal

conductivity
0.7 W/(m ·K) Calculated through Eqn. 7.12

Bulk heat capacity 1.6×106

J/
(
m3 ·K

) Calculated through Eqn. 7.13

Permeability from 9×10−8

to 6×10−7 m2
Varied for sensitivity analyses

165



Table 7.4: Description of simulation cases

Case 1 1-D Conduction: 80 m thick of Type III rock

Case 2 1-D Conduction: 80 m thick Type III rock with a 1.5 m till
and 3 m Type I

Case 3 2-D Conduction/Convection: 80 m thick Type III rock
with a 1.5 m till and 3 m Type I coarse rock (change in

permeability)

Case 4 2-D Conduction/Convection: 80 m thick Type III rock
with a 4 m Type I coarse rock (change in permeability)

coarse rock cover rapidly cools the underlying Type III rock and the till below (Table 7.4

and Fig. 7.10). The width of the domain of cases 3 and 4 was chosen to be large (ten times)

compared to the thickness of the Type I coarse rock layer to consider the domain as an

infinite horizontal layer. A boundary condition at the bottom of Type III rock (bottom of

waste rock dump) is no heat flux. This boundary condition can be justified as at depths

(≥ 30m) ground temperatures are relatively constant (small heat flux as shown in Fig. 7.8)

besides there is a low thermal conductivity geomembrane liner placed at the base of the pile

prior construction. An assigned surface temperature at the top surface of the simulations

which is an average of measured values (Section 7.3.2) is:

Ts (°C) =−6.3+20.4sin
(

2πt
365

)
+

0.056t
365

(7.14)

Where: 0.056 °C/year is the annual temperature increase due to warming climate as-

signed to the surface. Initial temperatures resemble measured ground temperatures in July

2010 for all cases. Cases 3 and 4 have boundary conditions of temperature and air pressure

as shown in the Fig. 7.10 with ps = patm−ρagy, y = 84.5 and 84.0m for case 3 and 4 re-

spectively, patm = 101.3kPa is assigned as the atmospheric pressure at the ground surface.

The initial conditions of air pressure are hydrostatic with air density calculated from initial

temperatures using Eqn. 7.11.

7.4.4 Results and Discussion

The simulation cases were run for 100 years from July 2010, with the assigned surface

temperature Ts. According to Eqn. 7.14, after 100 years the MAST of the 80 m waste rock

dump will increase to -0.7 °C. This is similar to the current MAST at Yellowknife, North-

west Territories, Canada which is in the zone of discontinuous permafrost (Heginbottom

et al., 1995).
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Figure 7.10: Geometry domains and boundary conditions of case 3 (A) and case 4 (B).

7.4.4.1 Case 1

Numerical results are quite comparable to field results however discrepancy still exists

due to the heterogeneous nature of waste rock dumps and added water during drilling

(Fig. 7.11). Fig. 7.12A shows 0 °C isotherm was initially about 11 m depth and this initial

depth may not be the actual depth of 0 °C isotherm. Because the 0 °C isotherm could be

deepened by the thermal disturbance of the drilling process which had introduced additional

water into the ground at the bore holes. This additional water could maintain the ground

temperatures at or near the freezing point (i.e. 0 °C) at some depths. Therefore, undis-

turbed ground temperatures are expected to be colder and the 0 °C isotherm shallower. The

Root Mean Square Error (RMSE) between measured and simulated values was calculated

through Eqn. 7.15 and showed in Fig. 7.11.

RMSE =

√
1
n

n

∑
i=1

(Tsim−Tobs)
2 (7.15)

Due to cold temperatures at the site, the 0 °C isotherm is rapidly reduced to 3.9 m from

an initial depth of 11 m (Fig. 7.12A). From 2014 to 2020, the 0 °C isotherm slowly decreases

further to a depth of 3.7 m which is its minimum depth. After 2020, the 0 °C isotherm

gradually increases with an averaged rate of 3.6×10−2 m/year (or 3.6 cm/year) to 7.0 m in

2110 (Fig. 7.12A) and this increase is due to the warming of surface temperature. At 4 m

depth, ground temperature varies with an amplitude of around 10 °C. Its maximum value

reaches 0 °C and 3.5 °C between 2040 and 2110, respectively. Meanwhile its minimum

value is -10 °C in 2020 and increases to -6 °C in 2110. Whereas the temperature amplitude

at 7 m is smaller about 3 °C and its maximum temperature does not reach 0 °C until 2110
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Figure 7.11: Numerical modeling and field measurements of ground temperatures at se-
lected depths of one year between July 2010 and July 2011. The solid lines represent
modeling results whereas the dashed lines show field results. The numbers in the legend
indicate depths below the waste-rock surface.

(Fig. 7.12B).

Below 20 m, the annual ground temperature amplitudes are small and can be negligible.

At 20 m, the ground temperature reaches a minimum value of -3.4 °C in 2040 and then it

gradually increases to a value of -1.6 °C in 2110. The initial decrease is due to the initial

temperature at 20 m being lower than that of the MAST and the later increase is due to the

warming of MAST associated with climate change. Deeper beneath the surface, the larger

delay in the ground temperatures reaches their minimum before increasing (Fig. 7.12C)

due to the warming and conduction behavior of the pile. In other words, the material acts

as a low-pass filter to temperature signal by removing short-term fluctuations (annually or

shorter) and leaving long-term trends (long-term climate change). Fig. 7.12D shows that

by 2110, the surface temperature fluctuates between -21.0 and 19.6 °C and the active layer

is at 7 m depth. Therefore, to protect the Type III rock from thawing, the cover assumed

to have similar thermal properties as Type III rock will need to be at least 7 m in thickness

under the proposed warming scenario.

7.4.4.2 Case 2

In the case 2 scenario, the 0 °C isotherm decreases to 3.0 m above the till within the first 5

years and remains stationary until 2040 due to latent heat affects of water in the till. Then,

it gradually increases to 3.9 m (or 0.9 m into the till) by 2110 (Fig. 7.13A). Similarly, the

maximum temperature at the top of the till rapidly reduces to a temperature just below 0 °C

and stays constant until 2040. Then it increases slowly to 1.9 °C by 2110 (Fig. 7.13B).
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While, the minimum temperature reaches -10.1 °C in 2020 and increases to -5.1 °C in 2110

(Fig. 7.13B). At the base of the till, the temperatures remain below 0 °C. However, the max-

imum temperature ranges from -1.1 to -0.3 °C between 2020 and 2110 respectively. The

minimum temperature ranges from -9.2 to -3.6 °C between 2020 and 2110 (Fig. 7.13B).

Temperatures below 20 m depth show similar results as discussed for case 1 with a insignif-

icantly small derivation (Fig. 7.12C and Fig. 7.13C). Fig. 7.13D shows the 0 °C isotherm

penetrates 0.9 m (or 3.9 m from the surface) into the till by 2110 and the figure also indicates

the depth of zero annual amplitude is at 20 m.

7.4.4.3 Case 3

The case 3 scenarios were run with the permeability of Type I coarse rock ranging between

9×10−8 and 6×10−7 m2. In the case K = 4×10−7 m2, due to the low thermal conductivity

and high permeability, the thickness of the 0 °C isotherm reduces significantly to a depth

of 2.5 m by 2110 (Fig. 7.14A), besides the maximum and minimum temperatures at the top

and bottom of the till are about 4 °C cooler than the case 2 (Fig. 7.14B). At depths greater

than 20 m, ground temperatures are about 3 °C cooler than for case 2 and the 0 °C isotherm

in 2110 is at 2.5 m (Fig. 7.14C and D).

The significant reduction in temperatures for case 3 is possible due to natural air con-

vection during winter in the Type I coarse rock. Natural air convection in the Type I coarse

rock does not initiate unless a critical temperature difference ∆Tc between the top and bot-

tom of the Type I coarse rock is established. The hydrostatically unstable condition of

density increasing upwards is stabilized by viscosity and thermal diffusivity until the den-

sity gradient is sufficient to allow the cooler upper layer to sink and the warmer lower layer

to rise. Instead of ∆Tc the natural convection is usually characterized by a dimensionless

number called the Rayleigh number, defined as (Nield and Bejan, 1999):

Ra =
ρagβKH∆T

µα
(7.16)

Where: β=
1
T
(K−1) for an ideal gas of air is the coefficient of thermal expansion for

air, α =
λ

Ca
and other parameters are described earlier.

To characterize the strength of natural convection relative to conduction, the Nusselt

number, Nu, which is the ratio of total heat transport to conductive transport is defined as

(McKibbin and O’Sullivan, 1981):

Nu = 1+1.44
(

Ra
Rac
−1
)

(7.17)

Where Rac = 27.1 (Nield and Bejan, 1999) is the critical Rayleigh number for the case

of permeable surface similar to the Type I coarse rock surface (or cases 3 and 4 in this

study).
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Figure 7.15: Case 3: Schematic for calculation Ra through surface temperature and tem-
peratures of the top of the till with K = 4×10−7 m2 (A) and calculated values of Ra with K
ranging between 9×10−8 and 6×10−7 m2 in between 2015 and 2016 (B) .

During winter, the value of Ra starts to rise drastically in early October (when surface

temperatures are colder than temperatures at the top of the till) and it reaches Rac in mid

October. However it only obtains a maximum value of 141 in early December and then

decreases to Rac in early March for K = 4×10−7 m2 (Fig. 7.15A). Therefore, the air natural

convection occurs for about 4.5 months (mid October to early March) during winter.

Peak values of Ra increase as the values of K increase. In fact, it can reach 160

which is about 5.9 times larger than Rac at K = 6× 10−7 m2 (Fig. 7.15B). Based on the

area having Ra larger than Rac, averaged values of Ra were calculated as 38.9, 66.5,

96.0 and 122.3 corresponding to Nu of 1.6, 3.1, 4.7 and 6.1 (through Eqn. 7.17) with

K = 9×10−8, 2×10−7, 4×10−7 and 6×10−7 m2 respectively. Therefore, when K is larger

than 2× 10−7 m2 the values of Nu are larger than 3. It means that heat transfer during the

natural air convection periods is three times larger than via conduction alone or convection

dominates the heat transfer.

With the increasing permeability of the Type I coarse rock, maximum temperatures at

the surface of the till reduced correspondingly. As shown in Section 7.3.2A, initial tem-

peratures reduce to minimum temperatures of between -1.6 and -6.7 °C in 2025 and then

gradually increase (due to the warming) to temperatures between 0 and -3.2 °C in 2110

at K between 9× 10−8 and 6× 10−7 m2. In other words, the till layer stays frozen until

2110 for any K > 9×10−8 m2. At 30 m depth, ground temperatures vary between -1.9 and

-7.2 °C in 2110 at K = 9× 10−8 and 6× 10−7 m2 respectively (Fig. 7.16B). However, for

K = 9×10−8 and 2×10−7 m2 ground temperatures at 30 m depth start to detect the impacts

of the warming around 2065 meanwhile at K = 4×10−7 and 6×10−7 m2 the warming does

not show until 2110 (Fig. 7.16B).

Natural convection during winter is characterized by multiple “convective rolls” pattern

as shown in Fig. 7.17 with air velocity reaching 6.5×10−3 m/s in mid January 2016. These
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Figure 7.16: Case 3: Maximum temperatures at the top of the till (3 m from the surface)
(A), ground temperatures at 30 m depth (B) with K = 9× 10−8, 2× 10−7, 4× 10−7 and
6×10−7 m2.

convective rolls are only formed in the Type I coarse rock due to its high permeability and

the distance between two warm rising plumes are about 6 m. Therefore, the dimension of a

convective cell is 3 m height and 3 m width (Fig. 7.17).

7.4.4.4 Case 4

Case 4 scenario simulates the case without till available to cover the entire Type III rock and

the objective is to keep the Type III rock frozen. Therefore, the Type I coarse rock thickness

was increased to replace the till layer. The maximum temperature at the top of the Type III

rock (or 4 m from the surface) reduces from its initial temperatures to temperature values

between -2 and -9 °C depending on permeability in 2025 and then they increase steadily

to values between 0.7 and -6.2 °C in 2110 (Fig. 7.18A). Besides, at K = 9× 10−8 m2 the

maximum temperature reaches 0 °C by 2090. Ground temperatures at 30 m depth show

similar trends as case 3 (Fig. 7.16B), however the ground temperatures in case 4 is slightly

colder especially for K ≥ 2×10−7 m2 because of their large Rayleigh numbers (Fig. 7.18B).

Rayleigh numbers depend linearly on the thickness of the convective layer (Eqn. 7.16)

and therefore it is expected that the Rayleigh numbers in case 4 is higher than case 3.

For instance, Rayleigh numbers in case 4 are about 20 % larger than case 3 and average

values over convection periods (Ra ≥ Rac) are 50.0, 82.8, 117.9 and 149.3 at K = 9×
10−8, 2× 10−7, 4× 10−7 and 6× 10−7 m2 respectively (Fig. 7.18C). By the year 2110, at

K = 9×10−8 m2 the simulation predicts the 0 °C isotherm would penetrate 1.1 m into the

Type III rock (or 5.1 m below the surface) unlike case 3 despite having a thinner convective

layer, the 0 °C isotherm still remains at 3 m depth. This is because the latent heat of water

in the till retains the 0 °C isotherm at a shallow depth. However, at K ≥ 2× 10−7 m2, the

0 °C isotherm remains in the Type I coarse rock (Fig. 7.18D).
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7.5 Recommendations

Even though the effectiveness of the mitigation techniques has to be proven in the field,

recommendations can be made based on the numerical simulations carried out.

The simulations showed that case 3 is the favored mitigation technique to keep the

Type III rock frozen even with the warming climate. However, if there is not sufficient

till available to cover the potentially-acid-generating Type III rock, fine fractions (≤ 3cm

sizes) of the non-acid-generating Type I rock can be used as a substitute for the role of the

till. The fine factions (≤ 3cm sizes) contribute about 32% of the total volume of Type I

rock (Neuner et al., 2012). In other words, by separating the Type I rock, the result is 32%

fine fractions could replace till and 68% of the remaining coarser fractions can be used as

Type I coarse rock. The ratio of the separation is close to the thickness ratio between the

till and the coarse cover (1.5 : 3). As a result, there will be sufficient materials for the low

permeability cover (replacement for the till). A high permeability layer should overlay the

finer material with properties similar to the Type I coarse rock (case 3 scenario). However,

the downsides are the need for equipment to segregate the size faction and cost associated

with segregating the material prior/during placement.

The porosity of the fine fractions (≤ 3cm sizes) would be about 0.25 based on an estima-

tion of Neuner et al. (2012). Field measurements of moisture contents in the fine fractions

conducted by Neuner et al. (2012) indicated that capillary water maintained about 90% sat-

uration. This amount of water would store a sufficient latent heat to prevent thawing of the
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Type III rock beneath.

The placement of the till layer would decelerate the freeze back of the Type III waste

rock beneath it because the till cover will act as a thermal insulating blanket. A recom-

mendation is to expose the Type III waste rock until the active layer (the 0 °C isotherm

depth) reaches its minimum which is about 4 m. This would be achieved by 2020 based on

the case 1 simulation. Placement of the till cover should occur starting in November and

continue until end of April when the entire temperature profile of the waste rock dump is

below 0 °C. Likewise, the construction of the high permeability coarse layer should occur

immediately to keep as much of the cold in the pile until convection begins the following

winter. However, before placement, volumetric water content of the till should be checked

and its saturation should be above 90 %. This can be carried out in late summer when a

certain thickness near the surface of the till is above 0 °C. If the required volumetric water

content is not achieved, water should be added. In summary, construction of the layers of

the cover should occur during winter to take advantages of cold weather placement.

7.6 Conclusions

Measured air temperature over a 10-year period (2000 - 2010) at the Diavik site in a contin-

uous permafrost region had a MAAT of -9.1 °C and the trend lines indicated the warming

of air temperature is expressed through the changes of freezing, thawing indices and num-

bers of freezing and thawing days. Based on the measured air temperature at the site and

other long-term air temperatures at nearby sites, climate modeling predicted the highest and

lowest rates of temperature change occur in January and July respectively, while in October

and April temperature changes were predicted to be similar to the rate of increase of the

mean annual temperature.

Ground temperature measurements indicated the 0 °C isotherm was at 11 m below the

surface and heat transfer in the waste-rock pile was controlled by conduction. At depth,

no elevated temperatures due to oxidation of sulfide minerals have been observed and the

calculated thermal diffusivity from ground temperature measurements was comparable to

measured values found in the test piles. Conduction model (case 1) predicted 0 °C isotherm

will be at 7 m with climate change by 2110. However, with the aid of the till layer, the case

2 simulation predicted a reduction of the 0 °C isotherm to 3.9 m and ground temperatures

below 20 m for case 1 and case 2 will be similar by 2110. In case 3 although the thickness

of Type I coarse rock is thinner compared to case 4, the 0 °C isotherm remains shallow (on

top of the till) due to latent heat of water stored in the till layer. Ground temperatures for

case 3 are colder than cases 1 and 2 because of convective-enhanced heat transfer during

winter. Besides, due to the lack of the till layer in case 4, the 0 °C isotherm will penetrate

into the Type III rock at K ≤ 9×10−8 m2 by 2110. However, for K ≥ 2×10−7 m2 the 0 °C

isotherm is retained in the Type I coarse rock and ground temperatures are colder compared
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to those of case 3.
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CHAPTER 8

Conceptual model for heat and mass transfer in

waste-rock piles under permafrost conditions

8.1 Introduction

Acidic drainage (or Acid rock drainage, ARD) and metal contaminants in water that seeps

through waste-rock piles containing sulfide minerals are harmful to the environment and

their treatment costs are expensive and time-consuming. Therefore, understanding sulfide

minerals oxidation mechanisms and other processes of controlling ARD are crucial. The

understanding of the mechanisms aids in predicting the rate and how oxidation proceeds in

waste-rock piles.

Temperature, acidity and oxygen availability at the oxidation locations control the ox-

idation rates through constraint of the bacterial catalysis in sulfide oxidation reactions

(Jaynes et al., 1984b). Moreover, spatial temperature distributions and elevated tempera-

tures within waste-rock piles are good indicators of the locations and oxidation rates, be-

cause oxidation of sulfide minerals is a strong exothermic process (Lowson, 1982; Jaynes

et al., 1984b). Heat transport within waste-rock piles is mainly governed by conduction,

heat source due to oxidation and latent heat of water during freezing and evaporation. In an

area where precipitation is high, the convective part of water can be significant and it can

alter spatial ground temperature distributions (Stallman, 1965; Smith et al., 1989; Blasch

et al., 2007). Furthermore, if waste-rock piles are constructed in a continuous permafrost

region, water transport is confined within the active layer during summer, which is thin.

Therefore, convection associated with seepage water is often neglected. However, the con-

vective part due to moving air can be significant in regions of high permeability of the

waste-rock piles (Pham et al., 2008a, 2009). In addition, Anne and Pantelis (1997); Mogh-

taderi et al. (2000); Wessling (2007); Amos et al. (2009a); Hollesen et al. (2011) demon-

strated the importance of wind-induced advection to heat/mass transfer in waste-rock piles

and underground coal fires. The variations of ambient air pressure can cause soil respiration

known as barometric pumping, which is another potential source of oxygen supply (Mass-
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Figure 8.1: Processes occur within a waste-rock pile and its interaction with the atmosphere
(A) and the relation between these processes (B) (modified from Lefebvre et al., 2001a).

mann and Farrier, 1992a; Neeper, 2003; Neeper and Stauffer, 2005). The effectiveness of

the above mechanisms for heat and mass transport into and within waste-rock piles depends

on physical properties of the waste-rock piles of which permeability is the most important.

The objectives of this chapter are to present a set of equations and constitutive relations

that describe air, water and heat transport in a pile of waste rock where oxidation of sulfide

sulfur is the major component of oxygen consumption and heat production as shown in

Fig. 8.1, a conceptual model of the main processes related to heat transfer occurring within

waste-rock piles including phase change of water and the interaction with the atmosphere.

The waste-rock pile is modeled as a three-phase system consisting of a rigid solid porous

phase through which air flow under gravitational, buoyancy and wind forces and water flows

under a gravitational force.
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8.2 Governing equations for heat and mass transfer in isotropic
porous media

Based on the concept of representative elementary volume (REV) and balance equations

written in macroscopic level (Bear, 1972), governing equations for both the solid and fluid

regions of undeformable porous media can be written. In REV, a system of three phases

including air (gas), liquid and solid, is considered and in each phase, there may be Nα

components; in which α represents the phases (air, liquid and solid). The air phase (moist

air) includes oxygen in dry air and water vapor, liquid water is the only component in the

liquid phase and the solid phase includes sulfur, ice and the remaining solid rock. It is

assumed that there is unfrozen water (in liquid state) in frozen waste rock expressed by the

soil freezing characteristic curve (SFCC).

A general equation for conservation of mass (continuity) of each component j = 1÷Nα

in α phase is stated by (Bear, 1972)

∂

(
φαω

j
αρα

)
∂ t

+div
(

φαω
j

αραq j
α

)
= Sr j

α (8.1)

Where the subscript α = a, w, and s denote air, water and solid phases respectively.

ρα =
Nα

∑
j=1

ρ
j

α is the intrinsic density of α phase and ρ
j

α =
m j

α

Vα

is the bulk density of compo-

nent j in α phase; m j
α is the mass of component j in α phase. Mass fraction of component

j in α phase is ω
j

α =
ρ

j
α

ρα

, thus
Nα

∑
j=1

ω
j

α = 1. Volume fraction of α phase in REV is φα =
Vα

V
in which Vα is the volume of α phase and V is the volume of REV, furthermore φα must

satisfy the relation ∑
α=a, w, s

φα = 1. The components
(

φαω
j

αραq j
α

)
and Sr j

α are the mass

flux and source/sink of component j in α phase in REV respectively.

8.2.1 Mass conservation of each component in phases

Assuming that the density of the air phase (dry air and water vapour) can be determined

through an equation of state for ideal gases as follow, Dalton’s law:

ρa =
Md

a pd
a

RT
+

Mv
a pv

a

RT
(8.2)

Where: the first term on the right is the density of dry air and the second is the den-

sity of water vapour in air (ρv
a = ωv

aρa). It will be defined in a later section (Eqn. 8.25);

ρa is the intrinsic humid air density
(
kg/m3

)
; pd

a and pv
a are the partial pressure of dry

air and water vapour in (Pa). The pressure of humid air is pa = pd
a + pv

a. R = 8.314(
kg ·m2/

(
s2 ·K ·mol

))
is gas constant. Md

a = 2.897×10−2 and Mv
a = 1.800×10−2 (kg/mol)

are the molar mass of dry air and water vapour respectively. T is temperature in Kelvin (K).
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Eqn. 8.2 shows humid air density changes as the pressure (both dry air and water

vapour) and temperature change however the density change due to a change in percent-

age of each component in dry air is not considered (Md
a is a constant). However density

change due to temperature change is more significant than pressure change. As tempera-

tures can vary over a large range especially in cold regions whereas air pressure change is

small around its mean values at a given site. Heat release via oxidation increases temper-

ature and the temperature increase leads to a decrease in air density. As a result, buoyant

forces increase and therefore convection cells may form.

In air phase, two components oxygen and water vapor have the main impact on heat

and mass transfer in this study are considered. Mass conservation of vapor and oxygen can

be written as:

∂

(
φaω

j
aρa

)
∂ t

+div
(
−φaD j

a∇
(
ω

j
aρa
)
+ua

(
ω

j
aρa
))

= Sr j
a (8.3)

Where j = is either oxygen o or vapor v; ua is the macroscopic air velocity vector

calculated using Darcy’s law; ua = φaUa is called Dupuit-Forchheimer relation and Ua is

the pore air velocity (Bear, 1972; Nield and Bejan, 1999). Sr j
a is the rate of production

or consumption of component j in the air phase. D j
a is a tensor, which is called the hy-

drodynamic dispersion coefficient. It is composed of two terms describing diffusion and

dispersion (Bear, 1972).

φaD j
a = φaτD j

mI︸ ︷︷ ︸
Diffusion

+αT‖ua‖I+
αL−αT

‖ua‖
uauT

a︸ ︷︷ ︸
Dispersion

(8.4)

Where: D j
m denotes the diffusion coefficient of vapor or oxygen in air and it is a function

the temperature and pressure as (Vargaftik, 1975):

D j
m = D j

m

(
1+

T
T

)7/4 patm

pa
(8.5)

Where D j
m is the coefficient of diffusion in air at T = 273.15 (K) and patm = 1 (atm):

Do
m = 1.78×10−5 (m2/s

)
for oxygen and Dv

m = 2.19×10−5 (m2/s
)

for vapor (Batchelor,

1970; Tasa et al., 2006). I is the identify matrix and tortuosity factor τ < 1 is the ratio of

measured distance to actual travel distance of fluid in the pore between two points. A theo-

retical analysis by Millington and Quirk (1961) suggests τ to be of the form τ = φ
1/3
a S

7/3
a in

which Sa is the degree of air saturation.Carman (1956); Bear (1972) indicated that τ ranges

between 0.56 and 0.8. Thus, an average value of τ = 0.7 can be used for future modelings;

αL and αT are longitudinal and transverse dispersivities respectively. Estimations of αL and

αT are (Bear and Cheng, 2010):
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αL =
1

10
Ls (8.6)

αT =
1
10

αL (8.7)

Where: Ls is the travel distance of fluid.

Considering the air phase as a whole, therefore the conservation of mass of air phase

can be described as:

∂ (φaρa)

∂ t
+div(ρaua) = 0 (8.8)

Assuming that us = 0 and no diffusion of sulfur (denoted by s) or ice (denoted by i

during freezing) in the solid phase, the mass conservations of sulfur and ice are expressed

as:

∂ (φsω
s
s ρs)

∂ t
=−Srs (8.9)

∂
(
φsω

i
sρs
)

∂ t
= ρi

∂φ i
s

∂ t
= Sri (8.10)

Where: −Srs
(
kg/

(
m3 · s

))
and Sri

(
kg/

(
m3 · s

))
, which will be determined later, are

the rates of consumption of sulfur due to oxidation and freezing/thawing of ice; φ
i
s is the

volumetric ice content in REV
(

m3/m3
)

and ρi = 920kg/m3 is the density of ice (Batchelor,

1970).

By using Eqn. 8.10, the mass conservation of water is written as:

∂ (φwρw)

∂ t
+div(ρwuw) = Srw−Sri = Srw−ρi

∂φ i
s

∂ t
(8.11)

Where: the term, Srw, describes the source/sink of water condensation or vaporisation

and is determined in a later section. Velocity vector uw is determined using Richard’s

equation for the flow of water in unsaturated porous media.

The intrinsic water density, ρw, is assumed to be a constant (or temperature indepen-

dent). Therefore Eqn. 8.11 can be simplified to an expression for volumetric water content,

φw:

∂ (φw)

∂ t
+div(uw) =

Srw

ρw
− ρi

ρw

∂φ i
s

∂ t
(8.12)

8.2.1.1 Two-phase flow model in unsaturated porous media

Air and liquid phases both occupy the void of porous media and assuming that in REV,

the volume of the void is a constant. Therefore, any changes of the volume of one phase
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Figure 8.2: Typical relative permeability curves for sands (data from Wyckoff and Botset,
1936).

will influence the flow of the other phase due to the changes of permeability relative to that

phase. The motion of α phase (a air, w water) in porous media can be described using

Darcy’s law for unsaturated porous media or Richard’s equation (Bear, 1972) as:

uα =−kα
r Kin

µα

(∇pα −ραg) (8.13)

Where Kin (m2) is the intrinsic permeability of porous media. It depends only on

the structure of the medium and does not depend on the type of the flowing fluid; µα

(kg/(m · s)) is the dynamic viscosity of air or water and it is a function of temperature;

g = (0,0,−9.81)
(
m/s2

)
is the gravitational acceleration vector, z - axis is in upward-

vertical direction, pα is the pressure of α phase in (Pa). The relative permeability of α

phase, kα
r ε [0, 1], depends on the degree of water saturation and can be approximated by

Van Genuchten’s equations (van Genuchten, 1980). Typical curves of relative permeability

for unsaturated sands are shown in Fig. 8.2.

kα
r = S̄ε

α

1−

1− S̄

n
n−1
α


n−1

n


2

(8.14)
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pc(Sw) = pa− pw =−pw =
1

αo

S̄
−

1
m

w −1


1
n
≥ 0 (8.15)

Where: αo(1/kPa) is the fitting parameter and the form parameter, ε , is typically cho-

sen as ε =
1
2

(Fredlund and Rahardjo, 1993). The parameter m = 1− 1
n

is used to correlate

capillary pressure to the degree of saturation and it is determined through fitting experimen-

tal data. The plot of capillary pressure versus degree of saturation is called the Soil Water

Characteristic Curve (SWCC), in which pc (Sw) is the capillary pressure defined as a func-

tion of water saturation, Sw. The effective saturation coefficients of water and air, S̄w, S̄a
are defined as:

S̄α =
Sα −Sα

r

1−Sα
r

(8.16)

Where Sα
r is the residual saturation of α phase (w water, a air). Liquid water usually

ceases to flow at a saturation below the residual value, Sw
r (Fredlund and Rahardjo, 1993).

As the residual saturation is approached a large increase in capillary pressure produces a

little decrease in water saturation as shown in Fig. 8.3 (ψ =
−pw

γw
is capillary head or soil

matric suction). Air phase is discontinuous (no airflow) at the residual air saturation or

water saturation around 90 % (Fredlund and Rahardjo, 1993; Bear and Cheng, 2010).

During winter, liquid water changes its phase into ice that may block the flow paths
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of unfrozen water or air. Therefore, Jame and Norum (1980); Lundin (1990a); Zhao et al.

(2002); Hansson et al. (2004) suggested an impedance factor to account for the existence of

ice:

Kin = Ku
in10−Eφ i

s (8.17)

Where, Kin and Ku
in are the actual and unfrozen coefficient of permeability; E is an

empirical constant ranging from 1.4 to 8 for fine-grained soils but up to 20 for coarse-

grained soils (Lundin, 1990a).

8.2.1.2 Water source/sink during freezing and thawing cycles

Liquid water can exist in soil under frozen conditions and the amount of unfrozen water is

primarily a function of soil texture, soil temperature, chemical and mineralogical properties

of soil (Miller, 1963; Williams, 1963; Miller, 1973; Hohmann, 1997). The source/sink term

Sri in the mass conservation of water or ice is defined as Eqn. 8.10:

Sri = ρi
∂φ i

s

∂ t
= ρi

∂φ i
s

∂T
∂T
∂ t

(8.18)

The total volumetric water content expressed as the equivalent liquid water content

during freezing is defined as:

Ξ = φw +
ρi

ρw
φ

i
s (8.19)

Where: Ξ is independent on temperature and neglecting thermal expansion. By taking

the partial derivative of Eqn. 8.19 w.r.t. temperature T , Eqn. 8.19 becomes:

∂Ξ

∂T
=

ρi

ρw

∂φ i
s

∂T
+

∂φw

∂T
= 0 (8.20)

Therefore

− ρi

ρw

∂φ i
s

∂T
=

∂φw

∂T
(8.21)

Where
∂φw

∂T
is the slope of SFCC. Fig. 8.4 shows a typical experimental data of SFCC of

fine-sandy soils and φw (ψ, T ) during thawing/freezing is a function of soil (matric) suction

and temperature which can be determined by experiments or by theory through the use of

SWCC (Miller, 1963; Koopmans and Miller, 1966; Miller, 1973; Amico, 2010).
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Figure 8.4: Typical SFCC for fine-sandy soils (data from Koopmans and Miller, 1966).

Using the van Genuchten (1980) model of SWCC, the assumption of freezing=drying

processes and the validity of Clausius-Clapeyron relation, SFCC can be expressed as (Am-

ico, 2010):

φw = φ
w
r +(φs−φ

w
r )

{
1+
(

αoψo +αo
L f w

gTo
|T −T1|

)n}−m

(8.22)

Where αo(m−1) is the fitting parameter, ψo (m) is soil suction at To = 273.15K; L f w (J/kg)

is the latent heat of fusion. T1 is the initial temperature of phase change under unsaturated

conditions (water in soil is under tension) (Miller, 1963):

T1 = To−
gTo

L f w
ψo (8.23)

The Eqn. 8.22 is used to determine unfrozen water content φw in frozen conditions,

therefore it couples water and thermal transports during freezing. The illustration of Eqn. 8.22

is shown in Fig. 8.5.

8.2.1.3 Water evaporation and condensation in porous media

It is assumed that Srv
a = −Srw. Relative humidity in the void of waste rock or soils, RH,

which is the ratio between actual vapor density, ρv
a = ωv

aρa, and saturated vapor density

,ρv
sat , is a function of soil suction and temperature. Gibb’s function of soil water expresses

an equilibrium condition between liquid water and water vapor in soil via an equation as

190



-3 -2.5 -2 -1.5 -1 -0.5 0 0.5
10-14

10-12

10-10

10-8

10-6

10-4

Temperature (°C)

H
yd

ra
ul

ic
 C

on
du

ct
iv

ity
 (m

/s
)

 

 

Illite (Grundite)

Natural Silt near Calgary

Natural Silts from New Hampshire

w0 = 0 mψ

w0 = -5 mψ

w0 = -10 mψ

Figure 8.5: The relation between hydraulic conductivity and temperature with saturated
hydraulic conductivity ks = 3× 10−5 (m/s), n = 1.5, αo = 1.0(1/m) (experimental data
from Horiguchi and Miller, 1983).

(Bear, 1972; Wilson, 1990).

RH =
ρv

a

ρv
sat

= exp
(

gψMv
a

R.T

)
(8.24)

The vapor density is also called absolute humidity or vapor concentration in pore air within

porous media which describes the amount of water vapor per unit volume of air. Applying

the ideal gas law to saturated vapor density, the Eqn. 8.24 becomes

ω
v
aρa =

ps
v(T )M

v
a

RT
exp
(

pwMv
a

ρwRT

)
(8.25)

Where ps
v (T ) is the saturated vapor pressure. ps

v (T ) in (hPa) depends on temperature

T (°C) and is defined by Buck (1981) as:

ps
v(T ) = 6.11e

17.50T
240.97+T (8.26)

The dependence of absolute humidity and saturated vapor pressure on temperature is

shown in Fig. 8.6 at a soil matric suction of 98.1kPa (or a head of -10 m). Eqn. 8.25 and

Eqn. 8.26 allow us to calculate the absolute humidity
(
g/m3

)
in the pore space of a porous

medium which depends on other parameters such as temperature, capillary pressure and

volumetric air content. From the know values of vapor distribution, φaωv
aρa, the source
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function of water vapor can be calculated through Eqn. 8.11 as:

Srv
a =−Srw =

∂ (φaωv
aρa)

∂ t
+div(−φaDv

a∇(ωv
aρa)+ug (ω

v
aρa)) (8.27)

8.2.1.4 Oxygen, sulfur depletion and heat generation

In waste rock, the main component of sulfide minerals is pyrite (FeS2) therefore ARD is

usually expressed via the reaction of pyrite. Furthermore, due to the complexity of chem-

ical processes associated with producing ARD from pyrite, a relatively simple but widely

used version of chemical reaction of pyrite can be expressed as (Lowson, 1982; Evangelou,

1995):

FeS2 +3.5O2 +H2O→ Fe2++2SO2−
4 +2H+ (8.28)

Eqn. 8.28 shows that FeS2 is oxidized by O2 to produce not only Fe2+, SO2−
4 and H+

but also a strongly exothermic process. The relation between the rate of consumption of

oxygen and sulfur in the oxidation reaction is:

Srs =
Sro

a

ε
(8.29)

Where Sro
a is the rate of consumption of oxygen and ε = 1.746, which is based on the

Eqn. 8.28, is the ratio between oxygen consumed and sulfur used.

Fig. 8.7 shows the basic concept of the shrinking core model, which is used to describe

the oxidation of pyrite. The sulfur conservation can be rewritten as (Pantelis and Ritchie,

1991):
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∂ρs
s

∂ t
=−XT XO

3γDs
e

εR2

(
(ρs

s )
1/3
)

ρo
a

(ρs
s )

1/3
ini − (ρs

s )
1/3

(8.30)

Therefore Srs can be expressed as:

Srs =−XT XO
3γDs

eφs

εR2

(
(ρs

s )
1/3
)

ρo
a

(ρs
s )

1/3
ini − (ρs

s )
1/3

(8.31)

Where: R(m) is the average radius of the solid phase, (ρs
s )ini is the initial mass concen-

tration of sulfur in the solid phase (kg/m3), γ = 3.18× 10−2 is the Henry’s law constants

of O2, Ds
e = 2.6× 10−9

(
m2/s

)
is the effective diffusion coefficient of oxygen in the solid

phase (rock) (Pantelis and Ritchie, 1991). XT and XO are two inhibition factors in which XT

and XO depend on temperature and O2 concentration respectively. As shown in Fig. 8.8A,

the oxidation rate varies with temperature and a quadratic equation was fit through the mea-

sured points such that

XT = −1.510−3T 2 +9.110−2 T −0.34 (8.32)

4°C ≤ T ≤ 55°C (8.33)

The oxygen dependence of oxidation rate is represented by XO. XO = 1.0 at a mole

fraction ≥ 1% and XO declines linearly as shown in Fig. 8.8B.
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8.2.2 Conservation of Energy

The assumptions are: thermal equilibrium of all phases in REV, no viscous dissipation nor

radiative effects. One can obtain the following equation of conservation of energy in porous

media (Nield and Bejan, 1999).

C
∂T
∂ t

+∇ •

(
−λ∇T + ∑

α=a,w
CαuαT

)
= δhSrs−LvwSrw (8.34)

Where: T is temperature (in K), which is a dependent variable; C
(
J/
(
m3 ·K

))
and

λ (W/(m ·K)) denote the bulk volumetric heat capacity and thermal conductivity of waste

rock/porous materials; Cα = ραcα is the volumetric heat capacity
(
J/
(
m3 ·K

))
of the fluid

phases α (water or air); cα is the specific heat capacity of α phase (J/(kg ·K)); δh =

2.19×107 (J/kg(S)) is heat released per mass of sulfur consumed (Lowson, 1982); Srs and

Srw are as described previously. Lvw is latent heat of vaporisation per unit mass of water

(J/kg) which depends on temperature as the following equation (Eqn. 8.35) in which T is

in K (Henderson-Sellers, 1984).

Lvw (T ) = 1.92106
(

T
T −33.91

)2

(8.35)

Here, C counts for phase change of water and λ is defined using either arithmetic or

geometric means (Lunardini, 1981; Andersland and Ladanyi, 2004).

C = ∑
α=s,a,w

φαραcα −L f wρi
∂φ i

s

∂T
= ∑

α=s,a,w
φαραcα +L f wρw

∂φw

∂T
(8.36)
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• Arithmetic mean

λ = ∑
α=s,a,w

φαλα (8.37)

• Geometric mean

λ = λ
(1−∑φα )
s ∏

α=a,w
λ

φα

α (8.38)

Where: λα is the thermal conductivity of α phase (W/(m ·K)) and latent heat of fusion of

water, L f w = 3.34×105 (J/kg) (Batchelor, 1970).

8.2.3 Ground surface heat flux as a boundary condition for thermal transport

Ground surface heat flux of a waste-rock pile is dictated by several energy processes in-

cluding long-wave and short-wave radiations, latent and sensible heat transports. Ground

surface heat flux has been described by many researchers as (Price and Dunne, 1976; Lu-

nardini, 1981; Wilson, 1990; Qin et al., 2002; Herb et al., 2008; Cammalleri et al., 2010):

G = Rn−Qevap−Qconv (8.39)

Rn = Qs +Qli−Qlo

Qs = (1−αs)Rs

Qli = F
(
σT 4

a
)

1.08
[

1− exp
(
−0.01(Pa

v )
Ta

2016

)]
log10 Pa

v = 11.40− 2353
Td p

Qlo = εσT 4
s


(8.40)

Qevap = ρaLvwχevζ

(
0.622

po
v− pa

v

pa

)
Qconv = ρacaχcvζ (Ts−Ta)

 (8.41)

Where G
(
W/m2

)
is the ground surface heat flux; Rn is the net radiation, which is the

available energy to heat the ground or evaporate water, and it is calculated by Eqn. 8.40; Qs

is the net short-wave solar radiation; Qli is the long-wave radiation of the atmospheric cal-

culated based on air temperature (Ta) and cloud conditions; Qlo is the long-wave radiation

of the waste-rock’s surface emission. Qevap and Qconv are the energy transports of latent and

sensible heat respectively; F ≥ 1 is the cloud factor to account for cloudy conditions; χev

and χcv are the heat transport coefficients for latent and sensible heat respectively depending

on surface roughness of the waste-rock pile; ζ is a stability function and it is a function of

Richardson’s number, Ri; ε and σ are the emissivity of the waste-rock’s surface and Stefan–

Boltzmann’s constant. Ta, Ts, and Td p are the ambient, surface, and dew-point temperatures
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in K, respectively; pa
vand po

v are the vapor pressure of the ambient and at the surface in Pa;

αs is the surface albedo and Rs is the total solar radiation (direct and diffuse).

The coefficients, χev, χcv, the stability function ζ and the Richardson number, Ri are

determined as followings:

χev = χcv =
κ2Uz(
ln

z
zo

)2 (8.42)

ζ =
1

1+10Ri
(8.43)

Ri =
gz(Ts−Tz)

TaU2
z

(8.44)

Where κ = 0.4 is the Von Karman’s constant (Garratt et al., 1996), Uz and Tz are the

wind speed (m/s) and air temperature (K) at a measured height z(m), and zo = 0.01 (m) is

a surface roughness for bare soils (Garratt, 1993). The parameters required for the calcu-

lation of ground surface heat flux are tremendous involving many measurements and some

parameters can rapidly vary in the course of seconds such as wind speed. Therefore, in

permafrost engineering applications ground surface temperatures are often used as temper-

ature boundary conditions and ground surface temperatures are measured within 1 cm of the

surface (Andersland and Ladanyi, 2004). The surface temperature approach will be used in

this thesis.

8.3 The influences of wind and barometric pressure

Wind induced advection and barometric pressure fluctuations can be incorporated into the

above conceptual model by adding pressure perturbations around waste-rock piles created

by wind and barometric pressure fluctuations as boundary conditions of the partial differen-

tial equation (PDE) of air conservation (Eqn. 8.1). The pressure perturbations due to wind

can be achieved using field measurements (Amos et al., 2009a) or computational fluid dy-

namics (CFD) approach (Anne and Pantelis, 1997; Moghtaderi et al., 2000). Therefore, air

pressure at the surface of the waste-rock pile can be defined for a 2-D problem as:

pa (z, t) = pa (zo, t)+g
pa (zo, t)
Tair (t)

Mair

R
∆z+ pwind

a (z, t) (8.45)

Where pa (z, t) and pa (zo, t) are the air pressure at a height z (along the waste-rock

pile’s surface) and a reference height zo (measuring height), respectively. pwind
a (z, t) is the

wind induced pressure perturbation and it mainly changes with wind speed and direction.

By using CFD simulations, the values of pwind
a (z, t) are usually obtained by assuming a

fixed wind speed and direction and thus pwind
a (z) does not change with time. Eqn. 8.45 is
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Figure 8.9: Histograms of barometric pressure (A), wind direction (B) and wind speed (C)
of field measurements at a rock pile at Diavik Diamond Mine.

used to assign temporal and spatial variations of air pressure along the waste-rock pile’s

surface. The first two terms on the right side correspond to air pressure variations at the site

and the last term is wind induced pressure along the pile’s surface. Because atmospheric

pressure can vary erratically with time and its time series can contain several frequencies

and noises. Discrete Fourier Transform (DFT) can be used to analyze the time series for

dominated frequencies and then the atmospheric pressure can be represented by these fre-

quencies through Fourier series.

At the Diavik Test Pile Research site, a small weather station has been installed on top

of the waste-rock piles and some of the measured data is wind and barometric pressure

available. Fig. 8.9A shows a histogram of barometric pressure fluctuation which can be

fitted with a normal probability distribution function (PDF) having a mean of 960hPa and

a standard deviation of 19.1hPa. The histogram of wind direction can not be fitted into

any PDF and it scatters about in all directions. Although it shows the predominant wind

direction was from the east (∼ 60− 145 deg) and the north (∼ 335− 10 deg) (Fig. 8.9B).
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The measured-mean wind speed and standard deviation are 15.4km/h and 8.5km/h, re-

spectively and the PDF curve can be fitted.

8.4 Boundary and initial conditions

The boundaries between the waste-rock pile and atmosphere are denoted by Γa; Γb defines

the boundaries between the waste-rock pile and its foundation; (Γ = Γa∪Γb). Let n be the

unit outward normal vector.

8.4.1 Boundary conditions

• At the boundary Γa

ω
o
a ρa = Θo, n •

kw
r Kin

µw
(∇pw +ρwg) = Fw(t) or pw = po

w (8.46)

pa = pa (z, t) (calculated using Eqn. 8.45), T = Ts or n • (−λ∇T ) = G (8.47)

• At the boundary Γb

n •

(
φaDi

a∇
(
ω

i
aρa
)
−ua

(
ω

i
aρa
))

= 0, n •
kw

r Kin

µw
(∇pw−ρwg) = 0 or pw = po

w, pa = po
atm

(8.48)

The boundary condition of the energy conservation is continuity at the boundary Γb.

Otherwise, the boundary condition is zero heat flux or an assigned temperature.

Where Θo is the oxygen concentration in air, Fw(t) is the assigned water flux at the

surface which may include evaporation at the surface, po
w is the described water pressure at

the surface, po
atm is the atmosphere air pressure at the base.

8.4.2 Initial conditions

Initial conditions (t = 0) are:

ωo
a ρa =Θo, ωs

s ρs =Θs, T =To, pw = po
w (z) , pa is the hydrostatic pressure condition

Where Θs is the initial mass concentration of sulfur, po
w (z) is the initial water pressure

distribution which can be a function of vertical direction z.

8.5 Discussion and Conclusions

Gas, water and heat transports are described using the above governing equations together

with appropriate constitutive relations for a waste-rock pile containing sulfide minerals

placed in permafrost regions. The equations were presented in an intuitive way so that

additional components of any phases in REV can be added. As shown in Fig. 8.1, gas
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transport drives other processes such as thermal transport and oxidation reaction. Oxygen

in the gas phase can be transported via diffusion, which is slow, or via advection and con-

vection, which are much faster. However, air advection/convection is controlled not only

by physical properties of waste-rock piles such as permeability through grain sizes, hetero-

geneity and the shape of the pile (height-width ratio and slope angle) but also heat release,

changes in atmosphere temperatures, air pressures and wind speeds (Anne and Pantelis,

1997; Moghtaderi et al., 2000; Pham et al., 2008a). In permafrost regions where the sea-

sonal temperatures fluctuate considerably, the temperature dependence of air density may

create an unstable stratification in which cold-heavy air stays above warm-light air. Under

a sufficient temperature gradient, this stratification of air density may allow air-convection

cells to form. The transport of oxygen via these air-convection cells is about two-order of

magnitude greater than via diffusion (Pham et al., 2008a). Furthermore, changes in con-

centrations of vapor and oxygen in the air phase can result in air convection due to changes

in the molar mass of moist air (Eqn. 8.2). However, in porous media air convection due

to changes in molar mass is insignificant compared to air convection due to changes in

temperature (Nield and Bejan, 1999).

Moreover, heat produced by the exothermic reaction of sulfide minerals can produce air-

convection cells and during winter these air-convection cells carry cold air from the outside

to cool the interior of waste-rock piles. However, the chemical and biological oxidation of

sulfide minerals are a temperature-dependent process (Fig. 8.8) therefore cold temperatures

within the waste-rock piles created by air convection can limit or reduce the oxidation

rate. Furthermore, air convection/advection during winter results in the escape of interior

warm air (water vapor venting) and this process was observed clearly during winter from

waste-rock piles at Diavik mine. Natural air convection induces inward airflow during

winter near the base of waste-rock piles because interior temperatures are warmer than

outside air. During summer airflow is in a reverse direction, however the magnitude of the

inward airflow is about three times greater than the outward airflow (Chapter 4). Depth

understanding of ventilation mechanisms within waste-rock piles throughout a year would

have helped preventing a deadly accident (four workers died) at Sullivan Mine in May 2006

(Lahmira et al., 2009).

In a relatively dry and low precipitation environment such as at Diavik Diamond Mine

located approximately 300 kilometers Northeast of Yellowknife, Northwest Territories, the

moisture content in waste-rock piles is considerably low (Neuner et al., 2012). As a result, if

under-going oxidation process, the source component associated with oxidation of sulfide

minerals in the energy balance (Eqn. 8.34) may be much greater than other components.

However, if the oxidation rate is low, such as at the regions of cold temperatures or low

sulfur concentrations in waste rock, the heat source/sink term associated with changes in

the water vapor concentration can be important during summer. Furthermore, the convective

part associated with moving water in Eqn. 8.34 is also small compared to other components
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as a result of low precipitation and frozen ground. Even through water can carry more heat

than air due to much larger heat capacity.

Most of the physical properties of waste rocks determining the rates of air, vapor, water

and heat transport (diffusion coefficients, thermal conductivity, heat of water vaporisation,

coefficient of water viscosity, etc.) is temperature or moisture content dependent and these

dependencies make the governing equations highly non-linear and coupled. In addition,

the steep slopes of the SWCC and SFCC of waste rock also pose significant challenges.

As a result, the convergence of numerical solutions is difficult and time-step taken during

transient analyses is small. The vapor transport described by Eqn. 8.27 is brief and a more

rigorous description of water vapor transport was introduced by Wilson (1990); Miyazaki

(2006).
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CHAPTER 9

Numerical heat transfer simulation of waste-rock test

piles located in a continuous permafrost region of

Northern Canada

9.1 Introduction

Acid Rock Drainage (ARD), which is one of the most common environmental-related is-

sues in mining, comes from the oxidation of sulfide minerals within waste rock exposed to

waster and air (oxygen) and stimulated by Acidithiobacillus ferrooxidans bacteria. ARD

results in low pH, high concentrations of toxic metals and sulfate in seepage water through

this waste rock. Waste rock is often stockpiled in large, heterogeneous and often unsat-

urated waste-rock piles (waste dumps or stockpiles) in an area called the waste-rock

storage area.

Multilayer soil covers have been suggested as a reliable solution for ARD of reactive

waste rock in temperate regions of Canada and around the world (Newman et al., 1997;

Morin and Hutt, 2001; Martin et al., 2004; Wickland and Wilson, 2005a; Molson et al.,

2005; Song and Yanful, 2008), where the phenomena related in cold regions do not exist

such as freeze-thaw cycles, frost heave, ice wedges, pingos, thermokart, solifluction, and

patterned ground (Andersland and Ladanyi, 2004). In cold regions, without proper meth-

ods to accommodate these phenomena into cover system design, the consequences can be

cracking and loosing bearing capacity in the cover system, which can influence the cover

functions. The main function of an engineered soil cover for reactive waste rock is to forbid

oxygen and water to come into contact with the sulfide minerals in waste rock, therefore

reducing or eliminating ARD. However, there are also some other factors that could re-

duce the oxidation rate of sulfide minerals through controlling the activity of bacteria as

shown in Fig. 9.1. The bacteria activity level is maximum under a certain range of temper-

ature (Fig. 9.1A), whereas temperatures ≤ 4 °C or ≥ 55 °C (Jaynes et al., 1984b), where

oxidation rates approaching 0, are called threshold temperatures for inhibiting the oxida-
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tion of sulfide minerals. The oxidation also depends on pH and the availability of oxygen

(Fig. 9.1B and C).
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Figure 9.1: Normalized oxidation rate versus temperature (°C) (A), pH (B) and oxygen
concentration (C) (modified from Jaynes et al. (1984b))

Oxidation of pyrite is an exothermic process producing 1.41×104 kJ/mole(FeS2) ox-

idized (or 2.19×104 kJ/kg(S)) (Lowson, 1982) and this released heat raises temperatures

within a waste-rock pile. The rising temperature further accelerates oxidation as it creates

natural air convection to further increase oxygen supply. Therefore, more ARD will be

released. At Rum Jungle, Northern Territory, Australia, Harries and Ritchie (1981) pre-

dicted a heat production of 5.0W/m3 that caused an increase in temperatures of around

20 °C compared to annual background temperatures. At mine Doyon, Quebec, Canada,

a waste-rock pile had internal temperatures around 65 °C with an average pyrite oxida-

tion rate of 2.2× 10−9 mol(O2)/(kgs) (in which kg is per unit weight of waste rock) or

a heat production of 1.8W/m3 (Lefebvre et al., 2001b; Sracek et al., 2006). Hollesen

et al. (2011) reported a heat production of 175±63 kJ/(m3 day) (or 2.0W/m3) in a waste-

rock pile located in an arctic region that had a Mean Annual Air Temperature (MAAT) of

−5.8±1.3 °C. This heat release caused temperatures in the bedrock foundation beneath the

waste-rock pile (between 5 and 10 m depth) to rise above 2 °C (Hollesen et al., 2011).

At temperatures below 0 °C, the oxidation of sulfide minerals is diminished or is very

low (Fig. 9.1A). For this reason it is crucial to rapidly lower waste rock temperatures af-

ter placement below the threshold temperatures to keep the oxidation rate extremely low.

In continuous permafrost regions, which have a minimum MAAT of -8 °C (Smith and

Riseborough, 2002) and a long winter period, these cold temperatures provide a potential

solution for ARD, which is Air Convection Cover (ACC). ACC provides rapid cooling of

waste rock and can maintain it under the freezing condition (i.e. 0 °C). ACC usually com-

prises of a low permeability soil layer with high moisture content such as till or fine-grained

soils (called latent heat layer) and an overlaying coarse rock layer having high permeabil-

ity and relatively dry (called air convection layer) (Fig. 9.2). The latent heat layer is used

to constraint the active layer via latent heat (the freezing-thawing layer each year) to re-
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Figure 9.2: Configuration of ACC

main within the air convection layer. The air convection layer utilizes natural air convection

to promote rapid cooling and cold penetration into and below the latent heat layer during

winter. However during summer the convective layer insulates the latent heat layer due to

its low thermal conductivity (high-porosity-coarse-dry rocks). The ACC is a concept that

utilizes the design of air convection embankment (ACE). ACE has been used recently by

Goering and Kumar (1996); Goering (1998); Arenson (2007); Ma et al. (2008); Xu and

Goering (2008b); Cheng (2009) for permafrost aggradation beneath road and railway em-

bankments in Fairbanks, Alaska and Qinghai-Tibet highway in China.

This present study presents field temperature data of a covered and an uncovered waste-

rock test pile constructed in a continuous permafrost region. Application of the ACC con-

cept is also examined through numerical simulations with different thicknesses and perme-

abilities of the air convection layer. These numerical results provide a tool to select the

optimum thickness and permeability for the waste-rock test piles at the site. Furthermore,

by assuming, waste-rock materials below the ACC are undergoing oxidation, numerical

simulations were also performed to assess the effectiveness of the ACC in managing a

waste-rock pile with internal heat generation.

9.2 Site Description

Diavik Diamond Mine is located on the East Island, a 17 km2 island in Lac de Gras, ap-

proximately 300 kilometers northeast of Yellowknife, Northwest Territories in the Cana-

dian Arctic (64°31’ N, 110°20’ W, el. 440 m) (Fig. 9.3). This location is in the contin-

uous permafrost region with an average precipitation of 283 mm with 60 % from snow

(Environment-Canada, 2008a). During the 10-year period between 2000 and 2010, MAAT

at the site is -9°C and the mean annual surface temperature (MAST) of around -5 °C mea-

sured within 5 cm of the surface of the test piles constructed at the site. The waste rock

during placement is relatively dry and the amount actual evaporation is almost equal to the
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Figure 9.3: Location of Diavik Diamond Mine

precipitation (Neuner et al., 2012). The active layer is thin, which varies between 0.5 to

5 m depending the type of ground, and the active layer only exists in short summer (three to

four months). Therefore, the convective transport due to water is not considered in thermal

simulations.

Excavated waste rock during mining operations is analyzed for sulfur content and clas-

sified into Type I waste rock (or Type I rock) (< 0.04 wt % S), Type II waste rock (or Type II

rock) (0.04 to 0.08 wt % S) or Type III waste rock (or Type III rock) (> 0.08 wt % S). Type

I waste rock mainly consists of non-acid generating granite and has been used primarily for

construction material. Type II waste rock comprises generally of granites and is considered

to have low acid generating potential. Type III waste rock is considered potentially acid

generating. Dry engineered covers are a mine closure concept for the Type II and Type III

waste rock dumps, including re-sloping the Type II and III rock areas to 18.4° (3H:1V) for

slope stability and covering with a 1.5-m lower permeability layer of till, and a 3-m layer

Type I waste rock to act as an active freeze-thaw layer (DDMI, 2006).

Fig. 9.4 shows the covered test pile with a Type III core, and a 1.5-m till cover overlain

by a 3-m Type I rock. This test pile resembles the closure concept of waste-rock piles at the

site. Type III test pile (uncovered test pile) contained Type III waste rock were constructed

and instrumented with final dimensions of 15 m in height and 50 by 60 m in the area at

the base (Fig. 9.5). Temperatures within the test piles were recorded at a 4-hour interval

and the thermistor beads are YSI 44007 type providing a precision of ±0.2°C and a wide-

range working temperature of −80→ +120 °C. There are three basal collection lysimeter
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Figure 9.4: Typical cross-section (A and B) and long section (C) of the covered test pile.
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(BCL) clusters constructed at the base of each test pile including two 4x4 m and two 2x2 m

collection boxes. Inside each box, there is a self-regulating heating cable installed at the

base intending to regulate temperatures within the BCLs just above the freezing point (i.e.

0 °C) so that water in the BCLs can flow into for geochemistry properties.

9.3 Governing equations and material properties

9.3.1 Governing equations

Considering waste rock as a porous medium containing a single-mobile fluid (air) and fur-

ther assume the validity of ideal gas law and the Darcy’s law. It is also assumed that the pore

air is in thermal equilibrium with the solid matrix and the sinking core model was used to

describe oxidation of sulfide materials. Governing equations of the problem are expressed

in the Chapter 8. However, due to the relatively dry waste rock of the piles at the site as well

as reducing the complexity of the model and computational time, water and vapor compo-

nents in waste rock were neglected. The governing equations were solved using COMSOL

Multiphysics software package which is a finite element method for various physics and

engineering applications especially for coupled phenomena (Comsol, 2009).

9.3.2 Material properties

Thermal properties of the Type I, Type III waste rock and till were determined through in-

situ measurements and also calculated through measurements of temperatures within the

experimental waste-rock piles at the site (Table 9.1). The permeabilities of waste rock were

measured using air permeability balls placed at locations within 6 m of the surface (Amos,

2009) and using in-situ hydraulic conductivity tests (Neuner et al., 2012). However, due

to the high uncertainty in the measured values of permeability of waste rock as a result

of material segregation during construction, the values of permeability will be varied by

several orders of magnitude to examine the influence of permeability on thermal transport

and to calibrate field data. Volumetric moisture contents of the Type I and Type III are

assumed to be at a field capacity of 6.0%, which was measured in the field resulting from

the low precipitation and high evaporation at the site (Neuner et al., 2012). The volumetric

water content of till is based on measurements of samples obtained during the construction

of the covered test pile and assuming a bulk density of 2120 kg/m3 (Terzaghi et al., 1996).

Thermal properties of bedrock were determined based on temperature measurements using

a thermistor cable installed 10 m deep into bedrock next to the test piles. Moreover, due to

a relatively low porosity and moisture content, thermal properties of bedrock are assumed

to be constant under either thawed or frozen condition.

Type I coarse rock is an engineered material based on Type I waste rock with no passing

3cm size. The Type I coarse rock would have a low thermal conductivity, high permeability
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Figure 9.5: Cross-section of a typical face of the Type III test pile showing thermistor strings
(A); and longitudinal section showing instrumented faces, basal lysimeters, and basal ther-
mistor strings (B).
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(≥ 3×10−7 m2) and porosity about 0.3. According to the ACC configuration, Type I coarse

rock serves as the air convection cover layer. Bulk thermal conductivity and volumetric heat

capacity of Type I coarse rock were determined by using both geometric and volumetric

approaches, respectively as followings (Farouki, 1981b) (Table 9.1).

λ = λ
φ
a λ

(1−φ)
s (9.1)

C = ρ (caφ + cs(1−φ)) (9.2)

Where λa = 0.024 and λs = 3.0 W/(m ·K) are the thermal conductivity of air and

solid rock (granite) (Farouki, 1981b), φ = 0.3 is the porosity of Type I coarse rock, ρ =

1840kg/m3 is the bulk density of Type I coarse rock, ca = 1005 and cs = 790 J/(kg ·K)

are the specific heat capacity of air and solid rock (Farouki, 1981b; Andersland and Ladanyi,

2004).

Table 9.1: Properties of materials used in simulations

Property Value Comments

Type I Waste Rock

Porosity 0.25 In-situ measurements (Neuner et al., 2012)

Thermal conductivity 1.7 W/(m ·K) In-situ measurements using a line heat source

probe (Chapter 3)

Frozen bulk heat

capacity

2.3×
106 J/

(
m3 ·K

) Using thawed heat capacity plus heat capacity

differences between thawed and frozen water

Thawed bulk heat

capacity

2.4×
106 J/

(
m3 ·K

) Ratio between in-situ thermal conductivity and

thermal diffusivity determined by temperature

measurements.

Volumetric water

content
0.06 Average in-situ measurement values using TDR

(Neuner et al., 2012)

Permeability 2.0×10−9 m2 In-situ measurements using air permeability

balls which were conducted at depths up to 6 m

(Amos et al., 2009a)

Type III Waste Rock

Porosity 0.25 Same as Type I rock

Thermal conductivity 1.8 W/(m ·K) Same as Type I rock
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Frozen bulk heat

capacity

2.2×
106 J/

(
m3 ·K

) Same as Type I rock

Thawed bulk heat

capacity

2.3×
106 J/

(
m3 ·K

) Same as Type I rock

Volumetric water

content
0.06 Same as Type I rock

Permeability 2.0×10−9 m2 Same as Type I rock.

Till

Porosity 0.2 Obtained from Terzaghi et al. (1996)

Frozen thermal

conductivity
3.2 W/(m ·K) Multiply thermal diffusivity determined by

temperature measurements and calculated bulk

heat capacity.

Thawed thermal

conductivity
2.9 W/(m ·K) From frozen value minus thermal conductivity

difference between thawed and frozen of water.

Frozen bulk heat

capacity

2.1×
106 J/

(
m3 ·K

) Calculated based on the weight fraction of the

mixture in which specific heat capacity of solid

grain is 790J/(kg ·K) (Farouki, 1981b)

Thawed bulk heat

capacity

2.5×
106 J/

(
m3 ·K

) Calculated as frozen bulk heat capacity

Volumetric water

content
0.18 In-situ measurements of samples taken during

construction of the test pile. This volumetric

water content contains a latent heat of fusion of

1.3×108 kJ/m3

Permeability 5.0×10−16 m2 Converted from hydraulic conductivity of

glacial till of 5.0×10−9 m/s (Hendry, 1982)

Type I Coarse Rock

Porosity 0.3 Assuming as Goering and Kumar (1996)

Thermal conductivity 0.7 W/(m ·K) Calculated through Eqn. 9.1

Bulk heat capacity
1.6×

106 J/
(
m3 ·K

) Calculated through Eqn. 9.2

Permeability
9×10−8→3×

10−6 m2
Varied for sensitivity analyses

Bedrock Foundation

Porosity 0.003 Determined by Golder Associates Ltd. (1999)
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Thermal conductivity 2.6→3.0 W/(m ·K) Determined by temperature measurements of

bedrock and volumetric heat capacity of granite

rock

Bulk heat capacity
2.2×

106 J/
(
m3 ·K

) Based on the volumetric heat capacity of granite

rock of (Farouki, 1981b)

Properties relate to Oxygen diffusion and Oxidation

Standard coefficient of

air diffusion
2.2×10−5 m2/s Tasa et al. (2006)

Tortuosity factor 0.7 Bear (1972)

Effective diffusion

coefficient of oxygen

in particle

2.6×10−9 m2/s Pantelis and Ritchie (1991)

Particle radius 0.0085 m D50 of matrix material (< 50 mm ) (Chapter 3)

Initial Sulfur

concentration in Type

III rock

0.05 % by weight

or 13.5 kg/m3
Assumed value

9.4 Simulation cases

9.4.1 Covered test pile

Numerical simulations were run for several cases:

• Case 1: This case replicates the current situation of the covered test pile at the site.

Heat transfer in the pile is dominated by conduction and no heat is released due to

oxidation of sulfide minerals of Type III waste rock. The simulation was run for

1067 days beginning on July 22, 2007 because this period contains continuous data

prior to data gaps being observed.

• Case 2: In this case, Type I waste rock (Fig. 9.4) is replaced by Type I coarse waste

rock (Table 9.1). Permeability and thickness of Type I waste coarse rock was changed

in order to examine its effect on the convective cooling of ACC. The simulation was

run for five years.

• Case 3: Assuming that Type III waste rock beneath the till undergoes oxidation and

releases heat, the effectiveness of ACC (variation in permeability and thickness) were

investigated. The goal of ACC is to reduce temperatures of the reactive Type III waste

rock below threshold temperatures for sulfide oxidation (Fig. 9.1). The simulation

was run for five years.
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9.4.2 Type III test pile (an uncovered test pile)

Numerical simulations were performed for the uncovered test pile including:

• Case 1: Simulations were run for case with natural air convection for various per-

meabilities of Type III waste rock and with a focus to simulate temperatures that are

comparable to field measurements. No wind-induced advection (forced convection)

nor heat release due to oxidation of sulfide minerals were evaluated.

• Case 2: Wind-induced advection was considered in this case but without heat release

due to oxidation of sulfide minerals. An average wind speed and a dominate wind

direction for the site was selected and simulation results for various permeabilities of

Type III waste rock were checked again field temperature results.

• Case 3: Natural air convection was considered while assuming that Type III waste

rock was under-going oxidation. Furthermore, simulations were run at various per-

meabilities to check the system’s temperature responses.

• Case 4: Temperature of the test pile was examined with wind-induced advection and

Type III waste rock under-going oxidation. Various values of permeability of Type

III waste rock were used to determine a threshold permeability showing significant

changes of temperature with wind.

• Case 5: Simulations were run similar to case 3 but at a fix permeability of the Type

III waste rock (K = 2× 10−9 m2). Moreover, various boundary conditions were as-

signed to the test pile to simulate potential mitigation methods to reduce internal heat

generation.

9.4.3 Initial and boundary conditions

9.4.3.1 Convered test pile.

Initial conditions for temperatures of the covered test pile were field temperatures mea-

sured within the covered test pile using the thermistor cables C0W5thm and C0E5thm in

July 2007 (Fig. 9.4B). Initial temperatures of bedrock foundation were obtained through

bedrock thermal cables, CBC0thm01 and CBC0thm02 (Fig. 9.4C). Surface temperatures

of the covered test pile and native rock are shown in Fig. 9.7A and B, and assigned to the

boundaries in Fig. 9.6A. A geothermal heat flux applied to the base of the modeling domain

was 0.02 W/m2 (thermal conductivity of bedrock is 3.0 W/mK) (Fig. 9.6A) and it is based

on temperature measurements of bedrock at the site (Fig. 9.8). Atmospheric pressure is set

at 101.3 kPa at the surface and a hydrostatic pressure distribution along the depth profile

was used. For case 1 and 2, temperature and pressure initial and boundary conditions are

sufficient input to the model.
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Figure 9.6: Boundary conditions of the covered test pile (A) (Type I coarse rock is substi-
tuted by Type I rock in simulation case 1) and uncovered test pile (B)
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In the simulation for case 3, initial and boundary conditions for oxygen are needed; an

atmospheric oxygen mass fraction of 0.23 was applied as an initial internal and a boundary

condition at the surface. Initial sulfur concentration in Type III waste rock was assumed at

13.5kg/m3 and it was assumed that there is no sulfur in bedrock, till and Type I coarse rock

cover.

9.4.3.2 Type III test pile (uncovered test pile).

The simulation domain of the Type III test and boundary conditions are indicated in Fig. 9.6B.

Initial conditions for temperatures of the Type III test pile were obtained from field temper-

ature measurements from October 16, 2006. Surface temperatures of the Type III test pile

and native rock were assigned as shown in Fig. 9.7C and B. In addition, for simulation

cases accounting for heat release during oxidation, initial and boundary conditions of oxy-

gen and sulfur concentration were similar to initial conditions assigned for the covered test

pile simulations.

The modeling domains of the covered and Type III test piles were constructed using a

mesh of more than 75,000 quadratic elements and the mesh is finer in the test pile compared

to the bedrock. Depending on permeability of the simulated waste rock, higher permeabil-

ities result in a finer mesh being used. Higher permeabilities results in heat transfer in a

waste-rock pile dominated by convection and a fine mesh gives improved numerical stabil-

ity. Furthermore, simulations were run with a decreasing mesh size until mesh-independent

results were achieved.

9.4.3.3 Atmospheric wind flow associated with the Type III test pile

Wind flow simulations were run using COMSOL (Comsol, 2009) that solved for steady

state, incompressible, turbulent flow around the Type III test pile. The effects of the wind

on the transport of heat and oxygen below the till of the covered test pile is insignificant

due to its low permeability. The turbulence model of k− ε was selected due to its reliability

and low computational cost with “the law of the wall” applied to the surfaces of the waste-

rock pile and the ground (Launder and Spalding, 1972). The computational domain was

800 x 200 m (width and height). On the left hand side of the domain, an inlet velocity

was specified as an inlet boundary condition. On the right hand side of the domain, the

outlet boundary condition was a constant pressure of 0 Pa and the outlet is sufficiently

far downstream that the imposed boundary condition did not influence the solution. At

the top of the domain, the boundary condition was no stress and the top was sufficiently

above to minimize the impacts of the boundary condition on the flow. The bottom of the

domain where it contains the atmosphere/Type III test pile interface was assigned a no slip

boundary condition and logarithmic wall function. The density and viscosity of air used in

the simulations were 1.22kg/m3 and 1.77×10−5 (N · s)/m2 which are typical values of air

(Tipler, 1999).
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Figure 9.8: Geothermal gradient at Diavik, temperature data obtained from Hu et al. (2003)

Calculations were performed at various wind velocities from 10 to 40 km/h as these

velocities are in the range of measured wind speeds at the Diavik test pile site (Amos et al.,

2009a). The pressure perturbation around the test pile due to wind of 20 km/h (5.56 m/s)

is shown in Fig. 9.9A. It clearly shows the regions of high velocities on the leading face

near the top and the recirculation region downwind of the test pile. At a given wind ve-

locity, pressure is higher on the wind-facing slope and the pressure becomes negative on

top of the test pile where the flow is directed upward. The negative pressure levels off at

a small negative value in the recirculation region downwind of the test pile (Fig. 9.9 and

Fig. 9.10). Higher wind speeds induce higher pressure perturbations of both positive and

negative values (Fig. 9.10).

9.5 Results and Discussion: Covered test pile

9.5.1 Case 1: Heat transfer of the covered test pile by conduction

Field temperatures measured by thermistors cables within the covered test pile indicate

that conduction dominates because the low permeability layer eliminates formation of air

convection currents. Numerical simulations predict quite accurately field temperatures as

shown in Fig. 9.11 and it indicates the active layer is at 2 m depth which is above the

till cover. This is expected since the latent heat of water in the till has stored significant

heat to lower the temperatures beneath the till. However, simulation results show colder
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Figure 9.9: Pressure perturbation distribution (Pa) (A); streamlines and velocity distribution
(in m/s) (B) around the Type III test pile at a wind speed of 20 km/h (5.56 m/s). The figure
only shows the region around the test pile.
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Figure 9.11: Ground temperatures at selected depths and 5 m offset of the centre between
field measurements (A) and simulations (B). Day 0 is July 22, 2007.
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temperatures within the till compared to field measurements (Fig. 9.11). This is due to the

accuracy of estimating moisture content within the till and thermal properties of the waste

rock. Moreover, heat release inside the covered test from the lysimeters located at the base

may have warmed these locations. Below the till, temperatures stay below 0 °C and again,

simulation results were colder than field results. For example, the ground temperature at

6.5 m depth, the simulation indicates a general cooling trend whereas it is not shown in

the field results (Fig. 9.12). Furthermore, temperature below the till did not fluctuated

considerately compared to that of Type III test pile (the uncovered test pile) which will be

presented in later sections .

The existence of the till layer constrains the active layer within the surface layer (Type

I rock) even though during the summer peak surface temperatures approached 15 °C as

shown in Fig. 9.13A (summer 2010). The figure shows the temperature distributions below
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Figure 9.13: Simulation results of isotherms (in °C) of summer July 2010 (A) and winter
January 2011 (B)

the till are uniform and colder regions are near the base of the till. This is also observed in

2011 winter isotherms (Fig. 9.13B). The base of the test pile and bedrock temperatures at

7 m depth below the base of the test pile were warming during the first three-year period

(between July 2007 and July 2010) (Fig. 9.14). Similarly, the temperature at the base (0 m

depth) was about 0 °C and it started to decrease after 1000 days (Fig. 9.14). The initial

warming of the bedrock temperatures is because the test pile was constructed during the

summer and waste rock was placed at a temperature of around 5 °C. Therefore, the temper-

ature from the waste rock was transferred into the bedrock warming it a small amount. The

bedrock temperatures leveled off after 1000 days. Eventually, the bedrock temperatures

will cool down as the test pile continues to cool.
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9.5.2 Case 2: Air convective cover (ACC) for the covered test pile

9.5.2.1 Results of a 3-m coarse Type I cover

In this section the Type I waste rock was replaced by the Type I coarse rock (the air con-

vection layer) to form an ACC. The ACC is expected to decrease temperatures below the

till and maintain them below 0 °C year round (Fig. 9.15, Fig. 9.16 and Fig. 9.17). As

the permeability of the air convection layer increases temperatures decrease as shown in

Fig. 9.15, Fig. 9.16 and Fig. 9.17. Ground temperatures reduce during both summer and

winter when the permeability varies between K = 2× 10−7 and 8× 10−7 m2. However,

the differences are indistinguishable between K = 8×10−7 and 1×10−6 m2 since above a

threshold permeability, increases in permeability provides small additional cooling effects

for a given air convection layer thickness. Therefore, for a given thickness there exists a

threshold permeability that provides an optimum configuration when used as the ACC.

At K = 2×10−7m2, ground temperatures are between -4 and -6 °C in both summer and

winter (Fig. 9.15). Whereas at K = 8×10−7 and 1×10−6 m2, they decrease to between -6

and -10 °C (Fig. 9.16 and Fig. 9.17). Similarly, the bedrock temperatures below the base are

colder for the case K = 8×10−7 and 1×10−6 m2 than for the case K = 2×10−7m2. The

insert in Fig. 9.15, Fig. 9.16 and Fig. 9.17 show the rapid cooling of the air convection layer

during winter as high permeabilities enhance convective cooling effects. This cold bottom

then cools the till and waste rock beneath. However, the blow-up in Fig. 9.15 indicates

smaller cooling compared to Fig. 9.16 and Fig. 9.17.

9.5.2.2 Determination of optimum thickness and permeability of Type I coarse rock
in ACC (Case 2)

It is important to determine the optimum thickness of ACC layer thickness for a given

permeability to assist with its economical selection. This is even more significant when the

ACC is constructed in permafrost and remote regions where the cost of material, transporta-

tion, and worker is significantly higher than other regions. Even if the needed materials are

available at the site, the cost of excavation and transportation can be expensive. As a re-

sult, it is important to obtain the optimum thickness and permeability of ACC to achieve

the ultimate goal of cooling and maintaining the underlaid waste rock below 0 °C. In this

section, the thickness of the till layer was held constant at 1.5 m and the goal is to determine

the optimum thickness and permeability of the air convection layer (the Type I coarse rock)

(Fig. 9.2). Freezing and thawing indices (I f and It calculated via Eqn. 9.3 and Eqn. 9.4)

were used as a criteria to choose the optimum thickness and permeability of the air convec-

tion layer because they correlate well with the active layer in the ground and are common

in permafrost engineering (Lunardini, 1981; Andersland and Ladanyi, 2004).
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Figure 9.15: Isotherms (in °C) of the covered test pile with ACC thickness of 3 m with
permeability K = 2×10−7 m2 of the 4th summer (A) and 4th winter (B). The blow-up shows
isotherms and streamlines (convective cells) in the ACC layer.
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Figure 9.16: Isotherms (in °C) of the covered test pile with ACC with permeability K =
8× 10−7 m2 of the 4th summer (A) and 4th winter (B). The blow-up shows isotherms and
streamlines (convective cells) in the ACC layer.
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Figure 9.17: Isotherms (in °C) of the covered test pile with ACC with permeability K =
1× 10−6 m2 of the 4th summer (A) and 4th winter (B). The blow-up shows isotherms and
streamlines (convective cells) in the ACC layer.
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I f =

ˆ 1365

1000
|Tavg|dt , Tavg < 0 °C (9.3)

It =

ˆ 1365

1000
Tavgdt , Tavg ≥ 0 °C (9.4)

As the thickness of the Type I coarse rock increases at a given permeability, the freezing

index, I f (°C-days), (calculated using Eqn. 9.3) at the base of the Type I coarse rock with

an average temperature, Tavg, increases with the layer thickness (Fig. 9.18A); the larger I f

the cooler the base of the Type I coarse rock. However, for the conduction case I f decreases

with increasing thickness as it is expected (Fig. 9.18A). The freezing index of the surface

temperature, Is f (°C-days), used in the simulations was Is f = 3324.7 (°C-days). For the

conduction case, I f is less than Is f as the thickness increases (Fig. 9.18A). In contrast, in a

convection case, at K = 4×10−7 m2 I f surpasses Is f at a thickness of 4 m. Furthermore for

all convection cases, the thawing index of Tavg is 0 °C-days except the case K = 2×10−7 m2

and thickness of 2 m that has It = 3.7 (°C-days) (Eqn. 9.4). Therefore, the ACC is capable

of maintaining freezing indices at its base colder than required to maintain permafrost at

the site.

If the design criteria is to determine the air-convection-layer thickness and its perme-

ability to have Is f = I f , Fig. 9.19 can be used. It shows that if the permeability increases one
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order of magnitude (from 3×10−7 to 3×10−6 m2), the air-convection-layer thickness de-

creases by about half. Furthermore, at a given thickness of air convection layer, the heat flux

into the till increases as the permeability of ACC increases (Fig. 9.20). At K ≤ 8×10−7 m2,

the change rate of the heat flux is large as the permeability increases; however, at K >

8× 10−7 m2 the increasing rate is not significant. For example, at K = 8× 10−7 m2, the

normalized heat flux, which is the ratio between total heat flux and heat flux by conduction,

is about 3.5 whereas at K = 3×10−6 m2 it approaches 4 (Fig. 9.20).

At a given thickness of the air convection layer, the Mean Annual Ground Temperature

(MAGT) at 5 m depth below the bottom of the till layer decreases as permeability increases

(Fig. 9.21). However, as permeability increases the rate decrease of MAGT is smaller

and approaching an optimum MAGT which is 90 % of the MAGT at K = 3× 10−6 m2

(Fig. 9.21). A permeability at which MAGT is at the optimum MAGT is called the opti-

mum permeability. Furthermore, at smaller thicknesses of the air convection layer, larger

permeabilities are required to get the optimum MAGT. For example, at H = 2 m the opti-

mum permeability is K = 1.5× 10−6 m2 (Fig. 9.21 A1 and A2), however at H = 6 m the

optimum permeability is K = 4×10−7 m2 (Fig. 9.21 E1 and E2).

Now let us assume that the air-convection-layer thickness is H = 3 m and according

to Fig. 9.19 the optimum permeability is about 7× 10−7 m2. Fig. 9.21 C1 and C2 suggest

that the optimum permeability should be 8× 10−7 m2. Fig. 9.22 indicates that for only

conduction in the 3-m air convection layer, the ground temperature at 5 m depth below the

bottom of the till stays around 0 °C during the third year of the simulation period. Whereas

at higher permeabilities, natural air convection within the air convection layer results in

colder ground temperatures.

9.5.3 Case 3: ACC for an active heat-generation covered test pile

The above sections, the results of ACC for non-heat-generating waste rock were presented.

For oxidation of sulfide minerals, heat is released and causes an increase in ground temper-

atures at oxidation locations and spreads to surrounding areas. This temperature increase

can melt the permafrost foundation and therefore it would increase the stability risk of a

rock pile. Melting permafrost lengthens seepage paths that will carry polluted water from

the rock pile into ground water, lakes or rivers. At present, ACC was introduced to lower

the internal temperatures of the Type III waste rock below the threshold temperatures of

enhanced oxidation of sulfide minerals (Fig. 9.1). The simulations were run for two condi-

tions of the till: the first one in which the till is at 0 % saturation (dry till) and this condition

simulates a low precipitation and high evaporation scenarios. The second one in which the

till could maintain at a high degree of saturation which is about 90 %.
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Figure 9.21: MAGT between days 1000 and 1365 at 5 m depth at the centre line below the
bottom of the till layer and its 1st derivative versus permeability of different air-convection-
layer thickness, H = 2 m (A1 and A2), H = 3 m (B1 and B2), H = 4 m (C1 and C2),
H = 5 m (D1 and D2), H = 6 m (E1 and E2)

233



1000 1050 1100 1150 1200 1250 1300 1350 1400
−8

−6

−4

−2

0

Days

Te
m

pe
ra

tu
re

 (°
C

)
Conduction

2e-7 (m^2)

4e-7 (m^2)

6e-7 (m^2)

1e-6 (m^2)

3e-6 (m^2)

8e-7 (m^2)

Figure 9.22: Ground temperature at 5 m depth below the bottom of the till at the centre line
at various permeabilities for air convection layer thickness of 3 m

9.5.3.1 Thermal evolution

At 0 % saturation (dry till), oxygen diffusion through the till was adequate to retain a

high oxidation rate of sulfide minerals and the heat release would increase temperatures

(Fig. 9.23A1, B1 and C1). Even though the air convection layer has a high permeability

of 4× 10−7 m2, the natural air convection could not maintain ground temperatures of the

Type III rock below 0 °C (Fig. 9.23C1). Fig. 9.23A1, B1 and C1 also show the circulation

of warm air (convective cells) initiated at the oxidation locations and these convective cells

spread heat and oxygen to the surrounding-internal regions. These convective currents can

be strong as the permeability of the Type III waste rock is high.

The heat release thaws the permafrost foundation beneath the test pile to 12 m (Fig. 9.23A1,

B1 and C1). However, the width of the thawed zone at K = 4× 10−7 m2 is smaller

(Fig. 9.23C1). In cases where the till was set at 90 % of saturation, ground temperatures

below the till are always below 0 °C. This occurs even for permeabilities where conduction

dominates in the air convection layer (Fig. 9.23A2 and B2). Likewise, at K = 4×10−7 m2

ground temperatures are colder than those of conduction cases (Fig. 9.23C2).

At K ≥ 6× 10−7 m2, the convective cooling of the air convection layer maintains the

temperatures beneath the till below 0 °C despite the 0 % saturation of the till (Fig. 9.24).

Nevertheless, in cases where the till is at 90 % saturation, ground temperatures are colder

than those of 0 % saturation for given permeability of the air convection layer.

9.5.3.2 Oxygen concentration, sulfur mass fraction and oxidation rate
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Figure 9.23: Isotherms (in °C) of the covered test pile; the air-convection-layer thickness
of 3 m and low permeability of 2× 10−9 m2 (A1 and A2) , 5× 10−8 m2 (B1 and B2),
4× 10−7 m2 (C1 and C2) of the fourth winter (or 1345 days). The left figures are the
scenarios of 0 % saturation of till and the right figures for 90 % saturation till.
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Figure 9.24: Isotherms (in °C) of the covered test pile; the air-convection-layer thickness
of 3 m and permeability of 6×10−7 m2 (A1 and A2) and 8×10−7 m2 (B1 and B2) of the
fourth winter (or 1345 days). The left figures are the scenarios of 0 % saturation of till and
the right figures for 90 % saturation till.

236



Figure 9.25: Oxygen concentration (mass fraction); the air-convection-layer thickness of
3 m and permeability of the ACC layer of 2×10−9 m2 (A1 and A2) , 5×10−8 m2 (B1 and
B2), 4×10−7 m2 (C1 and C2) of the fourth winter (or 1345 days). The left figures are the
scenarios of 0 % saturation of till and the right figures for 90 % saturation till.
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Figure 9.26: Sulfur mass fraction; the air-convection-layer thickness of 3 m and permeabil-
ity of 2×10−9 m2 (A1 and A2) , 5×10−8 m2 (B1 and B2), 4×10−7 m2(C1 and C2) of the
fourth winter (or 1345 days). The left figures are the scenarios of 0 % saturation till and the
right figures have 90 % saturation till.

Oxygen concentration
At 0 % saturation, oxygen diffusion through the till was sufficient to maintain a high

oxidation rate however oxygen also was consumed at a faster rate. As a result, the oxygen

concentrations at the oxidation locations decreases below that of atmospheric air (e.g. mass

fraction about 23 %) as shown in Fig. 9.25A1, B1 and C1. Furthermore, the high depletion

of O2 concentration (about 1 %) is widespread for all areas beneath the till for K = 2×
10−9 and 5×10−8 m2 (Fig. 9.25A1 and B1). However, at K = 4×10−7 m2 (Fig. 9.25C1) the

depletion area is narrower and O2 concentrations are higher than those shown in Fig. 9.25A1

and B1. In contrast at 90 % saturation, the till reduced the oxygen supply for oxidation and

therefore the heat release is low. Moreover, the ground temperatures beneath the till are

below 0 °C. As a result O2 concentrations are near or equal to atmospheric air (Fig. 9.25A2,

B2 and C2).
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Sulfur mass fraction
At 0 % saturation till, oxidation was initiated in regions near the till where the oxygen

supply is high. Therefore, the sulfur mass fractions of these regions are low compared

to other areas which are around 50 % meaning that about 50 % of the sulfur has been

oxidized (Fig. 9.26A1 and B1) at K = 2× 10−9 and 5× 10−8 m2. Whereas in the case

K = 4× 10−7 m2 the convective cooling reduces temperatures within the regions near the

till and therefore oxidation regions move toward the pile base where ground temperatures

remain above threshold temperatures for oxidation (Fig. 9.26C1). With the till saturated at

90 %, oxidation is very low and the sulfur mass fraction stays near 1 (Fig. 9.26A2, B2 and

C2).

Oxidation rate
Changes in sulfur and oxygen concentration are good indications of heat production

within the depleted zones. Fig. 9.27A, B and C show that the average oxidation rate is

in the order of 10−8 kg(S)/
(
m3 · s

)
and oxygen needs to be supplied by diffusion through

the till cover at a rate of 10−7 kg(O2)/
(
m2 · s

)
. The corresponding heat production at a

consumption rate of 2.3×10−8 kg(S)/
(
m3 · s

)
is 1.6×107 J/

(
m3 · a

)
(Fig. 9.27B); These

values were averaged throughout the Type III rock beneath the till cover. This heat produc-

tion causes increased waste rock temperature of about 7.4 °C/
(
m3 · a

)
at volumetric heat

capacity of 2.1× 106 J/
(
m3 ·K

)
and this heat thaws permafrost beneath the test pile. Af-

ter 1466 days, about 21.6 % of the sulfur has been oxidized and at this rate, it would take

about 20 years to completely deplete the sulfur (initial concentration of 13.5 kg/m3). At

K ≥ 6× 10−7 m2, the convective cooling from the ACC has effectively cooled the waste

rock temperatures below the threshold temperatures for oxidation and oxidation is elimi-

nated after 780 and 530 days for K = 6× 10−7 and 8× 10−7 m2, respectively (Fig. 9.27D

and E).

For till saturated at 90 %, the mass flux of oxygen and the oxidation rate reduces sig-

nificantly. In fact, oxygen flow through the till is in the order of 10−9 kg(O2)/
(
m2 · s

)
and

oxidation rate is in the order of 10−9 kg(S)/
(
m3 · s

)
(Fig. 9.28). At an oxidation rate of

3.1×10−9 kg(S)/
(
m3 · s

)
(Fig. 9.28B) the heat production is 2.1×106 J/

(
m3 · a

)
. This heat

release causes to increase waste rock temperature about 1.0 °C/
(
m3 · a

)
which is small.

Assuming that due to high evaporation and low precipitation, the till is 50 % saturated

and using the ACC with K = 4×10−7 m2 within the air convection layer (Fig. 9.29A), oxi-

dation is reduced to 5.0×10−9 kg(S)/
(
m3 · s

)
which is a third of that calculated for a 0 %

saturation till. This oxidation rate corresponds to heat production of 3.4×106 J/
(
m3 · a

)
.

However, oxidation occurs only during the first 500 days and then ACC reduces tempera-

tures beneath the till to below 0 °C via convective heat transfer as shown in Fig. 9.29B.
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Figure 9.27: Average mass sulfur mass fraction was calculated by dividing the total sulfur
concentration of the pile cross section at a given time to the initial total sulfur concentration
and oxidation rate. The air-convection-layer thickness of 3 m and permeability of 2×
10−9 m2 (A) , 5× 10−8 m2 (B), 4× 10−7 m2 (C), 6× 10−7 m2 (D) and 8× 10−7 m2 (E)
with the till at 0 % saturation.
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Figure 9.28: Average mass sulfur mass fraction was calculated by dividing the total sulfur
concentration of the test pile cross section at a given time to the initial total sulfur concen-
tration and oxidation rate. The air-convection-layer thickness of 3 m and permeability of
2×10−9 m2 (A) , 5×10−8 m2 (B), 4×10−7 m2 (C), 6×10−7 m2 (D) and 8×10−7 m2 (E)
with the till at 90 % saturation.
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Figure 9.29: Oxidation rate (A) and isotherms (°C) of the fourth winter (or 1345 days) (B).
The air-convection-layer thickness of 3 m and permeability of 4× 10−7 m2 with the till at
50 % degree saturation.
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9.5.4 Summary and discussion of the covered test pile

Measured ground temperatures within the covered test pile at Diavik indicate that heat

transfer is conduction dominated. Even though measured permeability of waste rock at

the site is quite high typically about 2×10−9 m2 compare to other waste-rock piles in a

range between 10−10 and 10−11 m2 (Ritchie, 1994b; Bennett et al., 1995; Kuo and Ritchie,

1999). However, the combined effects of low permeability till layer and the heterogeneous

natures of waste rock (Smith et al., 1995; Azam et al., 2007) has conduction dominate over

convection. The field temperatures show that temperatures at and below the till and bedrock

stay at or below 0 °C during the study period as a result of cold site temperatures (freezing

index Is f = 3324.7 (°C-days)) and the high initial placement volumetric moisture content of

the till which maintains it at about 90 % saturation. The closure concept using a 1.5 m till

covered with 3 m Type I rock encapsulating the Type III waste rock maintains permafrost

within the till. However, accounting for future climate change at Diavik site, the 0 °C

isotherm would penetrate about 0.9 m into the till for assumptions that the till is maintained

90 % saturation during a simulation period of 100 years (Chapter 7). Thus, the Type I

rock has to be thicker to account for the future climate change if thawing into the till is

unacceptable. Due to the cold temperatures and prolonged winter at the site, an alternative

cover solution for long-term climate change is the ACC and the ACC would lower the Type

III waste rock temperatures much colder than that of the present closure concept. ACC can

be achieved by removing small particle size fractions from the Type I waste rock prior to

placement as a cover.

With the extremely cold temperatures in each winter at the site, air convective cooling

can be used to produce a rapid cooling of waste rock mass. Natural air convection occurs

due to the unstable stratification within the air convection layer in the ACC, and the strength

of convective cooling depends on permeability and temperatures gradient within the air con-

vection layer. Natural air convection in porous media has been used to protest permafrost

foundation beneath embankments in warm permafrost regions of Fairbanks, Alaska (Goer-

ing, 1998, 2003) and Qinghai-Tibet Railway in China (Ma et al., 2008). Goering (1998)

found that the construction of a 2.5 m height embankment of 5-8 cm rock resulted in a re-

duction in ground temperatures between 3.2 and 5.6 °C after two winters. Ma et al. (2008)

analyzing ground temperatures of embankment sections along Qinghai-Tibet highway with

heights between 3.00 m and 6.55 m of coarse rock reported that permafrost aggradation

into the foundation of embankments more than 1 m. These experiments demonstrate the

effectiveness of convective cooling. Moreover, numerical simulation of this study further

confirms the rapid cooling due to convection (Fig. 9.22). As demonstrated in Fig. 9.19,

ACC can produce a freezing index of ground temperature at the base of the air convection

layer similar to that of surface temperature with a 0 °C-days thawing index. It means that

ground temperatures at the base of an air convection layer will never increase above 0 °C.

For the scenarios in which the Type III waste rock below the cover undergoes pyrite
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oxidation, the heat production has the potential to thaw permafrost and release ARD to

the surrounding areas. Oxygen supplied to fuel pyrite oxidation diffuses through the till

provided the till has low saturation. Simulations showed that if the till is 90 % saturation,

oxidation rate is low. The ACC can maintain the Type III waste rock below 0 °C (Fig. 9.23

and Fig. 9.24) and these cold temperatures reduce or eliminate oxidation. Heat produc-

tion was small about 0.1 W/m3. In comparison, other waste-rock piles such as at Rum

Jungle, Northern Territory, Australia produced 5.0 W/m3 (Harries and Ritchie, 1981) or

2.0 W/m3 in a waste-rock pile located in an arctic area (Hollesen et al., 2011). However,

when the till is completely dry (0 % water saturation), oxygen diffusion was large com-

pared to that of 90 % water saturation till. The oxygen diffusion was then high enough

to assure high oxidation rates and heat releases which result in the increase of waste rock

temperatures (Fig. 9.23 and Fig. 9.24). For this condition, oxidation rates were in the order

of 10−8 kg(S)/
(
m3 · s

)
, a value observed at other waste-rock piles (Harries and Ritchie,

1981; Lefebvre et al., 2001c; Sracek et al., 2006).

9.6 Results and Discussion: the Type III test pile (uncovered test
pile)

9.6.1 Case 1: Heat transfer due to natural air convection

9.6.1.1 Isotherms and pore-air velocity

Fig. 9.30 shows simulations of the evolutions of isotherms, streamlines and velocity with

various permeabilities during January 2011. At permeabilities of ≤ 2×10−9 m2 heat trans-

fer in the Type III test pile is via conduction and is shown by the parallel-uniform isotherms

around the perimeter of the test pile. Moreover, bedrock temperatures beneath the base of

the test pile are quite uniform with an average around -4 °C. Average pore-air velocity is

about 2.9×10−5 m/s and regions with a large air velocity located at the base and near the

batter of the test pile. During winter air flows inward along the slope (Fig. 9.30A1 and

A2). As permeability increases, strong natural air convection becomes evident. Natural air

convection pushes cold air from the batter into the test pile and warm air escapes near the

top. At a permeability of 4×10−7 m2, bedrock temperatures beneath the test pile decrease

and are 4 °C colder than those associated with smaller permeability piles (≤ 5× 10−8 m2)

(Fig. 9.30); higher permeabilities result in increased air velocities.

At K≥ 6×10−7 m2, these high permeabilities cause cold air penetration into almost half

of the test pile. Specially at 3×10−6 m2 the whole test pile decreases to and is maintained

at temperatures colder than -19 °C during January 2011. Several thermal plumes develop at

the base due to convective transfer (Fig. 9.31C1). Average pore-air velocity within the test

pile with a permeability of 3×10−6 m2 is about twice that for a permeability of 6×10−7 m2.

In addition, Peclet number, Pe, can be used to examine the heat transport by air convection
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Figure 9.30: Isotherms (in °C), streamlines and velocity of the Type III test pile at various
permeabilities in January 2011: 2× 10−9 m2 (A1 and A2), 5× 10−8 m2 (B1 and B2) and
4×10−7 m2 (C1 and C2).
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Figure 9.31: Isotherms (in °C), streamlines (on the left) and velocity distribution (on the
right) of the Type III test pile at various permeabilities in January 2011: 6× 10−7 m2 (A1
and A2), 8×10−7 m2 (B1 and B2) and 3×10−6 m2 (C1 and C2).

relative to conduction (Bear, 1972):

Pe =
D50Ca

λ
u (9.5)

Where D50 = 90mm is the mean grain size of waste rock, u is the average pore-air

velocity (Darcy velocity), λ is the effective thermal conductivity of the Type III rock (Ta-

ble 9.1), Ca is air volumetric heat capacity. Fig. 9.32 shows the relation between Pe and

permeability which was calculated using Eqn. 9.5. Nield and Bejan (1999) defined a rela-

tion between Pe and Nusselt number (Nu) (Nu is the ratio of total heat transfer to conductive

heat transfer) for forced convection over a sphere (Fig. 9.48). Using Eqn. 9.6 for a perme-

ability of 3× 10−6 m2 the value of Nu is 11.8, which is significant (Fig. 9.32). Therefore,

in this case, convection is dominated.
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Figure 9.32: The relation between Peclet number and permeability

Nu = 1.128Pe1/2 (9.6)

9.6.1.2 Simulation and field temperature results: a comparison

Waste rock dominated with fines near the surface of the test pile was compacted by heavy

equipments during the test pile construction. Therefore permeability of this layer is low, in

the order of three orders of magnitude lower than deeper into the test pile (Neuner et al.,

2012). The low permeability contributes to conduction dominating the heat flow and field

temperatures match well to simulation within this layer. At a depth of 2.33 m, simulation

with low permeabilities (≤ 5× 10−8 m2) starts to deviate from field measurements which

indicates that convective heat transfer increases in importance. In fact, at higher permeabil-

ities (≥ 4×10−7 m2), simulations are more comparable to field measurements (Fig. 9.33).

At depths between 3.93 and 5.46 m, simulations with permeability using 6× 10−7 m2

match field temperatures well. However, near the middle of the test pile (between 7 m and

9 m) modeling results when using 8× 10−7 m2 provide a better match (Fig. 9.34). Near

the base of the test pile, field results show that temperatures at depths between 9.75 m and

11.25 m are above 0 °C during 90 days of the summer. However, simulation results are be-

low 0 °C at locations deeper than 11 m even with high permeability of 1×10−6 m2. The dis-

crepancy may be due to that fact that the simulations did not account for forced-convective

heat transfer (wind-induced advection of warm air during each summer) (Fig. 9.35). It is

also noted that lysimeters are located below face 1 at the base of the Type III test pile. These

lysimeters release heat from the heat trace and this heat warms the waste rock located on

this face.

The comparison of simulation results with field measurements along the 5 m offset
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Figure 9.33: Simulation and field temperatures (5 m offset north of centre line at face 1,
“31N5thm”) at different permeabilities at depths between the surface and about 2.33 m.
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Figure 9.34: Simulation and field temperatures (5 m offset north of centre line at face 1,
“31N5thm”) at different permeabilities at depths between 3.93 and about 8.41 m.
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Figure 9.35: Simulation and field temperatures (5 m offset north of the centre line at face 1,
“31N5thm”) at different permeabilities at depths between 9.75 and about 11.25 m.

south of the centre line at face 4 are shown in Fig. 9.36. They indicate that within 2 m

of the surface, simulations are comparable to field values because conduction dominates

in this region. Between 2 m and 5 m depth, field values are a close match to simulation

using K = 4×10−7 m2 (Fig. 9.37). However, between 5 m and 7 m depth simulation results

using K = 6× 10−7 m2 are comparable to field values whereas at depths from 7 m to 9 m

field temperatures are close to simulation results when K = 8×10−7 m2 is used (Fig. 9.38).

These results indicate that permeability within the test pile must increase with depth for the

simulation to reproduce field data. However, at high permeabilities K ≥ 10−7 m2 and rela-

tively high wind speed at the site (Amos et al., 2009a), the wind-induced advection (forced

convection) must also be considered when matching field temperature measurements.

9.6.2 Case 2: Heat transfer due to wind-induced advection (Forced convec-
tion)

9.6.2.1 Isotherms and pore-air velocity

The spectral analysis of wind speed time series indicates that the dominate frequencies are

1, 4, 5 and 14 days ( Chapter 5) and the wind speed and direction changes frequently. To

apply such rapid fluctuations as boundary conditions, the time steps in the transient analysis

need to be small and numerical convergences can be problematic. Hence, wind is assumed
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Figure 9.36: Simulation and field temperatures (5 m offset south of the centre line at face
4, “34S5thm”) at different permeabilities at depths between the surface and 2.57 m.
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Figure 9.38: Simulation and field temperatures (5 m offset south of the centre line at face
4, “34S5thm”) at different permeabilities at depths between the surface and 2.57 m.

to blow from the north and at a magnitude of 20 km/h. The pressure induced around the

test pile associated with these conditions are shown in Fig. 9.10.

At permeabilities K < 1× 10−7 m2, wind-induced advection has little effects on inter-

nal temperatures. Therefore, simulations were performed using permeabilities K ≥ 1×
10−7 m2. Fig. 9.39A1 to A4 clearly show the impacts of wind-induced advection on the

temperatures. Wind-induced advection/convection from the north causes air to escape from

the south upper part of the batter. The isotherms become more and more asymmetrical as

the permeability increases (Fig. 9.39). During winter, the wind rapidly pushes cold air deep

into the test pile. This causes rapid cooling within the interior of the pile as observed in

the field temperature data. Furthermore, the wind causes airflow across the test pile and it

is also observed via air pressure measured in the pore space. In fact, Amos et al. (2009a)

recognized that wind from this side of the test pile causes pressure fluctuations at probes

located on the opposite side. The wind also significantly increases velocity within the test

pile. Without wind, the average velocity was 3.8× 10−3 m/s however, with the wind the

average velocity is 9.1× 10−3 m/s at K = 4× 10−7 m2. At K = 6× 10−7 m2 the average

velocity associated with the wind increases about three times (Fig. 9.39).
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Figure 9.39: Isotherms (in °C), streamlines and pore-air velocity of the Type III test pile
at various permeabilities in January 2011: 1×10−7 m2 (A1 and B1), 2×10−7 m2 (A2 and
B2), 4×10−7 m2 (A3 and B3) and 6×10−7 m2 (A4 and B4).
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9.6.2.2 Simulation and field temperature results: a comparison

Fig. 9.40 show a comparison between simulation and field measurements. At depths above

7 m, simulation results using K = 4× 10−7 m2 give the closest match to field values. Fur-

thermore, the simulations provide a very good phase match but with discrepancy in am-

plitude. Below 7 m depth, simulations using K = 6× 10−7 m2 are comparable to fields

results and again the amplitudes from the simulation results do not match well the field

measured amplitudes. The discrepancies may be due to other variables not included in

the simulations such as the heterogeneity of waste rock, the erratic changes of wind speed

and direction and heat induce into the pile from the heat trace in the lysimeters. However,

the simulations match the overall trends from the field data and without inclusion of wind

would not be as accurate. The field and simulation comparisons indicate that permeability

of the lower portion of the test pile is in the order of 10−7 m2 and it is one order larger than

the values obtained by digital image processing of waste rock reported by Chi (2010).

Field temperatures at the base and within bedrock beneath the test have remained below

0 °C and show a gradual cooling trend (Fig. 9.41). Likewise, simulation results mimic this

character however, the simulations show colder temperatures. Below 5 m depth, bedrock

temperatures of both field and simulation show initial warm and then cooling. This is

because initial heat retained in the test pile which was constructed during the summer was

transferred to the underlying bedrock.

9.6.3 Case 3: Heat transfer in active-heat-generating waste rock

9.6.3.1 Temperature evolution

Simulations in the following assume that the Type III waste rock is oxidized and the released

heat raises temperatures within the test pile. Depending on the permeability and thermal

conductivity of waste rock, heat can be retained or escape to the environment. Furthermore,

if the oxidation of sulfide minerals is controlled by threshold temperatures as shown in

Fig. 9.1 A, temperatures of the test pile would generally be colder (the right side figures of

Fig. 9.42) compared to not accounting for the threshold temperatures (the left side figures

of Fig. 9.42). At permeabilities of 2×10−10 m2 and 2×10−9 m2, heat is retained within the

test pile and creates warm interior temperatures. However, at permeability of 2×10−9 m2,

interior temperatures are warmer and move deeper into the test pile than those with K =

2×10−10 m2 (Fig. 9.42 A1, A2, B1 and B2) because this higher permeability creates greater

air convection within the pile. Greater air convection results in an increased oxidation and

heat release. Besides, the heat released thaws the permafrost in the foundation beneath

the test pile. If the foundation is bedrock or non-thaw-susceptible soils, this would not

cause instability problems for the test pile. Conversely, if the foundation is composed of

thaw-susceptible soils, this thaw would result in potentially large settlement and potential

instability in the pile’s foundation.
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Figure 9.40: Simulation and field temperatures (5 m offset north of centre line at face 1) at
different permeabilities and depths.
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Figure 9.41: Simulation and field temperatures of bedrock beneath the test pile at different
permeabilities and depths; Depth - 0.00 m is at the base of the test pile.
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Figure 9.42: Isotherms (in °C) and streamlines of the Type III test pile at various per-
meabilities in January 2011 without (on the left) and with a temperature-inhibiting factor
(Fig. 9.1 A) on oxidation (on the right): 2× 10−10 m2 (A1 and B1), 2× 10−9 m2 (A2 and
B2), 5×10−8 m2 (A3 and B3), 2×10−7 m2 (A4 and B4) and 4×10−7 m2 (A5 and B5). The
inset in each figure represents an average pore-air velocity of the test pile.
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For cases with permeabilities greater than 5× 10−8 m2, the heat release via oxida-

tion within the test pile is effectively removed by natural air convection during winter and

the interior temperatures are not significantly higher than those without internal oxidation

(Fig. 9.42, Fig. 9.30 and Fig. 9.31). At permeability of 2× 10−10 m2, average air velocity

is about 6.5×10−6 m/s and the inward flux of oxygen via advection and diffusion at the

surface is about 5.2×10−7 kg(O2)/
(
m2 · s

)
. This flux can only support an oxidation rate of

5.0×10−8 kg(S)/
(
m3 · s

)
. As the permeability increases average air velocity increases as

shown Fig. 9.42.

Fig. 9.43 shows the evolution of temperature at 5 m below the surface on the centre

line. We see that the temperature at this point is highest for K = 2× 10−9 m2 which can

reach 80 °C if the threshold temperatures were not considered, otherwise it rises to about

54 °C after 1000 days. Meanwhile at K = 2×10−10 m2 the temperature at this point is low

because of the low oxidation rate. Diffusion is probably the main supply of oxygen at low

permeability. At higher permeabilities K ≥ 5× 10−8 m2, the temperature is initially high

but it is cooled by natural air convection, and eventually, it remains around or below 0 °C.

9.6.3.2 Oxidation rate

At high permeabilities, natural air convection can supply significant amounts of oxygen that

can maintain high oxidation rates within the test pile. In fact, at K ≥ 5×10−8 m2 and with-

out accounting for the threshold temperatures, the sulfur completely oxidized after 700 days

with an average oxidation rate of 2.0×10−7 kg(S)/
(
m3 · s

)
(or 3.6×10−7 kg(O2)/

(
m3 · s

)
and a heat production of 4.5 J/

(
m3 · s

)
). This oxidation rate is considered high but it is

well within an expected range in most strongly oxidizing waste rock (between 10−6 and

10−9 kg(S)/
(
m3 · s

)
) (Pantelis and Ritchie, 1991, 1992; Anne and Pantelis, 1997; Pantelis

et al., 2002). At K = 2× 10−9 m2 the oxidation rate is 1.0× 10−7 kg(S)/
(
m3 · s

)
and it

takes 1562 days to completely oxidized the sulfur. However, when the permeability de-

creases to 2× 10−10 m2, after 1650 days the sulfur is oxidized by about 50 % at a rate of

5.2×10−8 kg(S)/
(
m3 · s

)
(Fig. 9.44A).

Now consider the impact of the threshold temperatures on oxidation rate and depend-

ing on the in-situ permeability, the oxidation rates decrease to about half of those rates

without considering the threshold temperatures (Fig. 9.44B) at K ≥ 5× 10−8 m2. Further-

more, at these permeabilities the sulfur is oxidized to small values after 500 days because

cold temperatures significantly reduce the oxidation rate. Oxidation ceases during winter

as the whole pile goes below 0 °C as shown in Fig. 9.44B. It is important to observe that at

K ≤ 2×10−9 m2 with or without accounting for the threshold temperatures, the difference

in oxidation rate is small 1.0×10−7 compared to 8.9×10−8 kg(S)/
(
m3 · s

)
.

Fig. 9.45 shows O2 and sulfur mass fraction at a permeability of K = 2×10−10 m2 after

1600 days. At this low permeability, even though air convection occurs, diffusion of oxygen

is the dominant mechanism. The combined mechanisms of diffusion and convection could
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Figure 9.43: Temperature of a point at 5 m below the surface on the centre line of the
test pile at various permeabilities with (A) and without (B) temperature-inhibiting factor
(Fig. 9.1) on oxidation.
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Figure 9.44: Average oxidation rate of the test pile at various permeabilities without (A)
and with temperature-inhibiting factor (Fig. 9.1) on oxidation (B).
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Figure 9.45: O2 mass fraction (top figures) and sulfur mass fraction (bottom figures) in
January 2011 (1600 days) at K = 2× 10−10 m2 without (A) and with (B) the temperature-
inhibiting factor (Fig. 9.1) on oxidation.

not counteract the rate that oxygen is consumed by sulfur oxidation. Oxygen is only high

near the surface and at the base whereas around the core oxygen is depleted (Fig. 9.45).

Meanwhile, sulfur is totally oxidized near the surface and the batter, when not accounting

for the threshold temperatures (Fig. 9.45A2). There is about 50 % sulfur remaining at the

same locations due to cold temperatures eliminating oxidation every winter (Fig. 9.45B2).

9.6.4 Case 4: Wind-assisted advection/convection and active-heat-generating
waste rock

9.6.4.1 Temperature evolution

A moderate wind flowing over a waste-rock pile can establish pressure gradients around

the perimeter of the pile. These pressure gradients cause airflow into the pile from the

ambient environment. The strength of this internal airflow depends on the permeability

of the waste rock at a given wind speed. This additional airflow can supply significant

oxygen and therefore increased oxidation rates. Fig. 9.46A1 and B1 show wind-induced

air advection into the test pile and the increased interior temperatures of about twice near

the core at K = 2×10−10 m2 compared to the case without wind (Fig. 9.42). In contrast, at

K = 2× 10−9 m2 temperatures near the core decrease. In fact, at this permeability natural

air convection alone supplies sufficient oxygen for oxidation and therefore stronger airflow

removes heat from the test pile decreasing its temperatures. However, if removed heat is not

significant, the interior temperatures of the test pile will increase. These warm temperatures

thaw the foundation to 20 m depth (Fig. 9.46A2 and B2).
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Figure 9.46: Wind-assisted isotherms and streamlines of the Type III test pile at various
permeabilities in 1600 days without (figures on the left) and with temperature-inhibiting
factor (Fig. 9.1) on oxidation (figures on the right): 2×10−10 m2 (A1 and B1), 2×10−9 m2

(A2 and B2), 5×10−8 m2 (A3 and B3), 2×10−7 m2 (A4 and B4) and 4×10−7 m2 (A5 and
B5). The inset in each figure represents the average air velocity in the test pile.
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At permeabilities K ≥ 2× 10−9 m2, wind-induced advection only enhances thermal

transport (rapid cooling or warming during winter or summer) within the test pile and it

does not provide a substantial increase in oxidation rate. Furthermore, the average air ve-

locity increases about twice with wind compared to without wind.

Fig. 9.47 shows temperature simulation results of wind-induced advection at 5 m below

the surface on the test pile centre line. In a comparison with previous results without wind

(Fig. 9.43) at permeabilities between 2× 10−9 and 4× 10−7 m2 the temperature results

of wind-induced advection are comparable to those without wind as the oxidation rates

remains constant which will be discussed in a later section. However at a lower permeability

such as K = 2× 10−10 m2, wind-induced advection provides additional oxygen to the test

pile and this added oxygen increases oxidation considerably. As a result, temperatures at

this point surpasses that when K = 2×10−9 m2 after about 1400 days

9.6.4.2 Oxidation rate

When not accounting for threshold temperatures, oxidation rates at permeabilities from 2×
10−9 to 4×10−7 m2 are comparable to those without wind. Meanwhile at K = 2×10−10 m2

the average oxidation rate has increased about twofold and at the end of the simulation

period about 90 % of the sulfur oxidized compared to about 50 % without wind (Fig. 9.48A).

When the threshold temperatures are considered, the oxidation rates with wind-induced

advection are lower than those of without wind for permeabilities between 2× 10−7 m2

and 4× 10−7 m2. However, at lower permeabilities, between 2× 10−10 and 5× 10−8 m2,

airflow within the test pile created by wind is not strong enough to cool temperatures but

it supplies additional oxygen to increase the oxidation rates compared to the case without

wind (Fig. 9.48B).

Fig. 9.49 shows O2 and sulfur concentration at permeability of K = 2×10−10 m2 after

1600 days with wind-induced advection. The contours are asymmetrical and shift to the

right as a result of wind blowing from the left side of the test pile. In comparison to the

case without wind (Fig. 9.45) the area of complete oxygen depletion is smaller and the area

of complete sulfur oxidation is larger. These indicate that the wind enhances the oxidation

rate.

Fig. 9.50 shows contours for air pressure and velocity vector field. Air pressure on the

batter facing wind has higher gradients than the opposite side of the test pile; the higher

pressure gradients produces greater internal air velocity. Air velocity is larger near the

batters and deep into the test pile the air velocity is small. Near the core, air pressure

is negative and large as a result of warmer temperatures in this region compared to the

surrounding regions. These warm temperatures cause airflow in the vertical direction out of

the pile.
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Figure 9.47: Temperature of a point at 5 m below the surface at the centre line of the test pile
at various permeabilities with (A) and without (B) temperature-inhibiting factor (Fig. 9.1A)
on oxidation.
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Figure 9.48: Wind-assist average oxidation rate of the test pile at various permeabilities
without (A) and with (B) temperature-inhibiting factor (Fig. 9.1A) on oxidation.
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Figure 9.49: O2 mass fraction (top figures) and sulfur mass fraction (bottom figures) in
January 2011 (1600 days) at K = 2×10−10 m2 without (A1 and A2) and with temperature-
inhibiting factor (Fig. 9.1) on oxidation (B1 and B2).
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Figure 9.50: Contours for air pressure perturbation (in Pa) and pore-air velocity vector field
in the test pile where there is wind-induced advection and no temperature inhibition factor
at K = 2×10−9 m2.
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9.6.5 Case 5: Heat transfer due to active-heat-generation in the waste rock
and its mitigation

9.6.5.1 Impeded layers of low permeability within the test pile

Simulations in this section represent studies in which layers of low permeability are placed

within the test pile to minimize airflow. These impeded layers can be created during the

construction of a pile through dump placement methods. The dumped layers create a low

permeable surface within the pile as the surface is compacted by construction equipments

and fine materials retained at the surface. The impeded layers have a low permeability that

becomes a barrier to both air and water. Therefore placements of these layers would reduce

ARD.

Two impeded layers were introduced into the modeling domain; one at the mid-height

and the other at the surface of the test pile. The impeded layers can be created in waste-rock

piles by end-dumping with immediate benches. Assuming that these layers have properties

of the Type III waste rock but its permeability is five orders of magnitude smaller. For

this reason, the impeded layers limit natural air convection in the regions near the batter

of the test pile. Deep into the test pile, natural air convection is smaller and therefore the

oxidation rate is low. The highest temperature within the test pile is lowered by half and

the average air velocity is reduced by three times compared to the case without impeded

layer (Fig. 9.42B2 and Fig. 9.51A1). Fig. 9.51 A2 and A3 show that oxygen availability

and sulfur oxidation is limited to near the batter of the test pile. However, near the core the

oxygen is totally depleted and sulfur concentration remains high.

The average oxidation rate within the test pile with the impeded layers is reduced to

about half compared to that without these layers from 8.9×10−8 to 4.9×10−8 kg(S)/
(
m3 · s

)
which is similar to the reduction in temperatures. About 50 % of the sulfur is oxidized com-

pared to more than 90 % without these layers after 1650 days (Fig. 9.44B and Fig. 9.52A).

9.6.5.2 Covering the slopes of the test pile with an impermeable layer to oxygen dif-
fusion

The above simulations show that most air enters the test pile via the batter, therefore cov-

ering the batter should reduce ARD production. Covering materials can be glacial till or

other low permeability materials and the cover is placed as the test pile is built. The cover

materials will have a low permeability in the simulations in this section. It is assumed that

the layer is impermeable with very low oxygen diffusion.

The isotherms for this case are similar to those for the impeded layers, however cov-

ering the batter lowers the temperatures of the test pile compared to the impeded layers

(Fig. 9.51A1 and A2). The average air velocity is similar to those for impeded layers. Air-

flow patterns change drastically as the air no longer enters the test pile from the batter. To

oxidize sulfur deeper in the test pile, oxygen has to be transported downward from the sur-
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Figure 9.51: Numerical results of impeded layers (A1, A2 and A3) and impermeable slope
(B1, B2 and B3) in January 2011 (1600 days): waste rock of K = 2× 10−9 m2 and the
impeded layer of K = 5× 10−16 m2. A1 and B1: isotherm (in °C); A2 and B2: Oxygen
mass fraction; A3 and B3: Sulfur mass fraction.
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in January 2011 (1600 days): waste rock of K = 2× 10−9 m2 and the impeded layer of
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268



face. However, very little oxygen reaches deep into the pile as it is consumed in the surface

regions. Therefore, the oxidation rate is low. At the same time cold temperatures penetrate

into the pile and further lowered the oxidation rate. As a result, temperatures are low and

therefore temperature gradients within the test pile are small. The small temperature gra-

dients lead to weak natural air convection, as a result low amount of oxygen is transferred

into the pile and oxidation rate decreases.

The oxygen concentration is low though out the test pile especially near the core (Fig. 9.51B2).

Due to the low oxidation rate, the sulfur concentration after 1650 days is high in the

test pile and it is highest near the batter (Fig. 9.51B3). The average oxidation rate is

2.3×10−8 kg(S)/
(
m3 · s

)
which is about half the value associated with the impeded layers

(Fig. 9.52).

9.6.5.3 Covering the slopes of the test pile with a layer permeable to oxygen

In this section, inward fluxes of 1× 10−7 and 1× 10−6 kg(O2)/
(
m2 · s

)
were applied to

the batter and the cover layer is impermeable to airflow. Therefore, oxygen is supplied

through the batter via the applied fluxes. At a low applied flux of 1×10−7 kg(O2)/
(
m2 · s

)
,

the isotherms, oxygen and sulfur concentration are similar to those without an applied

flux (Fig. 9.51B1 to B3 and Fig. 9.53A1 to A3). As the applied flux increases to 1×
10−6 kg(O2)/

(
m2 · s

)
, the internal oxidation increases resulting in high temperatures near

the core and around the batter. The applied flux through the covering layer of 1×10−6 kg(O2)/
(
m2 · s

)
is considered high because in most soils, oxygen diffusion is in the order of 1×10−7 kg(O2)/

(
m2 · s

)
(Amos et al., 2009a).

At the applied influx of 1× 10−7 kg(O2)/
(
m2 · s

)
, the oxidation rate is low and at the

end of the simulation period (1650 days) only 30 % of the sulfur oxidized with an average

oxidation rate of 2.7× 10−8 kg(S)/
(
m3 · s

)
(Fig. 9.54). This is not much larger than the

case without an applied flux 2.3×10−8 kg(S)/
(
m3 · s

)
(Fig. 9.52B). At an inward applied

flux of 1× 10−6 kg(O2)/
(
m2 · s

)
about 70 % sulfur is oxidized with an average oxidation

rate of 6.0×10−8 kg(S)/
(
m3 · s

)
.

9.6.6 Summary and discussion of the Type III test pile (the uncovered test
pile)

Field temperatures of the Type III test pile showed a rapid response of the interior temper-

atures to the variation of surface temperatures (Fig. 9.34 and Fig. 9.35). This response can

not be achieved if controlled by conduction. According to thermal conduction calculation,

the time lag between temperature peaks at the surface and a distance of 11.3 m is 233 days

(calculated using Eqn. 9.7 (Carslaw and Jaeger, 1959)) and amplitude of temperature dimin-

ishes by 98.2 % over this depth (calculated through Eqn. 9.8 (Carslaw and Jaeger, 1959)).

These amplitude and time lag differ significantly from those observed in the field measure-

ments (Fig. 9.34 and Fig. 9.35). Furthermore, field data of the surface temperatures time
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Figure 9.53: Numerical results of an applied flux of 1×10−7 kg(O2)/
(
m2 · s

)
(A1, A2 and

A3) and 1× 10−6 kg(O2)/
(
m2 · s

)
(B1, B2 and B3) in January 2011 (1600 days), waste

rock of K = 2×10−9 m2. A1 and B1: isotherm; A2 and B2: Oxygen mass fraction; A3 and
B3: Sulfur mass fraction.
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Figure 9.54: Numerical results of an applied flux of 1×10−7 kg(O2)/
(
m2 · s

)
(A1, A2 and
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(
m2 · s

)
(B1, B2 and B3) in January 2011 (1600 days), waste

rock of K = 2×10−9 m2. A1 and B1: isotherm; A2 and B2: Oxygen mass fraction; A3 and
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series include diurnal variation and this diurnal variation also exits deep within the pile.

Conduction is strongly attenuated and this diurnal variation diminishes at a shallow depth.

Therefore, the wind-induced advection and natural air convection contribute significantly

to the heat transfer within the Type III test pile.

Time lag = x
(

ω

tκ

)1/2
(9.7)

Amplitude attenuation = e−2πx/λ (9.8)

Where x = 11.3m is the distance from the surface; κ = 7.9× 10−7 m2/s is the thermal

diffusivity; λ = (4πκt)1/2 = 17.7m is a wavelength for an annual temperature variation;

t = 365 days is the period of surface temperature.

Conduction modeling can reproduce field values within 1.5 m below the surface because

of the low permeability of this layer. Below this surface layer, simulation results with wind-

induced advection are only comparable to field data if permeability of the test pile is in the

order of 10−7 m2 which is about two orders of magnitude larger than field measurements of

permeability. However, the field-measurements values of permeability were only conducted

to 6 m depth (Amos et al., 2009a) and finer materials were placed around the probe to protect

it as the waste rock was end-dumped. Therefore, field measured values may not represent

the actual permeability of the coarse waste rock in the lower parts of the test piles.

At high permeabilities
(
K ≥ 10−7 m2

)
, the simulations showed that temperatures within

the pile were strongly correlated to surface temperatures (large amplitudes and low time
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lag). It is also important to mention that the test piles were built with a small width to

height ratio and end-dumping methods which creates layers of high permeability near the

base. These properties allow a strong wind to pass through the entire cross section of the test

pile (Amos et al., 2009a). However, full-scale-waste-rock piles at the Diavik site are about

80 m in height and about 1 km in diameter. The interior structure of the full-scale piles is

highly heterogeneous (Smith et al., 1995). These properties limit wind-induced advection

to the batters. Furthermore, conduction would dominate in most regions except regions of

high permeability which are usually near the base and the batters.

Even though the oxidation rate of Type III waste rock is low and negligible (Amos

et al., 2009b), simulations were run with the assumption that oxidation occurs at much

higher rates between 10−6 and 10−9 kg(S)/
(
m3 · s

)
to evaluate these impacts on internal

temperature response. At K ≤ 2× 10−9 m2 temperatures within the test pile were high

because heat released via oxidation could not escape effectively from the test pile. However,

at permeabilities≥ 5×10−8 m2, there were no great differences whether the waste rock was

releasing heat or not after 1650 days since at these high permeabilities the wind-induced

advection and/or natural air convection during winter sufficiently removed heat release from

the test pile while supplying oxygen for oxidation.

Moreover, at K≥ 2×10−9 m2 the wind-induced advection did not have a great influence

on the oxidation rate as natural air convection supplied adequate oxygen into the test pile.

Therefore the oxidation rate was not significantly different. However, at K ≤ 2×10−10 m2,

natural air convection was weak and it did not provide enough oxygen to maintain a strong

oxidation rate; a similar result was found by Pantelis and Ritchie (1992). With additional

oxygen supplied by wind, the oxidation rate was stronger and the released heat increased

internal temperatures within the pile significantly. We can conclude that with the assistance

of wind of 20 km/h, permeability of 10−10 m2 is a threshold value to retain high oxidation

rates within the test pile and without wind the threshold value is 10−9 m2.

Covering the slope or placement of low permeability layers (impeding layers) in the pile

lowered oxidation rates and temperatures within the test pile compared to without covering

or impeded layers. With the current geometry and waste rock properties, covers provide

better solution than low permeability layers as the covers create lower temperatures and

oxidation rates within the pile.

9.7 Conclusions

9.7.1 Covered test pile

Numerical simulations were run for a covered waste rock test pile at Diavik and conduction

was found to be the dominated heat transfer in the test pile. The cover effectively maintained

below 0 °C of the waste rock. However, due to cold temperatures at the site, the use of ACC

significantly lowered ground temperatures beneath the cover compared to the conduction
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case. The higher permeability of ACC the lower the ground temperatures; it was found that

by assuming the permeability of K = 8×10−7 m2, a 3 m thickness of ACC was sufficient

to maintain temperature of potential acid generation waste rock beneath the cover around

-5 °C. At this cold temperature, it is expected that oxidation of sulfides is eliminated. The

ACC effectively lowered temperatures at its base the same as the surface temperature in

term of freezing index with a 0 °C-days thawing index.

For cases, where the Type III waste rock beneath the cover was undergoing oxidation,

the combined effects of the ACC and high saturation of the till could reduce or eliminate

oxidation by keeping the waste rock temperatures below the threshold temperatures for

oxidation of sulfide minerals. According to the simulations, the ACC with 1 m till (≥ 50%

saturation) and the air-convection-layer thickness of 3 m (K≥ 4×10−7 m2) would keep

underlying waste rock below 0 °C.

9.7.2 Type III test pile

Due to the current configuration of the Type III test pile which is narrow compared to the

full-scale piles, field values of temperatures were only comparable to simulation results

with the combined effects of wind (forced convection) and natural air convection at perme-

abilities K≥ 10−7 m2. Despite the extremely low oxidation rate of Type III waste rock, by

varying the oxidation rate between 10−9 and 10−7 kg(S)/
(
m3 · s

)
. At low permeabilities

K≤ 2×10−9 m2 and without wind after 1650 days, the heat released due to oxidation cre-

ated high temperatures within the pile. Whereas at higher permeabilities K≥ 5×10−8 m2

temperatures within the test pile did not differ considerably compared to cases without ox-

idation. With advection due to wind, a permeability of 10−10 m2 was the threshold value

that was high enough to retain high oxidation rates and temperatures within the test pile.

However, without wind the threshold permeability is 10−9 m2 and by covering the slopes of

the test pile oxidation rate were reduced to about one third of that without cover.
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CHAPTER 10

Summary, Conclusions and Recommendations

10.1 Summary and Conclusions

The goal of this study was to investigate the thermal transport within waste-rock piles placed

on a continuous permafrost region, and find feasible methods to eliminate or reduce Acid

Rock Drainage (ARD) in Potential Acid Generating (PAG) waste rock. It is well known

that the oxidation rate of sulfide minerals is temperature-dependent and the oxidation rate is

significantly lower under cold temperatures. In permafrost regions, one of the methods for

producing rapid cooling termed Air Convection Cover (ACC) was used to examine its ef-

fectiveness to reduce ARD through numerical simulations. Moreover, thermal data of three

experimental waste-rock piles (test piles) and three drill holes to 40 m depth in a 80 m high

waste-rock pile were used to achieve the research objectives. In addition, numerical simu-

lations and lab tests of natural air convection were also conducted for calibration and future

prediction of thermal transport of waste-rock piles at the site. A conceptual model of heat

and mass transports for waste-rock piles in cold region was developed via multi-component

and multi-phase transport mechanisms. Based on this conceptual model, numerical simu-

lations were run for various scenarios including the effects of ACC, heat generation due to

sulfide oxidation and wind-induced advection. The following conclusions were drawn from

this study:

10.1.1 Field results of the test piles

10.1.1.1 Thermal conductivity and grain size distribution of waste rock

• By using grain size analyses, Type I and III waste rock were grouped as well-graded

gravel with sand, cobbles and boulders (GW). There were insignificant differences

in grain sizes between the test piles based on particle size distributions, waste rock

at Diavik was characterized as a rock-like material. Therefore, the test piles are

considered as rock-like piles, which should contain preferential flow paths of air or

water.
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• Based on insitu field measurements, the average thermal conductivities were 1.7±
0.4, 1.8± 0.4 and 1.7± 0.5W/(m ·K) for Type I and Type III in the test piles and

Type III rock of covered test piles respectively. The effect of temperature on thermal

conductivity of waste rock was insignificant whereas the moisture content of the ma-

trix factions of waste rock had a greater impact on thermal conductivity; the higher

the moisture the higher the thermal conductivity. The influence of moisture content

on thermal conductivity can be expressed through normalized thermal conductivity

and the relation between moisture content (or the degree of saturation) and normal-

ized thermal conductivity depends on the particle sizes or “fabric effect”.

10.1.1.2 Thermal regimes of the Type III test pile (uncovered test pile)

• Ground temperatures in the bedrock foundation beneath the Type III test pile (an

uncovered test pile) has cooled gradually and stayed below 0 °C since construction.

Permafrost grades from the base of the test pile at a rate about 1.5 m/a and ground

temperatures below 2 m from the surface of the test pile decreased at a trend about

4 °C annually during the two years 2007 and 2008. Wind-induced advection and

thermally induced convection have caused the rapid response of internal test pile

temperatures to air temperatures. Warm regions above background temperatures were

not observed within the test piles due to a very small heat released due to oxidation

of the waste rock.

• A calculation based on both conduction and convection indicated that the test pile

released −2.5× 104 MJ in 2007 and −2.6× 104 MJ in 2008. Air movement within

the test pile varied with season such that the average inward airflow
(
1.8×10−4 m/s

)
due to temperature gradients during the winters was about three times greater than

the outward airflow
(
6.0×10−5 m/s

)
during the summers (Chapter 4). Therefore, the

convective component of heat transfer in winter was significantly larger than summer,

causing the test pile to cool.

• Heat transfer in the bedrock at the site was via conduction and based on measured

temperatures at various depths, the thermal diffusivity was calculated, which ranged

between 1.2× 10−6 and 1.4× 10−6 m2/s or the thermal conductivity between 2.6

and 3.0 W/(m ·K) based on a volumetric heat capacity of 2.17×106 J/
(
m3 ·K

)
. By

using cross-correlation analyses of ground temperatures and surface temperatures, it

was found that time lags increased whereas cross-correlation coefficients decreased

with depths in the bedrock. An average cross-correlation coefficient of 0.72 was

calculated within a 10 m thickness of bedrock meanwhile in the test pile this value

was 0.91. The difference in cross-correlation coefficient indicated that heat transfer

within the test pile was not only conduction. Whereas the correlations of temperatures

in the test pile with wind speeds and barometric pressures were weaker and negative.
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• Due to the segregation of waste rock during construction, permeability near the sur-

face of the test pile is much lower than that in the middle and near the toe. It was found

as a zone of 2 m near the surface, heat transfer was conduction with a thermal conduc-

tivity of 1.8 W/(m ·K). Convection/advection due to wind and temperature gradients

dominated in the lower parts of the test pile resulting in large cross-correlation co-

efficients and small time lags. 1-D convection-conduction model was constructed

to determine an average horizontal air velocity of 2.2× 10−3 m/s. This air velocity

along an average air pressure gradient of 0.5 Pa/m (a measured value) were used to

calculate the air permeability of waste rock at 4.4× 10−8 m2. However, this perme-

ability values is about one order of magnitude smaller than results from calibration

of numerical modeling to the internal thermal regime.

10.1.1.3 Thermal regimes of the covered test pile

• Mean annual air temperature (MAAT) and mean annual surface temperature (MAST)

measured at the covered test pile were -9.0 °C and -4.8 °C. Based on daily average

values, the relation between air and surface temperatures can be expressed as Ta =

Ts− 4.2 (°C) and the surface condition of the covered test pile can be classified as

gravel or concrete pavement types with n f = 0.77 and nt = 1.46. Measured ground

temperatures indicated that conduction was the dominated heat transfer within the

covered test piles with ground temperatures below the Type I rock layer were below

0 °C year-around. However, at the base of the covered test piles there are lysimeters

containing heating cables that released heat therefore ground temperatures around

these heating cables were impacted.

• Measured temperatures were used to determine the thermal diffusivity of the Type I,

till and Type III rock of the covered test pile which were 6.9×10−7, 1.5×10−6 and

8.0×10−7 m2/s, respectively and similar to the other test piles. The relation between

net radiation and surface heat flux are G = 0.31Rn−5.9
(
W/m2

)
and between total

solar radiation and net radiation are Rn = 0.62Rs− 56
(
W/m2

)
. Heat flux through

the till layer was about 43 % of the surface heat flux based on measured mean annual

values of temperature and gradient.

10.1.1.4 Thermal regimes of a full-scale pile and the impacts of warming

• Warming air temperatures were measured at Diavik site during the period between

2000 and 2010. The trendlines indicate the thawing-index increases 36 °C-days/decade

while the freezing-index decreases 120 °C-days/decade. MAAT increased 0.73 °C/decade

along with smaller number of freezing days (6.0 days/decade) and longer number

of thawing days (5.7 days/decade). A proposed climate predicted a warming of

0.56 °C/decade.
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• Temperature measurements from three drill holes up to 40 m depth in a 80 m high

pile after one year indicated that 0 °C isotherm (active layer) was at 11 m below the

surface and heat transfer in the dump was mainly controlled by conduction without

heat being released via oxidation. The active layer was affected by the fluid intro-

duced during drilling and it would take 4 to 5 years to regain thermal equilibrium.

Without warming and the current climate at site it is expected to maintain an active

layer about 4 m below the surface. However, with the predicted warming and based

on conduction only, the active layer will increase to 7 m by 2110. If a layer of till is

used to cover the Type III waste rock, they active layer will be about 3.9 m in 2110.

However, by using an Air convection cover (ACC) with the permeability of the air

convection layer K ≥ 2× 10−7 m2 the Type III waste rock will not rise above 0 °C

during the next 100 years under the proposed warming.

10.1.1.5 Conceptual model and numerical simulations of heat and mass transports
in the test piles

• By using the concept of representative elementary volume (REV) and governing

equations written at the macroscopic level, a conceptual model of air, water and heat

transports were described through a set of equations together with appropriate consti-

tutive relations for waste-rock piles constructed in permafrost regions. The transports

within the waste-rock pile are highly coupled in which gas transport is the most im-

portant as it influences all the others. In permafrost regions, air temperatures fluctuate

considerably and an unstable-density stratification of air can be created during winter.

As a result air convection cells can be developed. Oxygen supply through these con-

vection cells and wind-induced advection are significantly larger than via diffusion.

• The larger oxygen supply can drive other transport phenomena such as heat, vapor

and pyrite oxidation. Water transport within the waste-rock piles in continuous per-

mafrost regions is very limited due to frozen grounds and thin active layer that forms

during summer. Transport processes within waste-rock piles are highly non-linear

and coupled due to the fact that the properties of waste rock related to these pro-

cesses depend on temperature and moisture content. Generally, some constitutive

relations have steep slopes such as SFCC and SWCC, which pose difficulties when

used with numerical methods.

• Numerical simulations of heat and mass transfers in the test piles based on the con-

ceptual model were carried out to calibrate physical properties obtained during mea-

surements but also were used for applications of ACC when oxidation of waste rocks

were examined.

1. Uncovered test pile
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• Numerical simulation indicated that permeability of waste rock in the uncovered test

piles (Type I and III test piles) must be in the order of 10−7 m2 for the numerical

results to be comparable to field results. Furthermore, at this high permeability wind-

induced advection must be taken into account and temperatures within the test piles

showed a rapid response to the fluctuation of air temperature. Due to the configuration

of the uncovered test piles that is quite narrow (small width to height ratio) cross

wind easily penetrated throughout the cross section of the piles and this observation

was confirmed by pore-air pressure measurements within the test piles. However,

in reality, waste-rock piles at Diavik is about 1 km across and about 80 m high,

along with the existence of low permeability layers embedded within the piles that

were created during construction, therefore wind-induced advection may only affect

a small outer edge of the piles. Furthermore, natural air convection can occur during

winter within pockets or layers of coarse rock within the piles provided appropriate

condition exist.

• Even though the measured oxidation of the Type III waste rock was negligible in

the order of 10−11 kg(S)/
(
m3 · s

)
. By assuming that the Type III waste rock was

under oxidation and releasing heat and the oxidation rate ranged between 10−9 and

10−7 kg(S)/
(
m3 · s

)
in the uncovered test pile, which is a common value. With-

out wind-induced advection, the permeability of waste rock must be in the order of

10−9 m2 to sustain high oxidation rates and smaller than this value oxygen supply

was not sufficient. However when accounting for wind effects, permeability could

be smaller (10−10 m2) to create warm zones due to oxidation within the test pile. By

covering the surface of the test pile or inserting low permeability layers, the aver-

age oxidation rates were reduced, from 8.9×10−8 to 2.3×10−8 kg(S)/
(
m3 · s

)
, and

oxidation was limited to the regions near the outside slopes and the surface.

2. Covered test pile

• Unlike the uncovered test piles, where thermal transport was greatly influenced by

wind-induced advection and natural air convection, the low permeability till layer

within the covered test pile eliminated advection or convection. As a result, con-

duction of heat and diffusion of mass (such as oxygen) dominated the covered test

pile.

• The closure concept of waste rock at Diavik proposes a 1.5 m till covered with 3 m

Type I rock encapsulating the PAG Type III waste rock. The till cover effectively

maintained sub 0 °C temperature in the waste rock beneath as observed in field mea-

surements and during simulations. However, due to the cold temperatures and pro-

longed winter at the site, an alternative cover solution for long-term climate change

termed the Air Convection Cover (ACC) would lower the Type III waste rock tem-

peratures compared to the present closure concept. Materials for the high-permeable
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layer in ACC can be achieved by removing small particle size fractions of the Type

I waste rock prior to placement. The ACC was so effective and it could maintain

reactive waste-rock temperatures below 0 °C even under high oxidation rates.

10.1.1.6 Onset of air convection in a reactive waste-rock pile

• A set of equations was derived for the determination of the onset of air convection in

waste-rock piles constructed in cold regions by assuming the waste rock as a porous

medium saturated by a compressible fluid (air) and having an internal heat source due

to oxidation of pyrite. The equations were solved for the critical Rayleigh number

(Rac) of the onset of air convection by either analytical or numerical method. The

analytical results were approximated and only accurate for the case without inter-

nal heat source, however, with internal heat source the numerical results were more

precise.

• Without internal heat source and for the physical waste-rock properties at Diavik site,

Rac is similar to the classical problem, which is 4π2 if there is an impermeable top

surface or 27.10 if the top surface is permeable. These indicate that adiabatic warm-

ing or cooling and the pressure work of compressible air are not significant for the full

scale waste rock thickness (≤ 80 m) and temperature gradient of around 0.31K/m.

The pressure work and compressibility of air have a stabilizing effect and how much it

deviates from the classical values depending the waste-rock pile’s properties. How-

ever with internal heat source, the values of Rac were smaller around 15 and 7 for

impermeable and permeable surfaces, respectively. This indicates that internal heat

source can create high enough buoyancy forces to promote air convection regardless

of external thermal boundary conditions.

10.1.1.7 Numerical modeling and experiment of natural air convection in a cylindri-
cal tank

• Nusselt number Nu and Rayleigh number Ra were calculated based on experimental

data and their results were compared with analytical and numerical results. Analyt-

ical and numerical results were consistent however they were slightly greater than

experimental results. The discrepancy could be a result of errors and limitations of

the apparatus. Rac for the onset of air convection was somewhat higher than 4π2

because of the slenderness ratio of the apparatus. Depending on the aspect ratios

(diameter to height) of the tank, convective flow pattern can be asymmetric or sym-

metric. With the aspect ratio of the apparatus γ = 0.39 resulting in Rac = 46.39 and

the flow structure at the onset is asymmetric and single convection cell.

• The geometry of the laboratory apparatus dictated the convective mode (structure),

the convective structure was asymmetric (single convective cell). It was confirmed
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using numerical simulation and theoretical analyses. In the periodic state or oscil-

latory convection, the convective flow was still nonaxisymmetric and temperature

within the tank was time dependent. The oscillatory convection was characterized

by a dominated fundamental frequency f1, which is a function of Ra. However, due

to the slenderness of the cylinder, the fundamental frequency was about one order of

magnitude smaller when compared to the results of a 2-D square geometry at a given

Ra.

10.2 Recommendations for future study

The initial objectives of building two uncovered test pile (Type I test pile and Type III test

pile) were to investigate the differences due to the difference of potential acid generating in

Type I and III waste rock. However, due to the low sulfur contents in waste rock and low

temperatures at the site, from a thermal perspective the two uncovered piles behaved very

similar and their narrow configuration made them susceptible to wind-induced advection

that was not observed in the full scale pile. Furthermore, the design of the covered pile

did not take advantages of the prolonged and cold winter at the site through natural air

convection. Therefore, several suggestions are made for future research:

• A newly designed waste-rock pile configuration with large width to height ratios us-

ing the same construction methods as real piles be constructed with heat-flux plates at

the base to measure heat flux between the pile and bedrock foundation. Furthermore,

additional thermistors are needed in bedrock beneath the pile to measure thermal

regimes after the piles constructed as well as re-check the results of heat-flux plates.

If possible, heat-flux plates are also installed at the surface to measure surface heat

flux. Several more thermistor cables place within the pile to investigate thermal evo-

lution.

• Another pile same as above but ACC placed over it. Thickness of the till or low

permeability layer in ACC of 1 m is sufficient and degree of saturation should be

larger than 50 %. However, the till can be thinner but it needs to be confirmed via

numerical simulations and feasibility of its placement. The permeability in the air

convection layer of the ACC must be in the order or larger than 10−7 m2 to take

advantages of air convection for cooling the pile.

• Laboratory study of ACC can also be constructed including at least three layer sys-

tems: the bottom layer represents the PAG waste rock, the middle layer is low in

permeability and high in water content; the top layer is dry and high in permeability.

The permeability and thickness of the top layer can be varied to examine the changes

of air convection and cooling effects. The size and shape of the apparatus would be

around 20cm× 100cm× 100cm (thickness × width × height) because this size is
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manageable as one wants to have various porous materials (various permeabilities) to

run the experiment. If the apparatus is large, it is time-consuming to change materials

or run one test, however if the apparatus is too small, the boundaries may influence

the results. Thermal boundary conditions can be insulated or fixed temperatures at

the bottom and variation or fixed temperatures at the top. However, the mean value of

temperatures must be colder than 0 °C to represent cold temperatures in permafrost

regions. Insulation, seal and heating systems for the apparatus are very crucial and

one can refer to the work of Lillico (1992); Chen (2010)

• Numerical simulations are needed to examine the influences of water transport on the

thermal behavior. The influences may arise from the evaporation, freezing processes

and advection of water that have consequences for the energy balance. The equations

describing the water transport were presented in the conceptual model chapter (Chap-

ter 8). However, waste rock should be modeled using dual porosity and permeability

(or heterogeneity) due to fact that the matrix fraction transports water while air flows

in macro-pores. The interaction of transports in these two layers must be described.

Furthermore, water frozen during winter and the heat released also must be accounted

for during the simulations.
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APPENDIX A

Numerical modeling and experiment of natural air

convection in a cylindrical tank of low aspect ratio filled

with a porous medium

A.1 Introduction

Natural convection in fluid saturated porous media of an infinite horizontal layer heated

from below with the boundaries set to be perfect heat conductors (constant temperatures)

and impermeable was first reported by Horton and Rogers Jr. (1945); Lapwood (1948)

and natural convection is triggered at a critical Rayleigh number (Rac) of 4π2. Natural

convection only occurs under a certain critical temperature gradient that produces sufficient

buoyancy forces within the porous body to overcome viscous and diffusive forces. At the

onset of natural convection, the saturated fluid is in motion and the natural convection is

characterized by stationary two- or three-dimensional convection patterns depending on the

geometry of the domain.

The value of Rac is not 4π2 if the geometry and boundary conditions of a problem

are different than that of Horton and Rogers Jr. (1945); Lapwood (1948). Beck (1972)

utilized both linear theory and energy method to examine natural convection in a box with

various aspect ratios. He found that the lateral walls have a significant effect on Rac and

Rac → 4π2 if one of the aspect ratios approaches 1. Horne (1979); Schubert and Straus

(1979b); Caltagirone et al. (1981); Kimura et al. (1989) conducted numerical studies of

three-dimensional convection in rectangular boxes heated from below. They found that the

convective flow has no preferred structures due to sensitivity to aspect ratios and initial

conditions; furthermore, they recognized that three-dimensional flow transports more heat

than two-dimensional flow in a three-dimensional domain. Analytical analyses conducted

by Steen (1983) suggested that two-dimensional convection initiates at Ra = 4π2 in a cube

and three-dimensional convection does not appear until Ra = 4.84π2 with a possibility of

21 %. An analysis of convection in a vertical cylinder with impermeable boundaries was
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Figure A.1: Air Convection Embankment (ACE) design concept (modified from Goering,
1998)

studied by Zebib (1978) who showed that the flow pattern depends on the geometry (radius

to height ratios) however the dominated-convective flow is asymmetric. This finding was

confirmed by the experiments of Bau and Torrance (1981a).

As Ra increases to a certain value, the initial steady convection begins to oscillate. Os-

cillatory convection in two-dimensional domains was first studied by Horne and O’sullivan

(1974); Straus (1974); Caltagirone (1975); Kimura et al. (1986). Most of the work on os-

cillatory convection was conducted using numerical methods (mostly spectral and finite

difference methods) and therefore, the values of Ra at the onset of oscillation varied among

the investigators due to truncation errors and/or mesh sizes. Except Horne and O’sullivan

(1974) who reported the onset of oscillation at Ra = 280, other researchers showed that Ra

varies between 380 and 400 (Straus, 1974; Caltagirone, 1975; Kimura et al., 1986). How-

ever, the onset of oscillatory convection in three-dimensional domains is higher due to the

constraint of an extra lateral wall compared to two-dimensional domains. In the case of a

cube, the transition occurs at Ra of 575 by Kimura et al. (1989), 584 by Graham and Steen

(1991) and from 550 to 560 by Stamps et al. (1990a).

In geotechnical engineering, the application of natural air convection in a porous medium

is relatively new and has just been known through the experiments and numerical modeling

conducted by Goering and Kumar (1996); Goering (1998, 2003). They used a design con-

cept called Air Convection Embankment (ACE) for the protection of ice-rich permafrost

foundation under a road embankment (Fig. A.1). Ice-rich permafrost is a high water con-

tent soil and it will undergo a large settlement upon thaw. This concept works well in cold

regions because of an unique feature associated with large temperature differences between

summer and winter. Therefore, an adverse temperature gradient can be created and may

trigger air convection in this highly porous embankment during winter.
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Figure A.2: Air-saturated porous medium bounded in a cylinder of radius R and height
H. The top surface is maintained at a constant temperature T o while the bottom surface is
heated at a constant temperature T o +∆T . The side walls are insulated.

In this study, the results of experimental study of air convection carried out by Chen

(2010) were reexamined to develop further understanding of the air convection mecha-

nisms through detailed calculations and numerical simulations. The numerical simulations

are used to check and calibrate the assumed parameters of the experiments. A through

understanding of air convection mechanism is beneficial to promote design efficient and

economical cooling system for applications in geotechnical engineering especially associ-

ated with permafrost regions.

A.2 Governing equations

It is assumed that the air-saturated porous medium is homogeneous and isotropic contained

in a vertical cylinder of height H and radius R. The flow is described by Darcy’s law

and fluid density varies with temperature through the Oberbeck-Boussinesq approximation.

Coordinates x = (x, y, z) with component velocities u = (u, v, w) are employed, as shown

in Fig. A.2. The governing equations are (Nield and Bejan, 1999).

• Conservation of mass (continuity equation)

∇ ·u = 0 (A.1)

• Conservation of momentum (Darcy’s law)

290



u =−K
µ

(
∇p+ρ

o
a g
[
1−β
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)]
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)

(A.2)

• Conservation of energy

C
∂T
∂ t

+Cau ·∇T −λ∇
2
T = 0 (A.3)

By using the Oberbeck-Boussinesq approximation

ρa = ρ
o
a
[
1−β

(
T −T o

)]
(A.4)

Where: ρa is the air density, K is the intrinsic permeability of the porous media, µ is

the air dynamic viscosity, p is the air pressure, gravity g points downward opposite to unit

vector n (0, 0, 1), ρo
a is the air density at the top surface at reference temperature T o, β

is the coefficient of thermal expansion of air, C and λ are the effective (bulk) volumetric

heat capacity and thermal conductivity of the porous medium, T is temperature which is a

dependent variable, Ca = caρa is the volumetric heat capacity of air; ca is the heat capacity

of air.

By introducing dimensionless quantities.

x(x, y, z) =
x(x̄, ȳ, z̄)

H
, ,T =

T −T o

∆T
, u =

CaHu
λ

, τ =
λ

CH2 t, p = p
CaK
µλ

(A.5)

The governing equations can be expressed in dimensionless forms:

∇ ·u = 0 (A.6)

u+∇p−RaT n = 0 (A.7)

∂T
∂τ

+u ·∇T = ∇
2T (A.8)

Ra =
ρo

a gβKHCa∆T
µλ

(A.9)

Where: Ra is the Rayleigh number that is the ratio of buoyancy forces created by tem-

perature gradients and the product of thermal and momentum diffusivity. The Rayleigh

number along with Nusselt number, Nu, the ratio of actual heat transferred to the heat trans-

fer by conduction only, are the two vital dimensionless numbers for the characterization of

natural convection in porous media (Nield and Bejan, 1999). Nu is defined as:

Nu =− 1
A

ˆ
∂T
∂ z

∣∣∣∣
z=0

dxdy (A.10)
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Aspect ratio γ = R/H

R
a

0.2 0.6 1.0 1.4 1.8

40

42

44

46

48

50

c

(1,1)

(2,1) (0,2) (3,1) (4,1)

Figure A.3: Critical Rayleigh number (Rac) versus aspect ratio γ for different convective
modes; the dashed line has Rac = 4π2.

It is an average Nusselt number at the base, in which A is the cross-sectional area of the

cylinder.

When oscillatory natural convection occurs, Nu(τ) is a function of dimensionless time

τ , which is sufficiently long to capture oscillatory frequencies. The mean Nusselt number

Nu is used:

Nu =
1
N

N

∑
i=1

Nui(τ) (A.11)

Where: Nui(τ) is the value of Nu(τ) at a discrete time i, N is the length of the time

series Nu. The above dimensionless equations Eqn. A.6 to Eqn. A.8 were solved using

COMSOL Multiphysics 3.5a (Comsol, 2009) which is a finite element analysis and solver

package for various physics and engineering applications, especially for coupled phenom-

ena, or multiphysics problems. Numerical computations were carried out by starting at a

value of Ra equal to 4π2 and determined Nu for each Ra using Eqn. A.10 for stable convec-

tion or Eqn. A.11 for oscillatory convection. The computations were stopped at a specific

value Ra when steady convection was reached or the dimensionless time τ is sufficient

to identify accurately the characteristic frequencies of the time series Nu(τ). Successively

larger values of Ra were run with the previous stage as initial conditions. Mesh-independent

results for each Ra were also checked for steady convection and more important to make

sure that any fluctuation occurring during the oscillatory natural convection stage at large

Ra is a real physical oscillation not a mathematical instability.
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Table A.1: The values of Zm,p for different values of (m, p) (Abramowitz and Stegun, 1970)

(m, p) (1, 1) (2, 1) (0, 2) (3, 1) (4, 1) (1, 2) (5, 1)
Zm,p 1.841 3.054 3.832 4.201 5.318 5.331 6.416

Mode 1
(m, p) = (1, 1)

Mode 2
(m, p) = (2, 1)

Mode 3
(m, p) = (0, 2)

-

-

- - -++ + +

ψ

Figure A.4: Different modes of natural convection in a cylindrical tank (modified from Bau
and Torrance, 1981a).

Linear stability analysis

Zebib (1978) used linear stability analysis (LSA) and Rac was determined using Eqn. A.12

in the case of impermeable boundaries. The result is plotted in Fig. A.3 for various values of

γ and at large values of γ , Rac asymptotically approaches a value for an infinite horizontal

layer which is 4π2.

Rac =

(
κ2

m,p +π2

κm,p

)2

(A.12)

In which, κm,p =
Zm,p

γ
, the several values of Zm,p are shown in Table A.1.

The flow structures of the typical three modes are shown in Fig. A.4. Modes 1 and 2

are asymmetric in which the mode 1 has one convective cell whereas the mode 2 has four

convective cells. Mode 3 is symmetric, which has two convective cells in any radial cross

section.

293



15
4

20
4

120
154

Unit in cm

Airflow meter

Thermistors

Insulation

Styrofoam peanuts

Water Baths

Water Baths
30 60 30

Inner and outer
aluminium plates

(top plates)

Inner and outer
aluminium plates
(bottom plates)

15
4

31
31

31
31

31

120
203010 1020 30

20
15

19
20

20
20

20
20

(A) (B)

Figure A.5: Two orthogonal cross sections of the apparatus: CS1 (A) and CS2 (B) (modified
from Chen, 2010)

A.3 Laboratory apparatus and procedures

Fig. A.5 shows the dimensions of the cylindrical convection tank with two orthogonal cross

sections where a total of 56 thermistors located. The aspect ratio of the tank is γ = 0.39

resulting in Rac = 46.39 via Eqn. A.12. The lateral walls of the tank were insulated by 17 cm

polyurethane foam and the boundaries were covered by 20 cm foam plates. Temperatures

at the top and bottom boundaries were controlled by two water baths and the tank was filled

with dry “S-shaped Styrofoam” as solid phase. For details of the laboratory apparatus, one

can refer to the work of Chen (2010). The two last layers of thermistors near the bottom

plate of the two cross sections were used to determine the average temperature gradient at

the bottom of the tank during each convection test. This average temperature gradient was

then used to calculate the average value of Nu using Eqn. A.10. This temperature gradient

gave an estimation of actual heat flux due to convection at the bottom and the corresponding

conductive heat flux was derived using the temperature gradient across the tank during each

convection test.

Table A.3 shows the values of the properties used in this study. The most uncertain

property is the intrinsic permeability, which is extremely high for conventional laboratory

tests to determine permeability precisely (Chen, 2010). Therefore, theoretical and empirical

methods were used.

The Kozeny-Carman equation that gives a reliable result for laminar flow (Bear, 1972)

K =
D2

10
180

φ 3

(1−φ)2 = 1.88×10−6 (m2) (A.13)
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Material properties used in numerical simulations (data from Chen (2010))

Property Value Unit

ca 1005 J/(kg ·K)

β 3.42×10−3 K−1

µ 1.72×10−5 (Pa · s)
ρo

a (at 20°C) 1.21 kg/m3

λa 0.026 W/(m ·K)

K by Eqn. A.13, Eqn. A.14 or Eqn. A.15 m2

λs 0.035 W/(m ·K)

cs 1250 J/(kg ·K)

ρs 6.5 kg/m3

φ 0.5

Where D10(m) is the diameter of particle that is 10 % finer than. In this study, D10 =

2.6cm is also the effective diameter of the Styrofoam peanuts, which was determined based

on an equivalent spherical volume (Chen, 2010).

An empirical equation of Chapuis (2004) that was derived for sand and gravel particles,

which was converted to an intrinsic formula by Côté et al. (2011).

K = 1.25×10−4
(

D2
10φ 3

(1−φ)2

)0.7825

= 2.40×10−7 (m2) (A.14)

The Hazen’s equation that is suitable for sands and gravels (Bear, 1972).

K = 6.54×10−4D2
10 = 4.42×10−7 (m2) (A.15)

The permeability determined by Eqn. A.13 is about one order of magnitude larger than

Eqn. A.14 or Eqn. A.15. Therefore, the system Rayleigh’s number defined by Eqn. A.9

can vary significantly depending on what values of permeability we use. The permeability

can also be determined through a numerically derived relation between Ra and Nu for the

tank which will be presented in later sections (Côté et al., 2011). The procedure is for each

convection test set-up, a value of Nu can be determined using Eqn. A.10. Then a value of

Ra is obtained through the relation between Ra and Nu. Finally, the permeability is back

calculated via Eqn. A.9. Therefore, with a large set of convection tests the mean value and

standard deviation of permeability can be back calculated.

The effective (bulk) thermal conductivity and volumetric heat capacity are determined

using the geometric and volumetric means value of air (a) and solid (s) phases respectively

as:
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Figure A.6: Calculated heat flux at the bottom plate based on temperature gradients versus
heat heat via conduction.

λ = λ
φ
a λ

(1−φ)
s = 0.03 W/(m ·K) (A.16)

C = ρacaφ +ρscs (1−φ) = 4.67×103 J/
(
m3 ·K

)
(A.17)

A.4 Results and Discussion

A.4.1 Laboratory

A.4.1.1 Heat flux and Nusselt numbers

The plot of actual heat flux versus conductive heat flux is shown in Fig. A.6 and the first

change of slope occurring at 0.06W/m2 indicates the onset of convective airflow. This value

of heat flux is equivalent to Rac = 69 based on the calculated permeability using Eqn. A.14.

However permeability calculated via Eqn. A.15 or Eqn. A.13 would give larger values of

Rac. Rac = 69 is about 30% larger than the value obtained by the above linear stability

analysis (Fig. A.3) and numerical simulations presented later. There are many factors that

contribute to the discrepancy such as errors associated with the apparatus and test procedure,

the accuracy of calculated thermal properties through Eqn. A.16 and Eqn. A.17.

The second change of slope is the onset of oscillation at a heat flux around 0.28W/m2

corresponding to Ra = 516. This value is about 12% larger than that from the numeri-

cal simulation (shown in later section). Therefore, the onset of oscillation occurs at the
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ratio Ra/Rac = 7.5 which is slightly larger than the results between 5.61 and 7.10 by Com-

barnous and Bories (1975); Bau and Torrance (1981a) with γ between 0.2 and 0.3. How-

ever, the numerical results of Ra/Rac of three-dimensional convections in a cube are higher

around 14 (Kimura et al., 1989; Stamps et al., 1990a; Graham and Steen, 1991), which was

calculated by dividing their values of the onset of oscillatory convection to 4π2.

Based on the permeability obtained using Eqn. A.14, the values of Nu via experiments

and numerical results are comparable. However, when Nu is below 7.5, the numerical

results are slightly lower than the experiment results (Fig. A.7). The reverse occurs when

Nu is above 7.5 (Fig. A.7). This is because of the accuracy in calculation Nu using data

from thermistors located on two cross-sections and the associated experimental errors in

their measurements.

A.4.1.2 Temperature profiles

Nondimensional centreline temperature profiles are influenced by convection as shown in

Fig. A.8. As the values of Ra/Rac increase above one, natural air convection becomes more

significant. Therefore, the temperature profiles are more S-shaped as shown in Fig. A.8.

Temperature profiles below the z = 0.5 plane are colder than conduction state (the dash

line) and the reverse above the z = 0.5 plane. This is because the up-flow warm air elevates

temperatures near the top above the conduction state whereas the down-flow cold air re-

verses temperatures near the bottom. The experimental and numerical temperature profile

results along the axis are comparable. However, the temperatures in the lower half of the
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Figure A.8: Nondimensional axial temperature profile: comparison between numerical sim-
ulations (solid lines) and experimental results.

tank deviate more from the numerical results. This can result from the thinner insulation of

the tank’s walls causing additional heat loss near the bottom. Furthermore, the temperature

profiles of numerical results are symmetric about the z = 0.5 plane due to the symmetry of

boundary conditions. Fig. A.8 also shows that with the increase in the ratios Ra/Rac, tem-

perature gradients near the top and bottom increase accordingly. Therefore, at a given ratio

Ra/Rac, the adverse temperature gradient is largest at the boundaries and smaller toward

the centre.

The temperature profiles (Fig. A.8) and isotherms of two orthogonal cross sections

(Fig. A.9) suggests that the convective movement of air forms a single convective cell.

In fact, Fig. A.9A confirms this asymmetric structure by showing that warm air rises from

the right and cool air descends to the left. Moreover, the horizontal isotherms in Fig. A.9B

reconfirm the unicellular convective pattern (single cell) in the tank.

Chen (2010) found that heating from below results in a convective flow structure similar

to the mode 3 (Fig. A.4) rather than the preferred mode 1. Chen (2010) further observation

was that at large temperature gradients, isotherms had a tendency to shift to one side of the

tank. One of his arguments was that the convections were in transient states as convection

tests were terminated after about 48 hours. In fact, the calculated dimensionless time, τ ,

(Eqn. A.5) is 0.47 for 48 hours. According to numerical simulations, τ is at least 0.6 at

Ra < 200 and τ decreases slightly with increasing Ra. Furthermore, it has to be mentioned

that this number is a numerical result and it does not include any error associated with the
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test apparatus. When convection tests induced by cooling from above were carried out,

the convective flow structures were the preferred mode 1 at a similar τ (Chen, 2010). One

reason is that when heating from below, the perturbation of temperature initiates at the

bottom and rises against gravity. Meanwhile when cooling from above the perturbation of

temperature descends with gravity. Therefore, it takes a longer time for heating from below

to stabilize and approach a steady state.

A.4.2 Numerical simulations

A.4.2.1 Time-independent convection at low Ra

For the aspect ratio γ =
R
H

= 0.39 of the tank, Fig. A.3 suggests that the convective mode

(1, 1) is a preferred mode at the onset of convection. This mode corresponds to ascending

flow in a half of cross-sectional area at the midplane z= 0.5 and descending flow in the other

half. Fig. A.10 shows isotherms T on the horizontal planes z = 0.16, 0.50, 0.84 at different

values of Ra. Referring to the plane z = 0.16, we see that the area having T > 0.7 is smaller

and the isotherms are more curved as Ra increases. For the case Ra≥ 220 (Fig. A.10C and

D), one can imagine the narrow hot plume at the bottom of ascending fluid widens toward

the top as it rises. The reverse is for the narrow cold plume at the top. In the midplane,

z = 0.5, the isotherms is symmetric about T = 0.5. The isotherms on the plane z = 0.84

are like those on the plane z = 0.16 but the area having T < 0.3 is getting narrower as Ra

increases. This means that the hot plume broadens as it ascends.
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Figure A.10: Contours of dimensionless temperature, T , of the cross sections at z =
0.16, 0.50, 0.84 for Ra = 75 (A), 150 (B), 220 (C), 300 (D).

300



Figure A.11: Contours of dimensionless magnitude of velocity vector , |u|, of the cross
sections at z = 0.16, 0.50, 0.84 for Ra = 75 (A), 150 (B), 220 (C), 300 (D).
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As Ra increases, the magnitude of the dimensionless velocity vector |u| also increase

accordingly (Fig. A.11). At small values of Ra (less than 150), the distributions of |u| are

quite uniform on planes z = 0.16 and 0.84 (Fig. A.11A and B). Once Ra is larger than

220, it is easy to recognize the separation of high and low velocity regions (Fig. A.11C and

D). This can be interpreted as a narrow hot and high velocity plume has widened and de-

creased in velocity during its ascent. Meanwhile narrow cold and high velocity plumes have

broadened and decreased in velocity but increased the temperature during their descent. At

the midplane z = 0.5 during the descending air velocity reaches it maximums of 16, 38,

60 and 77 for Ra = 75, 150, 220 and 300 respectively. In addition, the contours of |u|
are symmetric about a radial vertical plane like the isotherms. In fact, they are symmetric

about the radial vertical plane through the point of maximum temperature and velocity at

the midplane z = 0.5. However due to the circular cross section of the cylinder, this plane

is arbitrary and can only be determined using simulation.

The relations between Nu and Ra from numerical simulations with the added-experimental

results of this study are plotted in Fig. A.12A. It shows that between the onset (Rac ' 46)

and Ra2' 450, Nu increases as Ra increases exponentially through Nu=−4.44+1.72Ra0.30.

In comparison to other results, this study falls within the range of studies reported by oth-

ers. However, this study has slightly smaller values of Nu compared to three-dimensional

convection results conducted by Schubert and Straus (1979b); Kimura et al. (1989); Stamps

et al. (1990a) for a cube because of larger aspect ratios and most other studies were carried

out only using two-dimensional domains (Fig. A.12B).

A.4.2.2 Time-dependent convection

The single convection cell established at the onset remained stable until Ra2 = 450→ 490.

Ra2 is the onset of non-stationary convection (oscillatory convection) or the second transi-

tion Rayleigh number (Kimura et al., 1986). At Ra > Ra2 the single cell convective flow

established at the onset is time dependent. However, it is difficult to determine exactly the

value of Ra2 due to the small variations of temperatures at the boundaries which require

sufficient simulation time to detect characteristic frequencies. This problem also occurred

in the study of Caltagirone et al. (1981); Schubert and Straus (1982); Kimura et al. (1986);

Caltagirone and Fabrie (1989). Therefore, the value of Ra2 usually varies in a small range.

Beyond Ra= 490, the curve Nu−Ra increases slightly through Nu= 0.01Ra1.06 (Fig. A.12A)

that is comparable to a result obtained by Kimura et al. (1986) of Nu∼ Ra11/10. The system

is in a dynamic state that may cause an increase in heat transport through the increase in

Nu−Ra curve. At a value of Ra near Ra2 the disturbances are small resulting in small

fluctuations of temperatures in the boundary layers (Fig. A.13B and C). As Ra increases,

the disturbances become larger and grow vertically into the convective flow (Fig. A.13D,

E an F). Furthermore, the disturbances usually travel horizontally across a boundary and

they may disappear and reappear. These properties cause temperatures to fluctuate at some
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Figure A.14: Nondimensional temperature, T , at the cross section z = 0.5 with Ra = 600
(A), 750 (B), 900 (C), 1050 (D), 1200 (E), 1500 (F) at τ = 1.

frequencies. However, Ra between 500 and 1200, the spatial-convective structure of the

flow is still dominated by the single cell structure created at the onset. Heat is transported

mainly by this single cell from the bottom to the top. At Ra > 1200, the single convec-

tive cell is lost as the disturbances of one boundary connect to those of the other boundary

(Fig. A.13F). Therefore at this stage, heat is no longer transported by the initial convective

cell but through these connected disturbances.

Representative contours for T in the mid plane z = 0.5 at Ra = 600, 750, 900, 1050,

1200 and 1500 are shown in Fig. A.14. Above the onset of the oscillatory convection, the

symmetry about a radial cross section of T is lost and the asymmetry increases as Ra in-

creases. This is after the disturbances (thermal plumes) in the boundary layer at the top and

bottom has penetrated vertically into the core flow (Fig. A.13 and Fig. A.14). However, the

single cell flow structure is still maintained at Ra≤ 1200 and this is confirmed in Fig. A.13.

To prove this, one takes the isotherm of 0.5 as a boundary value. Every value of T on one

side of the boundary value is smaller than it and the converse for the other side. As Ra

continuously increases (Ra > 1200), the thermal plumes of one boundary penetrate deeper

into the core flow and eventually connect to those of the other boundary. The flow is char-

acterized by the alternating between hot rising and cold descending spots at this midplane

(Fig. A.14F). At this state, the convective flow structure created at the onset is completely

changed and is now expressed by a complex vertical-flow structure. The convection proba-
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(A), 750 (B), 1050 (C), 1200 (D) and 1500 (E).
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Figure A.16: Fundamental dimensionless frequency, f , versus Rayleigh number, Ra

bly moves to a higher mode similar to the mode 2 (Fig. A.14F).

A.4.2.3 Characteristic frequencies of the time-dependent convection

If Ra is in the range between Ra2 and Ra3 (periodic state) in which Ra3 is the transition

between periodic to quasi-periodic flow Ra3 < 1500 in this study, the convection is time de-

pendent. It is characterized by a single fundamental frequency f1 but other frequencies with

much less power may develop. However, at large τ it is expected that the extra frequencies

in the periodic state will die out. Time series of
(
Nu(τ)−Nu

)
and its spectral analysis are

shown in Fig. A.15A, B, C and D. It shows that the fundamental frequency of the time series(
Nu(τ)−Nu

)
increases since Ra increases. A functional relation f1 = 8.82× 10−6Ra2.27

was used to fit all the frequencies of this periodic state. However, when compare to the stud-

ies of Kimura et al. (1989) for three-dimensional convection of a cube, their dimensionless

fundamental frequencies are higher. For example at Ra = 580 and 740 the values of f1 of

Kimura et al. (1989) were 172.7 and 302.3 respectively compared to 16.6 and 28.9 found in

this study. Stamps et al. (1990a) reported a relation f1 ∝ Ra3.6, which produces f1 of 188.7

and 263.2 at Ra = 580 and 625, respectively. Therefore, f1 is about one order of magnitude

difference and this may be a consequence of the slenderness of the cylinder. At Ra = 1500

the convective flow moves into the quasi-periodic state and during this stage the flow is

characterized by two or three fundamental frequencies as shown in Fig. A.15E. The relation

between these frequencies f1, f2 and f3 can be expressed by a relation f1 = 2 f2 = 4 f3. The

bifurcation of frequency for a cube or square was also observed by Horne and O’sullivan

(1974); Kimura et al. (1989); Graham and Steen (1994a) however, only Graham and Steen
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(1994a) gave a detailed explanation using bifurcation theory.

A.5 Conclusions

Experiments of Chen (2010) and numerical simulations of air convection in a vertical circu-

lar cylinder heated from below were carried out and several conclusions may be presented:

The experimental results showed some agreements to numerical results but discrepancy

exists. The cause was due to the difficulty of determining permeability accurately and

the limitations of the laboratory apparatus. As a result, Rac of the laboratory was about

30 % larger than Racobtained using theoretical and numerical means. The lateral walls

of the relatively slender cylinder also had stabilizing effects through increasing the critical

Rayleigh number above the corresponding value for an unbounded layer.

The geometry of the laboratory apparatus dictated the convective mode (structure) and

in this study, the convective structure was asymmetric (single convective cell). It was con-

firmed using numerical simulation. The laboratory results showed that the onset of oscilla-

tion occurred at the ratio Ra2 = 516 compared to around 490 from numerical simulation.

In the periodic state, 490 < Ra < 1500, the convective flow was still nonaxisymmetric

and was time dependent. It was characterized by a dominated fundamental frequency f1.

This frequency increased as Ra increased. However, due to the slenderness of the cylinder,

the fundamental frequency was about one order of magnitude smaller when compared to a

2-D square geometry or a cube at a given Ra. In the quasi-periodic stage, convective flow

was denoted by two or more fundamental frequencies.
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APPENDIX B

Onset of natural air convection in a porous waste-rock

pile with internal oxidation process and saturated with an

ideal gas (air)

B.1 Introduction

Heavy metal contamination and acidity (low pH) in water (ground and surface runoff) that

leaches from waste-rock piles containing sulfide minerals are a major concern at many

mines. The reaction between waste rock containing sulfide minerals with oxygen and

water can produce acid rock drainage (ARD) in an optimum environment for bacteria

(Acidithiobacillus ferrooxidans). Besides, oxidation of sulfide minerals is a strong exother-

mic process and can release a significant amount of heat. The heat release can elevate

temperatures within the waste-rock piles significantly above their annual background tem-

peratures (Harries and Ritchie, 1981; Lefebvre et al., 2001a; Sracek et al., 2006; Hollesen

et al., 2009, 2011) and this heat release can also create natural air convection. Two primary

mechanisms for oxygen transport to oxidation locations are air diffusion and/or air convec-

tion/advection. However, air convection/advection is only significant if the permeability

of waste rock is sufficiently high. Currently, an engineered soil cover is usually used as

a method of reducing ARD through eliminating the ingress of oxygen and/or water from

coming in contact with the reactive waste rock. Several versions of engineered soil cover

have been proposed and currently used as mine closure methods (Newman et al., 1997;

Morin and Hutt, 2001; Martin et al., 2004; Wickland and Wilson, 2005a; Molson et al.,

2005; Song and Yanful, 2008).

When a waste-rock pile is constructed in a continuous permafrost region, natural air

convection can occur to cool the internal temperatures of the waste-rock pile significantly

during winter. The problem of natural fluid convection in porous media saturated with

an incompressible fluid is a classical problem that has been studied intensively (Horton

and Rogers Jr., 1945; Lapwood, 1948; Nield and Bejan, 1999). A comprehensive survey

311



of the available literatures related to natural and forced convection in both saturated and

unsaturated porous media was reported by Nield and Bejan (1999). The procedure of linear

stability analysis for the onset of natural convection in a fluid-saturated porous medium is

standardized and used by many researchers (Chandrasekhar, 1961; Nield and Bejan, 1999;

Nield and Barletta, 2009; Drazin and Reid, 2004). Onset of natural convection with internal

heat source in porous media saturated with a Boussinesq-Oberbeck approximation fluid

was conducted by Sparrow et al. (1964); Gasser and Kazimi (1976). They indicated that

the internal heat source, which is a constant flux, can create sufficient buoyancy forces to

produce natural convection. Saatdjian (1980) worked on the natural convection of an ideal

gas without heat source and the result is the critical Rayleigh number (Rac) less or greater

than 4π2 depending on temperature boundary conditions. Zhang et al. (1994) conducted

an analytical study of moist air convection (Rac < 4π2 due to latent heat effects) and Rac

is 4π2 at zero moisture content. By using finite amplitude analysis for the study of natural

convection of air and water without internal heat, Stauffer et al. (1997) concluded that Rac

for air and water is comparable under a certain range of temperature gradient even though

their thermal properties are much different.

In this study, the problem of the onset of natural convection in a reactive waste-rock

pile is examined to include the influences of the ideal gas’s law, internal heat source, and

pressure work. A linear stability analysis is carried out and the analysis indicates the impor-

tance of each variable on Rac. Furthermore, parameters used in the calculation in this study

were based on the ongoing research in the Diavik Waste-Rock test Piles project at the Di-

avik Diamond Mine on a 20km2 island in Lac de Gras, approximately 300 km North-East

of Yellowknife, NWT, Canada in a continuous permafrost region.

B.2 Governing equations

Fig. B.1 shows the configuration of the problem (a 2-D problem) and waste rock or porous

media are isotropic, homogeneous and in thermal equilibrium between the solid and fluid

phase; the ideal gas’s law for air and the Darcy’s law are valid. Furthermore, viscous

dissipation is neglected because of low air velocity of natural air convection (Kundu and

Cohen, 2002). The governing equations are defined as (Nield and Bejan, 1999).
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Figure B.1: Schematic illustration of this study.

φ

(
∂ ρ̄a

∂ t̄

)
+ ∇̄ • (ρ̄aū) = 0 (B.1)

µ

K
ū =−∇̄ p̄− ρ̄agy (B.2)

(ρ̄aca)

(
σ

∂ T̄
∂ t̄

+ ū • ∇̄T̄
)
= λ ∇̄

2T̄ +β T̄
(

∂ p̄
∂ t̄

+ ū • ∇̄p̄
)
+Sh (B.3)

p̄M = ρ̄aRT̄ (B.4)

Where: φ is the porosity of waste rock, ρ̄a is the air density which is defined by

Eqn. B.4, µ is the air dynamic viscosity, which is constant, t̄ is time, K is the intrinsic

permeability of waste rock, ū(ū, v̄) is the air velocity vector determined via the Darcy’s

law, p̄ and T̄ are the air pressure and temperature respectively, β is the expansion of air

density due to temperature and for an ideal-compressible gas β = 1/T̄ (1/K). λ is the bulk

thermal conductivity of waste rock including solid and fluid phases, g is the gravity of ac-

celeration, y is the unit vector in a vertical direction, σ =
ρc

ρ̄aca
, where (ρc) = constant is

the bulk volumetric heat capacity of waste rock, (ρ̄aca) is the volumetric heat capacity of

air. Sh
( J

m3·s
)

is the internal heat source due to oxidation. M and R are the molar mass and

gas constant of air.

The internal heat source due to the oxidation of sulfide minerals, Sh which varies expo-

nentially with depth, is defined as (Lefebvre et al., 1992).

Sh = Soe
−

ζ (H− ȳ)
H (B.5)
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Figure B.2: Oxygen profile versus depth at: different values of Kox with De = 1×10−6 m2/s
(A) and different values of De with Kox = 1×10−7s−1(B).

Where: So = F ·Co ·Kox and ζ = H
√(

Kox
De

)
, where F = 1.41× 107 J/(kgO2) is heat

release per unit mass of oxygen depletion (Lowson, 1982; Lefebvre et al., 2001a), Co =

0.25kg/m3 is the ambient oxygen concentration at 0°C (Tasa et al., 2006), Kox between 1×
10−7 and 1x10−8 1/s is the kinetic constant of sulfide oxidation, and De = 1×10−6 m2/s

is the oxygen diffusion coefficient in the void of waste rock (Lefebvre et al., 1992, 2001b).

With the above parameters, the value of So ranges from 0.04 to 0.36J/
(
m3 · s

)
and ζ ranges

from 0.1H to 0.32H. The estimation of the oxygen transport through diffusion can be

obtained from Eqn. B.5 by dividing both sides by F and is illustrated in Fig. B.2. Fig. B.2A

shows that the more reactive the waste rock, the higher the surface oxygen diffusion flux.

Because, high reactive waste rock consumes more oxygen resulting in high oxygen gradient

therefore producing high oxygen flux at the surface. At the same kinetic oxidation constants

the oxygen flux is increased when the diffusion coefficient is increased corresponding to the

cases of dry and high porosity waste rock (Fig. B.2B).

B.3 Steady-state solutions

A steady-state solution of Eqn. B.1 to Eqn. B.4 is that the heat transfer is purely via conduc-

tion and no airflow. The following boundary conditions are then used to solve for pressure
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and temperature distributions under this condition.

• Impermeable at both the upper and lower boundaries

ȳ = 0 : v̄ = 0, T̄ = T̄h

ȳ = H : v̄ = 0, T̄ = T̄s (B.6)

• Permeable at the upper and impermeable at the lower boundaries

ȳ = 0 : v̄ = 0, T̄ = T̄h

ȳ = H : p̄ = p̄s, T̄ = T̄s (B.7)

Where T̄s and p̄s are the top surface temperature and pressure, T̄h is temperature at the base.

Solving Eqs. B.1 to B.4 with Eqn. B.6 and/or Eqn. B.7 as boundary conditions yields

analytical expressions for the temperature and pressure distributions as:

T̄o = T̄h(1− y)+ yT̄s +
SoH2

ζ 2k

(
y− eζ (y−1)+ e−ζ (1− y)

)
(B.8)

p̄o = p̄se

Mgζ 2λeH
R

ˆ y

1

1(
SoH2

(
eζ (y1−1)− e−ζ − y1(1+ e−ζ )

)
−ζ 2λe (y1T̄s + T̄h (1− y1))

)dy1

(B.9)

ρ̄
o
a =

p̄oM
RT̄o

(B.10)

Where: the dimensionless quantity y =
ȳ
H

. T̄o, p̄o, and ρ̄o
a are the temperature, pressure

and air density distributions with depth and air is stationary (ūo = 0). The above solutions

clearly show that the vertical distributions of temperature, pressure and air density are non-

linear because of the heat source. Due to the nonlinearity, air convection can be initiated

if an adverse gradient, in which pressure or temperature at the bottom is higher than at the

top, of either temperature or pressure is sufficient at any depth.

B.4 Linear stability analysis and dimensionless equations

B.4.1 Linear stability analysis

To examine the stability of the initial conduction state, whether this conduction state is

stable or not, assuming that the velocity, temperature, pressure, and density fields of the

initial conduction state are perturbed and expressed as:
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ū = ūo + ū′, p̄ = p̄o + p̄′ (B.11)

ρ̄a = ρ̄
o
a + ρ̄

′
a, T̄ = T̄o + T̄ ′ (B.12)

Where: ū′, p̄′, ρ̄ ′a and T̄ ′ are the infinitesimal perturbations of the variables; ūo = 0
and ū′ = (ū′, v̄′). The basic principle of “hydrodynamic stability” is to determine whether

or not the small disturbances to the system will increase or diminish with time. If these

disturbances grow with time, the system is unstable otherwise it is stable (Drazin and Reid,

2004). The boundary between the two states (stable and unstable) are “a marginal state”

(the onset of air convection in our case) (Drazin and Reid, 2004). One inserts these pertur-

bations into Eqs. B.1 to B.4 and only keeps the first power terms of the perturbations. The

governing equations become:

φ

(
∂ ρ̄ ′a
∂ t̄

)
+ ∇̄ •

(
ρ̄

o
a ū′
)
= 0 (B.13)

µ

K
ū′ =−∇̄p̄′+ ρ̄

′
ag (B.14)

(ρ̄o
a ca)

(
σ

∂ T̄ ′

∂ t̄
+

dT̄o

dȳ
v̄′
)
= λ ∇̄

2T̄ ′+β T̄o

(
∂ p̄′

∂ t̄
+

d p̄o

dȳ
v̄′
)

(B.15)

ρ̄a =
p̄M
RT̄

= ρ̄
o
a + ρ̄

′
a (B.16)

We introduce scaling parameters:

(x̄, ȳ) = H (x, y) , σ =
ρc

ρ̄aca
, t =

α t̄
σH2 , u =

ū′H
α

, p =
K p̄′

µα
, ρa =

ρ̄ ′a
ρ̄s

a
, T =

T̄ ′

(T̄h− T̄s)
(B.17)

Where α =
λ

(ρ̄aca)
and ρ̄s

a = constant is the air density at the surface, which is calcu-

lated though surface temperature and pressure via ideal gas law.

Ra =
gβ (T̄h− T̄s)Hρ̄s

aK
µα

, Ao(y) =
1

(T̄h− T̄s)

dT̄o

dy

Bo(y) =
β 2T̄ogHρ̄s

aα

σλ
, Co(y) =

gβ 2Hρ̄s
aKT̄o

µλ

dP̄o

dy

Do =
1

β (T̄h− T̄s)
, Eo(y) =

φρ̄s
a

σρ̄o
a
, Fo(y) =

Mµα

RT̄oρ̄s
aK

, Go(y) =
Mp̄o

a (T̄h− T̄s)

RT̄ 2
o ρ̄s

a


(B.18)

Where, Ra is the Rayleigh number, Ao (y) represents the effects of the heat source which

create a nonlinear temperature profile of the conduction state (or temperature gradient with
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depth is not constant). Both Bo (y) and Co (y) are the parameters that take into account the

effects of the work done by pressure changes. Eo (y), Fo (y) and Go (y) are thermodynamic

parameters affected by the initial condition of temperature and pressure. Do is a buoyancy

factor.

Using the above scaling parameters, the governing equations are non-dimensionalized

and can be written as:

Eo

(
∂ρa

∂ t

)
+∇ • (u) = 0 (B.19)

u =−∇p−RaDoρay (B.20)

∂T
∂ t

+ v
(

Ao−
Co

Ra

)
− Bo

Ra
∂ p
∂ t

= ∇
2T (B.21)

ρa =
M (p̄′T̄o− p̄oT̄ ′)

RT 2
o ρ̄s

= Fo p−GoT (B.22)

Eo→ 0 or more precise 10−4 as σ is large due to the volumetric heat capacity of waste

rock is much greater than that of air. Therefore, Eqn. B.19 becomes ∇ ·u = 0.

By introducing a dimensionless streamfunction ψ(x,y) for the 2-D problem being stud-

ied in the (x, y)-plane, such that:

u =
∂ψ

∂y
, v =−∂ψ

∂x
(B.23)

Inserting Eqn. B.23 into the Eqs. B.20 to B.22 results in:

∇
2
ψ +RaDo

(
Fo

∂ψ

∂y
+Go

∂T
∂x

)
= 0 (B.24)

∇
2T +

∂ψ

∂x

(
Ao−

Co

Ra

)
+

Bo

Ra
∂ p
∂ t
− ∂T

∂ t
= 0 (B.25)

ρ = Fo p−GoT (B.26)

The boundary conditions become:

• T = 0 for the case of constant temperature

•
∂ψ

∂y
= 0 for the case of permeable surface

• ψ = 0 for the case of impermeable surface
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B.4.2 Onset of convection, Numerical solution and Approximate analytical
solution

B.4.2.1 Onset of convection

Since Eqs. B.23 to B.26 are linear, by using the separation of variables, the solutions can

be expressed as (Farlow, 1993; Nield and Bejan, 1999; Nield and Barletta, 2009):

ψ = f (y)eηt sin(ax), T = g(y)eηt cos(ax)

p = h(y)eηt cos(ax), ρa = s(y)eηt cos(ax)

}
(B.27)

Where: a is a wave number, η = Re(η)+ Im(η)i is a complex number, assuming the

validity of “the principle of the exchange of stabilities” and “marginal stability” of the

system, η = 0 (Chandrasekhar, 1961; Nield and Bejan, 1999).

Substituting Eqn. B.27 with η = 0 into Eqs. B.23 to B.26 yields:

h(y) = f ′(y) (B.28)

f ′′(y)−a2 f (y)+RaDo
(
Fo f ′(y)−aGog(y)

)
= 0 (B.29)

g′′(y)−a2g(y)+a f (y)
(

Ao−
Co

Ra

)
= 0 (B.30)

s(y) = Foh(y)−Gog(y) (B.31)

The boundary conditions become

• For the case of impermeability of both the lower and upper surfaces

y = 0, 1 : f (y) = g(y) = 0 (B.32)

• For the case of impermeability of the lower surface while the upper surface is previous

y = 0 : f (0) = g(0) = 0

y = 1 : f ′(1) = g(0) = 0

}
(B.33)

Either the boundary condition Eqn. B.32 or Eqn. B.33 and given values of Ao,Co, Do, Fo,

and Go, the problem becomes finding the eigenvalues, Ra, of the boundary-value problem

(Eqn. B.28 to Eqn. B.31) for which there exists a non-trivial solution.

B.4.2.2 Approximate analytical solution for the case of impermeable surfaces

Approximation solutions, using Fourier sine series, which satisfy the boundary conditions

Eqn. B.32, can be written as (Farlow, 1993; Nield and Barletta, 2009):
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f (y) =
N

∑
n=1

Fn sin(πny) , g(y) =
N

∑
n=1

Gn sin(πny) (B.34)

The coefficients, Fn and Gn, are unknown and constants. By inserting Eqn. B.34 into

Eqn. B.30 and Eqn. B.29 and using the method of weighted residuals with a weight function

of sin(πmy), 1≤ m≤ N, one obtains a linear system equation:

XF = 0 (B.35)

With

Xmn =−
1
2

[
(πn)2 +a2

]
δmn +Lmn, 1≤ n, m≤ N (B.36)

F is the column vector of Fn, δmn is the Kronecker tensor and Lmn are defined as:

Lmn =

ˆ 1

0
RaDo

(
Foπn

cos(πny)
sin(πny)

−a2Go
Ao− Co

Ra

(πn)2 +a2

)
sin(πny)sin(πmy) dy (B.37)

A nontrivial solution of Eqn. B.35 is defined as:

‖ X ‖= 0 (B.38)

The solution of the Eqn. B.38 gives the results of Ra as a function of a for a given set

of waste-rock properties.

B.4.2.3 The lowest order of approximation

The Eqn. B.38 becomes complex as N increases. Therefore, to obtain an analytical solution,

the lowest order approximation is examined with N = 1.

From Eqs. B.36 and B.37, Eqn. B.38 becomes

− 1
2
(
π

2 +a2)+RaI1−
Raa2

(π2 +a2)
I2 +

a2

(π2 +a2)
I3 = 0 (B.39)

Where:

I1 =

ˆ 1

0
DoFoπ cos(πy)sin(πy) dy→ 0

I2 =

ˆ 1

0
DoGoAo sin2 (πy) dy (B.40)

I3 =

ˆ 1

0
DoGoCo sin2 (πy) dy
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Table B.1: Parameters used in the stability analysis*

M 28.57 g/mol ζ 1.78 dimensionless µ 1.72×10−5 kg/(m · s)
R 8.314 kg ·m2/

(
s2 ·mol ·K

)
β 3.70×10−3 K−1 H 20m

T̄s 253.15 K g 9.81 m/s2 λ 1.8W/(m ·K)

P̄s 101.325 kPa T̄h 273.15 K ca 1005J/(kg ·K)

So 0.00 J/
(
m3 · s

)
K 2×10−9 m2 (ρc) 2.3×106 J/

(
m3 ·K

)
* The parameters are used for later calculations and any changes of these parameters

will be stated

Eqn. B.39 gives:

Ra =−
(
π2 +a2

)2−2a2I3

2a2I2
(B.41)

For the cases of no heat source (So = 0) and parameters shown in Table B.1, I2 '
−1

2
, I3 < 0 (Fig. B.3), Eqn. B.39 becomes

Ra =

(
π2 +a2

)2

a2 −2I3 (B.42)

Thus, Eqn. B.42 shows that the effects of the pressure work term and the compressibility

of air are stabilizing, which increases the value of Rac. Eqn. B.41 indicates that Ra is no

longer a function of a alone.

By letting
dRa
da

= 0, one has ac = π and:

Rac = 4π
2−2I3 (B.43)

Fig. B.3 shows that the dimensionless coefficients I1 = 0 and I2 =−
1
2

are independent

of H ranging between 15 and 500m, at K = 2× 10−9 m2. Moreover, at H = 100m and

permeability, K, ranges between 2×10−9 and 4×10−8 m2, I1 = 0 and I2 =−
1
2

. However,

the value of I3 is close to 0
(
Rac = 4π2

)
when H is less than 60m and gradually increases

then starts to accelerate when the height is larger than 200m (Fig. B.3A). For example, at

H = 100m, I3 is −0.15 (Rac = 40.2) at K = 2×10−9 m2 and increases at a constant rate to

a value of −3.33 (Rac = 46.6) at K = 4×10−8m2 (Fig. B.3B).

It is important to mention that the result of Eqn. B.39 (N = 1) is approximated and

only yields an exact solution if the effects of the pressure work, internal heat source and

compressibility are negligible (Ao(y)→−1, Bo(y)→ 0 and Co(y)→ 0, therefore I3→ 0 as

a result Rac = 4π2 (Eqn. B.43)). In that case, our problem becomes the classical problem

of Horton and Rogers Jr. (1945); Lapwood (1948). Nield and Bejan (1999) provided the

results of higher modes of the classical problem (Eqn. B.44) for the case of impermeable

boundaries heating from below. Therefore, with the effects of internal heat source and com-
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Figure B.3: Illustration of the dimensionless quantities I1, I2, I3 and Rac at So = 0 as a
function of thickness H at K = 2×10−9 m2 (A) and K at H = 100m (B) by the analytical
solution for the case of impermeable top surface.

pressibility of air, a numerical solution of Eqs. B.29 and B.30 is needed and it is presented

in the next section.

Ran = 4π
2n2

acn = nπ

}
(B.44)

Fig. B.4 shows a comparison between analytical and numerical solutions in which if

there is no internal heat source (So = 0) and other properties in Table B.1, the difference is

small (Fig. B.4A). However, if there is a heat source (So > 0), the discrepancy is quite sig-

nificant especially at large a (Fig. B.4B). One notable feature of the approximate analytical

solution (N = 1) is that the value of the critical wave number , ac, is always π for the case

of impermeability and constant temperatures at the boundaries and this can be proved by

letting
dRa
da

= 0.

B.4.2.4 Numerical solution

Eqs. B.29 and B.30 can produce four first-order ordinary differential equations (ODEs)

subjected to two-point boundary conditions. They were solved using the boundary value

problem solver bvp4c in Matlab (Matlab, 2012). In this study, a mesh of 100 equally spaced

points in [0, 1] was chosen, which is fine enough to give mesh-independent results, and

f (y) = g(y) = ∑
N
n=1 sin(πny) was used as an initial guess in which N defines the different

modes of instability.

Fig. B.5 shows the four modes of instability in which the critical values of (Ra, a)

curves of different modes are slightly larger than the results of Eqn. B.44 due to the effects
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H = 300m, (B) So = 0.1, ζ = 0.5, ∆T̄ = 20 °C, H = 100m and other parameters are shown
in Table B.1. .

Table B.2: Comparison between analytical and numerical solutions of the classical problem
and our problem without heat source. The parameters are provided in Table B.1.

Analytical solution (Eqn. B.44) Numerical Solution (Eqs. B.29 and B.30)

Mode ac Rac ac Rac

1st 3.1416 39.4784 3.1421 39.8958
2nd 6.2832 157.9137 6.2836 159.5919
3rd 9.4248 355.3058 9.4266 359.1589
4th 12.5664 631.6547 12.5716 638.7112
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of instability at N = 4 with impermeable surface (A) and permeable surface (B) .

of pressure work and compressibility but without internal heat source (Table B.2). The 1st

instability mode is important as it gives a minimum value of Ra (Rac) (the onset of con-

vection) among other modes. Therefore, in the following section, the 1st instability mode

will be examined and the solution of Eqs. B.29 and B.30 is obtained using this numerical

method.

B.5 Results and Discussion

The criterion for the onset of convection is when a waste-rock pile’s Rayleigh number

(or system’s Rayleigh number), Ra, defined by Eqn. B.18 is equal to Rac defined using

Eqn. B.43 or from the numerical method. Ra and Rac are functions of waste rock properties

and the local environment (e.g. air temperatures and ambient pressure).

The patterns of dimensionless streamline and temperature distributions at the critical

condition can be defined by the corresponding eigenfunctions and are illustrated in Fig. B.6.

These convection cells circulate air within a waste-rock pile thus they increase not only heat

transfer but also pyrite oxidation process (supply high O2 concentration air). The increase

in pyrite oxidation can create higher temperature gradients within the waste-rock pile. At

high temperatures gradients, air convection can transform into higher modes (multi-layer

convection cells) with greater air velocities.

For a Boussinesq-Oberbeck flow, in which fluid density depending on temperature in

the term associated with gravity otherwise density is a constant, Rac is a constant of 4π2 in-

dependent of a waste-rock pile’s properties (Horton and Rogers Jr., 1945; Lapwood, 1948).

This does not hold in the case of a non-Boussinesq fluid, taking into account the effect
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of the pressure work, the compressibility of air, and/or internal heat source. This study

establishes the variations of Rac with the waste rock properties, applied temperature gradi-

ents (Γ = ∆T̄/H), heat source rates, and boundary conditions (Fig. B.7). When the values

of Γ are close to 1, Rac approaches the classical values of 4π2 and 27.1 at wave number

ac = π and 2.33 respectively with impermeable and permeable surfaces (Fig. B.7). How-

ever, when Γ becomes smaller than 1, Rac is larger than 4π2. The smaller the Γ is, the

greater the Rac diverges from 4π2. Therefore, the increase in Rac has a stabilizing influence

on the marginal stability. The main effect of the compressibility of air is to cool or warm

the pore air adiabatically as it ascends or descends respectively. Therefore, when air rises,

the effective temperature gradient reduces. Jeffreys (1930) stated that “for a compressible

fluid instability cannot arise until the gradient exceeds the adiabatic temperature gradient”,

g/ca ' 1×10−2 K/m is the adiabatic temperature gradient of air. Below the adiabatic tem-

perature gradient, air convection is not possible for any values of waste rock’s properties,

because Ra is always less than Rac. Permanent waste-rock piles at the Diavik site have a

typical height of 80m and a temperature difference ranging between 20 and 25°C between

the top and bottom layers during winter. Therefore, the temperature gradients of the waste-

rock piles ranging between 0.25 and 0.31 K/m result in Rac = 39.9697 and 40.7140 which

are close to 4π2 for the case of impermeable surfaces.

With the increasing heat generation rate, fluid becomes more susceptible to instability,

that is, Rac decreases. As shown in the Fig. B.8A for the case of an impermeable surface, at

small values of So(< 0.1), Rac approaches 4π2 at ac = π . When So increases to 0.6, Rac is

about 20 for ac = 5.4. Therefore ac is no longer a constant of π . It increases as So increases.
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surfaces (B).

Similarly, for the case of the permeable surface, the increasing So also shows a decrease in

Rac (Fig. B.8B). The value of a is not a constant of 2.33. It increases as So increases, and at

So = 0.6, Rac approaches 9.7 at ac = 3.1 (Fig. B.8B). Hence, at a specific value of ∆T̄ , K,

H and boundary conditions, the increase in So has a destabilizing effect as it decreases Rac.

Therefore, with the existence of internal heat source, air convection can occurs as soon as

there are sufficient buoyancy forces created by the internal heat source regardless of thermal

boundary conditions.

As shown in Fig. B.9, Rac rises as ∆T̄ increases. As β = 1/T for an ideal gas, therefore

the buoyancy force reduces. Besides, at a fixed temperature difference, Rac also increases

with the increase of H (Fig. B.9). Fig. B.9 shows that the value of Rac only starts to rise

until H is greater than 100m for both boundary conditions at K = 2× 10−9 m2, So = 0.

On average, Rac increases above 7.5 when H varies between 15 and 500 m (Fig. B.9)

meanwhile the system Rayleigh number Ra (curves (1) calculated by Eqn. B.18) increases

33.3 times from its initial values at H = 15m. The curves (1) intersect Rac curves (2) at

various heights depending on ∆T̄ and the surface boundary conditions. At ∆T̄ = 20°C,

air convection will not occur as curves (1) does not intersects curves (2) at H ≤ 500m

(Fig. B.9). However, if ∆T̄ = 70°C these curves intercept at 200m and 135m for the case

of permeable and impermeable surfaces (Fig. B.9). Therefore, if the top surface of a waste-

rock pile having high temperature differences is permeable to air, the onset of air convection

occurs at lower pile heights.

Fig. B.10A and B show that Rac is quite insensitive to permeability at a height up

to 80m when ∆T̄ = 20°C and So = 0. Whereas, as H increases greater than 80m, the
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Figure B.10: Plots of Rac versus H (curves (2)) and Ra versus H (curves (1)) at different
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increments of permeability will increase the values of Rac. Consider at K = 1× 10−8m2,

the value of Rac at H = 500m is about twice that of 15m (Fig. B.10A and B). Furthermore,

at K = 1× 10−8m2, the onset of air convection occurs at H = 110m for the impermeable

surface (Fig. B.10A) and 80m for the permeable surface (Fig. B.10B). However, when K

is equal to or less than 2×10−9 m2, air convection will not initiate for H ≤ 500m for both

impermeable and permeable surfaces (Fig. B.10).

The existence of heat source in the energy balance equation (Eqn. B.3) makes the curves

Rac complex as shown in Fig. B.11. At K = 2×10−9 m2, for the case of impermeable sur-

face, the Rac curves increase to values larger than 4π2 at height up to 50m, then decreases

to a minimum value of 15 at heights ranging from 100 to 200m. It then rises monotonically

but they do not exceed Rac curve of So = 0 at H up to 500m (Fig. B.11A). Whereas, in

the case for a permeable surface, the Rac curves reduce to its minimum of 7.0 independent

of oxidation rate at heights ranging from 100 to 200m and then increases monotonically

(Fig. B.11B). The Ra line (curve (1)) meets the Rac curves (curve (2)) at H between 100

and 150m. Depending on So, the Rac curves reach a minimum peak at H from 100 to 200m.

Increasing the value of K to 2×10−8 m2, the Ra line meets the Rac curves at H between

100 and 150m (Fig. B.11C). However, if the surface is permeable to air, the value of H

reduces further between 30 and 45m depending on So (Fig. B.11D). It also is observed that

the higher the value of So, the sooner (smaller H) Rac reaches the minimum. Despite the

increase of K, the optimum values of H for a minimum value of Rac are still in the range

between 100 and 200m similar to the case K = 2× 10−9 m2 (Fig. B.11). Therefore, the

optimum heights of a waste-rock pile having internal heat generations range between 100
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and 200m while depending on So.

B.6 Conclusions

The analysis of the onset of convection in porous media with a compressible air and heat

source was carried out for both impermeable and permeable surfaces. It is shown that lin-

earized governing equations can be showed in terms of streamline and temperature fields. A

system of ordinary differential equations is obtained using plane wave solutions and a sys-

tem of ordinary differential equations has been solved both analytically and numerically. It

has been shown that the pressure work and compressibility of air have a stabilizing effect by

increasing Rac. The values of Rac are a function of a waste rock’s properties, applied tem-

perature gradients and boundary conditions. As the applied temperature gradients approach

1 and the height of the waste-rock pile is less than 80m, there is no significant divergence

of Rac from 4π2. With an internal heat source, air convection can occur if there exists a

sufficient buoyancy force created by the heat source within the layer.

It is much easier to achieve air convection when the upper surface is permeable to air.

The air convection brings high O2 concentration air deep into a waste-rock pile. The high O2

concentration air promotes the oxidation of pyrite which is an exothermic process resulting

in large thermal gradients within the waste-rock pile. This causes greater air convection

and is a regeneration mechanism. Further, the oxidation process lowers the values of Rac

significantly and is a destabilizing effect. However, when the waste-rock pile is constructed

in permafrost areas, internal temperatures of the waste-rock pile can be lowered to the

freezing point via natural air convection and these low-internal temperatures potentially

can minimize the oxidation process (Pham et al., 2008a).
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APPENDIX C

Experimental Results and Construction Photos

C.1 Temperature

This section of the appendix provides additional temperature data that has not included in

the chapters

C.1.1 Type I test pile

Typical section, profile, base dimension and thermistor distributions of the Type I test are

showed in Fig. C.1 and Fig. C.2. Labeling convection for temperature of the test piles,

for example 31S5thm0.15 in which ’3’ - Type III pile (’1’ or ’C’ for Type III test pile or

Covered test pile); ’1’ - Face 1 of the test pile; ’S’ - South; ’5’ - 5 m offset of centre to the

south; ’thm’ - thermistor (’gas’ - gas measurement); ’0.15’ - 0.15 m vertical depth to the

surface of the test pile.

Temperatures measured within the Type I test pile are very similar to those of Type III

test pile (Chapter 4) which following properties:

• High response to ambient temperatures due to wind-induced advection and convec-

tion as a result of narrow configuration of the Type I and III test piles and the con-

struction methods created high permeability regions below the mid height of the test

piles

• Regions are the base of the test pile and bedrock foundation is cooling (below °C or

permafrost aggradation)

• No significant heat release due to oxidation of sulfide minerals within the test pile.
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Figure C.3: Temperature (°C) results at Type I Face 1: 11E5thm (A), 11EBthm (B),
11W5thm (C) and 11WBthm (D)
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Figure C.4: Temperature (°C) results at Type I Face 2: 12E5thm (A) and 12W5thm (D)
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Figure C.5: Temperature (°C) results at Type I Face 4: 14E5thm (A), 14EBthm (B) and
14WBthm (C)
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Figure C.6: Temperature (°C) results in Bedrock: Bedrock foundation beneath the Type
I test pile, 1BC0thm03 (Fig. C.1), (A), Bedrock foundation without a test pile above and
about 100 m away from the test piles (B), prefer Fig. 1.3 for the exact location.
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C.1.2 Type III test pile

Temperatures within the test pile indicates a high response (low time lags and large ampli-

tude) to ambient temperatures due to wind-induced advection and convection.

Figure C.7: Temperature (°C) results at Type III Face 1: 31N5thm (A), 31NBthm (B),
31S5thm (C) and 31SBthm (D)
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Figure C.8: Temperature (°C) results at Type III Face 4: 34N5thm (A), 34NBthm (B),
34S5thm (C) and 34SBthm (D)

341



Figure C.9: Temperature (°C) results in Bedrock foundation beneath the Type III test pile:
3BC0thm01 (A) and 3BC0thm03 (B)
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C.1.3 Covered test pile

Figure C.10: Temperature (°C) results in Bedrock foundation beneath the Type III test pile:
3BC0thm01 (A) and 3BC0thm03 (B)

343



C.1.4 Drill holes on a 80 m full-scale pile

Figure C.11: Temperature (°C) results of drill hole on 80 m full-scale pile: FD1 (A) and
FD2 (B) and FD3 (C)
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C.2 Pore-air pressure

The data of section provides supplemental results that were not in Chapter 5. Pore-air pres-

sures measured within the Type III test pile are differential pressure which are referenced

against surface air pressure and for details of the configuration of the measurement system

one can prefer to the work of Amos et al. (2009a). The original data taken every 10 mins

was smoothed using a 5001-point moving average method, the smoothed data was then

fitted using Fourier series

p(t) = ao +a1 cos(tω)+b1 sin(tω)+a2 cos(2tω)+b2 sin(2tω) (C.1)

Where ω angular frequency and ao is the mean value of p(t)

Pore-air pressure measured within the Type III test pile clearly shows the increase of

pressure during winter as temperatures within the test pile decrease (negative correlation

between temperature and pore air pressure) (Fig. C.12, Fig. C.13 and Fig. C.14). Labeling

convention is as follows. 31N2gas12: Type “3” pile, face “1,” offset “N” (north) of centre-

line, “2”=2.5 m off set (7 = 7.5 m offset), “gas” = gas pressure measurement, “12” = 12 m

deep, vertically from top of pile.
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Figure C.12: Deferential pore-air pressures of 32S7gas at various depths
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Figure C.13: Deferential pore-air pressures of 33N2gas at various depths
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Figure C.14: Deferential pore-air pressures of 34N2gas at various depths
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C.3 Construction photos

This section provides some photo taken during the test piles construction and snow cover

during winter, for details construction of the test pile, one should prefer to the work of Smith

et al. (2012).

(A) (B)

(C) (D)

(A) (B)

(C) (D)

Lianna Smith

Matt Neuner

Matt Neuner

Lianna Smith

Figure C.15: (A) Basal lysimeters, (B) Push-dumping, (C) End-dumping and (D) thermistor
cables are housed by flexible PVC tubings for protection during the replacement of waste
rock
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(A) (B)

(C) (D)

Figure C.16: (A) Typical tip face instrumentation clearly shows the segregation of waste
rock, (B) snow covers the east side of the covered pile (photo taken on Feb. 22, 2009 by
Richard Amos), (C) on the batter (taken on Mar. 12, 2008 by Matt Neuner) and (D) on the
surface (taken on Feb. 22, 2009 by Richard Amos) of the Type III test pile.
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APPENDIX D

Wiring diagrams and programs of data loggers

D.1 Wiring diagrams

D.1.1 3Bb data logger station

3Bb data logger station is located in the T1/T3 instrumentation trailer (Fig. 1.3) and this

data logger station is recording temperature measurements of Type I and III test piles and

bedrock temperatures beneath the test piles (384 thermistors under a 4-h interval).
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Figure D.2: Wiring diagram of Multiplexer AM16/32 (1) (top figure) and AM16/32 (2)
(bottom figure) connected to CR23X. Temperature sensors: A1 to A60 and B1 to B60.

354



CR23X WIRING DIAGRAM

PROJECT: Diavik Rock Piles
Documented by: Matthew Knezevich, Campbell Scientific (Canada)
Updated by: Nam Pham (University of Alberta)

3Bb data logger station

N
O

TE
: A

LL
 M

U
LT

IP
LE

XE
R

S 
SH

O
U

LD
 B

E 
SE

T 
TO

 4
X1

6 
M

O
D

E.
 C

O
N

N
EC

T 
AL

L 
TH

ER
M

IS
TO

R
 E

XC
IT

AT
IO

N
S 

TO
 E

XC
IT

AT
IO

N
 B

U
S 

IN
 E

N
C

LO
SU

R
E 

2.
  

AM
16

/3
2 

(3
) W

IR
IN

G
 D

IA
G

R
AM

  21H
  21L

  22H
  22L

  23H
  23L

  24H
  24L

  25H
  25L

  26H
  26L

  27H
  27L

  28H
  28L

  29H
  29L

  30H
  30L

  31H
  31L

  32H
  32L

16

15

14

13

12

11

C
on

ne
ct

 to
 C

41
-C

60

  1H
  1L

  2H
  2L

  3H
  3L

  4H
  4L

  5H
  5L

  6H
  6L

  7H
  7L

  8H
  8L

  9H
  9L

  10H
  10L

  11H
  11L

  12H
  12L

1

2

3

4

5

6

C
on

ne
ct

 to
 C

1-
C

24

CR23X C3   RES
CR23X C7   CLK
CR23X G   GND
CR23X 12V   12V

CR23X SE9   ODD H
CR23X SE10   ODD L
CR23X
CR23X SE11   EVEN H
CR23X SE12   EVEN L

  13H
  13L

  14H
  14L

  15H
  15L

  16H
  16L

  17H
  17L

  18H
  18L

  19H
  19L

  20H
  20L

2X
32

C
O

M

10

9

8

7

4X16

2X32

C
on

ne
ct

 to
 C

25
-C

40

AM
16

/3
2 

(4
) W

IR
IN

G
 D

IA
G

R
AM

  21H
  21L

  22H
  22L

  23H
  23L

  24H
  24L

  25H
  25L

  26H
  26L

  27H
  27L

  28H
  28L

  29H
  29L

  30H
  30L

  31H
  31L

  32H
  32L

16

15

14

13

12

11

C
on

ne
ct

 to
 D

41
-D

60

  1H
  1L

  2H
  2L

  3H
  3L

  4H
  4L

  5H
  5L

  6H
  6L

  7H
  7L

  8H
  8L

  9H
  9L

  10H
  10L

  11H
  11L

  12H
  12L

1

2

3

4

5

6

C
on

ne
ct

 to
 D

1-
D

24

CR23X C4   RES
CR23X C8   CLK
CR23X G   GND
CR23X 12V   12V

  ODD H
CR23X SE14
CR23X SE13

  ODD L
CR23X
CR23X SE15   EVEN H
CR23X SE16   EVEN L

  13H
  13L

  14H
  14L

  15H
  15L

  16H
  16L

  17H
  17L

  18H
  18L

  19H
  19L

  20H
  20L

2X
32

C
O

M

10

9

8

7

4X16

2X32

C
on

ne
ct

 to
 D

25
-D

40

N
O

TE
: A

LL
 M

U
LT

IP
LE

XE
R

S 
SH

O
U

LD
 B

E 
SE

T 
TO

 4
X1

6 
M

O
D

E.
 C

O
N

N
EC

T 
AL

L 
TH

ER
M

IS
TO

R
 E

XC
IT

AT
IO

N
S 

TO
 E

XC
IT

AT
IO

N
 B

U
S 

IN
 E

N
C

LO
SU

R
E 

2.
  

AM
16

/3
2 

(5
) W

IR
IN

G
 D

IA
G

R
AM

  21H
  21L

  22H
  22L

  23H
  23L

  24H
  24L

  25H
  25L

  26H
  26L

  27H
  27L

  28H
  28L

  29H
  29L

  30H
  30L

  31H
  31L

  32H
  32L

16

15

14

13

12

11

C
on

ne
ct

 to
 E

41
-E

64

  1H
  1L

  2H
  2L

  3H
  3L

  4H
  4L

  5H
  5L

  6H
  6L

  7H
  7L

  8H
  8L

  9H
  9L

  10H
  10L

  11H
  11L

  12H
  12L

1

2

3

4

5

6

C
on

ne
ct

 to
 E

1-
E

24

CR23X C5   RES
CR23X C8   CLK
CR23X G   GND
CR23X 12V   12V

  ODD H
CR23X SE18
CR23X SE17

  ODD L
CR23X
CR23X SE19   EVEN H
CR23X SE20   EVEN L

  13H
  13L

  14H
  14L

  15H
  15L

  16H
  16L

  17H
  17L

  18H
  18L

  19H
  19L

  20H
  20L

2X
32

C
O

M

10

9

8

7

4X16

2X32

C
on

ne
ct

 to
 E

25
-E

40

AM
16

/3
2 

(6
) W

IR
IN

G
 D

IA
G

R
AM

  21H
  21L

  22H
  22L

  23H
  23L

  24H
  24L

  25H
  25L

  26H
  26L

  27H
  27L

  28H
  28L

  29H
  29L

  30H
  30L

  31H
  31L

  32H
  32L

16

15

14

13

12

11

  1H
  1L

  2H
  2L

  3H
  3L

  4H
  4L

  5H
  5L

  6H
  6L

  7H
  7L

  8H
  8L

  9H
  9L

  10H
  10L

  11H
  11L

  12H
  12L

1

2

3

4

5

6

C
on

ne
ct

 to
 F

1-
F1

4

CR23X C6   RES
CR23X C8   CLK
CR23X G   GND
CR23X 12V   12V

  ODD H
CR23X SE22
CR23X SE21

  ODD L
CR23X
CR23X SE23   EVEN H
CR23X SE24   EVEN L

  13H
  13L

  14H
  14L

  15H
  15L

  16H
  16L

  17H
  17L

  18H
  18L

  19H
  19L

  20H
  20L

2X
32

C
O

M

10

9

8

7

4X16

2X32

AM
16

/3
2 

(1
) W

IR
IN

G
 D

IA
G

R
AM

AM
16

/3
2 

(2
) W

IR
IN

G
 D

IA
G

R
AM

N
O

TE
: A

LL
 M

U
LT

IP
LE

XE
R

S 
SH

O
U

LD
 B

E 
SE

T 
TO

 4
X1

6 
M

O
D

E.
 C

O
N

N
EC

T 
AL

L 
TH

ER
M

IS
TO

R
 E

XC
IT

AT
IO

N
S 

TO
 E

XC
IT

AT
IO

N
 B

U
S 

IN
 E

N
C

LO
SU

R
E 

2.
  

  21H
  21L

  22H
  22L

  23H
  23L

  24H
  24L

  25H
  25L

  26H
  26L

  27H
  27L

  28H
  28L

  29H
  29L

  30H
  30L

  31H
  31L

  32H
  32L

16

15

14

13

12

11

C
on

ne
ct

 to
 A

41
-A

60

  1H
  1L

  2H
  2L

  3H
  3L

  4H
  4L

  5H
  5L

  6H
  6L

  7H
  7L

  8H
  8L

  9H
  9L

  10H
  10L

  11H
  11L

  12H
  12L

1

2

3

4

5

6

C
on

ne
ct

 to
 A

1-
A

24

CR23X C1   RES
CR23X C7   CLK
CR23X G   GND
CR23X 12V   12V

CR23X SE1   ODD H
CR23X SE2   ODD L
CR23X
CR23X SE3   EVEN H
CR23X SE4   EVEN L

  13H
  13L

  14H
  14L

  15H
  15L

  16H
  16L

  17H
  17L

  18H
  18L

  19H
  19L

  20H
  20L

2X
32

C
O

M

10

9

8

7

4X16

2X32

C
on

ne
ct

 to
 A

25
-A

40

  21H
  21L

  22H
  22L

  23H
  23L

  24H
  24L

  25H
  25L

  26H
  26L

  27H
  27L

  28H
  28L

  29H
  29L

  30H
  30L

  31H
  31L

  32H
  32L

16

15

14

13

12

11

C
on

ne
ct

 to
 B

41
-B

60

  1H
  1L

  2H
  2L

  3H
  3L

  4H
  4L

  5H
  5L

  6H
  6L

  7H
  7L

  8H
  8L

  9H
  9L

  10H
  10L

  11H
  11L

  12H
  12L

1

2

3

4

5

6

C
on

ne
ct

 to
 B

1-
B

24

CR23X C2   RES
CR23X C7   CLK
CR23X G   GND
CR23X 12V   12V

CR23X SE5   ODD H
CR23X SE6   ODD L
CR23X
CR23X SE7   EVEN H
CR23X SE89   EVEN L

  13H
  13L

  14H
  14L

  15H
  15L

  16H
  16L

  17H
  17L

  18H
  18L

  19H
  19L

  20H
  20L

2X
32

C
O

M
10

9

8

7

4X16

2X32

C
on

ne
ct

 to
 B

25
-B

40

G  
 )6,5,4( 23/61MA 8C4P CLK

C7 AM16/32 (1,2,3) CLK
 )6( 23/61MA 6C3P RES

C5 AM16/32 (5) RES
 G2P 

C4 AM16/32 (4) RES
 )3( 23/61MA 3C1P RES

C2 AM16/32 (2) RES
 CAO2 C1 AM16/32 (1) RES
 COA1 G AM16/32 (1,2,3) GND

12V  AM16/32 (1,2,3) 12V
 EX4 12V  AM16/32 (4,5,6) 12V

 )6,5,4( 23/61MA G3XE GND
SW12 

 G2XE 
To EXC  V51XE 2 dna 1sub 
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NOTE: Each SINGLE-ENDED Channel measurement should have ONE RES1K-0.1 resistor attached to it
The other end of each resistor should be attached to 

EX1 is connected to EXC bus 1 and EXC bus 2 with one wire.

CR23X WIRING DIAGRAM

Figure D.3: Wiring diagram of Multiplexer AM16/32 (3) (top figure) and AM16/32 (4)
(bottom figure) connected to CR23X. Temperature sensors: C1 to C60 and D1 to D60.
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NOTE: Each SINGLE-ENDED Channel measurement should have ONE RES1K-0.1 resistor attached to it
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EX1 is connected to EXC bus 1 and EXC bus 2 with one wire.

CR23X WIRING DIAGRAM

Figure D.4: Wiring diagram of Multiplexer AM16/32 (5) (top figure) and AM16/32 (6)
(bottom figure) connected to CR23X. Temperature sensors: E1 to E64 and F1 to F14.
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Figure D.5: The 3Bb data logger station (CR23X) is located at the T1/T3 instrumentation
trailer (the picture taken on Oct. 21, 2009)
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D.1.2 CBb and CBc data logger Stations

CBb data logger station is located in the covered pile instrumentation trailer (Fig. 1.3) and

it is recording of all thermistors on the west side of the covered test pile and bedrock ther-

mistors beneath the covered test pile (121 thermistors under a 4-h interval). Similarly, CBc

data logger station is located in a instrumentation hut on the east side of the test pile and it

is recording of all thermistors on the east side (72 thermistors under a 4-h interval)

AM16/32 (2) 12V
AM16/32 (1) 12V
AM16/32 (1,2) GND

Regulated 12V
  Power Supply

AM16/32 (1) RES
AM16/32 (2) RES
AM16/32 (1,2) CLK

To EXC bus
AM16/32 (2) 
AM16/32 (2) ODD LOW
AM16/32 (2) ODD HIGH

AM16/32 (1) EVEN LOW
AM16/32 (1) EVEN HIGH
AM16/32 (1) 

AM16/32 (2) EVEN LOW AM16/32 (1) ODD LOW
AM16/32 (2) EVEN HIGH AM16/32 (1) ODD HIGH

Earth Ground

NOTE: Each SINGLE-ENDED Channel measurement should have ONE RES1K-0.1 resistor attached to it
The other end of each resistor should be attached to 
EX1 is connected to EXC bus

CR10X WIRING DIAGRAM

Figure D.7: Wiring diagram of CR10X (Campbell Scientific) of CBb and CBc data logger
stations
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AM16/32 (2) 12V
AM16/32 (1) 12V
AM16/32 (1,2) GND

Regulated 12V
  Power Supply

AM16/32 (1) RES
AM16/32 (2) RES
AM16/32 (1,2) CLK

To EXC bus
AM16/32 (2) 
AM16/32 (2) ODD LOW
AM16/32 (2) ODD HIGH

AM16/32 (1) EVEN LOW
AM16/32 (1) EVEN HIGH
AM16/32 (1) 

AM16/32 (2) EVEN LOW AM16/32 (1) ODD LOW
AM16/32 (2) EVEN HIGH AM16/32 (1) ODD HIGH

Earth Ground

NOTE: Each SINGLE-ENDED Channel measurement should have ONE RES1K-0.1 resistor attached to it
The other end of each resistor should be attached to 
EX1 is connected to EXC bus

CR10X WIRING DIAGRAM

Figure D.8: Wiring diagram of Multiplexer AM16/32 (1) (top figure) and AM16/32 (2)
(bottom figure) connected to CR10X of CBb and CBc data logger station. CBc is similar to
CBb excepting that AM16/32 (2) of CBc is connected with temperature sensors B1 to B8.
Temperature sensors: A1 to A64 and B1 to B57.
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Figure D.9: The CBb and CBc data logger stations are located at the covered test pile
instrumentation trailer and in the hut on the east side of the covered test pile (the pictures
taken on Oct. 21, 2009).
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D.2 Data logger programs

All programs were written in the annotated version of the language used by Edlog, the text

editor for various Campbell Scientific data loggers. CBc program is similar to that of CBb

excepting that CBc is only recording 72 temperature sensors.
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;{CR23X-TD_3Bb Station - Diavik Test 
;Piles Project} 
; 
; *** Program Information *** 
; Nam Pham (University of Alberta) adaptation of Matthew 
;Knezevich  Campbell (Scientific) Canada Corporation 
 
; Date updated: July 18, 2007 
; 
; Flag 1 will be used for thermistor temperature data 
; (which is output every 4 hours) 
; 
; Flag 2 will be used for daily status output 
; (which is output every 24 hours) 
; 
; Program Description: 
; 
; This program has been written for use with a CR23X 
; datalogger and 6 AM16/32-XT multiplexers.  Each 
; multiplexer will be setted up 4X16 mode and will have 
; 318 thermistors connected.  
; 
; The multiplexers will be numbered from 1 to 6, and 
; will all be connected to the CR23X wiring panel. For 
; wiring information, refer to the wiring diagrams 
; that come along with this program. 
; 
; The thermistors are part number YSI 44007 and are 5K 
; at 25 Degrees C. The thermistors will be measured using 
; instruction P4 and then the Steinhart Hart equation 
; will be used to calculate the temperature. The Steinhart 
; Hart coefficients were determined using the spreadsheet 
; calculator available on the YSI website: 
; 
; http://www.ysi.com/extranet/TEMPKL.nsf/ 
; 447554deba0f52f2852569f500696b21/ 
; b06d4e8ff6f77c4085256a030072cea1!OpenDocument 
; 
; The resulting coefficients for the Steinhart Hart equation 
; were found to be: 
; 
; A = 0.001286798 
; B = 0.000235938 
; C = 0.000000094 
; 
; Each single ended channel of the CR23X will have a 
; precision 1k resistor attached to it.  The other end of each 
; of these resistors will be attached to analog ground. 
; 
; The excitations for the thermistors will be wired to a ;common 
; excitation bus (terminal strip) which is placed in 
; multiplexer enclosure.  Excitation Channel 1 from the ;CR10X 
is connected to this excitation bus and is used to ;excite all of 
the thermistors that are wired to AM16/32 (1,2) 
 
; Control ports 1-6 are used for the RESET line of AM16/32 
;(1..6) respectively 
; and Port 7 is used to pulse clock on both AM16/32 (1..3) 
; and Port 8 is used to pulse clock on both AM16/32 (4..6) 
 
; The temperatures will be measured every hour (3600 ;seconds) 
; and stored in final storage along with the time stamp every 
; FOUR hour. 
 
;NOTE: 
; 
; THIS PROGRAM IS USED TO RECORD ;TEMPERATURE 
DATA INSIDE TI, TIII TEST PILES ;AND BEDROCK 
TEMPERATURES. 

 
*Table 1 Program 
  01: 3600      Execution Interval (seconds) 
 
1:  If time is (P92) 
 1: 0        Seconds into a 
 2: 14400    Second interval 
 3: 11       Set Flag 1 High 
 
; Compute the program signature the first time is run and 
; once daily. 
 
2:  If (X<=>F) (P89) 
 1: 385      X Loc [ ProgSign       ] 
 2: 1        = 
 3: 0        F 
 4: 30       Then Do 
 
     3:  Signature (P19) 
      1: 385      Loc [ ProgSign       ] 
 
4:  End (P95) 
 
; Every execution interval, measure the battery voltage 
 
5:  Batt Voltage (P10) 
 1: 386      Loc [ BattVolt       ] 
 
; *** Start of instructions to measure AM16/32(1) *** 
 
; Activate AM16/32(1) by setting Control Port 1 high 
 
6:  Do (P86) 
 1: 41       Set Port 1 High 
7:  Beginning of Loop (P87) 
 1: 0        Delay 
 2: 15       Loop Count 
     8:  Step Loop Index (P90) 
      1: 4        Step 
     9:  Do (P86) 
      1: 77       Pulse Port 7 
     10:  Delay w/Opt Excitation (P22) 
      1: 1     -- Ex Channel 
      2: 0        Delay W/Ex (0.01 sec units) 
      3: 1        Delay After Ex (0.01 sec units) 
      4: 0        mV Excitation 
 
; The following instructions are used to determine the 
; resistance of the thermistors in ohms and then be 
; plugged into the Steinhart-Hart equation to determine 
; a value in Degrees C. 
 
     11:  Excite-Delay (SE) (P4) 
      1: 4        Reps 
      2: 20       Auto, 60 Hz Reject, Slow Range (OS>1.06) 
      3: 1        SE Channel  
      4: 1        Excite all reps w/Exchan 1 
      5: 10       Delay (0.01 sec units) 
      6: 5000     mV Excitation 
      7: 1     -- Loc [ A1             ] 
      8: 1        Mult 
      9: 0        Offset 
 
; Processing calculations for first bank of thermistors 
 
     12:  Z=1/X (P42) 
      1: 1     -- X Loc [ A1             ] 
      2: 1     -- Z Loc [ A1             ] 
 
     13:  Z=X*F (P37) 
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      1: 1     -- X Loc [ A1             ] 
      2: 5000     F 
      3: 1     -- Z Loc [ A1             ] 
 
     14:  Z=X+F (P34) 
      1: 1     -- X Loc [ A1             ] 
      2: -1       F 
      3: 1     -- Z Loc [ A1             ] 
 
     15:  Z=X*F (P37) 
      1: 1     -- X Loc [ A1             ] 
      2: 1000     F 
      3: 1     -- Z Loc [ A1             ] 
 
     16:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 1     -- Source Loc (R)(Ohms) [ A1             ] 
      3: 1     -- Destination Loc (Deg C) [ A1             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for second bank of thermistors 
 
     17:  Z=1/X (P42) 
      1: 2     -- X Loc [ A2             ] 
      2: 2     -- Z Loc [ A2             ] 
 
     18:  Z=X*F (P37) 
      1: 2     -- X Loc [ A2             ] 
      2: 5000     F 
      3: 2     -- Z Loc [ A2             ] 
 
     19:  Z=X+F (P34) 
      1: 2     -- X Loc [ A2             ] 
      2: -1       F 
      3: 2     -- Z Loc [ A2             ] 
 
     20:  Z=X*F (P37) 
      1: 2     -- X Loc [ A2             ] 
      2: 1000     F 
      3: 2     -- Z Loc [ A2             ] 
 
     21:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 2     -- Source Loc (R)(Ohms) [ A2             ] 
      3: 2     -- Destination Loc (Deg C) [ A2             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for third bank of thermistors 
 
     22:  Z=1/X (P42) 
      1: 3     -- X Loc [ A3             ] 
      2: 3     -- Z Loc [ A3             ] 
 
     23:  Z=X*F (P37) 
      1: 3     -- X Loc [ A3             ] 
      2: 5000     F 
      3: 3     -- Z Loc [ A3             ] 
 
     24:  Z=X+F (P34) 
      1: 3     -- X Loc [ A3             ] 

      2: -1       F 
      3: 3     -- Z Loc [ A3             ] 
 
     25:  Z=X*F (P37) 
      1: 3     -- X Loc [ A3             ] 
      2: 1000     F 
      3: 3     -- Z Loc [ A3             ] 
 
     26:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 3     -- Source Loc (R)(Ohms) [ A3             ] 
      3: 3     -- Destination Loc (Deg C) [ A3             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for fourth bank of thermistors 
 
     27:  Z=1/X (P42) 
      1: 4     -- X Loc [ A4             ] 
      2: 4     -- Z Loc [ A4             ] 
 
     28:  Z=X*F (P37) 
      1: 4     -- X Loc [ A4             ] 
      2: 5000     F 
      3: 4     -- Z Loc [ A4             ] 
 
     29:  Z=X+F (P34) 
      1: 4     -- X Loc [ A4             ] 
      2: -1       F 
      3: 4     -- Z Loc [ A4             ] 
 
     30:  Z=X*F (P37) 
      1: 4     -- X Loc [ A4             ] 
      2: 1000     F 
      3: 4     -- Z Loc [ A4             ] 
 
     31:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 4     -- Source Loc (R)(Ohms) [ A4             ] 
      3: 4     -- Destination Loc (Deg C) [ A4             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
32:  End (P95) 
 
;Deactivate Am16/32(1) 
 
33:  Do (P86) 
 1: 51       Set Port 1 Low 
 
; *** End of instructions for AM16/32(1) *** 
 
 
; *** Start of instructions to measure AM16/32(2) *** 
 
; Activate AM16/32(2) by setting Control Port 2 high 
 
34:  Do (P86) 
 1: 42       Set Port 2 High 
 
35:  Beginning of Loop (P87) 
 1: 0        Delay 
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 2: 15       Loop Count  
 
     36:  Step Loop Index (P90) 
      1: 4        Step 
 
     37:  Do (P86) 
      1: 77       Pulse Port 7 
 
     38:  Delay w/Opt Excitation (P22) 
      1: 1     -- Ex Channel 
      2: 0        Delay W/Ex (0.01 sec units) 
      3: 1        Delay After Ex (0.01 sec units) 
      4: 0        mV Excitation 
 
; The following instructions are used to determine the 
; resistance of the thermistors in ohms and then be 
; plugged into the Steinhart-Hart equation to determine 
; a value in Degrees C. 
 
     39:  Excite-Delay (SE) (P4) 
      1: 4        Reps 
      2: 20       Auto, 60 Hz Reject, Slow Range (OS>1.06) 
      3: 5        SE Channel 
      4: 1        Excite all reps w/Exchan 1 
      5: 10       Delay (0.01 sec units) 
      6: 5000     mV Excitation 
      7: 65    -- Loc [ B1             ] 
      8: 1        Mult 
      9: 0        Offset 
 
; Processing calculations for first bank of thermistors 
 
     40:  Z=1/X (P42) 
      1: 65    -- X Loc [ B1             ] 
      2: 65    -- Z Loc [ B1             ] 
 
     41:  Z=X*F (P37) 
      1: 65    -- X Loc [ B1             ] 
      2: 5000     F 
      3: 65    -- Z Loc [ B1             ] 
 
     42:  Z=X+F (P34) 
      1: 65    -- X Loc [ B1             ] 
      2: -1       F 
      3: 65    -- Z Loc [ B1             ] 
 
 
     43:  Z=X*F (P37) 
      1: 65    -- X Loc [ B1             ] 
      2: 1000     F 
      3: 65    -- Z Loc [ B1             ] 
 
     44:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 65    -- Source Loc (R)(Ohms) [ B1             ] 
      3: 65    -- Destination Loc (Deg C) [ B1             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for second bank of thermistors 
 
     45:  Z=1/X (P42) 
      1: 66    -- X Loc [ B2             ] 
      2: 66    -- Z Loc [ B2             ] 
 
     46:  Z=X*F (P37) 

      1: 66    -- X Loc [ B2             ] 
      2: 5000     F 
      3: 66    -- Z Loc [ B2             ] 
 
     47:  Z=X+F (P34) 
      1: 66    -- X Loc [ B2             ] 
      2: -1       F 
      3: 66    -- Z Loc [ B2             ] 
 
     48:  Z=X*F (P37) 
      1: 66    -- X Loc [ B2             ] 
      2: 1000     F 
      3: 66    -- Z Loc [ B2             ] 
 
     49:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 66    -- Source Loc (R)(Ohms) [ B2             ] 
      3: 66    -- Destination Loc (Deg C) [ B2             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for third bank of thermistors 
 
     50:  Z=1/X (P42) 
      1: 67    -- X Loc [ B3             ] 
      2: 67    -- Z Loc [ B3             ] 
 
     51:  Z=X*F (P37) 
      1: 67    -- X Loc [ B3             ] 
      2: 5000     F 
      3: 67    -- Z Loc [ B3             ] 
 
     52:  Z=X+F (P34) 
      1: 67    -- X Loc [ B3             ] 
      2: -1       F 
      3: 67    -- Z Loc [ B3             ] 
 
     53:  Z=X*F (P37) 
      1: 67    -- X Loc [ B3             ] 
      2: 1000     F 
      3: 67    -- Z Loc [ B3             ] 
 
     54:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 67    -- Source Loc (R)(Ohms) [ B3             ] 
      3: 67    -- Destination Loc (Deg C) [ B3             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for fourth bank of thermistors 
 
     55:  Z=1/X (P42) 
      1: 68    -- X Loc [ B4             ] 
      2: 68    -- Z Loc [ B4             ] 
 
     56:  Z=X*F (P37) 
      1: 68    -- X Loc [ B4             ] 
      2: 5000     F 
      3: 68    -- Z Loc [ B4             ] 
 
     57:  Z=X+F (P34) 
      1: 68    -- X Loc [ B4             ] 
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      2: -1       F 
      3: 68    -- Z Loc [ B4             ] 
 
     58:  Z=X*F (P37) 
      1: 68    -- X Loc [ B4             ] 
      2: 1000     F 
      3: 68    -- Z Loc [ B4             ] 
 
     59:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 68    -- Source Loc (R)(Ohms) [ B4             ] 
      3: 68    -- Destination Loc (Deg C) [ B4             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
60:  End (P95) 
 
;Deactivate Am16/32(2) 
 
61:  Do (P86) 
 1: 52       Set Port 2 Low 
 
; *** End of instructions for AM16/32(2) *** 
 
 
; *** Start of instructions to measure AM16/32(3) *** 
 
; Activate AM16/32(3) by setting Control Port 3 high 
 
62:  Do (P86) 
 1: 43       Set Port 3 High 
 
63:  Beginning of Loop (P87) 
 1: 0        Delay 
 2: 15       Loop Count 
 
     64:  Step Loop Index (P90) 
      1: 4        Step 
 
     65:  Do (P86) 
      1: 77       Pulse Port 7 
 
     66:  Delay w/Opt Excitation (P22) 
      1: 1     -- Ex Channel 
      2: 0        Delay W/Ex (0.01 sec units) 
      3: 1        Delay After Ex (0.01 sec units) 
      4: 0        mV Excitation 
 
; The following instructions are used to determine the 
; resistance of the thermistors in ohms and then be 
; plugged into the Steinhart-Hart equation to determine 
; a value in Degrees C. 
 
     67:  Excite-Delay (SE) (P4) 
      1: 4        Reps 
      2: 20       Auto, 60 Hz Reject, Slow Range (OS>1.06) 
      3: 9        SE Channel 
      4: 1        Excite all reps w/Exchan 1 
      5: 10       Delay (0.01 sec units) 
      6: 5000     mV Excitation 
      7: 129   -- Loc [ C1             ] 
      8: 1        Mult 
      9: 0        Offset 
 
; Processing calculations for first bank of thermistors 
 

     68:  Z=1/X (P42) 
      1: 129   -- X Loc [ C1             ] 
      2: 129   -- Z Loc [ C1             ] 
 
     69:  Z=X*F (P37) 
      1: 129   -- X Loc [ C1             ] 
      2: 5000     F 
      3: 129   -- Z Loc [ C1             ] 
 
     70:  Z=X+F (P34) 
      1: 129   -- X Loc [ C1             ] 
      2: -1       F 
      3: 129   -- Z Loc [ C1             ] 
 
 
     71:  Z=X*F (P37) 
      1: 129   -- X Loc [ C1             ] 
      2: 1000     F 
      3: 129   -- Z Loc [ C1             ] 
 
     72:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 129   -- Source Loc (R)(Ohms) [ C1             ] 
      3: 129   -- Destination Loc (Deg C) [ C1             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for second bank of thermistors 
 
     73:  Z=1/X (P42) 
      1: 130   -- X Loc [ C2             ] 
      2: 130   -- Z Loc [ C2             ] 
 
     74:  Z=X*F (P37) 
      1: 130   -- X Loc [ C2             ] 
      2: 5000     F 
      3: 130   -- Z Loc [ C2             ] 
 
     75:  Z=X+F (P34) 
      1: 130   -- X Loc [ C2             ] 
      2: -1       F 
      3: 130   -- Z Loc [ C2             ] 
 
     76:  Z=X*F (P37) 
      1: 130   -- X Loc [ C2             ] 
      2: 1000     F 
      3: 130   -- Z Loc [ C2             ] 
 
     77:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 130   -- Source Loc (R)(Ohms) [ C2             ] 
      3: 130   -- Destination Loc (Deg C) [ C2             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for third bank of thermistors 
 
     78:  Z=1/X (P42) 
      1: 131   -- X Loc [ C3             ] 
      2: 131   -- Z Loc [ C3             ] 
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     79:  Z=X*F (P37) 
      1: 131   -- X Loc [ C3             ] 
      2: 5000     F 
      3: 131   -- Z Loc [ C3             ] 
 
     80:  Z=X+F (P34) 
      1: 131   -- X Loc [ C3             ] 
      2: -1       F 
      3: 131   -- Z Loc [ C3             ] 
 
     81:  Z=X*F (P37) 
      1: 131   -- X Loc [ C3             ] 
      2: 1000     F 
      3: 131   -- Z Loc [ C3             ] 
 
     82:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 131   -- Source Loc (R)(Ohms) [ C3             ] 
      3: 131   -- Destination Loc (Deg C) [ C3             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for fourth bank of thermistors 
 
     83:  Z=1/X (P42) 
      1: 132   -- X Loc [ C4             ] 
      2: 132   -- Z Loc [ C4             ] 
 
     84:  Z=X*F (P37) 
      1: 132   -- X Loc [ C4             ] 
      2: 5000     F 
      3: 132   -- Z Loc [ C4             ] 
 
     85:  Z=X+F (P34) 
      1: 132   -- X Loc [ C4             ] 
      2: -1       F 
      3: 132   -- Z Loc [ C4             ] 
 
     86:  Z=X*F (P37) 
      1: 132   -- X Loc [ C4             ] 
      2: 1000     F 
      3: 132   -- Z Loc [ C4             ] 
 
     87:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 132   -- Source Loc (R)(Ohms) [ C4             ] 
      3: 132   -- Destination Loc (Deg C) [ C4             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
88:  End (P95) 
 
;Deactivate Am16/32(3) 
 
89:  Do (P86) 
 1: 53       Set Port 3 Low 
 
; *** End of instructions for AM16/32(3) *** 
 
 
; *** Start of instructions to measure AM16/32(4) *** 
 

; Activate AM16/32(4) by setting Control Port 4 high 
 
90:  Do (P86) 
 1: 44       Set Port 4 High 
 
91:  Beginning of Loop (P87) 
 1: 0        Delay 
 2: 15       Loop Count 
 
     92:  Step Loop Index (P90) 
      1: 4        Step 
 
     93:  Do (P86) 
      1: 78       Pulse Port 8 
 
     94:  Delay w/Opt Excitation (P22) 
      1: 1        Ex Channel 
      2: 0        Delay W/Ex (0.01 sec units) 
      3: 1        Delay After Ex (0.01 sec units) 
      4: 0        mV Excitation 
 
; The following instructions are used to determine the 
; resistance of the thermistors in ohms and then be 
; plugged into the Steinhart-Hart equation to determine 
; a value in Degrees C. 
 
     95:  Excite-Delay (SE) (P4) 
      1: 4        Reps 
      2: 20       Auto, 60 Hz Reject, Slow Range (OS>1.06) 
      3: 13       SE Channel 
      4: 1        Excite all reps w/Exchan 1 
      5: 10       Delay (0.01 sec units) 
      6: 5000     mV Excitation 
      7: 193   -- Loc [ D1             ] 
      8: 1        Mult 
      9: 0        Offset 
 
; Processing calculations for first bank of thermistors 
 
     96:  Z=1/X (P42) 
      1: 193   -- X Loc [ D1             ] 
      2: 193   -- Z Loc [ D1             ] 
 
     97:  Z=X*F (P37) 
      1: 193   -- X Loc [ D1             ] 
      2: 5000     F 
      3: 193   -- Z Loc [ D1             ] 
 
     98:  Z=X+F (P34) 
      1: 193   -- X Loc [ D1             ] 
      2: -1       F 
      3: 193   -- Z Loc [ D1             ] 
 
     99:  Z=X*F (P37) 
      1: 193   -- X Loc [ D1             ] 
      2: 1000     F 
      3: 193   -- Z Loc [ D1             ] 
 
     100:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 193   -- Source Loc (R)(Ohms) [ D1             ] 
      3: 193   -- Destination Loc (Deg C) [ D1             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for second bank of thermistors 
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     101:  Z=1/X (P42) 
      1: 194   -- X Loc [ D2             ] 
      2: 194   -- Z Loc [ D2             ] 
 
     102:  Z=X*F (P37) 
      1: 194   -- X Loc [ D2             ] 
      2: 5000     F 
      3: 194   -- Z Loc [ D2             ] 
 
     103:  Z=X+F (P34) 
      1: 194   -- X Loc [ D2             ] 
      2: -1       F 
      3: 194   -- Z Loc [ D2             ] 
 
     104:  Z=X*F (P37) 
      1: 194   -- X Loc [ D2             ] 
      2: 1000     F 
      3: 194   -- Z Loc [ D2             ] 
 
     105:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 194   -- Source Loc (R)(Ohms) [ D2             ] 
      3: 194   -- Destination Loc (Deg C) [ D2             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for third bank of thermistors 
 
     106:  Z=1/X (P42) 
      1: 195   -- X Loc [ D3             ] 
      2: 195   -- Z Loc [ D3             ] 
 
     107:  Z=X*F (P37) 
      1: 195   -- X Loc [ D3             ] 
      2: 5000     F 
      3: 195   -- Z Loc [ D3             ] 
 
     108:  Z=X+F (P34) 
      1: 195   -- X Loc [ D3             ] 
      2: -1       F 
      3: 195   -- Z Loc [ D3             ] 
 
     109:  Z=X*F (P37) 
      1: 195   -- X Loc [ D3             ] 
      2: 1000     F 
      3: 195   -- Z Loc [ D3             ] 
 
     110:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 195   -- Source Loc (R)(Ohms) [ D3             ] 
      3: 195   -- Destination Loc (Deg C) [ D3             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for fourth bank of thermistors 
 
     111:  Z=1/X (P42) 
      1: 196   -- X Loc [ D4             ] 
      2: 196   -- Z Loc [ D4             ] 
 
     112:  Z=X*F (P37) 

      1: 196   -- X Loc [ D4             ] 
      2: 5000     F 
      3: 196   -- Z Loc [ D4             ] 
 
     113:  Z=X+F (P34) 
      1: 196   -- X Loc [ D4             ] 
      2: -1       F 
      3: 196   -- Z Loc [ D4             ] 
 
     114:  Z=X*F (P37) 
      1: 196   -- X Loc [ D4             ] 
      2: 1000     F 
      3: 196   -- Z Loc [ D4             ] 
 
     115:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 196   -- Source Loc (R)(Ohms) [ D4             ] 
      3: 196   -- Destination Loc (Deg C) [ D4             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
116:  End (P95) 
 
;Deactivate Am16/32(4) 
 
117:  Do (P86) 
 1: 54       Set Port 4 Low 
 
; *** End of instructions for AM16/32(4) *** 
 
 
; *** Start of instructions to measure AM16/32(5) *** 
 
; Activate AM16/32(5) by setting Control Port 5 high 
 
118:  Do (P86) 
 1: 45       Set Port 5 High 
 
119:  Beginning of Loop (P87) 
 1: 0        Delay 
 2: 16       Loop Count 
 
     120:  Step Loop Index (P90) 
      1: 4        Step 
 
     121:  Do (P86) 
      1: 78       Pulse Port 8 
 
     122:  Delay w/Opt Excitation (P22) 
      1: 1        Ex Channel 
      2: 0        Delay W/Ex (0.01 sec units) 
      3: 1        Delay After Ex (0.01 sec units) 
      4: 0        mV Excitation 
 
; The following instructions are used to determine the 
; resistance of the thermistors in ohms and then be 
; plugged into the Steinhart-Hart equation to determine 
; a value in Degrees C. 
 
     123:  Excite-Delay (SE) (P4) 
      1: 4        Reps 
      2: 20       Auto, 60 Hz Reject, Slow Range (OS>1.06) 
      3: 17       SE Channel 
      4: 1        Excite all reps w/Exchan 1 
      5: 10       Delay (0.01 sec units) 
      6: 5000     mV Excitation 
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      7: 257   -- Loc [ E1             ] 
      8: 1        Mult 
      9: 0        Offset 
 
; Processing calculations for first bank of thermistors 
 
     124:  Z=1/X (P42) 
      1: 257   -- X Loc [ E1             ] 
      2: 257   -- Z Loc [ E1             ] 
 
     125:  Z=X*F (P37) 
      1: 257   -- X Loc [ E1             ] 
      2: 5000     F 
      3: 257   -- Z Loc [ E1             ] 
 
     126:  Z=X+F (P34) 
      1: 257   -- X Loc [ E1             ] 
      2: -1       F 
      3: 257   -- Z Loc [ E1             ] 
 
     127:  Z=X*F (P37) 
      1: 257   -- X Loc [ E1             ] 
      2: 1000     F 
      3: 257   -- Z Loc [ E1             ] 
 
     128:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 257   -- Source Loc (R)(Ohms) [ E1             ] 
      3: 257   -- Destination Loc (Deg C) [ E1             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for second bank of thermistors 
 
     129:  Z=1/X (P42) 
      1: 258   -- X Loc [ E2             ] 
      2: 258   -- Z Loc [ E2             ] 
 
     130:  Z=X*F (P37) 
      1: 258   -- X Loc [ E2             ] 
      2: 5000     F 
      3: 258   -- Z Loc [ E2             ] 
 
     131:  Z=X+F (P34) 
      1: 258   -- X Loc [ E2             ] 
      2: -1       F 
      3: 258   -- Z Loc [ E2             ] 
 
     132:  Z=X*F (P37) 
      1: 258   -- X Loc [ E2             ] 
      2: 1000     F 
      3: 258   -- Z Loc [ E2             ] 
 
     133:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 258   -- Source Loc (R)(Ohms) [ E2             ] 
      3: 258   -- Destination Loc (Deg C) [ E2             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for third bank of thermistors 
 

     134:  Z=1/X (P42) 
      1: 259   -- X Loc [ E3             ] 
      2: 259   -- Z Loc [ E3             ] 
 
     135:  Z=X*F (P37) 
      1: 259   -- X Loc [ E3             ] 
      2: 5000     F 
      3: 259   -- Z Loc [ E3             ] 
 
     136:  Z=X+F (P34) 
      1: 259   -- X Loc [ E3             ] 
      2: -1       F 
      3: 259   -- Z Loc [ E3             ] 
 
     137:  Z=X*F (P37) 
      1: 259   -- X Loc [ E3             ] 
      2: 1000     F 
      3: 259   -- Z Loc [ E3             ] 
 
     138:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 259   -- Source Loc (R)(Ohms) [ E3             ] 
      3: 259   -- Destination Loc (Deg C) [ E3             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for fourth bank of thermistors 
 
     139:  Z=1/X (P42) 
      1: 260   -- X Loc [ E4             ] 
      2: 260   -- Z Loc [ E4             ] 
 
     140:  Z=X*F (P37) 
      1: 260   -- X Loc [ E4             ] 
      2: 5000     F 
      3: 260   -- Z Loc [ E4             ] 
 
     141:  Z=X+F (P34) 
      1: 260   -- X Loc [ E4             ] 
      2: -1       F 
      3: 260   -- Z Loc [ E4             ] 
 
     142:  Z=X*F (P37) 
      1: 260   -- X Loc [ E4             ] 
      2: 1000     F 
      3: 260   -- Z Loc [ E4             ] 
 
     143:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 260   -- Source Loc (R)(Ohms) [ E4             ] 
      3: 260   -- Destination Loc (Deg C) [ E4             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
144:  End (P95) 
 
;Deactivate Am16/32(5) 
 
145:  Do (P86) 
 1: 55       Set Port 5 Low 
 
; *** End of instructions for AM16/32(5) *** 
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; *** Start of instructions to measure AM16/32(6) *** 
 
; Activate AM16/32(6) by setting Control Port 6 high 
 
146:  Do (P86) 
 1: 46       Set Port 6 High 
 
147:  Beginning of Loop (P87) 
 1: 0        Delay 
 2: 4        Loop Count 
 
     148:  Step Loop Index (P90) 
      1: 4        Step 
 
     149:  Do (P86) 
      1: 78       Pulse Port 8 
 
     150:  Delay w/Opt Excitation (P22) 
      1: 1        Ex Channel 
      2: 0        Delay W/Ex (0.01 sec units) 
      3: 1        Delay After Ex (0.01 sec units) 
      4: 0        mV Excitation 
 
; The following instructions are used to determine the 
; resistance of the thermistors in ohms and then be 
; plugged into the Steinhart-Hart equation to determine 
; a value in Degrees C. 
 
     151:  Excite-Delay (SE) (P4) 
      1: 4        Reps 
      2: 20       Auto, 60 Hz Reject, Slow Range (OS>1.06) 
      3: 21       SE Channel 
      4: 1        Excite all reps w/Exchan 1 
      5: 10       Delay (0.01 sec units) 
      6: 5000     mV Excitation 
      7: 321   -- Loc [ F1             ] 
      8: 1        Mult 
      9: 0        Offset 
 
; Processing calculations for first bank of thermistors 
 
     152:  Z=1/X (P42) 
      1: 321   -- X Loc [ F1             ] 
      2: 321   -- Z Loc [ F1             ] 
 
     153:  Z=X*F (P37) 
      1: 321   -- X Loc [ F1             ] 
      2: 5000     F 
      3: 321   -- Z Loc [ F1             ] 
 
     154:  Z=X+F (P34) 
      1: 321   -- X Loc [ F1             ] 
      2: -1       F 
      3: 321   -- Z Loc [ F1             ] 
 
     155:  Z=X*F (P37) 
      1: 321   -- X Loc [ F1             ] 
      2: 1000     F 
      3: 321   -- Z Loc [ F1             ] 
 
     156:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 321   -- Source Loc (R)(Ohms) [ F1             ] 
      3: 321   -- Destination Loc (Deg C) [ F1             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 

      9: -8       x 10^n 
 
; Processing calculations for second bank of thermistors 
 
     157:  Z=1/X (P42) 
      1: 322   -- X Loc [ F2             ] 
      2: 322   -- Z Loc [ F2             ] 
 
     158:  Z=X*F (P37) 
      1: 322   -- X Loc [ F2             ] 
      2: 5000     F 
      3: 322   -- Z Loc [ F2             ] 
 
     159:  Z=X+F (P34) 
      1: 322   -- X Loc [ F2             ] 
      2: -1       F 
      3: 322   -- Z Loc [ F2             ] 
 
     160:  Z=X*F (P37) 
      1: 322   -- X Loc [ F2             ] 
      2: 1000     F 
      3: 322   -- Z Loc [ F2             ] 
 
     161:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 322   -- Source Loc (R)(Ohms) [ F2             ] 
      3: 322   -- Destination Loc (Deg C) [ F2             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for third bank of thermistors 
 
     162:  Z=1/X (P42) 
      1: 323   -- X Loc [ F3             ] 
      2: 323   -- Z Loc [ F3             ] 
 
     163:  Z=X*F (P37) 
      1: 323   -- X Loc [ F3             ] 
      2: 5000     F 
      3: 323   -- Z Loc [ F3             ] 
 
     164:  Z=X+F (P34) 
      1: 323   -- X Loc [ F3             ] 
      2: -1       F 
      3: 323   -- Z Loc [ F3             ] 
 
     165:  Z=X*F (P37) 
      1: 323   -- X Loc [ F3             ] 
      2: 1000     F 
      3: 323   -- Z Loc [ F3             ] 
 
     166:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 323   -- Source Loc (R)(Ohms) [ F3             ] 
      3: 323   -- Destination Loc (Deg C) [ F3             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for fourth bank of thermistors 
 
     167:  Z=1/X (P42) 
      1: 324   -- X Loc [ F4             ] 
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      2: 324   -- Z Loc [ F4             ] 
 
     168:  Z=X*F (P37) 
      1: 324   -- X Loc [ F4             ] 
      2: 5000     F 
      3: 324   -- Z Loc [ F4             ] 
 
     169:  Z=X+F (P34) 
      1: 324   -- X Loc [ F4             ] 
      2: -1       F 
      3: 324   -- Z Loc [ F4             ] 
 
     170:  Z=X*F (P37) 
      1: 324   -- X Loc [ F4             ] 
      2: 1000     F 
      3: 324   -- Z Loc [ F4             ] 
 
     171:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 324   -- Source Loc (R)(Ohms) [ F4             ] 
      3: 324   -- Destination Loc (Deg C) [ F4             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
172:  End (P95) 
 
;Deactivate Am16/32(6) 
 
173:  Do (P86) 
 1: 56       Set Port 6 Low 
 
; *** End of instructions for AM16/32(6) *** 
 
; *** OUTPUT INSTRUCTIONS *** 
 
 
174:  Data Table (P84)^17854 
 1: 0        Seconds into Interval 
 2: -1       When Flag 1 is High 
 3: 0        (0 = auto allocate, -x = redirect to inloc x) 
 4: CR23X_T13_PILE_INSIDE     Table Name 
 
175:  Sample (P70)^2771 
 1: 228      Reps 
 2: 1        Loc [ A1             ] 
 
176:  Data Table (P84)^4979 
 1: 0.0      Seconds into Interval 
 2: -1       When Flag 1 is High 
 3: 0        (0 = auto allocate, -x = redirect to inloc x) 
 4: T1andT3_BASE_GROUND       Table Name 
 
177:  Sample (P70)^13334 
 1: 79       Reps 
 2: 257      Loc [ E1             ] 
 
 
178:  Data Table (P84)^32443 
 1: 0        Seconds into Interval 
 2: -1       When Flag 1 is High 
 3: 0        (0 = auto allocate, -x = redirect to inloc x) 
 4: 15B_15A                   Table Name 
 
179:  Sample (P70)^30634 
 1: 25       Reps 
 2: 229      Loc [ D37            ] 

 
180:  Do (P86) 
 1: 21       Set Flag 1 Low 
 
*Table 2 Program 
  02: 0.0000    Execution Interval (seconds) 
 
*Table 3 Subroutines 
 
End Program 
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;{CR10X-TD_CBb Station - Diavik Test 
;Piles Project} 
; 
; *** Program Information *** 
; 
; Nam Pham (University of Alberta) adaptation of Matthew 
:Knezevich  Campbell (Scientific) Canada Corporation 
 
; Date updated: Aug 10, 2007 
; 
; Flag 1 will be used for thermistor temperature data 
; (which is output every 4 hours) 
; 
; Flag 2 will be used for daily status output 
; (which is output every 24 hours) 
; 
; Program Description: 
; 
; This program has been written for use with a CR10X 
; datalogger and 2 AM16/32-XT multiplexers.  Each 
; multiplexer will be setted up 4X16 mode and will have 
; 121 thermistors connected. The frist 64 thermistors are 
connectted 
; AM16/32 (1) and the last 57 thermistors are connectted to 
;AM16/32 (2) 
; 
; 
; The multiplexers will be numbered from 1 to 2, and 
; will all be connected to the CR10X wiring panel. For 
; wiring information, refer to the wiring diagrams 
; that come along with this program. 
; 
; The thermistors are part number YSI 44007 and are 5K 
; at 25 Degrees C. The thermistors will be measured using 
; instruction P4 and then the Steinhart Hart equation 
; will be used to calculate the temperature. The Steinhart 
; Hart coefficients were determined using the spreadsheet 
; calculator available on the YSI website: 
; 
; http://www.ysi.com/extranet/TEMPKL.nsf/ 
; 447554deba0f52f2852569f500696b21/ 
; b06d4e8ff6f77c4085256a030072cea1!OpenDocument 
; 
; 
; The resulting coefficients for the Steinhart Hart equation 
; were found to be: 
; 
; A = 0.001286798 
; B = 0.000235938 
; C = 0.000000094 
; 
; 
; Each single ended channel of the CR10X will have a 
; precision 1k resistor attached to it.  The other end of each 
; of these resistors will be attached to analog ground. 
; 
; The excitations for the thermistors will be wired to a common 
; excitation bus (terminal strip) which is placed in 
; multiplexer enclosure.  Excitation Channel 1 from the CR10X 
is connected to this 
; excitation bus and is used to excite all of the thermistors that 
are wired to AM16/32 (1,2) 
 
; Control ports 4-5 are used for the RESET line of AM16/32 
(1,2) respectively 
; and Port 6 is used to pulse clock on both AM16/32 (1,2) 
 
; The temperatures will be measured every hour (3600 seconds) 
; and stored in final storage along with the time stamp every 

; four hour. 
 
 
;NOTE: 
; 
; THIS PROGRAM WILL BE USED TO RUN CR10X ON 
THE ;EAST SIDE OF COVERED PILE 
; AT THIS MOMENT, THERE ARE 6 THERMISTORS 
STRINGS: ;1042(10-15(7)) 1048(10-15(5)) 
; 1049(10-15(3)) 1050(10-15(1)) 1054(CBNORTH) 
;1055(CBSOUTH) ONE THEMISTOR FOR AIR TEMP. 
; STRING 1-4 IS ON TOP OF COVERED PILE DRILLED IN 
2007 
; 
; THUS: THE OUTPUT WILL BE 10*12+1=121 REPS 
 
*Table 1 Program 
  01: 3600      Execution Interval (seconds) 
 
1:  If time is (P92) 
 1: 0        Seconds into a 
 2: 21600    Second interval 
 3: 11       Set Flag 1 High 
 
; Compute the program signature the first time is run and 
; once daily. 
 
2:  If (X<=>F) (P89) 
 1: 129      X Loc [ ProgSign       ] 
 2: 1        = 
 3: 0        F 
 4: 30       Then Do 
 
     3:  Signature (P19) 
      1: 129      Loc [ ProgSign       ] 
 
4:  End (P95) 
 
; Every execution interval, measure the battery voltage 
 
5:  Batt Voltage (P10) 
 1: 130      Loc [ BattVolt       ] 
 
; *** Start of instructions to measure AM16/32(1) *** 
 
; Activate AM16/32(1) by setting Control Port 1 high 
 
6:  Do (P86) 
 1: 44       Set Port 4 High 
 
7:  Beginning of Loop (P87) 
 1: 0        Delay 
 2: 16       Loop Count 
 
     8:  Step Loop Index (P90) 
      1: 4        Step 
 
     9:  Do (P86) 
      1: 76       Pulse Port 6 
 
     10:  Delay w/Opt Excitation (P22) 
      1: 1        Ex Channel 
      2: 0        Delay W/Ex (0.01 sec units) 
      3: 1        Delay After Ex (0.01 sec units) 
      4: 0        mV Excitation 
 
; The following instructions are used to determine the 
; resistance of the thermistors in ohms and then be 
; plugged into the Steinhart-Hart equation to determine 
; a value in Degrees C. 
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     11:  Excite-Delay (SE) (P4) 
      1: 4        Reps 
      2: 20       Auto, 60 Hz Reject, Slow Range (OS>1.06) 
      3: 1        SE Channel 
      4: 1        Excite all reps w/Exchan 1 
      5: 10       Delay (0.01 sec units) 
      6: 2500     mV Excitation 
      7: 1     -- Loc [ A1             ] 
      8: 2.0138   Mult 
      9: 0        Offset 
 
; Processing calculations for first bank of thermistors 
 
     12:  Z=1/X (P42) 
      1: 1     -- X Loc [ A1             ] 
      2: 1     -- Z Loc [ A1             ] 
 
     13:  Z=X*F (P37) 
      1: 1     -- X Loc [ A1             ] 
      2: 5000     F 
      3: 1     -- Z Loc [ A1             ] 
 
     14:  Z=X+F (P34) 
      1: 1     -- X Loc [ A1             ] 
      2: -1       F 
      3: 1     -- Z Loc [ A1             ] 
 
     15:  Z=X*F (P37) 
      1: 1     -- X Loc [ A1             ] 
      2: 1000     F 
      3: 1     -- Z Loc [ A1             ] 
 
     16:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 1     -- Source Loc (R)(Ohms) [ A1             ] 
      3: 1     -- Destination Loc (Deg C) [ A1             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for second bank of thermistors 
 
     17:  Z=1/X (P42) 
      1: 2     -- X Loc [ A2             ] 
      2: 2     -- Z Loc [ A2             ] 
 
     18:  Z=X*F (P37) 
      1: 2     -- X Loc [ A2             ] 
      2: 5000     F 
      3: 2     -- Z Loc [ A2             ] 
 
     19:  Z=X+F (P34) 
      1: 2     -- X Loc [ A2             ] 
      2: -1       F 
      3: 2     -- Z Loc [ A2             ] 
 
     20:  Z=X*F (P37) 
      1: 2     -- X Loc [ A2             ] 
      2: 1000     F 
      3: 2     -- Z Loc [ A2             ] 
 
     21:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 2     -- Source Loc (R)(Ohms) [ A2             ] 
      3: 2     -- Destination Loc (Deg C) [ A2             ] 
      4: 1.28680  A 

      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for third bank of thermistors 
 
     22:  Z=1/X (P42) 
      1: 3     -- X Loc [ A3             ] 
      2: 3     -- Z Loc [ A3             ] 
 
     23:  Z=X*F (P37) 
      1: 3     -- X Loc [ A3             ] 
      2: 5000     F 
      3: 3     -- Z Loc [ A3             ] 
 
     24:  Z=X+F (P34) 
      1: 3     -- X Loc [ A3             ] 
      2: -1       F 
      3: 3     -- Z Loc [ A3             ] 
 
     25:  Z=X*F (P37) 
      1: 3     -- X Loc [ A3             ] 
      2: 1000     F 
      3: 3     -- Z Loc [ A3             ] 
 
     26:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 3     -- Source Loc (R)(Ohms) [ A3             ] 
      3: 3     -- Destination Loc (Deg C) [ A3             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for fourth bank of thermistors 
 
     27:  Z=1/X (P42) 
      1: 4     -- X Loc [ A4             ] 
      2: 4     -- Z Loc [ A4             ] 
 
     28:  Z=X*F (P37) 
      1: 4     -- X Loc [ A4             ] 
      2: 5000     F 
      3: 4     -- Z Loc [ A4             ] 
 
     29:  Z=X+F (P34) 
      1: 4     -- X Loc [ A4             ] 
      2: -1       F 
      3: 4     -- Z Loc [ A4             ] 
 
     30:  Z=X*F (P37) 
      1: 4     -- X Loc [ A4             ] 
      2: 1000     F 
      3: 4     -- Z Loc [ A4             ] 
 
     31:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 4     -- Source Loc (R)(Ohms) [ A4             ] 
      3: 4     -- Destination Loc (Deg C) [ A4             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
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32:  End (P95) 
 
;Deactivate Am16/32(1) 
 
33:  Do (P86) 
 1: 54       Set Port 4 Low 
 
; *** End of instructions for AM16/32(1) *** 
 
 
; *** Start of instructions to measure AM16/32(2) *** 
 
; Activate AM16/32(2) by setting Control Port 2 high 
 
34:  Do (P86) 
 1: 45       Set Port 5 High 
 
35:  Beginning of Loop (P87) 
 1: 0        Delay 
 2: 15       Loop Count 
 
     36:  Step Loop Index (P90) 
      1: 4        Step 
 
     37:  Do (P86) 
      1: 76       Pulse Port 6 
 
     38:  Delay w/Opt Excitation (P22) 
      1: 1        Ex Channel 
      2: 0        Delay W/Ex (0.01 sec units) 
      3: 1        Delay After Ex (0.01 sec units) 
      4: 0        mV Excitation 
 
; The following instructions are used to determine the 
; resistance of the thermistors in ohms and then be 
; plugged into the Steinhart-Hart equation to determine 
; a value in Degrees C. 
 
     39:  Excite-Delay (SE) (P4) 
      1: 4        Reps 
      2: 20       Auto, 60 Hz Reject, Slow Range (OS>1.06) 
      3: 5        SE Channel 
      4: 1        Excite all reps w/Exchan 1 
      5: 10       Delay (0.01 sec units) 
      6: 2500     mV Excitation 
      7: 65    -- Loc [ B1             ] 
      8: 2.0138   Mult 
      9: 0        Offset 
 
; Processing calculations for first bank of thermistors 
 
     40:  Z=1/X (P42) 
      1: 65    -- X Loc [ B1         ] 
      2: 65    -- Z Loc [ B1         ] 
 
     41:  Z=X*F (P37) 
      1: 65    -- X Loc [ B1         ] 
      2: 5000     F 
      3: 65    -- Z Loc [ B1         ] 
 
     42:  Z=X+F (P34) 
      1: 65    -- X Loc [ B1         ] 
      2: -1       F 
      3: 65    -- Z Loc [ B1         ] 
 
     43:  Z=X*F (P37) 
      1: 65    -- X Loc [ B1         ] 
      2: 1000     F 
      3: 65    -- Z Loc [ B1         ] 
 

     44:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 65    -- Source Loc (R)(Ohms) [ B1         ] 
      3: 65    -- Destination Loc (Deg C) [ B1         ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for second bank of thermistors 
 
     45:  Z=1/X (P42) 
      1: 66    -- X Loc [ B2         ] 
      2: 66    -- Z Loc [ B2         ] 
 
     46:  Z=X*F (P37) 
      1: 66    -- X Loc [ B2         ] 
      2: 5000     F 
      3: 66    -- Z Loc [ B2         ] 
 
     47:  Z=X+F (P34) 
      1: 66    -- X Loc [ B2         ] 
      2: -1       F 
      3: 66    -- Z Loc [ B2         ] 
 
     48:  Z=X*F (P37) 
      1: 66    -- X Loc [ B2         ] 
      2: 1000     F 
      3: 66    -- Z Loc [ B2         ] 
 
     49:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 66    -- Source Loc (R)(Ohms) [ B2         ] 
      3: 66    -- Destination Loc (Deg C) [ B2         ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for third bank of thermistors 
 
     50:  Z=1/X (P42) 
      1: 67    -- X Loc [ B3             ] 
      2: 67    -- Z Loc [ B3             ] 
 
     51:  Z=X*F (P37) 
      1: 67    -- X Loc [ B3             ] 
      2: 5000     F 
      3: 67    -- Z Loc [ B3             ] 
 
     52:  Z=X+F (P34) 
      1: 67    -- X Loc [ B3             ] 
      2: -1       F 
      3: 67    -- Z Loc [ B3             ] 
 
     53:  Z=X*F (P37) 
      1: 67    -- X Loc [ B3             ] 
      2: 1000     F 
      3: 67    -- Z Loc [ B3             ] 
 
     54:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 67    -- Source Loc (R)(Ohms) [ B3             ] 
      3: 67    -- Destination Loc (Deg C) [ B3             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
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      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
; Processing calculations for fourth bank of thermistors 
 
     55:  Z=1/X (P42) 
      1: 68    -- X Loc [ B4             ] 
      2: 68    -- Z Loc [ B4             ] 
 
     56:  Z=X*F (P37) 
      1: 68    -- X Loc [ B4             ] 
      2: 5000     F 
      3: 68    -- Z Loc [ B4             ] 
 
     57:  Z=X+F (P34) 
      1: 68    -- X Loc [ B4             ] 
      2: -1       F 
      3: 68    -- Z Loc [ B4             ] 
 
     58:  Z=X*F (P37) 
      1: 68    -- X Loc [ B4             ] 
      2: 1000     F 
      3: 68    -- Z Loc [ B4             ] 
 
     59:  Steinhart-Hart Equation (P200) 
      1: 1        Reps 
      2: 68    -- Source Loc (R)(Ohms) [ B4             ] 
      3: 68    -- Destination Loc (Deg C) [ B4             ] 
      4: 1.28680  A 
      5: -3       x 10^n 
      6: 2.35938  B 
      7: -4       x 10^n 
      8: 9.4      C 
      9: -8       x 10^n 
 
60:  End (P95) 
 
;Deactivate Am16/32(2) 
 
61:  Do (P86) 
 1: 55       Set Port 5 Low 
 
; *** End of instructions for AM16/32(2) *** 
 
; *** OUTPUT INSTRUCTIONS *** 
 
; Every four hours, the  121 temperatures will be sampled. 
 
 
62:  Data Table (P84)^1613 
 1: 0        Seconds into Interval 
 2: -1       When Flag 1 is High 
 3: 0        (0 = auto allocate, -x = redirect to inloc x) 
 4: TCPILE_WEST               Table Name 
 
 
;THE OUTPUT WILL BE 10*12+1=121+ 1 (for extra checked, 
the last one is -200C) REPS 
 
63:  Sample (P70)^21757 
 1: 122      Reps 
 2: 1        Loc [ A1             ] 
 
64:  Do (P86) 
 1: 21       Set Flag 1 Low 
 
 
*Table 2 Program 

  02: 0.0000    Execution Interval (seconds) 
 
*Table 3 Subroutines 
 
End Program 
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