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Abstract 

Clean and renewable energy resources such as wind power and photovoltaics, along with 

advanced environmentally-friendly loads like electric vehicles, will be significant 

components of future grids. These resources are rapidly increasing, but they have an inherent 

tendency to degrade system performance due to their intermittent generation, complicated 

system dynamics, and distributed nature with an increasing penetration level. This research 

focuses mainly on studying and analyzing voltage and frequency dynamics in grids with 

these resources contributing to frequency and/or voltage stabilization. The following presents 

the highlights of the contributions of the research. 

The use of wind generators for frequency regulation is becoming an essential objective in 

power grids. However, the conventional control applied to wind turbines and their generators 

does not allow them to participate in frequency regulation. A major part of this study is 

focused on forcing wind generation to mimic conventional generators in frequency 

regulation, with minimal possible modifications in their structure and controller being 

applied. The system stability and sensitivity of the proposed control were measured, and 

various implementation methods were compared using the linear control systems theory. The 

proposed solutions consider practical system constraints, including generator fatigue. 

Moreover, wind generators will be required to remain connected to power systems during 

grid faults in high penetration of this source. In this work, the behavior of one of the most 

common types of wind generators is studied and enhanced during faults. 
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In some offshore wind plants, connecting power-electronic-interfaced generation to long 

transmission lines with very high-impedances can be challenging. A conventional voltage 

source converter (VSC) is incapable of injecting its maximum theoretical active power in 

such grids. Benefiting from a comprehensive analytical model, a detailed analysis of the VSC 

dynamics is presented and showed how the assumptions which are usually made for 

designing VSC regulators in conventional grids are not valid in grids with high impedances. 

Two solutions which enabled the VSC to operate at its maximum theoretical active power by 

making minimal modifications in the widely accepted control method are proposed and 

compared.  

The studies on asymmetrical distributed single-phase sources and loads such as 

photovoltaics and electric vehicles show that a central controller may result in delays and that 

a distributed control may lead to asymmetry. Both of these controllers may destabilize the 

system. In the presence of such loads/generations, the classic assumption of the decoupling 

between frequency and voltage stability is not valid. In this research, both linear and 

nonlinear control system theories were used and practical solutions suggested. This study 

shows the disadvantages of independent utilization of wind generators and electric vehicles 

for frequency regulation and come up with a coordinated control method in which these two 

sources compensate for each other weakness. Linear control theory has provided proper tools 

to consider the practical constraints of each resource and assure the effectiveness of the 

method.   

In summary, this thesis shows that neglecting the impact of emerging power system 

components on system stability will lead to large and complicated problems in the near 
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future. The research work then evolved to develop new mechanisms to mitigate the adverse 

impacts of the new components on system stability, thereby contributing to the creation of a 

sustainable future. 
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Chapter 1 
Introduction 

1.1 Preface 

New clean  and renewable energy resources, such as wind and photovoltaic, and advanced 

environment-friendly loads such as electric vehicles and interactive loads, are going to be 

significant parts of close-future grids. Spain experienced an instantaneous wind penetration 

of almost 60% in 2011 [1] and 42% of total electricity energy of Denmark in 2015 is 

extracted from the wind [2]. In 2016, China alone has installed more than 23 GW new wind 

generation capacity and Germany has reached 50 GW cumulated capacity [3]. The 

Netherland plans to completely phase out the vehicles with diesel engines by 2025 [4], and a 

Europe Union initiative is intended to mandate every new or refurbished house in Europe to 

be equipped with an electric vehicle recharging point [5]. Electric vehicles constituted almost 

24% share of Norwegian market in 2016 [6].  

In Canada, the liberal federal government has promised to spend $5 billion over the next 

five years on developing a green infrastructure [7].  Alberta has more than 1400 MW 

installed wind capacity and, there are proposed projects totaling 7000 MW in the queue in 

November 2016 [8], whereas wind-based generation is going to be 20% of the total power 

generation capacity in Canada by 2025 [9].  Some provinces offer up to $14000 incentive 

rebate on buying a hybrid electric vehicle [10]. More than five hundred and fifty public 

charging stations have already been built in British Columbia [11], and electric vehicles sales 

have increased 70% year-over-year since 2011 in Vancouver [12]. These resources expose 

power systems to new threats and opportunities.  

Microgrid is among the most important opportunities [13]. It is a part of a power system 

which can operate in both grid-connected and islanded modes. India has targeted to achieve 

deployment of 10000 renewable energy based microgrid projects across the country in five 

years [14]. Government of New York State is offering $40 million in awards to the 

communities that build their own microgrids [15]. While the economic and environmental 
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benefits of using smart microgrids are very promising for governments and industry, their 

stability is still a major concern. Due to these concerns, the penetration of wind generators in 

remote communities of Canada has been limited to 30% [16]. To remove this barrier wind 

generator are needed to incorporate in frequency and voltage stabilization [17, 18]. Even in 

large power systems with high penetrations of wind energy, renewable generators are 

expected to contribute to power system stabilization [19] and they are the firsts to be accused, 

though falsely, for any undesired event, as it happened in South Australia blackout in 2016 

[20, 21]. 

Offshore wind is another challenge. It is described as abundant, stronger, and blow more 

consistently than land-based wind resources [22]. It comes as no surprise that offshore wind 

generators growth is very promising. In UK, their capacity is increased from 0.4 GW in 2007 

to 4.5 GW in 2014 [23].  Europe has a cumulative total of 12631 MW of offshore wind 

which is projected to grow to a total installed capacity of 24.6 GW by 2020 [24]. However, 

Ontario Government has imposed a moratorium on its wind farm projects since 2011 due to 

lack of sufficient research [25]. US Department of Energy has mentioned grid integration as 

one of the main challenges of this type of generation which needs further study and 

investigation [22]. Even in Germany that offshore generation is relatively well-developed, 

the grid bottleneck has prevented 4100 GWh of wind electricity to be transported in 2015, 

according to the German Federal Grid Agency. A European wind power pioneer has 

described storage technologies and better grid integration as the solutions – wind energy’s 

“golden bullets” [26]. 

In such a situation, some researchers are seeking to use electric vehicles to improve the 

power system performance, although there are still suspicions about the adverse impacts of 

electric vehicles charging on power systems [27]. Battery Second Use (B2U) strategies, in 

which a single battery first serves an automotive application, then once deemed appropriate is 

redeployed into power system improvement, has been implemented in the campus of 

University of California – San Diego (UCSD) for both demand charge management and 

frequency regulation [28]. Utilizing batteries of vehicles when they are in parking mode has 

gained lots of attention too. National Renewable Energy Laboratory (NREL) worked with 
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Department of Defense and U.S. Army Corp of Engineers to develop a microgrid that 

integrates photovoltaic, plug-in electric vehicles, and a renewable energy management unit at 

Fort Carson [29]. In May 2016, Nissan and Enel confirmed their plans to launch a major 

vehicle-to-grid (V2G) trial, installing and connecting one hundred units, in the UK [30].  

Smart grid is the solution that industry and academia are suggesting to deal with these 

threats and opportunities. While many different definitions are proposed for smart grids, all 

of these definitions agree that they are future evolutions of power systems [31, 32, 33, 34]. 

ABB Multinational Corporation predicts these grids will include both transmission and 

distribution systems and will focus on integration of renewable generation, reliability and 

efficiency of grids. This description adds the inclusion of new technologies such as large 

scale integration of electric vehicles as one of the main features of smart grids [33]. US 

Department of Energy also acknowledges “accommodation of all generation and storage 

options” as one of the principal characteristics of these grids [34].      

Motivated by the aforementioned challenges, the proposed research project aims at 

developing new control algorithms for wind turbines with short-term energy storages to 

enhance the ability of wind turbines to contribute to frequency and voltage stabilization 

under the presence of practical machine and converter constraints; studying and analyzing 

voltage source converter (VSC)-interfaced offshore wind generation connected to long lines 

with high impedances; and developing coordinated control algorithms to enable effective 

contribution of distributed asymmetrical resources to frequency stabilization. Using the linear 

control theory, the impact of the proposed controllers on the system stability and the 

sensitivity of the proposed control methods to different system parameters will be 

characterized. Different implementation methods will be compared and assessed and 

solutions will be proposed wherever they are needed.  

This research, first of all, shows that neglecting the impact of emerging power system 

components on the system stability leads to complicated problems, particularly under the 

expected high penetration level of these devices. Then, the research work evolves to develop 
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new mechanisms to mitigate adverse impacts on system stability. The proposed solutions 

consider the practical system and device constraints to provide practical methods.  

1.2 Research Motivations  

The detailed literature survey shows that there are serious problems facing effective 

utilization of wind and Plug-in Hybrid Electric Vehicles (PHEVs) resources to support the 

integrated system frequency and voltage dynamics. Key drawbacks that motivate the 

proposed research are: 

1) Lack of detailed analysis of the impact of different droop control methods on the 

dynamic performance of wind power generators, and system frequency dynamics. 

2) Lack of detailed assessment and mitigation of the adverse impacts of implementing 

frequency support controllers in wind power generators considering the generator’s 

practical limits. 

3) Lack of the thorough analysis of the performance of Permanent Magnet 

Synchronous Generator based wind generators during Low Voltage Ride Through. 

4) Lack of proper analysis and performance enhancement of vector-controlled Voltage 

Source Converters connected to very weak grids. 

5) Lack of control algorithms for coordinating the control efforts of distributed 

resources (e.g. electric vehicles) participating in system support functions. 

1.3 Research Objectives 

To address the aforementioned difficulties, the following objectives are identified for this 

research work:  

1) Modeling and analysis of the impact of droop control in wind power generators.  

The models are used for comparative analysis and sensitivity studies of the impact 

of the proposed and present methods on the transient and steady-state behaviors of 

the frequency dynamics. The analysis provides a systematic approach to coordinate 

wind-droop with other energy sources available in a typical microgrid system. 
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Furthermore, it facilitates examining stand-alone operation of wind generation in a 

microgrid with real wind speed pattern. 

2) Developing a detailed small-signal model for a systematic analysis of the impact of 

frequency regulation implementation on the mechanical tensions of generators in 

conventional types of wind turbines. Fatigue and mechanical resonance in 

frequency regulating wind generator are studied. The impact of different frequency 

regulation methods and effectiveness of the present and new compensation methods 

are also investigated.  

3) Providing a small-signal-based model for a PMSG-based wind generator to analyze 

the fault ride-through dynamics by considering the double-mass mechanical 

dynamics and typical LVRT characteristics. The successful operation of a PMSG-

based wind power generator under LVRT is investigated. Moreover, the impact of 

the LVRT control on the generator tear and wear is studied. Possible solutions for 

enhancement of PMSG-based wind generator performance with LVRT is studied 

and compared. 

4) Analysis and control of distributed electric vehicles for frequency support. In this 

context, the single-phase distributed nature of electric vehicles is considered. 

Further, studying and comparing the present frequency regulation methods for 

system with deficient physical inertia is considered. Both centralized and 

distributed control strategies are investigated and a new hybrid method is proposed.  

5) A proposal for a coordinated frequency regulation method that utilizes PHEVs and 

a wind generator considering their practical constraints. The virtual inertia and 

droop as tools for the coordinated frequency regulation is studied and compared. 

The impacts of two frequency regulating coordination structures, centralized and 

distributed, for wind generation and PHEVs are thoroughly investigated and 

compared. 

6) A thorough analysis of the dynamics of a VSC with either active power or dc-

voltage regulating controllers, and connected to a very weak grid, and the impacts 
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of the controller parameters on the overall system stability. A detailed analysis of 

conventional vector control is provided. A new method is developed to stabilize the 

performance of a vector-controlled VSC and maximize its power 

injection/absorption capability in a very weak grid condition. The robustness of the 

proposed method and a comparison with a retuned conventional vector controller is 

investigated.  

1.4 Thesis Outline 

This reminder of this thesis is structured as follows.  

 Chapter 2 presents the state-of-the-art and a critical literature survey on utilization of wind 

generators and electric vehicles for weak grids performance enhancement. 

 Chapter 3 presents a thorough investigation of droop control method to incorporate wind 

generation in autonomous frequency/power regulation in isolated microgrids, and in weak 

power grids with reduced inertia. Droop control is implemented on both torque and power by 

some simple modifications in the conventional wind power controller. Small-signal modeling 

and eigen-values analyses are employed to distinguish the differences among both methods 

and gauge their impacts on frequency stability. Sensitivity studies, with respect to the 

presence of turbine- and inverter-based generators in microgrids; and impacts of pitch-angle 

controller, wind speed variation and isolated mode operation with only wind generators, are 

conducted. The chapter also proposes a new solution which allows the droop gain to be tuned 

regardless of the variable wind speed. Thorough analyses are employed to demonstrate the 

method’s effectiveness. The role of the proposed method in the both transient and steady-

state frequency control is investigated and discussed. 

 Chapter 4 provides a systematic analysis of the impact of frequency regulation 

implementation on the mechanical tensions of generators in conventional types of wind 

turbines. It is shown that the contribution of wind generators to the frequency regulation 

dynamics can result in fatigue or even instability. The impact of different frequency 

regulation methods and effectiveness of the present compensation methods are also 

investigated. It is discussed why damping the natural resonance of a wind generator in such a 
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situation needs to be analyzed at the system level, in contrast to conventional mechanical 

resonance studies, which occur at the generator level. 

 Chapter 5 investigates the impacts of the LVRT control on the stability of wind power 

generator and the risk of resonance in its mechanical drive, successful operation during 

faults, and fatigue in a full-scale PMSG-based wind power generation system. An analytical 

model considering the double-mass nature of the turbine/generator and typical LVRT 

requirements is developed, validated, and used to characterize the dynamic performance of 

the wind generation system under LVRT control and practical generator characteristics. The 

model can also be effectively used to tune and optimize the control parameters in the 

generator system. To enhance the operation and reduce the fatigue under LVRT control, 

different solutions are proposed and compared. 

 Chapter 6 investigates different methods of utilizing PHEVs in frequency/power regulation 

while considering their single-phase nature. Not only droop and virtual inertia but also 

centralized and distributed controls are compared. Advantages and disadvantages of these 

methods are investigated and a new method based on a combination of both centralized and 

distributed control is proposed. A small-signal analysis is also employed to investigate which 

frequency regulation method, droop or virtual inertia is more suitable for cooperative control 

among a wind generator and PHEVs in a typical microgrid system. The centralized and 

distributed control structures are examined as two possible coordination methods to ensure 

that not only the wind generator and PHEVs constraints are not violated but also the 

communication system imperfections are considered. 

 Chapter 7 proposes solutions for VSC connected to very weak grids with high impedances 

that not only remain faithful to vector control, but are also simple and straightforward and 

maximize power injection/absorption and ensure robustness. The small-signal analysis is 

employed to study the dynamics of a grid-connected VSC under weak and very weak grid 

condition, and evaluate the performance of the proposed methods and their impacts on 

different aspects of VSC performance, such as voltage regulation, desired active power/dc 

voltage tracking, and system frequency measurement. 
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 Chapter 8 presents the thesis summary, contributions, and directions for future work. 

The thesis structure is visualized in Figure  1-1. 
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Figure  1-1 Illustration of the thesis structure. Dashed arrows show the relation between the concepts in different 
chapters. 
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Chapter 2 
Literature Survey 

Due to environmental, technical and financial issues, there is unprecedented interest in 

effective integration of new energy sources such as wind-based energy sources [3, 35, 36]. 

The intermittent nature of wind could be accounted as its most challenging characteristic. To 

extract the maximum available power from wind with fluctuating speed, a variable-speed 

turbine is required [35].  

On the other hand, plug-in (hybrid) electric vehicles (PHEVs) are also gaining widespread 

acceptance by the automobile industry, customers and governments due to environmental and 

economic reasons [37].  PHEVs penetration is increasing rapidly and they are going to be 

significant parts of distribution systems in the near-term future [37, 38, 39, 40, 41].  

Recently, by increasing the penetration level of these new types of generation and loads, it 

becomes essential for these resources to participate in system performance enhancement. 

Introducing the concept of smart grid and microgrid and increasing utilization of power-

electronic-interfaced types of generation/load in power grids is magnified this necessity.   

2.1  Wind Power Generators 

Variable speed wind turbines based on a doubly-fed induction generator (DFIG) or 

permanent-magnet synchronous generator (PMSG) facilitate maximum power extraction and 

efficient operation [35, 42]. Although DFIG-turbines have dominated the market, the trend 

and market share of PMSG-based turbines are increasing due to several advantages 

associated with the PMSG-based topology such as higher reliability, lower losses, gear-less 

direct drive connection and higher energy density [42].  

 

Figure  2-1 Wind power generators (a) Type C (b) Type D.  
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While the classical issues of wind power, such as capturing the maximum available wind 

energy, have been solved, increased the penetration level of wind power brings out new 

problems for power systems. Incorporating wind power generators in frequency regulation 

and low-voltage ride-thorough (LVRT) are among these serious issues. 

2.1.1 Frequency Regulation 

Recently, and especially after introducing the concept of microgrid to enhance supply 

reliability and increasing utilization of inertia-less types of generation in power grids, it 

becomes essential for wind turbines to participate in frequency regulation.  Even in the grid-

connected mode, many grid codes have changed to allow or even force wind power 

generation to participate in primary frequency regulation [43].  

The main idea for incorporating wind turbines in frequency regulation is simply emulating 

the behavior of conventional generators in terms of droop control to mimic the speed 

governor characteristics, or virtual inertia control to mimic the behavior of the rotating mass. 

2.1.1.1 Implementation Methods 

The use of frequency deviation, i.e. frequency droop method, instead of frequency derivative, 

conventional inertia emulation, or at least a combination of both [43, 44, 45, 46, 47] is 

proposed. It is reported that this method has more advantages [43, 48]; however, detailed 

analysis is not provided to prove these arguments. It is worth to mention that in all of these 

works, a secondary, usually dispatchable, source of energy was employed to restore the 

frequency to its nominal value. 

 To incorporate wind resources in frequency regulation, different methods for providing 

the needed energy are employed. Significant part of research efforts is devoted to the use of 

wind turbine rotating mass [48, 49, 50], whereas several proposals are made to provide the 

energy by deviating from maximum power extraction point [44, 51], as shown by Figure  2-2. 

While almost all of the proposed methods for steady-state participation of wind in 

frequency/power regulation agreed on deloading and using droop control method, the 

adopted approaches are different.  
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Figure  2-2 Wind turbine power characteristics showing the deloading and maximum power tracking (pitch 
angle is zero and wind speed is 12 m/s). 

Many of these methods use wind speed for deloading; however, its accurate measurement 

does not seem easy [52]. On the other hand, the pitch-angle is used to deviate from optimum 

power extraction in [45, 53], whereas the DFIG torque control and over-speeding are used by 

[51, 52]. In [54], it is reported that pitch-angle control is fast enough for deloading; however, 

comparative results among other techniques reveal its slower behavior. It is also suggested 

that similar to the conventional wind control, pitch-angel could be utilized for high wind 

speed, whereas torque could be used for under-rated speeds [43, 52]. Despite its advantages, 

this approach needs wind speed measurement for switching between both control methods. 

Using both methods simultaneously based on a fuzzy control is proposed in [44]; however, 

similar to all discussed references, detailed stability analysis is not presented.  

 Due to these deficiencies, many references, such as [51], instead of measuring the wind 

speed or utilizing the pitch angle controller, preferred to modify the torque control. This 

method was investigated previously in the literature; however, it was noted that there are 

some major differences between wind-droop and the conventional dispatchable energy-based 

droop. The amount of reserved power from deloading is not constant, and using a constant 

droop gain, similar to that in the classic frequency control, may lead to power system 

destabilization. Reference [55] introduced an analytical method for finding the maximum 

possible droop gain to prevent any destabilization. However, the researchers did not provide 
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a solution, except for changing the droop gain with changes in the wind speed. Nevertheless, 

despite the relatively complicated analytical methods, the dynamics of the wind generator 

and wind turbine characteristics were approximated. References [56] and [57] acknowledged 

the same problem but proposed some modifications in the wind generator controller. By 

sending the droop reference power through a high-pass filter, [56] prevented any contribution 

to the steady-state power sharing, the main advantage of the droop method over the virtual 

inertia method. Reference [57] followed the same reasoning by adding a PI controller 

guaranteeing the restoration of the wind generator to the maximum power extraction. 

Reference [58] tried to approach this problem by updating the droop gain online. However, 

this method needs wind speed prediction and should be updated by a time interval of less 

than 0.1 s. 

The droop method as one of the main solutions for primary frequency regulation in 

microgrids has been discussed and modified by many researchers. One of the main aspects 

receiving attention has been the stability problem. The power system is highly nonlinear, and 

a linear droop tailored for one operating point could face stability problems [59]. A proposed 

solution was the adaptive droop [60, 61]. A term containing the derivative of active power 

was added to the conventional droop. The gain of this component was adapted based on the 

operating point of the generator. Later, the concept of the adaptive droop was used by other 

researchers to consider the charging state of the energy storage of the generator and avoid 

over-charging or -discharging [62, 63]. On the other hand, using communication to determine 

the droop characteristics was proposed. This solution allowed considering the whole 

microgrid instead of only the generator and was useful for reactive power sharing, which 

usually does not happen perfectly in traditional droop methods [64]. The proposed method 

was also used for active power/frequency regulating in which the fuel cost of the microgrid 

was minimized [65, 66, 67]. However, this class of the droop method was criticized because 

of its reliability and the cost of the communication [68]. These criticisms led other 

researchers to focus on other possible solutions such as the nonlinear droop. The proposed 

nonlinear relation of frequency and power reflects the usually nonlinear relation of power 

generation and fuel cost. The complicated procedure of determining the nonlinear 
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characteristics of the proposed method has overshadowed its effectiveness [67, 68]. 

Moreover, all the previous references have used the droop for only the dispatchable 

generations.  

The dynamic droop concept was discussed in [69, 70, 71, 72]. To consider the variable 

nature of renewable generation, a new type of frequency regulation with variable droop gain 

was proposed. References [69] and [70] focused on the power management among solar 

generation units while minimizing the auxiliary sources contributions. On the other hand, 

[71] and [72] avoided any deloading and the associated problems. [73] changed the external 

rotor resistance of a type-2 wind generator to enhance its natural frequency regulation. One 

of the best discussions about dynamic droop in type-3 (and similarly PMSG-based) 

generators is in [74]. It recognized the problem of the limited deloaded power of wind 

generators and proposed a method to solve it. However, the proposed method needs 

communication among the generators in a wind farm, and the droop gain of each generator in 

the wind farm is somehow dependent on other generators’ performance. This method also 

used wind speed measurement, which makes the method less reliable than other methods. All 

these studies, however, suffer from the lack of thorough analytical studies. 

In addition, none of mentioned papers, except Ref. [75], alluded to the stand-alone 

operation of DFIG-wind generators in the absence of any dispatchable sources. Despite its 

precious contributions, the work in [75] did not include any stability analysis. Further, it only 

considered constant wind speed with always excessive generation.  

While droop method shows considerable enhancements, some serious difficulties can 

prevent its widespread application. First of all, droop implementation demands a power 

reserve, which is generated by a deviation from the maximum available wind power, to 

respond to steady-state frequency deviations [76]. Although this unavoidable deviation leads 

to frequency regulation enhancement, it is not desired economically [77]. Further, it has been 

reported that droop-based methods mainly improve the steady-state frequency behavior 

rather than the transient one [78].  
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Recently, several researchers have paid more attention to emulating the inertial response of 

conventional generators [48, 49, 79] via the so-called virtual inertia concept. Because this 

method does not incorporate wind turbines in steady-state frequency regulation, it does not 

require any permanent power deviation, and this may enhance the transient response 

significantly [78]. Such performance enhancements motivated the development of the 

combined droop and virtual inertia concepts [45, 46, 47].  

2.1.1.2 Practical Concerns 

Frequency regulation methods have been investigated in several studies [50, 76, 80]; 

however, their practicality has not yet been discussed thoroughly. In the current literature, the 

interactions between the double-mass dynamics and the frequency regulation methods in 

wind turbines are not thoroughly addressed. Instead, a single-mass model is usually adopted, 

or the contributions of droop and virtual inertia are completely ignored or assumed to be 

small [77, 81, 82]. The impact of implementing frequency support controllers on the wind 

turbine tear and wear needs to be studied. However, [81] pointed out that the rate of change 

of power (ROCOP) associated with the implementation of virtual inertia can be a limiting 

factor. A higher ROCOP leads to higher wear and tear in a wind generator and consequently 

faster aging and higher maintenance cost. This is a very important factor, because it has been 

recently found that aging in wind power generators, even in conventional units without 

frequency regulation, is faster than what was previously expected owing to mechanical 

breakdowns [83]. On the other hand, effective frequency regulation performance demands a 

higher permissible ROCOP. The impacts of this trade-off problem and possible mitigation 

strategies are not deeply investigated in the current literature. Conventionally, a simple rate 

limiter, usually with a threshold of approximately 0.2 per-unit (pu)/s, is commonly adopted 

[82, 84, 85] to limit the ROCOP. Even though the study in [81] addresses the importance of 

the ROCOP, it does not discuss—owing to the lack of theoretical analysis—the 

disadvantages and possible alternatives of the rate limiter block. Further, it does not explain 

why the ROCOP is not a concern in a conventional wind generator (i.e., without any 

frequency regulation controller implemented), and, therefore, the rate limit constraints could 
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be relaxed [86]. Furthermore, a single-mass mechanical model is usually adopted in droop- 

or virtual inertia-related studies. 

It was also shown previously that practical direct-drive PMSGs are prone to mechanical 

resonance [87] due to the double-mass mechanical dynamics. However, the impact of the 

interactions between the system frequency and turbine shaft on the system stability has not 

been studied. References [88] and [89] pointed out that the natural resonance frequency of 

wind generators lies in the range of the resonance frequency of traditional large plants with 

synchronous generators. However, in a conventional variable-speed wind turbine, with no 

frequency regulation service, the drive-train dynamic is decoupled from that of the power 

system; therefore, it can be ignored in power system stability analyses [90]. Such decoupling 

does not exist after implementing frequency regulation methods in wind generators. 

2.1.2 Low Voltage Ride Through 

Incorporating wind power generators in low voltage ride through has gained significant 

attention in the literature in recent years, and grid codes have been standardized and 

implemented in several countries [91]. Generally, LVRT standards emphasize the need to 

keep a wind power generator connected to the grid and to improve the voltage profile during 

low-voltage transients. Reference [92] shows that all the generators in a wind farm are not 

required to provide LVRT capability; however, this reference does not question the need to 

implement LVRT implementation in wind power generators. The performance of a doubly-

fed induction generator, as the most popular type of wind generator, has been extensively 

studied under LVRT [93]. Although the crowbar method is widely utilized in DFIGs, it is 

characterized by the loss of control and the waste of energy [94]. As an alternative, the 

demagnetizing control method has been proposed; however, it has not been widely adopted 

due to its complexity [95]. 

All these difficulties, besides some other problems, such as reliability, losses, and the cost 

of slip rings and gearboxes, reduce the advantages of DFIGs and result in an increasing trend 

toward using direct-drive permanent-magnet synchronous generators with full-scale back-to-

back converters [42]. However, this topology with conventional control (i.e., dc-link voltage 
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control via the grid-side converter) yields high dc-link voltage during fault conditions [96]. 

Several approaches have been proposed to overcome this difficulty. Reference [97] proposes 

the use of a breaking resistor to dissipate excessive dc-link energy; however, this method 

increases the losses. The use of the rotating mass of a wind generator for storing the 

excessive generation during the fault is proposed in [98, 99]. The objectives of these studies 

were to not only enhance the dc-link voltage dynamics during faults, but also to improve 

different aspects of the grid voltage even under asymmetric faults [100]. The results of these 

studies are promising and present the PMSG as a generator with an inherent LVRT capability 

without the need for any additional components. However, the double-mass nature of the 

turbine-generator mechanical dynamics and its relatively soft shaft characteristics are not 

considered in these works. The natural resonance of PMSG-based wind power generators 

under conventional conditions has been investigated thoroughly [87, 101]. Interestingly, 

some of the earliest articles in this field have pointed out the risk of resonance and proposed 

mitigation strategies [88, 102]. In other words, adopting a realistic double-mass model for a 

PMSG-based wind turbine is necessary because using the single-mass model can lead to an 

incorrect and deceptive assessment of LVRT operation. 

On the other hand, utilizing the rotating masses in a PMSG for storing the excessive energy 

during the fault will expose its shaft to the power system transients. Considering the softness 

of a direct-drive PMSG shaft, the LVRT control scheme may increase the fatigue and speed 

up the aging of the wind generator. Recently, it has been found that wind generators suffer 

from faster aging than expected, mainly because of mechanical fatigue [83]. Although 

addressing the fatigue caused by wind speed variation has gained significant attention [103], 

the impact of faults on the LVRT-capable PMSG fatigue is not addressed in the current 

literature. For conventional synchronous generators, the impact of power system faults on the 

generator fatigue is thoroughly addressed in the literature [104, 105]. It has been shown that 

these faults can increase the stresses and wear out the generator faster. Even DFIGs, which 

usually adopt crowbars during a fault, have been studied for possible mechanical tensions 

[106, 107]. 
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2.1.3 Off-shore Winds: Voltage Source Converters Connected to Very Weak Grids 

High voltage direct current (HVDC) transmissions have gained significant attention in recent 

years [108], partly because of increased offshore wind power generation and the high 

capability of HVDC to interface with this type of generation [3, 108, 109]. The 

implementation of HVDCs has increased so much that some countries have decided to 

standardize and regulate their application [110]. Modern HVDC systems are expected to 

exhibit a generator-like behavior in terms of frequency support and low-voltage ride-through. 

HVDC systems face several problems, which have been discussed at length [111]. 

Research on line-commutated converters (LCC) is still ongoing [112]; however, voltage 

source converters (VSCs), despite their higher cost, seem to be more successful in resolving 

the problems of LCC-based HVDC systems [109, 110, 113]. VSCs suffer much less from 

output harmonic content and do not require reactive power consumption. They also perform 

better when connected to weak grids. However, problems occur when VSC-based HVDCs 

are connected to very weak grids [114]. Many efforts have been made to improve the 

performance of a very weak grid connected to a VSC. The authors of [115] tried to approach 

the problem by enhancing the ac-bus voltage regulation performance. However, later 

references such as [116] have argued that the problem stems from phase locked loop (PLL) 

performance in very weak grids. VSCs usually employ vector control, which requires a PLL 

[114]. PLLs have been investigated for a long time, and many different types have been 

introduced [117, 118, 119, 120]. Most articles have paid attention to the impacts of PLL on 

converter behavior, and some articles have even suggested rules of thumb for PLLs’ 

utilization [121]. On the other hand, other research has concentrated on how a converter 

controller could also affect the performance of PLLs [122, 123]. Reference [124] showed that 

even in a strong grid with a high short-circuit ratio (SCR), under special circumstances such 

as faults, a PLL could be considerably influenced by the converter controller. 

These factors convinced researchers to focus more on PLLs and their interaction with a 

VSC to improve its performance in very weak grids. The authors of [116] used only the PLL 

parameters to enhance the overall converter performance and stability, significantly 

decreasing the PLL bandwidth to prevent its interaction with other modes of the system. 
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Although the system remained stable, its performance was very poor. It also suffered from a 

lack of robustness. In other words, in case of a change in the power system SCR—i.e., 

switching or faults—the converter stability was not verifiably guaranteed. 

Another interesting solution that eliminated the PLL by emulating the inherent 

synchronization behavior of synchronous machines in a VSC was developed in [125, 126]. 

However, the control scheme was completely changed and did not match the standard vector 

control scheme. In addition, similar to the previous method [116], this method did not 

achieve 1.0 per unit (pu) power injection in very weak grids (SCR = 1). 

The newest efforts are still using vector control. In [127], the authors proposed the design 

of 35 H∞ controllers for one converter and one specific SCR. The control strategy achieved 

the maximum power injection and guaranteed a smooth performance. However, the overall 

vector control system was very complex. Further, this research focused on only active power 

regulation. Dc-link voltage regulating has also been investigated in the literature [115, 116, 

128, 129], but the maximum possible active power injection/absorption does not appear to 

have been reached. 

Reference [130] suggested referring the PLL measurement point to a point with lower 

observing grid impedance; however, the study neglected any reactive power and/or ac-

voltage regulation. Therefore, the VSC could not absorb/inject the maximum possible active 

power with a reasonable converter output voltage. Ref. [131] is one of the most recent 

articles which approached the same problem and they were successful to reach the maximum 

power injection limit. The authors also examined the method robustness against the balanced 

faults and frequency changes. Despite their achievement, this method suffers from the same 

problem, complexity. A state-space, containing at-least eighteen states, should be formed and 

eigenvalues of the system should be located properly. In addition, the system is sensitive to 

changes of parameters and the working point of the converter. On the other hand, Ref. [132] 

proved that even a simple vector control, without any additional loop or controller, is capable 

of achieving the same goal, just by retuning the parameters via a similar state-space and pole-

placement method. 
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2.2 Plug-in Hybrid Electric Vehicles 

This new type of load could result in new advantages and disadvantages for power systems. 

Early works on PHEVs have mainly discussed their negative impacts on system stability and 

possible mitigation strategies [38, 39]. Several works paid more attention to the use these 

sources to improve system performance.   

2.2.1 Structure 

Before focusing on the impact of PHEVs on power systems, it will be useful to have a brief 

discussion on their structure and characteristics to show their possible potential and 

challenges imposed on power systems.  

Although many different topologies are introduced for PHEVs, Figure  2-3 depicts a 

general structure [37]. It consists of the parts needed for both traction and parking modes. 

However, the scope of this report is limited to the components needed in the parking mode, 

particularly the power train and the charger. 

 

Figure  2-3 Plug-in hybrid electric vehicle structure. 

2.2.1.1 Power Train 

Batteries are used widely as energy storage source in hybrid electric vehicles due to their 

high energy density, reliability, compact sizes and relatively low cost [133]. Among different 

types of batteries, Lead-Acid, Nickel-Metal-Hydride (NiMH) and Lithium-Ion (Li-ion) have 

more popularity in electric vehicle industry. 
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All kind of batteries suffer from a relatively high equivalent series resistance (ESR) which 

decreases efficiency especially in low state of charges (SOC) [134].  The ESR is also 

different in charging and discharging modes. This could explain the much longer charging 

time of batteries. The disadvantages of batteries do not remain limited to the ESR. They 

cannot be discharged more than 50 percent in best cases otherwise their life time will be 

impacted [133]. Some types of batteries, such as NiMH, show memory effect which does not 

allow recharging to 100% SOC after a while. 

Although batteries show much better power density and faster dynamics than fuel-cells, 

they are still slow considering the burst power needed in (plug-in hybrid) electric vehicles.  

Their relatively low life cycle is another problem which has encouraged industry to look for 

an alternative. 

While none of other sources shows enough merit to be the sole source for PHEV, the 

hybridization has persuaded by many researchers. Lower cost, size, weight, higher reliability, 

and better performance of vehicle in traction mode are the same goals of all hybrid 

combinations. Electrolyte double layer capacitors (EDLC), more known as ultra-capacitors or 

super-capacitors, are among the choices extensively studied in the literature [133, 135]. This 

is because of their high energy density and much longer life cycle [136]. They could be 

completely charged and discharged with no harm to their life time [133, 134]. However, they 

suffer from low energy density.  

The power train is also under study. Not only new topologies and circuits are still being 

proposed, the battery and ultra-capacitors are still advancing [133, 136, 137]. It is worthy to 

mention that all the efforts for improving the PHEV power train is focused on the traction 

mode where little attention is made to the parking mode. 

2.2.1.2 Chargers 

Research works have been underway in recent years to improve the charger features and 

consequently many different topologies have been proposed [138]. These chargers could be 

classified based on different major characteristics such as mounting location, power direction 

or connection method. One of the most important features is the power level. The higher the 
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charging rate (and consequently the lower the charging time), the level number is higher so 

that level 3 has the highest charging rate and lowest charging time, whereas level 1 has the 

lowest and the highest charging level and time, respectively. However, the most well-known 

and primary type is level 2 which is considered as a compromise between cost, size and 

charging time. This charger is usually connected to a single phase source [138]. Table 1 

summarizes some of the main features of each charging level. 

Table 1 Charger power levels [138]. 

Power	

Level	

Types	

Voltage	Level	
Charger	

Location	

Typical	

Use	

Energy	

Supply	

Interface	

Expected	

Power	Level	

Charging	

Time	
Vehicle	Technology	

Level	1	
120 Vac (US) 

230 Vac (EU) 

On-board 

1-phase 

Charging at 

home or 

office 

Convenient 

Outlet 

1.4kW (12A) 

1.9kW (20A) 

4-11 hours 

11-36 hours 

PHEVs (5-15kWh) 

EVs (16-50kWh) 

Level	2	
240 Vac (US) 

400 Vac (EU) 

On-board 

1-phase or 

3-phase 

Charging at 

private or 

public 

outlets 

Dedicated 

4kW (17A) 

8kW (32A) 

19.2kW (80A) 

1-4 hours 

2-6 hours 

2-3 hours 

PHEVs (5-15kWh) 

EVs (16-30kWh) 

EVs (3-50kWh) 

Level	3	
208-600 Vac or 

Vdc 

Off-board 

3-phase 

Commercial 

(analogous 

to a filling 

Station) 

Dedicated 
50kW 

100kW 

0.4-1 hours 

0.2-0.5 hours 
EVs (20-50kWh) 

 

One of the important features especially for this study is the power direction of chargers. 

While industry prefers more reliable, simpler and cheaper unidirectional ones, employing the 

vehicles to improve the power system usually necessitates bidirectional power flow [138, 

139].   

The bidirectional converters of the vehicle motors can be used for vehicle-to-grid 

interactions in the parking mode.  In the parking mode, both the motor windings and its 

inverter have left unused and could be employed as the converter interfacing the grid [140, 

141]. This proposed method benefits from an on-board bidirectional inverter with a much 

higher rating while it does not add to the cost, weight and size of vehicle. However, this 

method adds to the complexity of PHEV and has not been commercialized yet. 
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2.2.2 Impacts on Power Systems 

It is important to discuss the impacts of PHEVs on system performance. Not only because of 

the importance of these threats but also these studies could be considered as a historical 

prelude of studying the opportunities of vehicle for power systems. 

By adding PHEVs as new type of load, the power system is responsible for providing 

energy for the vehicles which are moving in the streets. Therefore, these loads considered 

firstly as a new burden and new concern for power engineers. 

One of the serious issues is well-known as uncoordinated charging. It means that if PHEVs 

like other appliances in the home could be connected to the grid independent of time, it 

would undesirably impact the load profile of system. There was the concern that this newly 

introduced load could increase the peak load. Many researches in different countries show 

that how dangerous could be the situation, if the charging happen uncoordinated [139]. 

The other reported issue associated with PHEVs is related to the power quality. A 

conventional vehicle is usually connected to the power system via an LCL filter. However, 

this filter can be subjected to resonance; the situation becomes much more complicated since 

the charger could be connected many different system. In other words, the inductance 

connecting vehicle to grid could vary drastically and it means a variable resonance 

frequency. In such cases, traditional passive damping could not be very beneficial. However, 

this problem was previously reported in 3-phase system when reconfiguration could lead to 

variable grid inductance and many solutions have been already investigated. Reference [142] 

employs one of them which is based on active resonance damping. In this method, a virtual 

resistor is considered in series with the capacitor to damp the resonance without physical 

power losses. On the other hand, its virtual nature allows the realization of an adaptive 

control system. 

Another aspect investigated in the literature is related to impacts of PHEVs on the power 

stability. Reference [38] shows how simultaneous changes of PHEVs in a system could 

impact the power stability. Though it has pointed out an important issue, many 

oversimplifications has been made, which affect the accuracy of the results.  
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It is worth to mention that PHEVs could make serious issues for power system operation, 

power quality and stability. Meanwhile some researchers try to prove the benefits of 

employing PHEVs, some others are still trying to mitigate their undesired impacts. A realistic 

and general picture of PHEVs needs to consider all these aspects. 

2.2.3 Vehicle-to-Grid: An Opportunity 

These controllable loads could be employed for peak shaving and load leveling. On the other 

hand, they could be utilized to absorb the extra generation of unpredictable undispatchable 

renewable resources and inject this energy back when there is a shortage [139]. The 

utilization of PHEVs to improve the voltage and frequency stability is another aspect which 

gained attention. However, PHEVs are owned by customers, not utilities, and their storage 

devices should be charged to some acceptable levels before unplugging. These facts can be 

assumed as some of the most important challenges for PHEVs utilization as sources of active 

power. A coordinated control necessitates communication which could result in huge cost by 

considering the distributed nature of these resources [139]. These challenges should be 

considered in any proposed utilization of PHEVs for improving power system performance, 

otherwise the practicality will be lost. 

2.2.3.1 Frequency Regulation 

Using PHEVs to enhance the frequency, especially with high penetration of these resources 

and existence of fluctuating renewable resources, was one of the main ideas investigated in 

the literature in recent years [63, 143, 144, 145]. To contribute to frequency regulation and 

also eliminate one of the main barriers, the communication cost, researchers preferred to use 

one of the most famous concepts in power systems, droop control. As explained previously, 

the droop method has been employed for a long time in conventional generator governor and 

has been examined in 3-phase distributed generators (DGs).  Therefore, the droop equations 

similar to ( 2-1) are adopted, where ܭ௏ଶீ is the droop gain, ௏ܲଶீ is the vehicle power injected 

to the grid, and Pmax is the limitation imposed on the injected power. 

௏ܲଶீ ൌ ൜
݂∆௏ଶீܭ | ௏ܲଶீ| ൑ ௠ܲ௔௫

േ ௠ܲ௔௫ | ௏ܲଶீ| ൐ ௠ܲ௔௫
. ( 2-1)
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However, another important challenge still exists. The utility does not own the PHEV 

energy storage and it could not be charged and discharged deliberately. To solve this 

problem, [143] proposed that KV2G can be changed based on the SOC of battery to prevent 

any over-charging and -discharging and guarantee an acceptable average SOC. Figure  2-4(a) 

reveals the main idea. Obviously, when the battery is close to the maximum SOC, the PHEVs 

charging droop factor is very low which means that vehicle avoids overcharging due to extra 

absorption. On the other hand, discharging droop factor is close to its maximum. The other 

interesting suggestion by [143] is shown in Figure  2-4(b). This study discusses the situation 

in which vehicle prefers not to inject the active power to the system, and proposes that the 

vehicle can still incorporate in frequency regulation by switching to the “Smart Charging” 

mode, shown by red line in the figure. 

 
Figure  2-4 (a) Controlling droop factor (KV2G) based on the battery SOC, (b) Smart Charging as an alternative 

for conventional V2G when vehicle owner prefer to stay longer in the charging mode [143]. 

They were some deficiencies in this study as well. They have considered only the case 

when the average SOC should remain close to half. Several efforts have been made to 

improve the method. One of the first efforts tried to solve the problem mentioned above is 

reported in [63]. Moving the average point of SOC is important especially in a case that 

vehicle has entered the parking with SOC greater than 50%. It seems obvious that the owner 

does not expect to leave the parking with a lower SOC. To move the average point in 

Figure  2-4(a), four new parameters (SOCmin, SOClow, SOChigh, SOCmax) should be provided. 

It means for any working point, at least four parameters should be stored in a database for 

(a) (b) 
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each PHEV.  To improve the smart charging mode, the expected leaving time of the vehicle 

should be known to find the average power, Pi
c, to assure enough charging. This additional 

information was used to modify the smart charging. In fact, in addition to limiting the vehicle 

to charging mode, a dc-bias, Pi
c is used and claimed that it is more useful. However, this 

method needs more information from the vehicle owner.  

In [144], the same linearized model used in [63] and [143] was adopted to address the 

effect of uncertainties associated with wind power, load and even PHEVs on system 

frequency dynamics. Therefore, load frequency control (LFC) models of thermal power 

plants were used to cope with these uncertainties. The interesting part in this work is 

implementation of a robust control method, where a conventional LFC block is used for 

control design. Robust analysis was used to tune PI parameters of LFC so that system 

remains robust. 

Reference [145] accepted the significant impact of the droop-based method but it 

questioned some other aspect of this method. The droop method is very common in power 

systems because of avoiding the cost of communication while in this method each PHEV 

needs one frequency sensor which in total is not much cheaper than communication. In 

addition, each sensor has some errors and noises that without any communication could not 

be mitigated easily. Therefore, it tried to use the same droop method but instead of one 

sensor for each PHEV benefits from several sensors in the whole power system which 

transmit the frequency information to PHEVs. In fact, the main focus of this paper was more 

on constructing and analyzing the communication system. They have shown that the 

proposed method is robust against noises and even delays. 

All of the aforementioned research works have tried to have a macro or system-level 

perspective and use large number of vehicles in the adopted models. Further, only droop-

based methods are employed to incorporate PHEVs in primary frequency control. 

Other researchers paid attention to the dispersed and distributed nature of these resources, 

which necessitates some communication among them [146, 147, 148]. Furthermore, the 

possibility of asymmetrical contributions to the power system was investigated [149]. 
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Because of these limits, PHEVs are considered as part of larger solutions in many studies, 

such as [150, 151, 152]. They can be an effective choice to complement the dynamic 

characteristics of wind generators and facilitate effective participation of wind generators in 

primary frequency regulation. Implementing frequency regulation methods in wind generator 

may have some adverse impacts on the mechanical resonance, wear and tear and aging of 

wind generators [153, 154, 155]. Due to the importance of incorporating wind generators in 

the power system frequency regulation, the utilization of some other sources in combination 

with wind generators to mitigate the undesired side-effects was also proposed.  These 

methods, however, used ineffective cost choices, i.e., large energy storage units, or weak 

components, i.e., the generator dc-link capacitance. Other hybrid solutions available in the 

literature, such as [156, 157, 158, 159, 160], did not even consider the wear and tear of wind 

generators. 

2.3 Summary 

In this chapter, a critical literature survey on the utilization of wind generators and electric 

vehicles for enhancement of weak grids performance has been presented. The main outcome 

of this chapter is to pinpoint the lack of thorough analyses of barriers and adverse impacts of 

employing these sources in existing literature. Accordingly, developing a detailed modeling 

and proposing solutions for the wind power generators and electric vehicles that overcome 

the aforementioned difficulties demand a special attention. 
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Chapter 3 

Frequency Regulation in Wind Turbines – Analysis and 
New Methods 

3.1 Introduction 

Wind power will provide a significant portion of electricity generation in the near future. 

This important role requires wind power generators to contribute to the system frequency 

regulation. Moreover, the use of wind generators for autonomous frequency regulation is 

becoming an essential objective in power grids with reduced inertia and isolated microgrid 

operation. The droop method is one of the most popular methods to be implemented in these 

generators to mimic the governors of conventional generators and contribute to primary 

frequency regulation. While droop-control is studied by many researchers, detailed analysis 

of droop-controlled wind generators in microgrids has not been reported. 

In this chapter, the conventional wind-based droop methods are studied. Thorough 

analyses are employed to demonstrate the methods’ effectiveness. It is also shown that the 

employment of conventional power droop in non-dispatchable wind power generation could 

result in problems which could not be observed and even discussed in conventional 

dispatchable distributed generation (DG) units. This chapter proposes a new solution which 

allows the droop gain to be tuned regardless of the unpredictable variable wind speed. The 

role of the proposed method in the both transient and steady-state frequency control is 

investigated and discussed. 

The contributions of this chapter to the field are the following: 

1) Developing a small-signal model for the present wind droop methods (power- and 

torque-droop) in DFIG-based wind generators. The models are used for comparative 

analysis and sensitivity studies. 

2) Investigating the impact of wind-droop on microgrid frequency stability by eigen-

values studies, and comparing the impact of wind-droop to real inertia. Providing a 
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systematic approach to coordinate wind-droop with other energy sources available in 

a typical microgrid system (e.g. inverter- and turbine-based generators). 

3) Examining stand-alone operation of wind generation (without any dispatchable 

sources) in a microgrid with real wind speed pattern. 

4) Proposing a new frequency regulation for wind generators in order to resolve the 

stability issues of variable deloaded reserve power; 

5) Analyzing the impact of the proposed method on the transient and steady-state 

behaviors of the frequency dynamics, and comparing the stability and performance of 

the proposed method to those of the two famous present ones, the power and torque 

droop methods.   

This chapter is organized as follows. The modeling is described in Section  3.2. In 

Section  3.3, implementation of the conventional droop methods, their performance and 

impacts on system stability are discussed. The proposed solution and its detailed analyses are 

discussed in the next section. Section  3.5 presents comprehensive simulation results to 

validate analytical results. Finally, conclusions are drawn in Section  3.6. 

3.2 Modeling 

Figure  3-1 shows a DFIG-based wind power generator with interactive control for stiff-grid-

connected and weak/microgrid operation modes.  The DFIG system is not required to 

contribute to voltage regulation when the generator is connected to a stiff grid. In this mode, 

the DFIG is controlled to work at unity power factor. On the contrary, in islanding or weak 

grid mode the DFIG is forced to control its terminal voltage via the rotor-side converter 

(RSC) whereas the grid-side converter is controlled to operate at unity power factor to 

minimize the converter rating.  The terminal voltage controller generates the reference 

reactive current component. More details on DFIG control structures can be found in [47, 

161].  

During connection to a stiff grid, a DFIG is controlled to extract the maximum available 

power/torque, and it does not incorporate in frequency/active power regulation. On the 
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contrary, in the islanding/weak grid mode, it switches to the droop control, which is usually 

realized by torque-droop or power droop. The reference torque is used to generate the 

reference active current component. Conventional proportional-integral (PI) controllers are 

used to control the RSC currents. To incorporate wind in microgrid frequency regulation and 

implement droop, enough reserve power should be considered in wind power generation. 
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Figure  3-1 DFIG-based wind power generator with interactive control for stiff-grid connected and 
weak/microgrid operation modes 

Following the tradition of power system stability studies, the primary frequency regulation 

behavior can be studied in the two modes of steady-state and transient [162]. As mentioned, 

the main problem in implementing a frequency droop in the wind generator is the lack of a 

constant reserve power. The needed power can be obtained by deloading; however, the 

amount of this power is a function of the unpredictable variable wind speed.  

3.2.1 Conventional Generation: Maximum Power Extraction 

The energy extracted by a wind turbine can be described by ( 3-1), where the wind speed is 

represented by vw, the air density by ρ, and the area covered by the turbine blades by Ar. In 
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[90], Cp is called the efficiency coefficient, which is a function of two other parameters: β, 

referring to the pitch angle of the turbine blades, and λ, known as the tip speed ratio, 

formulated in ( 3-2). R and ωr denote the blade radius and the rotational speed of the turbine, 

respectively. Cp is introduced in ( 3-3), and its parameters are given in the  Appendix A, and 

the λi is presented in ( 3-4) [163]. Obviously, Cp is highly nonlinear so that some references, 

such as [55], preferred to estimate it. However, this study remains committed to using the 

original equation shown in ( 3-3).   

3
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m P r w
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In conventional wind generators, the controller regulates the turbine so that it eventually 

extracts the maximum available power at any wind speed. In other words, the desired 

rotational speed of the wind turbine makes the derivative of the wind power in respect to the 

turbine speed (dPm/dωr) zero. At an arbitrary wind speed, but not sufficient to activate the 

pitch angle controller, this derivative can be represented as shown in ( 3-5). In the last part of 

this equation, dλ/dωr is replaced by R/Vw0. The “0” subscript denotes the initial equilibrium 

point around which the turbine performance is studied. The final result shows that to achieve 

the maximum power extraction, a special tip speed ratio, λopt, is needed regardless of the 

wind speed. For this reason, some controllers prefer to regulate the tip speed ratio instead of 

the rotational speed of the turbine [164]. 
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  
 
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 ( 3-5)

The constant amount of the tip speed ratio needed to maximize the wind power extraction 

means that the optimal rotational speed and the maximum available power are the linear and 

3rd-degree functions of the wind speed, respectively, as long as the pitch angle controller is 

not active. These equivalences are formulated in ( 3-6): 
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
      ( 3-6)

3.2.2 Reserve Energy: Deloading 

As discussed, deloading is implemented differently. In some methods, the optimal power 

derived in ( 3-6) is simply multiplied by a deloading factor, Kvf. Figure  3-2(a) shows the result 

of this method. To find the new operating point, ( 3-7) should be solved. Obviously, the 

answer is dependent only on the tip speed ratio and is independent of the wind speed. In other 

words, once more for a constant deloading factor, there is a constant tip speed ratio, λdel, 

independent of the wind speed. Figure  3-2 (b) demonstrates this phenomenon. As discussed 

in [74] and [76], any under-speed deloading, which yields an operating speed lower than the 

optimal value, should be avoided. 

3 3
.0.5 ( ,0) 0m deloaded r p w vf vopt wP P A C v K K v      ( 3-7)

 

Figure  3-2 Optimal and deloaded wind generator; (a) the output power, (b) the tip speed ratio. 

Similar to ( 3-4), here the relation of the desired rotational speed of the turbine and the wind 

speed is linear. As a result, the new operating point can also be described with ωr as in ( 3-8). 

This equation is important because it proves that deloading by using either the wind speed 

measurement (such as in [52]) or the power/torque control (such as in [51]) leads to the same 

results, although the former, as discussed, requires some practical constraints to be 

implemented. Figure  3-3 shows the relation of Kvf and Kwf, which results in the same amount 

of deloading. Turbines rotate faster with a lower deloading factor at the same wind speed. 

This phenomenon can be understood by using Figure  3-2(b), which shows the tip speed ratio. 
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This higher rotating speed explains why Kwf is not equal to Kvf for the same amount of 

deloading in the turbine output power. 

3 3
, .del

r del w deloaded vf vopt w wf wopt rv P K K v K K
R

      ( 3-8)

 

Figure  3-3 Relation between deloading factors using wind speed measurement and power/torque controller. 

This equation also reveals that the reserved power obtained by deloading is changed 

drastically by changes in wind speeds. Such a reliance on the unpredictable variable wind 

speed can threaten the system stability and will be discussed later. 

3.2.3 Wind Based Frequency Regulation 

To provide the complete picture of the problems involved in implementing wind-based 

frequency regulators, the frequency regulation method should also be considered. Equation 

( 3-9) represents the behavior of the mechanical part of the wind generator, assuming a single 

rotational mass [90]. Pe is the electrical output power of the generator, and HDFIG is the 

inertia constant of the generator: 

 2 / .m e DFIG r rP P H d dt    ( 3-9)

Reference [51] has shown that in frequency stability analyses, the dynamics of the 

generator’s electrical part is fast enough to be ignored. Consequently, the desired and actual 

output electrical power can be assumed to be equal. Equation ( 3-10) represents the desired 

output power of the wind generator. The first term on the right side of the equation is derived 

from ( 3-8), and Preg refers to the active power injected/absorbed by the generator to regulate 

the system frequency.  
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3 .e wf wopt r regP K K P   ( 3-10)

Equations ( 3-10) and ( 3-1) can be substituted in ( 3-9) to continue the modeling. Some of 

the wind power generator equations are highly nonlinear. There is a long history of using 

linearization and small-signal analyses for investigating wind generator stability in the 

literature including [50, 165] and [166]. To cope with the nonlinear nature of a wind 

generator, its performance at different (initial) operation points is studied. To linearize ( 3-1), 

new parameters are introduced in ( 3-11)-( 3-14). Because the pitch angle controller is not 

activated, the first term (A1.Δβ) in the right-hand side of ( 3-11) can be neglected. 
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 After replacing the linearized forms and doing some calculations, the output power of the 

generator can be formulated as ( 3-15). “s” is the Laplace operator. The intermediate 

calculations are not included in this chapter. The first term in ( 3-15) shows how the wind 

generator reacts to the changes in the wind speed, and the second term represents the 

response of the generator to the desired frequency regulation power. 
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 The contribution of the wind generator to the steady-state frequency regulation can be 

determined by deriving the steady-state response of the wind generator to ΔPreg. The 

subscript “ss” represents the steady-state response. As ( 3-16) reveals, the response seems to 

depend on the desired steady-state regulation power as well as the operating point of the 

generator before the disturbance. A2, which represents the partial derivative of the turbine 

input power in relation to the turbine rotating speed, needs to be discussed.  
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Given that the wind generator works at a constant tip speed ratio as long as the deloading 

factor remains unchanged, dΔCp/dΔλ is constant for different wind speeds. As a result, A2 is a 

quadratic function of the initial wind speed. Moreover, ( 3-8) shows that the relation between 

the turbine rotational speed and the wind speed is linear so that A2 can also be formulated as a 

quadratic function of the turbine rotating speed. The coefficient a2 is a function of the 

deloading factor. Figure  3-4 shows these relations graphically. 
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  Substituting ( 3-17) in ( 3-16) leads to the derivation of ( 3-18), which provides a much 

clearer picture of the relation of the wind power steady-state response to the frequency 

regulation active power command. Despite the misunderstanding that ( 3-16) might cause, the 

final response of the wind generator does not depend on the initial wind speed. Instead, this 

response depends only on the deloading factor, and trivially, the steady-state commanded 

active power. 
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Figure  3-4 Dependence of the rotational speed coefficient of wind power on (a) wind speed, (b) deloading factor 
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3.3 Present Droop Methods 

3.3.1 Steady-State Performance 

The main problem in implementing a droop in wind generators can now be understood 

completely. With a conventional droop used as Preg, as described by ( 3-19), the wind 

generator tries to inject/absorb the same amount of power for the same amount of frequency 

deviation, regardless of the wind speed, as long as the deloading factor is constant. However, 

the amount of energy reserved for injecting changes with the cube of the wind speed, as 

revealed in ( 3-20). mp, ωm and τ represent the droop gain, system frequency and droop time 

constant, respectively. The superscript “*” refers to the nominal value. 

*( ).
1

p
reg PoDr m m

m
P P

s
 


  


 ( 3-19)

3
0 .(1 )reserve vf vopt wP K K V   ( 3-20)

Tuning the droop gain for a high wind speed may make the system unstable, whereas 

choosing the droop gain based on low wind speeds is too conservative. 

If the regulation power command is forced to be a function of the wind speed itself, the 

problem may be mitigated. Reference [167] recommends such a solution based on trial and 

error. Without explaining why, [76] used the same idea to implement the droop in the 

generator torque instead of the power, where Preg is described by ( 3-21). A closer look will 

indicate that ( 3-21) is basically very similar to ( 3-19) multiplied by the rotating speed of the 

wind generator. This difference can be justified by the relation of the torque and power, in 

which P=Tω, and the fact that this time the droop is implemented in the generator torque 

instead of the power. This equation can be substituted in ( 3-18) to find the response of the 

generator in the steady-state. The result of the torque-droop is shown in ( 3-22). Obviously, 

the effective droop gain, a2ωr0mp/(3KwfKwopt-a2), differs from the tuned one, mp. 
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The maximum power that ΔPe-TrDr,ss can gain is the reserve power represented in ( 3-18).  

Because more power injection is not possible, it is reasonable to tune the droop gain so that it 

happens in the maximum frequency deviation. This method can be used to find the maximum 

allowable droop gain. This index was previously used in conventional dispatchable 

distributed generators [168]. However, in the original application, the effective and actual 

droop gains are the same, whereas in the wind-based droop, they are different. Moreover, the 

reserved power is also variable here. The maximum allowable droop gain for the torque-

droop is formulated in ( 3-23). Whereas Kwopt, Kvopt, R and Δωm,max are constant, Kwf, a2 and 

λdel are functions of the deloading factor, Kvf. In other words, the maximum allowable torque-

droop-gain is a function of the wind speed and deloading factor. 

2 2
,max 0

2 ,max

(3 )(1 )
.wf wopt vf vopt del

p TrDr w
m

K K a K K
m V

a R




 



 ( 3-23)

 The same reasoning can be used to find the maximum allowable gain for the power-droop, 

as shown in ( 3-24). Whereas the power-droop is also a function of both the deloading factor 

and the wind speed, this droop shows more sensitivity to wind speed changes where their 

relation is the third degree.  
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 ( 3-24)

The effective droop factors meff,TrDr and meff,PoDr are introduced in ( 3-25)- ( 3-26), for torque- 

and power-droop methods, respectively. Equations ( 3-25) and ( 3-26) indicate that several 

unconventional factors impact power/frequency regulation and may result in deviation of the 

effective droop factor from its expected constant value, mp. 
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Figure  3-5 shows the effective droop factor versus wind speed considering different 

deloading factors. This figure reveals why the lower than unity Kwf should be chosen even if 

a larger than unity one also results in deviation from maximum power tracking point. In fact, 

a higher than unity Kwf leads to a negative effective droop factor which works as a positive 
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feedback for power/frequency regulation and is highly undesirable. While some references, 

such as [51, 52, 74], previously advised to avoid higher than one Kwf, the reason behind this 

criterion is neither given nor quantified by analysis. 

 

Figure  3-5 Effective droop factor, Keff,TrDr, versus wind speed, Vw.  

3.3.2 Transient Performance 

The “2HDFIGωr0s” term in the numerator of ( 3-15) resembles inertial response; and questions 

may be asked about the effects of these terms. Figure  3-6 depicts the magnitude response of 

( 3-15), when Preg is substituted with PTrDr.  As shown, in the medium-frequency range, it 

emulates a physical inertia but it is not a wide or even constant range as it depends on wind 

speed. On the contrary, the major impact of a real inertia is in the high-frequency range, 

equivalently right after a power disturbance. Although this term is not going to act exactly as 

inertia, it seems to be useful in overall system stability, which will be discussed in more 

details. This resemblance could also explain why in references, such as [47], the wind-droop 

method is utilized merely for short-term power/frequency regulation and how it influences 

the system transient stability. On the other hand, the droop method is generally recognized 

for its positive impact in steady-state conditions.  The explanation, which is absent in those 

references, is due to lack of detailed analysis. 
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Figure  3-6 Magnitude response of wind output power dynamics with droop control. 

For further investigations, a typical medium-voltage rural distribution system, a real 

system in Ontario, Canada, shown in Figure  3-7, is adopted. The segment after the circuit 

breaker B2 has the ability to work in islanded mode and constitutes the microgrid. The 

overall load of this section is 3.77MW/1.24MVAr. It contains two DG units. DG1 is a 

variable-speed wind turbine connected to a 2.5MVA DFIG with its rotor interfaced by back-

to-back converters. DG2 is a 2.5MVA synchronous generator with droop and excitation 

control systems. System parameters are given in Appendices. The stability analysis could be 

extended to larger microgrid or weak grids which suffer from reduced inertia. 

The wind generation model presented in the last section can be combined with the gas 

turbine generator model to form the overall frequency dynamics model of the system [162] as 

shown in Figure  3-8, where H1(s) and H2(s) can be obtained from ( 3-15) depending on the 

droop-method used. This model can be effectively used to show how wind droop could 

impact the frequency stability.  

Figure  3-9 shows the root-locus of system dominant poles when mp, the wind torque-droop 

factor, is increased. In addition to its expected positive impact on the steady-state response, 

poles move toward the left-half-plane which implies enhancement in system dynamic 

performance. It should be noted that for other wind speeds and power-droop, similar pattern 
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calculated in ( 3-23). Figure  3-10 shows the impact of Kwf and initial system frequency on the 

torque-droop behavior. As shown, their influence could be neglected even if the parameters 

(Kwf and initial system frequency) are varied in relatively wide ranges. In fact, it should 

concluded here, especially with consideration of the results of Figure  3-2, what limits the 

deloading factor is not a dynamic concern but it is both economic reasons and the risk of high 

rotational speed of DFIG. The effect of the high rotational speed will be discussed later. 

 

Figure  3-7 System under study. 
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Figure  3-8 Block diagram representation of system dynamics. 

 

Figure  3-9  Root-locus of the system dominant poles when mp is increasing from zero to 80p.u. 
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Figure  3-10  Root-locus of the system dominant poles at Vw=12m/s and mp =40 (a) Kwf is decreasing from 1 to 
0.4p.u. and (b) Initial (equilibrium point) frequency is increasing from 59.4 to 60.6Hz. 

The small-signal model could be also employed to investigate the quasi-inertial 

characteristics of wind droop. To compare with a real inertia, the impact of increasing gas 

turbine generator inertia, Mdiesel, is also studied. Figure  3-11 shows the overshoot for both 

cases. Obviously, both diagrams have similar trends and even lower overshoots are more 

achievable with wind droop than increased inertia. In other words, to decrease overshoots to 

some desirable values (around 5%), the turbine inertia should be increased ten times, while 

similar overshoot with reasonable wind-droop factor is possible. However, it does not mean 

that the real inertia in the system could be replaced by wind droop. Figure  3-12 shows one of 

the most important reasons. While inertia decreases the maximum df/dt, the wind droop has 

no impact. df/dt as an useful and meaningful measurement of frequency stability 

improvement is used here, especially that many protection relays operate based on frequency 

derivative measurement. This phenomenon could be explained by Figure  3-6 which 

previously showed that the wind droop does not behave as inertia in the very high-frequency 

region, equivalently right after the disturbance and when the maximum rate of change of 

frequency (ROCOF) occurs. In other words, wind-droop cannot be considered as substitution 

of real inertia for compensating high df/dt. However, it should not be misunderstood that 
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general. It could be concluded that system inertia could be helped by wind-droop in the 

medium-frequency range. 

 

Figure  3-11 Overshoot of the system frequency in case of a load step disturbance versus (a) extra inertia and (b) 
wind power droop. 

3.3.3 Interactions and Coordination with Other Units 

Although it seems that the wind-droop (both torque- and power-droop methods) solely has 

positive impact on system performance, its interactions with other system units, e.g. turbine 

and inverter-based DG units could be a concern. Further, interactions with the pitch-angle 

controller should be investigated. 

 

Figure  3-12 Maximum ROCOF of the system frequency in case of a load step disturbance versus (a) Extra 
inertia and (b) Wind power droop. 
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Figure  3-13  Rise-time of the system frequency in case of a load step disturbance (a) With extra inertia and (b) 
With wind power droop. 

3.3.3.1 Gas Turbine 

Gas turbine, as the other source and only dispatchable source in this case-study, plays an 

important role in both dynamic and static system behavior. Its governor, which is responsible 

for frequency regulation, is also equipped with droop, similar to ( 3-27). In order to have a 

better frequency regulation and lower deviation, it is desired to have a lower Kp. Blue poles 

in Figure  3-14 represent the root-locus of the system dominant poles in absence of wind 

droop. It shows the trade-off between steady-state performance and dynamic stability. 

Eventually, instability (Hopf bifurcation) can be yielded with inappropriate 

selection/coordination of droop gains.  It should be noted that variable droop operation is 

required in order to optimize the economic aspects of microgrids. On the other hand, the red 

locus shows the system poles trend in presence of wind droop. Therefore, wind droop 

improves the steady-state frequency regulation not only by its direct contribution to 

frequency dynamics but also by allowing turbine to have lower Kp (i.e. increases the possible 

coordination range of system parameters).  
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Figure  3-14 Root-Locus of the system dominant poles at Vw=12m/s and mp=40 when Kp is decreasing in 
presence (red poles) and absence (blue poles) of wind droop. 

3.3.3.2 Inverter 

Nowadays, many DG units are inverter-interfaced and this may lead to interactions between 

wind-droop and inverter-based droop units. To investigate this scenario, first of all, the 

inverter model should be added. Previously, [60] and [168] have shown that with well-tuned 

control parameters, an inverter could be represented by a power-controller block in frequency 

dynamics studies. Thus, a transfer function, based on ( 3-28), should be fed-back to the input 

of the turbine inertia block. In ( 3-28), Pinv, and minv are the power and droop gain of the of the 

inverter-based DG unit, respectively; and τinv is the time-constant of the equivalent low-pass 

filter model of the inverter dynamics (mainly due to the low-pass filter applied to extract the 

average power, and inner control loop dynamics). 
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Figure  3-15 depicts the impact of lowering the inverter droop factor, minv, on the system 

stability. As predicted by references such as [169], the inverter droop gain may result in 

instability (Hopf bifurcation) as shown by the blue poles in Figure  3-15.  Fortunately, the 

presence of wind-droop could solve this problem by adding more damping to the dominant 

modes as shown by the red poles in Figure  3-15. In other words, the presence of wind-droop 

allows the system operator to change the inverter parameters in a wider range to meet the 
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economic operation constraints. It is worthy to mention that wind-droop could also eliminate 

stability problems associate with inappropriate tuning of the inverter average power filter.  

 

Figure  3-15 Root-Locus of the system dominant poles at Vw=12m/s and mp =40 while minv is decreasing in 
presence (red poles) and absence (blue poles) of wind droop. 

3.3.3.3 Pitch-Angle Controller 

Up till now, the pitch-angle controller is not considered; however, in reality, a wind 

generation unit might operate in this regime for a considerable time, especially when wind 

generation output is at its maximum. The pitch-angle controller is used to limit the wind 

power output and its rotational speed [53]. In conventional wind generation, the reference 
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reduce the output power to the rated value. Thus, the pitch-angle controller will merely try to 

regulate the rotational speed while the output power is set by the RSC controller. Now, the 

dynamics of the wind power generator could be represented by ( 3-29)-( 3-35), along with 

( 3-9) and ( 3-11), where Kpp, Kpi are the pitch-angle controller parameters; βcmd and τp are 

desired pitch-angle and turbine pitch mechanical time-constant, respectively; and Tmax 

represents the rated torque. 
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After mathematical manipulation, the wind power output, Pe, could be derived as given in 

( 3-33) which should be used in Figure  3-8. This new model reveals how wind-droop acts in 

the presence of pitch-angle control dynamics. Dominant eigenvalues are shown in 

Figure  3-16, which shows that wind-droop still influences positively, and indeed, the pitch-

angle controller does not impact the wind-droop dynamics significantly. This is due to the 

fact that the pitch-angle controller is much slower than the RSC controller. Furthermore, it 

shows that the major disadvantage of deloading, i.e. high rotational speed, could be solved 

simply by employing a conventional pitch-angle controller. 

 

Figure  3-16 Root-locus of the system dominant poles when mp is increasing from zero to 80p.u and pitch-angle 
controller is activated.  
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3.4 The Proposed Solution 

On the one hand, the reserve power obtained from the deloading is variable and a function of 

the cube of the wind speed. On the other hand, the impact of the wind behavior on the 

frequency regulation power is independent of the wind speed. 

3.4.1 Efficiency Droop 

To solve these problems, this thesis proposes a new method for implementing the droop in 

wind power generators. This method is shown in ( 3-36). 
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 ( 3-36)

The same procedure used for the previous methods can be utilized here to calculate the 

maximum allowable gain for the efficiency droop. Equation ( 3-37) formulates this value, and 

Figure  3-17 compares the maximum tuning gain for the droop implemented in the power, 

torque, and efficiency for the same deloading factors and wind speeds. Obviously, the 

maximum allowable efficiency droop gain is not a function of the wind speed as this gain 

also appears in ( 3-37) and depends only on the deloading factor. In contrast, the power- and 

torque maximum allowable droop gain are functions of the square and cube of the wind 

speed, as ( 3-24) and ( 3-23) demonstrate. As mentioned in the discussion about Equation 

( 3-23), the components of the maximum allowable efficiency droops are constants such as R, 

Kwopt and Kvopt or, like a2, λdel and Kwf are solely dependent on the deloading factor, Kvf. Thus, 

operators, regardless of the wind speed, can choose the droop gain just after selecting the 

deloading factor, just as they can with the conventional droops. This capability is the main 

advantage of the proposed droop over the present ones. In other words, the droop gain can be 

chosen regardless of the wind speed, and with no concern about instability or wasting an 

available capacity. 
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Figure  3-17 Maximum allowable droop gain versus (a) wind speed when Kvf=0.9, (b) deloading factor when 
Vw=9.6 m/s.   

Before proceeding further, a few questions need to be answered. First, the proposed 

method needs to be physically justified. Equation ( 3-36) seems very similar to both power 

and torque droop methods, ( 3-19) and ( 3-21) respectively. However, ωr makes them 

different. Power and torque droops have no and simple rotating speed element, respectively, 

while in the proposed method, the cube of ωr is employed. Equation ( 3-38) shows the wind 

generator output power at the steady state when the proposed method is implemented. 
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By using ( 3-6) and ( 3-1), ( 3-38) can be rewritten as follows: 
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The comparison between ( 3-1) and ( 3-39) shows that the term in the parenthesis is 

equivalent to the efficiency coefficient. Reference [90] has explained that 0.5ρArVw
3 is the 

total energy in the wind generator and that Cp describes the fraction of this power which can 

be extracted by the wind turbine. In other words, the proposed droop changes the wind 

turbine efficiency linearly. This efficiency tuning can explain why the maximum allowable 

droop gain is independent of the wind speed. The first term in the parenthesis, 2KvfKvopt/ρAr, 

is, in fact, the deloaded efficiency coefficient. The maximum droop gain can be determined 
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by subtracting the deloaded efficiency factor from the maximum one and then dividing by the 

product of the maximum frequency deviation and the factor multiplied into the droop term, -

2a2λdel
3/(3KwfKwopt-a2)ρArR

3. In the discussions of ( 3-3) and ( 3-7), all these values and 

parameters were shown to be independent of the wind speed. In fact, the only influential 

factor is the tip speed ratio, which is constant as long as the deloading factor is constant. Note 

that the analyses have not been simplified. 

The second important question involves the effective droop gain shown in ( 3-40) and 

derived from ( 3-38) and ( 3-8). This relation is depicted in Figure  3-18. Obviously, the 

effective droop gain is a function of the variable wind speed. The impact of the wind speed’s 

reliance on the system stability might be questioned. In other words, at high wind speeds, the 

proposed droop is more sensitive to the frequency changes and injects/absorbs more power 

for the same amount of frequency changes than occurs at low wind speeds. Although this 

dependency is not similar to that of the dispatchable generator, it is still desired. At low wind 

speeds, some other sources should also participate in the generation to meet the demands of 

the system. These sources usually contribute to the frequency regulation as well. However, at 

high wind speeds, these generators may be turned off because they are no longer needed for 

power generation. Thus, the wind generator should also involve more than low wind speed 

conditions in the frequency regulation. The efficiency droop regulates this behavior 

automatically, and its effective droop gain is also a function of the wind speed in the desired 

way. 

3 3
2 0

, 3
2

.
(3 )

del w
p EffDr effective p

wf wopt

a V
m m

K K a R








 ( 3-40)

3.4.2 The Transient Response 

The proposed method has the desired behavior in steady-state frequency regulation. 

However, the transient response of the proposed droop (also called the transient droop [162]) 

needs to be investigated to obtain a complete understanding of this method. This section 

analyzes these effects. 
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Figure  3-18 Effective efficiency droop gain reliance on (a) wind speed and (b) deloading factor when mp is 
equal to 1. 

3.4.2.1 Inertial Response 

Figure  3-19 shows the frequency response of the wind generator active power output 

responding to the changes in the system frequency. To obtain the results in this figure, the 

linearized form of ( 3-36) was substituted in ( 3-15). Apparently, the proposed method for a 

range of frequencies behaves very similarly to the physical inertia of the conventional 

generator. However, the range of frequency, despite the real inertia, is limited and also a 

function of the wind speed. In other words, at higher wind speeds, the proposed method has a 

higher gain in the higher frequencies. Therefore, at high wind speeds, the proposed method 

contributes more to the transient frequency regulation than at low speeds. This behavior is 

very similar to its steady-state frequency regulation behavior, as discussed in the previous 

section. For very similar reasons, this behavior is also desired.  

Figure  3-19(b) reveals the impact of the deloading factor. Apparently, lower factors can 

participate more effectively than higher factors in transient frequency regulation. This 

difference can be attributed to the higher speed of the wind turbine and the larger amount of 

energy stored in the rotating mass of the generator. 
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Figure  3-19 Bode diagram of efficiency droop (H1(s)ΔPEffDr) in (a) different wind speeds when Kvf=0.8, (b) 
Different deloading factors when Vw=9.6 m/s. The droop gain, mp, is constantly one in all the cases. 

3.4.2.2 Parameters Sensitivity 

Figure  3-20 reveals the dominant modes of the system when the droop gain of the efficiency 

droop is increased from almost zero to its maximum allowable amount at both relatively high 

(blue) and low (red) wind speeds. Apparently, in both cases, the closest poles to the 

imaginary axis move significantly toward the left-half plane, although this replacement at a 

high wind speed is considerably more. This result is matching the findings of the previous 

section and the frequency response shown in Figure  3-19(a). 

These modes show no sign of instability, even if the droop gain is larger than the 

maximum allowable gain shown in Figure  3-17. This stability can be explained by the nature 

of the small-signal analysis, in which the instability discussed in the previous section was 

caused by the nonlinearity of the wind power relation and the limited amount of stored 

energy. In fact, the model suggested in Figure  3-8 is incapable of showing that asking for 

more power than the reserved power can make the wind generator unstable. However, such 

analysis does correctly show that the use of a wind-based droop improves the stability of the 

whole power system. For this reason, the previous section was devoted to finding the 

maximum allowable droop gain.    
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Figure  3-20 Dominant poles of the system when the droop gain is increasing in Vw=11 m/s (blue stars) and Vw=6 
m/s (red triangles).  

Figure  3-21(a) reveals the impact of the wind speed more clearly by showing how 

increasing the wind speed influences the dominant poles of the system. Not surprisingly, the 

higher the wind speed is, the more stable modes can be observed. Figure  3-21(b) completes 

this discussion by revealing the impact of the deloading factor. Kvf, is decreased from almost 

1 to 0.5 and, again, the dominant modes have moved toward the left. These results were 

predicted previously in Figure  3-19(b), where the proposed method shows a higher gain in 

the middle range of the frequency with lower deloading factors.  

Figure  3-22 compares the transient behavior of different wind-based droops by depicting 

the overshoot in the frequency response of the system in the case of a step load disturbance. 

This figure shows that at high wind speeds, the proposed efficiency-droop regulates the 

frequency better than the two other methods, whereas the power-droop performs the best at 

lower wind speeds. However, the inability of small-signal analyses to consider the maximum 

allowable droop gain should be noticed here. Although the efficiency droop shows a higher 

oscillation for the same amount of droop gain at low wind speeds, the efficiency droop is 

allowed to adopt much higher gains than those allowed to power- and torque-droops. The 

same argument can be used against the efficiency droop at higher wind speeds. More scrutiny 

of Figure  3-22 reveals more interesting results where the maximum droop gain for each 
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droop method is specified by the dashed lines. Amazingly, the maximum overshoots for the 

maximum droop gain of all three methods are the same. This observation is valid regardless 

of the wind speed and deloading factor. On the other hand, the same steady-state frequency 

deviation, and, consequently, also the maximum overall frequency deviation, will be 

obtained by using the maximum droop gain, regardless of the adopted method. These similar 

results mean that the maximum improvements that can be achieved by all the droop-based 

methods are the same. However, for the efficiency droop method, this maximum is obtained 

by a constant droop gain regardless of the wind speed, whereas, for the other two methods, 

the droop gain should be modified by any change in the variable wind speeds, as [58] 

showed. This point is an important advantage of the proposed methods over the existing 

ones. 

 

Figure  3-21 Dominant poles of the system when (a) wind speed is increasing from 4 to 12m/s with Kvf=0.9 and 
mp=15, and (b) deloading factor is decreasing from almost one to 0.5 when mp=15 and Vw=11 m/s. 

Finally, it is easy, but space-consuming, to show that none of these (transient and steady-

state) problems occur when the pitch angle controller is enabled at very high wind speeds and 

all droop-based methods perform equally well in this region. In such high wind speeds, the 

wind generator rotating speed, ωr, is kept constant by the pitch angle controller, and the large 

amount of available unused wind energy solves the problem of limited variable reserve 

power. 

-3.5 -3 -2.5 -2 -1.5 -1 -0.5 0
-6

-4

-2

0

2

4

6

Real Axis

Im
ag

in
ar

y 
A

xi
s

(b)

-2.5 -2 -1.5 -1 -0.5 0
-6

-4

-2

0

2

4

6

Real Axis

Im
ag

in
ar

y 
A

xi
s

(a)



54 

 

 

Figure  3-22 Frequency overshoot versus the droop gain when (a) Vw=6 m/s, Kvf=0.8 and (b) Vw=11 m/s, Kvf=0.9 
m/s. 

3.5 Time-Domain Simulation Results 

Time-domain simulation, using Matlab/Simulink®, is used to verify the analytical results 

discussed in the previous section. These simulations benefit from detailed nonlinear models 

when the system shown in Figure  3-7 is also adopted here. In most of the analyses, a DFIG 

wind generator is used as the wind generator. The detailed modeling of the DFIG system was 

discussed in [50] and [76], whereas the modeling of the conventional generator DG2 was 

discussed in detail in [162]. Typical distribution system lines, with a low X/R ratio (X/R =2), 

are modeled as lumped R-L, whereas loads are modeled by parallel R-L circuits. The system 

parameters are given in the Appendices, and more details are provided in [161]. An 

intentional islanding at t=35 s is used as the disturbance for the system. This disturbance 

leads to a mismatch between the demand and the generation. In Figure  3-8, this mismatch is 

modeled as the load change, represented by ΔPL. 

3.5.1 Present Wind Droop Methods 

 Two different scenarios are investigated. The first deals with the case of both wind and gas 

turbine generators, whereas the second uses only wind power generation. Each scenario 

consists of different cases.   
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3.5.1.1 Gas Turbine plus Wind    

Firstly, to reduce the complexity, constant wind speed is considered. Later, to present a more 

realistic case, a real wind speed pattern will be used. 

1) Constant Wind Speed 

The system frequency is shown in Figure  3-23 without wind-droop and with wind-droop 

implemented as power- or torque-droop at different droop gains. As depicted, not only the 

final frequency but also the transient behaviors are improved as predicted by the analytical 

findings reported in the previous sections and despite the low X/R ratio. It also confirms the 

results of Figure  3-9; i.e. larger mp results in better dynamic behavior.  

 

Figure  3-23 Frequency response when wind speed is 13m/s and Kwf=0.5. 

It was previously shown that choosing Kwf higher than one may result in negative effective 

droop. Figure  3-24 shows the wind generator output when Kwf=1.5. While the system has 

excessive generation similar to the pervious case, and the frequency has increased after 

islanding, the wind power output, despite the philosophy of implementing droop, has also 

increased. Indeed, wind-droop with under-speeding dictates higher fluctuations to 

dispatchable sources outputs and it is not capable of feeding a microgrid alone.  
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Figure  3-24 Frequency and wind power generation responses when wind speed is constant at 13m/s and Kf=1.5, 
mp=40. 

In this scenario, an inverter-based DG unit is added to bus 8 in the system and turbine 

droop factor has also been modified. The inverter is modeled based on [169]. Figure  3-25 

shows the system frequency in several scenarios. While decreasing the inverter droop factor 

has worsen both the steady-state and the dynamic behaviors, the presence of wind-droop 

improves the system stability. It can even stabilize the unstable system as predicated by the 

analytical results. 

 

Figure  3-25 Frequency and wind Power generation responses when wind speed is constant at 13m/s and 
Kwf=1.5, mp=40. 
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In this scenario, a real wind speed pattern, which is derived from a real measured wind speed 

[170] is used, and it is shown in Figure  3-26. 

 

Figure  3-26  Real wind speed pattern (blue solid line). The minimum wind speed needed for stand-alone wind 
operation (green and red dashed lines) will be illustrated in Section IV.B.1.  

To prevent the interference between the intentional islanding disturbance and impacts of 

variable wind speed, islanding has taken place long enough before t=30s, and wind speed is 

kept constant until t=30s, at which wind speed start to change gradually. Figure  3-27 shows 

how wind droop has made the frequency smoother with less fluctuation. The other important 

observation here is the improvement in the gas turbine generator active power output with 

and without wind-droop, as shown in Figure  3-28. It reveals how the proposed method 

reduces the fluctuations in dispatchable source output. It should be also noted that even if 

dispatchable DG is not limited by any ramp constraint and could afford these oscillations, 

more fluctuations will lead to a faster aging and frequent maintenance. This could be 

accounted as one of the hidden economic benefits of wind-droop. 

The presented analysis predicted that lowering Kp, despite its positive impact on steady-

state frequency deviation, may result in instability. Figure  3-29 confirms this argument. It 

also verifies that the presence of wind-droop allows the turbine to experience lower Kp 

without facing stability problems. 
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3.5.1.2 Stand-Alone Wind 

With appropriate energy management, sensitive loads can be fed from a wind generation 

under the outage of dispatchable resources or other microgrid contingencies. In this scenario, 

it is assumed that wind generation is enough for essential loads in a microgrid and merely 

studies short-term frequency stability issues (not long-term power dispatching). With the 

excessively increasing penetration of wind power in power systems and advances in the 

forecasting and energy management methods, this scenario is very likely to happen in near-

term microgrids. 

 

Figure  3-27  Frequency responses when wind speed is varying. Islanding had taken place long enough before 
wind speed starts to change. 

 

Figure  3-28  Gas turbine generator output power response when wind speed is varying. Islanding had taken 
place long enough before wind speed starts to change. 
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Figure  3-29  Frequency response when different turbine droop factors, Kp, are adopted. 

1) Single Wind Generation Unit 

In this part, the gas turbine generator unit is removed and load 2 is changed for generation-

load matching. Green and red-dashed lines in Figure  3-26 show system loading levels 

regarding wind speed; indeed, they specify the minimum wind speed required to feed the 

loads. It should be noted that that in steady-state in both cases, available wind power is 

sufficient. However, in some cases, e.g. for the green line, some short-term deficiencies 

occur. Figure  3-30 and Figure  3-31 depict the frequency and wind generator output power, 

respectively, in both cases, which are stable. This experiment reveals that short-term 

deficiency in available wind power could be afforded due the kinetic energy provided by the 

rotating mass. 

2) Multiple Wind-Power Generators 

In this scenario, load 2 is restored and another wind power generator is added to bus 7, the 

same place of the gas turbine unit. Similar to the pervious part, firstly, constant wind speed is 

utilized; then a typical wind speed profile is employed. 

One of the generators works at 14 m/s whereas the other operates at Vw=9.5 m/s and the 

droop factor is the same for both. Figure  3-32(a) shows the output power responses of both 

generators when torque droop is implemented, whereas Figure  3-32(b) shows the same when 

power droop is used. With torque-droop, generator with higher wind speed has higher share 
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in power regulation. In contrast, power-droop yields almost equal power sharing. These 

differences can be explained by discussions about the effective droop factor. As expected, in 

torque-droop, the wind generator with higher wind speed has a higher effective droop factor. 

 

Figure  3-30  Frequency response for stand-alone wind power generation. 

 

Figure  3-31  Wind (a) Active power response, (b) Reactive power response. 

In the previous sections, it was reported that the almost constant effective droop factor of 

power-droop, while the deloaded power is not constant, could result in instability. The case 

of Figure  3-33 confirms this argument which is similar to the case of Figure  3-32 but now the 
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lower wind speed is decreased from 9.5 to 9m/s. Again in power-droop method, the DG with 

lower wind speed and less available power is forced to provide almost the same power as the 

other unit with higher wind speed so the incapability of this DG unit leads to instability and 

consequently microgrid failure. It is worthy to mention that exactly the same scenario but 

with torque-droop remains stable (Figure  3-33(a)). 

 

Figure  3-32  Changes in active power output of stand-alone wind power generations with different wind speeds, 
Vw, when droop is implemented in (a) Torque (b) Power. 

 

Figure  3-33 Changes in active power output of stand-alone wind power generations with different wind speeds, 
Vw, when droop is implemented in (a) Torque, (b) Power.  

In this part, both wind power generators experience the same wind speed pattern shown in 

Figure  3-26. Figure  3-34 and Figure  3-35 show the frequency regulation and the power 
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sharing, respectively. Since both DG units have same parameters, they share the active power 

equally. 

 

Figure  3-34  Frequency vs. time when two stand-alone wind generators with identical wind speeds regulating 
the microgrid frequency.  

 

Figure  3-35  Wind (a) Active Power, (b) Reactive Power generation when two stand-alone wind generators with 
identical wind speeds regulating microgrid frequency. 

A different wind speed pattern, derived from [170] and shown in Figure  3-36, is used for 

one DG unit whereas the other unit still works with the previous wind speed pattern shown in 

Figure  3-26 (shown by blue solid line in Figure  3-36). 

Figure  3-37 illustrates the power sharing performance. Because of variable wind speed and 

dependency of the effective droop factor, a unit with higher wind speed generates more 
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power which seems reasonably beneficial. Figure  3-38 reveals the microgrid frequency 

response in this case. 

 

Figure  3-36  Real wind speed pattern. 

 

Figure  3-37  Wind (a) Active Power, (b) Reactive Power generation responses. 

A question may arise about the compatibility between the power and torque droop as two 

possible droop methods. With wind speed patterns are exactly the same, one of DG units is 

equipped with torque-droop whereas the other unit adopts power-droop. Comparing 

Figure  3-39, showing the power sharing in this case, with Figure  3-35, reveals that despite 

the same parameters, power sharing is not completely equal due to the impact of the effective 

droop factor as explained before. The micro-grid frequency response is also shown in 

Figure  3-40. 
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Figure  3-38  Microgrid frequency response with different variable wind speed patterns. 

 

Figure  3-39  Wind (a) Active power, (b) Reactive power generation responses. 

 

Figure  3-40  Microgrid frequency response. 
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3.5.2 The Proposed Method 

3.5.2.1 Constant Wind Speed 

To avoid any confusion, a constant wind speed is considered in this section. Figure  3-41(b) 

shows the system frequency when the wind speed is constantly as high as 11 m/s. Obviously, 

all the methods improve the frequency regulation in the system. In addition, this figure 

verifies this thesis’s argument that at relatively high wind speeds, the efficiency droop shows 

a better performance than that of the other methods with equal droop gain. 

 

Figure  3-41 Utilizing wind-droop when wind speed is constantly 11m/s. (a) The wind turbine speed, (b) the 
system frequency when in droop-based methods Kwf=0.5, mp=20pu. 

Figure  3-42 depicts the impacts of the wind droop methods at a relatively low wind speed, 

5.5 m/s. Each of these droop methods’ gains is selected to be close their maximum allowable 

amount. A huge difference exists among these droop gains, 3 and 27 pu for the power- and 

efficiency droop, respectively, as was predicted in the previous section. Moreover, the 

simulations verify that using a droop gain as high as that used in the high wind speed case 

can make the wind generator unstable. Thus, the present methods, power- and torque-droop, 

are highly dependent on the wind speed, but the proposed method’s droop-gain can be 

chosen regardless of the wind speed. On the other hand, despite the vast differences between 

the gains, the methods’ performances are very similar to each other. This observation was 

also expected based on the discussion in the previous section, especially the discussion of 

Figure  3-22. 

35 40 45 50 55 60
0.95

1

1.05

1.1

1.15

1.2

Time [sec]

T
ur

bi
ne

 R
ot

at
in

g 
S

pe
ed

 (


r) 
[p

u]

(a)

 

 

35 40 45 50 55 60

0.965

0.97

0.975

0.98

0.985

0.99

0.995

1

1.005

1.01

Time [sec]

T
he

 S
ys

te
m

 F
re

qu
en

cy
 (

m
) 

[p
u]

(b)

No Wind Droop
Power-Droop
Torque Droop
Efficiency Droop



66 

 

 

Figure  3-42 Utilizing wind-droop when wind speed is constantly 11m/s. (a) The wind turbine speed, (b) the 
system frequency when in droop-based methods Kwf=0.5. 

The comparison between Figure  3-41 and Figure  3-42 is also informative. It shows how 

much more effective the efficiency droop is at a higher wind speed when an even lower 

droop gain is employed, as in Figure  3-41. In these simulations, to have a similar frequency 

response in the steady-state, the diesel generation is reduced from 0.55 pu at 5.5 m/s wind 

speed to 0.05 pu at 11 m/s. This reduction means that if two dispatchable generators were 

used, one of them would be shut down at the high wind speed. This generator shut-down 

would lead to less mechanical inertia in the system and worse frequency regulation.        

3.5.2.2 Variable Wind Speed 

In reality, the wind speed is always changing. In this section, a real wind speed pattern, 

shown in Figure  3-43(a), similar to the pattern used in Figure  3-26, is employed [170]. This 

figure verifies the appropriate function of the droop in a practical case. Figure  3-43(c) is also 

useful for discussing the impact of the wind droop on the both transient and steady-state 

frequency regulation. The wind-based droops respond not only to very fast changes of the 

islanding but also to relatively slow changes caused by a variable wind speed, the other 

source of disturbance for the system. After t=40 s, when the islanding disturbance is almost 

damped, the droop-implemented wind generators fluctuate less with changes in the wind 

speed to keep the frequency constant. 
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Figure  3-43 Wind-droop with changing wind speed. (a) real pattern of wind speed, (b) the system frequency, (c) 
The wind generator output active power when in droop-based methods Kwf=0.5, mp=20pu. 

3.6 Summary 

This chapter presented torque- and power-droop implementations in DFIG-based units by 

some simple modifications in the conventional control and then, by means of small-signal 

modeling and eigen-value studies, showed how both techniques influence frequency stability. 

Sensitivity studies, with respect to the presence of turbine- and inverter-based generators in 

microgrids; and impacts of pitch-angle controller, wind speed variation and isolated mode 

operation with only wind-generators, were conducted.  

In the present wind-based droop methods, the maximum allowable droop gain is a function 

of the wind speed. This dependency means either that the entire available capacity of the 

wind generator will not be used or that instability will threaten the implemented droop wind 
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generators. This chapter proposed the efficiency droop, a new droop-based method, which 

can be tuned regardless of the wind speed. Small-signal analyses were used to study the 

method in depth and compare its influences on both the transient and steady-state frequency 

performance to the influence of the present methods while adopting minimum 

approximation. Detailed time domain analyses were used to verify the analytical results of 

this chapter. 
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Chapter 4 

Impacts of Implementing Frequency Regulation in Wind 
Turbines – Assessment and Mitigation Strategies 

4.1 Introduction 

Droop and virtual inertia are two key methods for involving wind power in frequency 

regulation. However, when these methods are applied, undesirable effects can be induced. 

Their impact on the generator and system frequency stability and fatigue when the double-

mass mechanical dynamics of a wind power generator are considered has not been addressed 

thoroughly. Consequently, the mitigation of such impacts has not yet been analyzed, as well. 

The rate of change of power (ROCOP) of a wind generator can be a major factor limiting the 

effective implementation of frequency regulation methods. Whereas high ROCOP leads to 

wear and tear and increases the maintenance cost, simply limiting the ROCOP of the 

generator by a ramp-limit control function will neutralize the desired impact of frequency 

regulation. Different practical solution methods (i.e., the use of dc-link bandwidth re-tuning 

or an active damping controller, and a newly developed filter-based method) are discussed, 

compared and analyzed. This chapter presents a detailed analysis of a complete wind power 

generator when frequency regulation is implemented. 

The contributions of this chapter to the research field are: 

1) Developing a detailed small-signal model for analyzing the impact of virtual inertia 

and droop control on the mechanical tensions of a two-mass wind-turbine generator. 

2) Investigating the ROCOP characteristics with and without frequency regulation 

methods. Analyzing the impact of the rate limiter on the effectiveness of virtual 

inertia control. Proposing and comparing different methods to mitigate the impact of 

virtual inertia on the ROCOP. 

3) An investigation of the mechanical resonance phenomenon in double-mass wind 

generators in the presence of droop and virtual inertia, 
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4) A comparison of the performance of the present solutions: the dc-link bandwidth re-

tuning and active damping stabilization methods, and a proposal for a new filter-

based stabilizing method to overcome the drawbacks of the former methods. 

This chapter is organized as follows. Modeling is presented in Section  4.2. In Section  4.3, 

the complete model for a wind power generator is used to analyze the ROCOP of a 

conventional wind power generator. This section discusses the impacts of droop and virtual 

inertia on the wind generator fatigue, and then, the existing and proposed solutions. 

Section  4.4 presents the mechanical resonance conflicts associated with droop and virtual 

inertia implementation. Possible solutions are discussed in this section, as well. In 

Section  4.5, time-domain simulation results are presented to validate the theoretical analysis. 

Conclusions are drawn in Section  4.6. 

4.2 Modeling 

Figure  4-1shows a PMSG-based wind power generator connected to a power network via a 

back-to-back converter. This physical structure is common among the different control 

methods. The traditional control uses the generator side converter to extract the maximum 

available power, whereas the grid side converter is used to regulate the dc-link voltage [87, 

101, 164]. Some low-voltage ride through (LVRT) problems motivated researchers to 

propose a new control scheme (named LVRT-capable PMSG in the reminder of this 

dissertation) [98, 99, 100]. In this scheme, the generator side converter regulates the dc-link 

voltage, whereas the grid side converter is used for extracting the maximum available wind 

power. Such a simple modification does not affect the regular operation of a wind power 

generator and has advantage of making the generator more robust against severe faults. 

 

Figure  4-1 PMSG-based wind generator connected to a microgrid/low-inertia grid. 
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The main function of a wind generator is to extract the maximum available power. 

Equation ( 4-1) describes the wind turbine power where; ωg is the generator speed; and Pm is 

the mechanical input power. This equation was previously introduced as ( 3-1) and it is 

repeated here for the sake of integrity and readibility. 

3
.0.5 ( , )

m P r w
P C A v     ( 4-1)

3
.

OPTg ref f g reg adP K K P P    ( 4-2)

Equation ( 4-2) represents the desired electrical output power of the generator. As described 

in the previous chapter, the first term on the right side is related to the maximum power 

extraction, whereas the second term reflects the active power needed for frequency 

regulation, either by droop or virtual inertia control. When droop necessitates a deviation 

from maximum power extraction, the deloading factor, Kf, will be less than 1. In other words, 

in a conventional wind power generator, or virtual inertia-equipped ones, Kf is equal to 1. 

Reference [171] has discussed why KOPT remains constant as long as the pitch angle is kept 

zero. The third term is added to actively damp the resonance in the double-mass mechanical 

system. 

In a double-mass mechanical system, a resonance is possible; thus, references such as [88, 

102] proposed the use of an active damping method, such as that given by ( 4-3), to solve the 

problem. However, the authors of [87] have proved that any generator torque with a positive 

derivative is enough to suppress the resonance. Therefore, it is easy to prove that even the 

maximum available power tracking is enough to suppress the resonance. As a result, the 

active damping controller is not employed in most of conventional wind generators.  

2 2

2
. .

1 2
ad ad ad

ad v g
ad ad ad ad

s s
P D

s s s

   
   


  

 ( 4-3)

 The desired generator power is compared to the actual one and fed to a PI power controller 

to generate the desired current as shown in ( 4-4). The reference signal iq-ref is fed to another 

PI controller to calculate the desired voltage that should be generated by a voltage-source 

converter. However, it is easy to show that, by proper tuning of the PI current controller, the 

final actual current of a PMSG, iq, is dependent on the desired amount, iq-ref, as shown by 

( 4-5), where τi is the closed-loop current control time constant. 
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)( )( ./q ref g ref g p iP Pi K K s     ( 4-4)

1

1
.q q ref

is
i i

 
 ( 4-5)

The electrical output power of the generator, Pe, is related to the q-axis current, iq through 

the electromagnetic torque, Tg, as shown by ( 4-6) and ( 4-7), where λm is the magnet’s flux, 

which is constant in a PMSG; and P represent number of poles. 

0.75 .
mg qT iP  ( 4-6)

.g g gP T   ( 4-7)

Equations ( 4-8)–( 4-10) describe the mechanical dynamics of the two mass generator-

turbine system, where H, T, Ks, D, θ, and ω represent inertia constant, torque, shaft stiffness, 

damping factor, shaft angle, and rotating speed, respectively; and subscripts B, 0, t, and g 

denote base, initial, turbine and generator, respectively. Obviously, the initial values of the 

generator and turbine torque and speed are the same. It is worth mentioning that in some 

references, a damping proportional to the difference between turbine and generator speeds 

(i.e., axis damping) is also modeled. However, in the case of a direct-drive PMSG-based 

wind generator, this damping is very small and is usually neglected [87, 88, 90]. 

1
( ).

2t t s t t
t

T K D
H

      ( 4-8)

( ).B t g      ( 4-9)

1
( ).

2g s g g g
g

K T D
H

      ( 4-10)

Equations ( 4-1)–( 4-10) are enough to construct a model of a wind power generator, yet 

linearization is needed. To avoid repetition and save space, only linearized equations that 

introduce new states or parameters are presented here. 

1 2 3
.. . .

m r w
P A A A v        ( 4-11)

Equation ( 4-11) represents the linearized form of ( 4-1), whereas its parameters are 

previously given in ( 3-12)–( 3-14). Obviously, in a generator with constant pitch angle, A1 is 

zero. Similarly, when the generator works at the maximum power extraction point or with 

virtual inertia implementation, A2 is zero. However, in droop control, where some deviation 

from maximum power occurs, A2 is nonzero. 
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.2 1     ( 4-13)

.3 2     ( 4-14)

.4 g ref gP P      ( 4-15)

Δϕ1, Δϕ2, Δϕ3, and Δϕ4 are artificial states introduced to augment the dynamics of the 

controllers in ( 4-3) and ( 4-4). All linearized models are utilized to provide the state-space 

equations of a wind power generator as shown by ( 4-16) and ( 4-17).  
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( 4-16)

 0 0 1 2 3 40 0 0 0 0.75 0 0
T

g m q g tP P T i                     ( 4-17)

The developed model could represent both droop and virtual inertia as well as the active 

damping dynamics. This could be simply adapted to the conventional wind generator case by 

assigning Kf to 1 and Dv, A2, and Preg to zero. The state-space model permits observation of 

the other states and variable in a wind power generation system. Equation ( 4-18) shows how 

generator torques could be derived. 
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 ( 4-18)

A very similar approach can be used to model LVRT-capable PMSG-based wind 

generators. The model in ( 4-16)–( 4-17) could also be utilized to model a DFIG-based wind 

power generation system with very slight modifications. Figure  4-2 shows the frequency 

responses of PMSG- and DFIG-based wind generators to a change in the wind speed or Preg. 

Apparently, the responses are very similar, and this allows the result of one type to be 

generalized for the other as well. The only negligible difference comes from different 

parameter ranges [90]. The parameters used for typical DFIG- and PMSG-based wind 

generators are given in the  Appendix A. 

 

Figure  4-2  Frequency response of (a) )∆Pg(s)/ΔVw(s) (b) ∆Pg(s)/ΔPreg(s with Vw0 = 12 m/s, Kf = 0.8, and Dv = 0 
(Disabled Active Damping). 

Obviously, all different types of variable-speed wind turbines act very similarly in terms of 

the frequency regulation. This fact and detailed simulation results allow generalizing the 
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results of this study, to other variable speed wind generators. These wind generators are 

compared only in terms of power regulation and frequency stabilization point of view 

because the main focus of this study is the active power and frequency regulation. Although 

the different types of wind generators are similar in this manner, they respond differently to 

voltage disturbances and faults. More basically, their structures and converters ratings are 

different. In fact, one of the advantages of this modeling approach is its generalizable results 

despite all the differences among variable-speed wind turbines. 

4.3 Fatigue 

Whereas the ROCOP concern has already been pointed out in the literature, many questions 

related to the impacts of implementing frequency regulation methods in wind power 

generators have been left unanswered. Important among these are the following: (1) What are 

the reasons for loose ROCOP protection in a conventional wind generator? (2) What is the 

impact of the frequency regulation method and different levels of frequency regulation 

implementation? (3) What is the impact of the double-mass mechanical model of a wind 

turbine? (4) What is the impact of using a simple rate limiter to limit the ROCOP? To 

thoroughly address these questions and concerns, detailed modeling and analysis are 

essential. 

The model can be utilized to investigate the ROCOP of the generator as shown in 

Figure  4-3. When the wind speed severely changes from 12 m/s to 10 m/s as a step function, 

the ROCOP of the generator remains relatively very small. This could explain the absence of 

strict constraints on the ROCOP in conventional wind power generators. Further, it shows 

that the parameters of the PI power controller do not play any significant role in determining 

the ROCOP of the generator. 

However, Figure  4-4 gives more insights by showing the rate of changes of torques 

(ROCOTs). Whereas the maximum torques of the shaft and generator are very close (thus not 

shown here), the rate of change of the shaft torque, a variable that could not be measured 

easily or calculated without proper modeling, is much higher than that imposed on the 

generator. The shaft torque and its derivative are important in characterizing the mechanical 
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stress on the generator shaft. Very recently, the authors of [103] have shown that these 

variables could be used to estimate the fatigue in a wind generator. Wind generators are 

expected to withstand tensions caused by wind speed changes during their lifetime. This 

means that tensions caused by changes in wind speed should not add up to the fatigue of the 

generator; thus, the maximum ROCOT of the shaft could be utilized as a threshold for 

tensions that may result in wearing out of the mechanical system. Despite all of these 

expectations, and whereas the shaft torque remains acceptably low in this case, adopting the 

maximum shaft torque and its derivative responding to wind speed change as indices could 

be questioned because faster aging of wind generators is observed in England and Denmark 

[83]. 

 

 

Figure  4-3 Rate of change of power of the wind generator when the wind speed instantaneously changes from 
12 m/s to 10 m/s. 
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Figure  4-4 Rate of change of torque of (a) the wind generator (b) its shaft when the wind speed instantaneously 
changes from 12 m/s to 10 m/s. 
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impacts on the rate of change of frequency (ROCOF) and ROCOP needs further discussion, 

particularly when droop and virtual inertia are implemented. 

4.3.1 Droop Method 

In the droop-based method, Preg is a linear function of the system frequency, ωm, as shown by 

( 4-19), where mp and τm are the droop gain and time constant, respectively. Whereas most of 

the references neglect the time-constant τm, it is unavoidable and dictated by the frequency 

measurement device or practical implementation constraints (e.g., the need for frequency-

scale separation between the outer droop control loop and inner power control loop) and 

could play a significant role in system dynamics. 

,( ).
1

p
reg drp m ref m

m

m
P P

s
 


  

  ( 4-19)

Figure  4-5 reveals the impact of droop implementation on the system frequency and the 

generator power when the load demand, ∆PL, changes 1.0 pu as a step function. As expected, 

and as discussed previously in [76, 78], it enhances the maximum frequency deviation 

without any serious influence on the ROCOF. For further enhancement, the droop gain, mp, 

should increase. However, it is limited by some stability problems as discussed in [76]. Even 

in the stable range, it leads to a higher ROCOP as shown in Figure  4-5(c), which could be 

undesired. It should be noted that this result is for a severe change of 1.0 pu in the demand. 

Because the model is linear and the demand is acting as an external disturbance on the 

linearized system dynamics [162], the impact of any change in the demand on the linearized 

model could be easily obtained by scaling the response due to the 1.0 pu change.  

Instead of using the maximum instantaneous ROCOF, the average rate, ROCOFave, is used. 

Owing to the finite response time of the power regulator loop, which is modeled by a low-

pass filter with a time-constant τm in ( 4-19), the frequency regulation controller (either droop 

or virtual inertia), cannot respond instantaneously to a mismatch between load and 

generation. As a result, the maximum instantaneous ROCOF, which occurs as a spike right 

after the disturbance, is out of control with these frequency regulation methods. 

Consequently, the maximum instantaneous ROCOF does not convey enough information. On 



79 

 

the contrary, the ROCOFave which is obtained by dividing the maximum frequency deviation, 

|Δfmax|, by its occurrence time, ∆tmax, as shown in ( 4-20), is much more meaningful. The 

ROCOF will be discussed in more details in the following sections. 

max

max

.ave

f
ROCOF

t



  ( 4-20)

 

Figure  4-5 Impact of increasing the droop gain on (a) maximum frequency deviation, (b) average rate of change 
of frequency, and (c) maximum rate of change of power of the generator with Dv = 0, vw = 12 m/s, τm = 0.1 s, 

and Kf  = 0.8. 
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could lead to misleading results. This point is missed in the literature, where only the 

ROCOP or ROCOT of the generator is considered. 

 

Figure  4-6 Impact of increasing the droop gain on (a) maximum torque, and (b) maximum rate of change of 
torque of the generator, shaft and turbine with Dv = 0, vw = 12 m/s, and Kf  = 0.8.  
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performance as shown in Figure  4-7. Whereas it shows that increasing the time constant 

could reduce both the shaft and the generator ROCOT, it also neutralizes the desired effect of 

droop control.  

 

Figure  4-7 Impact of the droop time-constant on (a) maximum rate of change of torque of the generator, shaft 
and turbine, and (b) maximum frequency deviation with Dv = 0, vw = 12 m/s,  mp = 40 pu, and Kf = 0.8.   
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Although active damping is added to solve the problem of the mechanical resonance in a 

two-mass wind generator, its impact on the frequency regulation method could be 

questioned. Figure  4-8 shows that this impact, whether on the frequency response or torques, 

is not significant. 

 

Figure  4-8 Impact of active damping on (a) maximum rate of change of torque of the generator, shaft and 
turbine, and (b) maximum frequency deviation with τm = 0.1 s, vw = 12 m/s, mp = 40 pu, and Kf  = 0.8.   
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the mechanical system; therefore, the ROCOT sensed by the shaft remains close to that 

imposed on the generator. However, the oscillations, appearing because of the two-mass 

nature of the mechanical system, result in a higher torque (not its rate of change) imposed on 

the shaft.  Similar to the droop method, the virtual inertia time constant does not play a 

significant role in changing the ROCOTs; slight reductions in the ROCOTs can be gained at 

the cost of worse system frequency behavior, which is not desired. 

 

Figure  4-9 Impact of increasing the virtual inertia on (a) maximum frequency deviation, (b) average rate of 
change of frequency, and (c) maximum rate of change of power of the generator with Dv = 0, vw = 12 m/s, τm 

=0.2 s, and Kf  = 1. 

 

Figure  4-10 Impact of increasing the virtual inertia gain on (a) maximum torque, and (b) maximum rate of 
change of torque of the generator, shaft and turbine with Dv = 0, vw = 12 m/s, and Kf = 1.  
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Similar to the droop control case, the active damping dynamics does not affect the 

frequency behavior or the ROCOT significantly when virtual inertia is implemented as 

shown in Figure  4-11. However, suppressing the mechanical oscillations enhances the shaft 

torque characteristics slightly. Figure  4-10 shows that in the case of virtual inertia, both the 

shaft and generator suffer from mechanical tensions. 

 

Figure  4-11 Impact of active damping on (a) maximum rate of change of frequency (b) maximum torque and (c) 
maximum rate of change of torques of the generator, shaft and turbine with τvi = 0.23 s, vw = 12 m/s,  Mvi/M = 

2.5, and Kf = 1. 
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tensions on the wind power generator. Therefore, there is a need to develop a solution that is 

more comprehensive. 
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4.3.3 Solutions 

The previous analysis shows that frequency regulation can expose the mechanical parts of a 

wind generator to much higher tension than a conventional generator. Although this problem 

has never been explored thoroughly, a simple solution based on the use of a ramp-rate limiter 

(RRL), has been adopted by some researchers with no further investigation. 

4.3.3.1 Ramp-Rate Limiter—Conventional but Limited Effectiveness 

Intuitively speaking, an RRL could constrain the rate of change of the generator power or 

torque. This method, however, has serious drawbacks. First of all, in all cases reported in the 

literature, the shaft torque is completely ignored, and only the generator torque is considered. 

Secondly, only the impact of the RRL on the maximum frequency deviation is studied 

whereas the ROCOF, which is another very important index in characterizing the 

effectiveness of frequency regulation, is not considered. In addition, the impact of different 

levels of virtual inertia or droop incorporation is not studied.  

To address these deficiencies, a thorough analysis is conducted. Thus, in the simulated 

system, Preg has been processed by an RRL, with the parameters suggested in [82, 84, 85], 

before being applied to the wind model in ( 4-16). Figure  4-12 shows the impact of the RRL 

on the system frequency regulation when virtual inertia is adopted. Clearly, the RRL 

neutralizes the impact of virtual inertia when its contribution is high. Also, the impact of the 

RRL on the ROCOF is more drastic. In other words, the RRL is useful when wind power 

does not play an important role in frequency regulation. 

Whereas the fast nature of virtual inertia and its high ROCOP makes these results 

expectable, the impact of the RRL on the droop performance is more interesting. As 

Figure  4-13 reveals, with higher droop gains of wind power, the RRL could make the system 

unstable; this situation has never been discussed in the literature. However, this situation 

could also be explained as follows. The RRL makes the droop sluggish and slow.  

Previously, in a synchronous machine with a slow governor, it has been observed that 

increasing the droop gain could result in instability while it enhances the steady-state 

behavior of the system [50, 76]. 
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Figure  4-12 Impact of the power RRL on virtual inertia. ∆PL = 0.2 pu and τvi = 0.23 s, vw = 12 m/s, and Kf  = 1.   

 

 

Figure  4-13 Impact of power RRL on droop. ∆PL = 0.2 pu, τvi  = 0.1 s, vw = 12 m/s, and Kf  = 0.8.   
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Another interesting observation is related to the ROCOT of the shaft. Although it is also 

limited, its maximum value is still higher than what the generator experiences. The shaft 

torque and its rate of change can be calculated by considering the relation between maximum 

ROCOTs of the shaft and the generator and using the detailed modeling approach presented 

in this chapter.  

4.3.3.2 Another Source of Energy 

On the one hand, employing wind power for frequency regulation leads to mechanical 

tensions in the wind generator; on the other hand, the RRL, if it does not result in instability, 

neutralizes the impact of frequency regulation. To solve this problem, another limited-size 

source of energy is needed to respond to the fast transient changes and relieve the stress 

imposed on the wind generator. A possible solution is the utilization of a dc-link capacitor. It 

is already present in the generator configuration and could minimize the cost. However, it is 

worth mentioning that the main duty of this component is the dc-link voltage regulation, and 

this new responsibility should not interfere with its main function. 

Different methods could be used to manage the energy between these two sources; a 

simple yet effective method is the use of a second-order filter as given by ( 4-22). It is a well-

behaved linear function that allows the elimination of nonlinearities induced by the RRL. The 

input of the filter is either the virtual inertia or droop power, whereas the output is fed as Preg 

to ( 4-16). The remaining power, denoted here as Pcomp, could be produced by the dc-link. 

Assuming that the closed-loop dc-link voltage control is fast enough, the reference value of 

the dc-link voltage, Vref, could be corrected as given in ( 4-24) to generate Pcomp, where Vnom 

and Cdc are the nominal value and the capacitance of the dc-link, respectively, and ωn and ξn 

refer to the cutoff and damping factor of the second-order filter, respectively. It is worth 

mentioning that this implementation method guarantees the restoration of the dc-link voltage 

to its nominal value after disturbance. The controller is depicted in Figure  4-14. 
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/ .comp vi drp regP P P  ( 4-23)

2 2
(2 ) .compref nom C sdcV V P  ( 4-24)

The impact of the proposed method on the droop and virtual inertia could be observed in 

Figure  4-15 and Figure  4-16, respectively. It improves the frequency regulation slightly 

because the dc-link voltage is much faster than the mechanical parts of a wind generator. 

Unsurprisingly, this could reduce the ROCOTs significantly. To make a comparison, without 

this method, the maximum ROCOT observed by the shaft with the same droop gain or virtual 

inertia was more than 6 pu/s as shown in Figure  4-6 and Figure  4-10. 
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Figure  4-14 The proposed controller. 

 

Figure  4-15 Impact of the filter cutoff frequency on droop. ∆PL = 0.2 pu, mp = 40 pu,  τvi  = 0.1 s,  vw = 12 m/s, 
and Kf =0.8. 
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“min” denote the maximum and minimum, respectively; E stands for energy; and the “+” and 

“-” superscripts describe the absorption and injection modes of energy, respectively. 

2 2
max max0.5 ).(dc nomE C V V   ( 4-25)

2 2
max min0.5 ).(dc nomE C V V  ( 4-26)

 

Figure  4-16 Impact of the filter cutoff frequency on virtual inertia. ∆PL = 0.2 pu, Mvi/M = 2.5,  τvi = 0.1 s, vw =12 
m/s, and Kf = 0.8.   
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The converters in a PMSG-based generator do not need any upgrades whereas both the dc-

link and converters may need upgrades in a DFIG generator. 

On the other hand, Figure  4-15(a) and Figure  4-16(a) show that by proper tuning of the 

second-order filter cutoff frequency, a reasonable ROCOT could be gained with a reasonable 

amount of energy supplied by the dc-link. Figure  4-16(a) provides more insights. When the 

dc-link is used to incorporate a wind power generator in frequency regulation, the use of the 

wind generator rotating mass could be questioned. However, this figure shows that even with 

very tight filters, a considerable amount of energy is still supplied by the rotating masses of 

the generator. In other words, if the stored kinetic energy is not used for frequency 

regulation, a much larger source of energy in the dc-link is needed. This situation is more 

obvious in droop implementation, which supplies energy for a longer time. 

4.4 Mechanical Resonance 

The risk of the resonance in the mechanical part of a PMSG-based turbine was initially 

mentioned and discussed because the turbine was responding to wind speed changes. In 

conventional wind generators, the resonance is damped even when the active damping 

controller is disabled, as Figure  4-2(a) demonstrates. Such stability is caused by the 

maximum power point tracking (MPPT) implementation in the wind power generator. A 

positive derivative of the generator torque in respect to the generator speed (dTg/dωg) is 

needed to remove the risk of resonance [87], and, in a conventional wind generator, MPPT 

guarantees this derivative to be always sufficiently positive, and thus no additional damping 

is needed [174]. This observation explains why many conventional wind generators still 

work properly without any active damping method.  

Therefore, conventional wind generators with no frequency regulation do not usually face 

the stability problem. However, the implementation of frequency regulation can have adverse 

impacts on the mechanical resonance of the generator, and this risk shows the importance of 

studying the impact of frequency regulation methods on the mechanical system of wind 

generators. 
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Analyzing the impacts of incorporating the frequency regulation methods in a wind 

generator on its drive-train necessitates studying a complete power system as shown in 

Figure  3-7. A LVRT-capable PMSG, whose complete model can be found in  Appendix A, is 

used for this part of study. Similarly, The wind power generation model can be combined 

with the synchronous generator model to form the overall frequency dynamics model of the 

system, as shown in Figure  3-8 and discussed the last section.  

Figure  3-8 also reveals the differences between the conventional and frequency-regulating 

wind generators. In the former, H1(s) is zero since the generator is not involved in the 

frequency regulation, and, therefore, the generator responds to only the wind speed change. 

In the regulation frequency mode, the wind power generator becomes a part of the closed-

loop feedback system. This feedback can intensify the oscillatory response and increase the 

risk of the mechanical resonance in the generator. This phenomenon needs a detailed 

investigation as follows.  

4.4.1 Droop 

Figure  4-17 depicts the root locus of the dominant poles and zeros of the power system, 

shown in Figure  3-7 and Figure  3-8, when the droop gain is increasing. While the poles, 

which were initially more influential on the system frequency behavior, become more stable, 

some other poles move toward the right-half plane. These poles are related to the natural 

resonance frequency of the double-mass dynamics of the wind power generator. 

Accordingly, implementing the droop in the wind power generator exposes its mechanical 

system to forces that can stimulate the resonance. This phenomenon becomes more serious as 

the contributions of the wind power generator to the system frequency regulation increases. 

This instability does not show up when droop is not applied.  

One important factor to be considered is the effect of the initial wind speed. Figure  4-18(a) 

shows the dominant system poles whereas more focused results are revealed in 

Figure  4-18(b) and (c). By increasing the initial wind speed, the rotational mass poles, 

Figure  4-18(b), start to move toward the right half-plane whereas the other dominant non-

canceled poles do not move significantly, Figure  4-18(c). This movement of poles means that 
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contributing to the frequency regulation by using the droop method at higher wind speeds is 

riskier. This higher risk is the reason for conducting most of the analyses in a relatively high-

speed range here. 

 

Figure  4-17 Root locus of dominant poles and zeros of the system when mp is increasing Vw=12 m/s, and 
τm=0.01 s. 

 

Figure  4-18 Root locus of dominant poles (blue) and zeros (red) of the system when wind speed is increasing 
from 6 m/s to 12 m/s and mp=80pu, τm=0.01 s. 

The other interesting information that can be obtained from this analysis is the impact of 

the deloading factor. Previously, references like [74] and [76] avoided sub-synchronous 

deloading, obtained by using a deloading factor, Kf, greater than one. These references 

argued that this kind of deloading may result in some problems. Although using Kf>1 is 

desirable because of its under-speeding feature, especially in high wind speeds, the literature 

does not thoroughly quantify or describe the impacts of such a selection on the system 

stability. Figure  4-19 shows the dominant system eigenvalues when Kf is increasing from 1 to 

1.5 in high and low wind speeds. In high wind speeds, where under-speeding is desired, a 
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sub-synchronous deloading can make the system unstable. On the contrary, Kf>1 does not 

yield a stability problem for the wind generator in relatively low wind speeds, as shown in 

Figure  4-19. Some other difficulties, rather than the mechanical resonance, may prevent the 

utilization of a higher than one deloading factor in low wind speeds, as discussed in [74, 76]. 

 

Figure  4-19 Root locus of dominant poles and zeros of the system when deloading factor, Kf, is increasing from 
1 to 1.5, mp=80 pu, τm=0.01 s and (a) Vw= 6 m/s; (b) Vw=12 m/s. 

Further, the modes that move toward the right half-plane are related to the mechanical 

system of the wind power generator. In other words, choosing Kf higher than one makes the 

wind generator shaft more vulnerable to the mechanical resonance when the turbine 

contributes to the frequency regulation. A single-mass model of the wind generator is 

incapable of revealing this phenomenon.  

Another point that demands further investigation is the use of a dead-banded droop. This 

frequency regulation method does not respond to disturbances until the frequency violation 

from the nominal frequency exceeds a pre-defined dead-zone. The presented model in this 

thesis can be simply modified to implement a dead-band. A dead-band block should be added 

before a simple droop, such as ( 3-19), denoted as ΔPreg/Δωm in the block-diagram 

representation in Figure  3-8.  

Although the new model is not linear and cannot be used for eigenvalues analyses, it can 

be very beneficial. Consider Figure  4-20, which depicts the system frequency responding to a 

load demand disturbance when the wind droop has a relatively high contribution to the 
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frequency regulation. The simple droop stimulates the mechanical resonance, and dead-bands 

with small zones are incapable of preventing the instability. On the other hand, large dead-

zones can solve the instability problem but at the cost of neutralizing or reversing the desired 

influence of the droop method, as shown in Figure  4-21. In these analyses, the conventional 

control method of PMSG is used. 

 

Figure  4-20 Impact of dead-band on droop implantation in wind generator, Kf=0.8, mp=80, vw=12m/s, 
ΔPL=0.2pu. 

 

Figure  4-21 Impact of adoption of dead-band in wind droop on the system frequency, Kf=0.8, mp=80, vw=12m/s, 
ΔPL=0.2pu. 

4.4.2 Virtual Inertia     

Similar to the droop control, the virtual inertia can result in stability problems for wind power 

generators contributing to the power system frequency regulation. Figure  4-22 verifies this 
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modes also correspond to the mechanical system of the wind power generator. The case of 

virtual-inertia-related instability is more demanding since the large droop gains may 

endanger the system stability even in a single-mass model by extracting a power larger than 

the reserve delaoded power, and thus they are usually restricted [76]. On the other hand, no 

threat has been previously observed in implementing virtual inertia in a single-mass model 

[55]. The obtained results have significant meaning: a wind power generator with no 

contribution to the frequency regulation does not experience any stability problem with its 

natural resonance. The analysis indicates that when a wind generator contributes to the 

frequency regulation (either droop or virtual inertia), its stability cannot be understood or 

characterized separately, as has been done in the classical studies so far. The frequency 

regulation acts as a feedback mechanism that makes the interaction between the system 

frequency and the wind-turbine mechanical dynamics possible. Consequently, the stability of 

wind generators should be studied as a part of the integrated system dynamics. This point has 

never been considered in the literature. 

 

Figure  4-22 Power system dominant poles (blue stars) and zeros (red triangles) when virtual inertia gain is 
increased.  

4.4.3 Mutual Impacts 

Another interesting case is the impact that several wind generators has on each other when 

they contribute to the frequency regulation. One of the advantages of the model presented in 

Figure  3-8 is its straightforward extension, where a new wind power generator can be simply 

added as a parallel block to the existing wind generators model. 
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Many different situations can be studied, the mutual interactions of the droop and the 

virtual inertia. Figure  4-23(a) shows the system eigenvalues in such a case where one wind 

generator is equipped with a constant droop gain, and the other wind generator employs the 

virtual inertia with an increasing gain. In the presence of only one generator, the system 

remains stable, whereas the presence of both generators simultaneously leads to instability. 

Figure  4-23(b) presents the system eigenvalues under different wind generator parameters, 

showing that instability happens sooner when wind generators have the same resonance 

frequency. In other words, when wind generators contributing to the frequency regulation 

have similar parameters, they can amplify the resonance phenomenon and increase the 

severity of the problem. Traditional wind generators do not use the system frequency as a 

medium to intensify their natural mechanical resonance. 

 

Figure  4-23 System dominant poles with two wind generators, one is equipped with a droop and virtual inertia 
gain implemented in the other increases from zero. (a) no droop (blue) versus mp=40 (red) (b) mp=40 for all 

generators whereas the stiffness of shaft of droop-based wind is 1.2 (blue), 1.6(red) and 2.8 pu (green), and the 
stiffness of the other generator is fixed at 1.6 pu. 

4.4.4 Solutions 

The analysis presented in the previous section showed that a high contribution of the wind 

generator to the frequency regulation, whether by the droop or the virtual inertia, can 
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the contrary, in conventional wind generators, with no frequency regulation, MPPT 

guarantees enough damping, and no passive or active damping is needed. 

A very conservative approach for addressing the problem can be to limit the contribution 

of wind power generators to the frequency regulation. Although the presented analysis can be 

employed to find the safe penetration limits as well, a more efficient and permanent solution 

that ensures the system stability at higher contributions of wind generators to the frequency 

regulation seems necessary. Utilizing a ramp rate limiter cannot be also considered as a 

solution, for when the last section has already questioned its effectiveness. 

Because the problem stems from the lack of mechanical damping, a trivial and passive 

solution can be the adoption of a physical damper.  However, the theoretical analysis shows 

that some relatively high virtual inertia gains require a high damping gain which is not 

acceptable due to high losses. 

A better solution can be utilizing the controller to damp the resonance or prevent the 

stimulation of the rotating masses unstable dynamics. These methods, however, are usually 

based on using another source of energy. An available alternative is to use the dc-link 

capacitor of the back-to-back interfacing converter. However, the main responsibility of this 

component is regulating the dc-link voltage, and this new duty should not seriously interfere 

with in the voltage regulation requirements.  

The following section discusses three possible solutions and their advantages and 

disadvantages. Their impacts on the natural resonance frequency and the dc-link voltage 

regulation are also investigated.  

4.4.4.1 DC-Link Bandwidth Tuning 

The control scheme in a LVRT-capable PMSG (which regulates the dc-link voltage by the 

machine-side converter) allows the implementation of a simple yet effective method. It is 

based on supplying a considerable amount of the needed energy by the dc-link so that the 

rotating mass is not exposed to high torques that can stimulate the resonance. This goal can 

be achieved by re-tuning the PI-controller of the dc-link voltage regulator.  
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By assuming a relatively fast current controller, the bandwidth can be estimated as a 

function of the dc-link regulator parameters. By proper tuning of the integral gain, the desired 

bandwidth can be obtained. Reducing the dc-link voltage controller bandwidth to save the 

system stability allocates the poles related to the dc-link behavior close to the right half-

plane; however, zeros accompany these poles. These zeros remarkably mitigate the dc-

regulating poles’ influence on the system frequency behavior.  This method, however, can be 

used in only a LVRT-capable PMSG controller. As well, it negatively affects the dc-link 

voltage regulation during the wind speed change or LVRT since the dc-link controller is not 

as fast as it should be. Although these problems can be addressed by some modifications in 

the controller, the method loses its most important advantage, which is simplicity. 

4.4.4.2 Active Damping Method 

As discussed, although the active damping method is not usually adopted in a conventional 

wind generator, but has been adopted in some studies, usually those related to fault ride-

through [88] and [174]. Here, the same method is utilized to address the conflicts of the 

frequency regulation. Equation ( 4-27) formulates the active damping method in which ωad is 

the natural frequency of the shaft. As expected (shown in Figure  4-24), by increasing the 

active damping gain, Dv, the system becomes more stable in both the droop and the virtual 

inertia methods. While the rotating masses modes move significantly to the left, the poles 

related to the frequency behavior do not change considerably. 
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Classically, the active damping gain is tuned by considering only the wind generator 

dynamics. However, the resonance in the frequency regulating wind turbines occurs because 

of the mutual impact of the wind generator and the rest of the power system. Therefore, the 

integrated system can still become unstable when active damping is implemented in 

individual wind generators. In other words, designing the active damping gain necessitates 

studying the complete power system. With any major change in the system, e.g., the 

incorporation of another wind generator in frequency regulation or changes in a droop gain of 

a thermal generator, re-tuning of the active damping controller may be necessary. 



98 

 

 

Figure  4-24 Dominant poles of the system when the active damping gain, Dv, increases from 0 to 5 pu. (a) 
Droop (b) Virtual inertia. 

4.4.4.3 Filter Method 

Similar to the first method, the dc-link is used here to respond to the faster changes in the 

power due to the frequency regulation, but does not use the controller bandwidth as a lever. 

Instead, the filter method like the active damping method modifies the reference to the dc-

link voltage [153]. The needed modification is shown in ( 4-28), which, with slight 

modifications, can also be employed in the conventional PMSG controller. The added term is 

the power needed for the frequency regulation, which is processed by a high-pass filter 

(responding to faster changes) and integrated to change the power to the needed energy. The 

integration is essential because the controller regulates the square of the dc-link voltage, 

which is proportionally related to its energy. 
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 Figure  4-25 depicts the frequency responses of the transfer functions relating the wind 

generator rotating speed, Δωg, to changes in the load demand, ΔPL. Firstly, the results once 

again support the main argument of this chapter: with the frequency regulation 

implementation in a wind power generator, the network and the load disturbances can 

stimulate the resonance of the wind generator. On the contrary, a conventional wind turbine 

is, ideally, supposed to show no significant reaction to changes in the load demand, and also 

no contribution to the frequency regulation.  Secondly, these results verify that all the 
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discussed compensation methods work, but both the filter and the active damping methods 

are more successful in resolving the resonance problem.  The active damping (red curve) and 

filter (purple curve) methods yield smoother and more damped responses at the resonance 

frequency. On the other hand, the undamped case (blue curve) and the dc-link bandwidth 

tuning method yield a high-gain peak at the resonance frequency. 

 

Figure  4-25 Frequency response of ∆ωg(s)/∆PL(s). 

The proposed filter method has another advantage over the previous methods. It never 

imposes fluctuations on the dc-link voltage while the generator is responding to wind speed 

changes. In conventional wind generators, the dc-link voltage remains very close to its 

nominal value when it responds to the perpetual unpredictable wind speed changes, as is 

desired in a VSC with a vector control. Obviously, the red curve in Figure  4-26(b), 

representing the energy provided by the dc-link reacting to a wind speed change, remains 

very close to zero, no matter which frequency is chosen for the filter. The undesired needed 

energy increases when the active damping gain increases, as shown by the red curve in 

Figure  4-26(a). The filter method also reduces the mechanical tensions caused by frequency 

regulation methods. The rate of change of power (ROCOP) shown in Figure  4-26(d) is 

associated with the mechanical tensions of the wind turbine shaft [153]. On the contrary, the 

active damping method has almost no influence on the mechanical tensions (see 

-80

-40

0

M
ag

n
it

u
d

e 
(d

B
)

 

 

10
0

10
2

-180
-135

-90
-45

0
45
90

135
180

P
h

as
e 

(d
eg

)

Frequency  (rad/s)

No Solution
Lower DC-link Bandwith
Active Damping
Filter Method



100 

 

Figure  4-26(c)). Therefore, both methods succeed in stabilizing the mechanical system. 

However, the filter method also reduces the mechanical tension and fatigue caused by the 

frequency regulation. Reducing the generator fatigue leads to longer lifetimes of the 

generator. This phenomenon occurs because the filter method takes responsibility for the 

higher frequency content of the frequency regulation power whereas the active damping 

method acts only around the resonance frequency. However, this superiority is gained at the 

cost of a higher contribution of the dc-link capacitance to the frequency regulation. The blue 

curves in Figure  4-26(a) and (b) depict the energy provided by the dc-link. A high amount of 

needed energy means that employing these methods may necessitate re-rating the dc-link 

capacitance. As compared with the filter method, the active damping method demands less 

energy from the dc-link. 

 

Figure  4-26 (a), (b) DC-link energy required by the active damping and filter methods, (c), (d) generator 
ROCOP. In the active damping method, the system becomes stable with Dv>0.5 pu while in the filter method, 

for the whole bandwidth range used here, the system is always stable. 

A comparison between ( 4-27) and ( 4-28) can explain the roots of their differences. The 

filter method receives the frequency regulating power as the input and does not allow the 

stimulating forces of this reference power to reach the mechanical system. On the other hand, 

the active damping method uses the generator rotating speed, as an input, to produce a 

damping torque around the mechanical system natural resonance frequency, regardless of the 

source of the disturbance, the wind speed change or the frequency regulating power. 
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4.5 Time-Domain Simulation Results 

In this section, time-domain simulation, based on detailed nonlinear models of the system 

components, is used to verify the analytical results discussed in the previous sections. The 

system shown in Figure  3-7 is used here as well. The studied disturbance in almost all cases 

is an intentional islanding occurring at t = 35 s. The Matlab/Simulink package is employed 

for the simulation studies. 

4.5.1 Model Verification 

Figure  4-27 compares the responses of the small-signal model and the detailed nonlinear 

time-domain simulation model. Both models have the same parameters and are excited by the 

same disturbance, which is an intentional islanding event at t = 0. The responses of both 

models are very close. The negligible difference between the responses could be attributed to 

linearization and neglecting copper loss in the small-signal model. However, it should be 

noted that for contingencies which lead to large changes in the operating point (e.g., 

frequency control), the small-signal model may lead to inaccurate results. 

Figure  4-27(c) also shows how wind-based droop uses over-speeding (the optimal rotating 

speed is 1.08 pu) to utilize some reserve power for frequency regulation. More details on this 

issue can be found in [76].  

4.5.2 Fatigue 

4.5.2.1 No External Limitation 

In this part, no limitation on the ROCOP or ROCOT is applied. First of all, Figure  4-28 

shows the ROCOP and ROCOT when, instead of islanding, wind speed abruptly changes 

from 12 m/s to 10 m/s at t = 35 s. This verifies the analytical finding in this chapter that 

despite the severe change in the wind speed, the ROCOP of the generator remains relatively 

very low. It also verifies that the shaft experiences a higher ROCOT compared to the 

generator.  
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Figure  4-27 Comparing the responses of the time-domain simulation and small-signal models. (a) System 
frequency, (b) Wind generator dc-link voltage, (c) Turbine rotating speed. Droop is implemented in the wind 

generator with mp = 40 pu, Vw = 12 m/s, and Kf = 0.8. 

Figure  4-29 shows the impact of implementing frequency regulation in a wind power 

generator. Whereas the frequency behavior is enhanced significantly, the high ROCOTs are 

not negligible. Comparing this scenario, Figure  4-29(c) and (d), to the case of wind speed 

change, Figure  4-28(b), proves that frequency regulation leads to a high ROCOT issue that 

does not exist in conventional wind generators. Such high tensions could speed up the aging 

and complicate the already present problem of wear and tear of wind generators. 
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Figure  4-28 Response of the wind generator to a step change in wind speed from 12 m/s to 10 m/s. (a) ROCOP 
of PMSG, (b) ROCOT of the shaft and the generator. 

 

 

Figure  4-29 Impact of implementing frequency regulation in a wind power generator on (a) system frequency 
(b) ROCOF (c) ROCOT of the generator (d) ROCOT of the shaft. mp=40 pu and Mvi/M=5.  
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4.5.2.2 Ramp-Rate Limiter 

As discussed, this solution, despite its availability and wide utilization in the literature, yields 

several problems when frequency regulation is implemented. Figure  4-30 confirms how the 

desired virtual inertia impact is neutralized by the RRL. It is worth mentioning that, owing to 

lack of space, only the high contribution of virtual inertia is shown here, whereas in lower 

contributions, the impact of the RRL is not that severe. 

 

 

Figure  4-30 Impact of using a power RRL on wind-based virtual inertia. (a) System frequency (b) ROCOF (c) 
ROCOT of the generator (d) ROCOT of the shaft. Mvi/M=5. 
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Figure  4-31 depicts the interaction of droop and RRL. It verifies the analytical findings of 

neutralizing the frequency regulation and destabilizing the power system. Thus, in the 

presence of the RRL, the droop function, which was added to improve the frequency stability 

of the system, makes it unstable. 

 

 

Figure  4-31 Impact of using a power RRL on wind-based droopwith mp=40 pu (a) System frequency (b) 
ROCOF (c) ROCOT of the generator (d) ROCOT of the shaft. 
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should be noted that the RRL increases the nonlinearity of the system, which results in much 

higher complexity in analyzing and understanding the system behavior. 

4.5.2.3 Filter Method 

Figure  4-32 and Figure  4-33 show the system performance with the proposed filter method. 

Obviously, it is effective in preventing high mechanical tension, and at the same time, the 

filter method does not interfere with the frequency regulation controllers. These figures also 

depict the dc-link voltage as the source responding to the fast transients of frequency 

regulation methods. First of all, the voltage is finally, and relatively shortly, restored to its 

nominal value to prevent any undesired impact on converter operation. Second, as discussed, 

the depth of the dc-link voltage disturbance is dependent on the filter cutoff frequency. 

4.5.3 Mechanical Resonance 

4.5.3.1 Frequency Regulation and Instability 

Figure  4-34 shows the impact of a relatively high virtual inertia gain on the system stability. 

As predicted, the high contribution of the virtual inertia stimulates the natural resonance of a 

wind power generator. The results in this figure also verify that all the investigated solutions 

work properly. The frequency behaviors of all solution methods are very similar. However, 

as Figure  4-35 shows, some methods have an advantage over others. Figure  4-35(a) shows 

the ROCOP in the PMSG; the active damping method has almost no significant effect. 

However, the characterization is not complete unless the impact on the dc-link voltage is 

considered. Figure  4-35(b) shows the dc-link voltage response when the virtual inertia is 

implemented. As shown, the desired results of the filter and the re-tuned dc-link bandwidth 

methods are achieved at the cost of more fluctuation in the dc-link voltage. 

The impacts of the wind speed and the deloading factor are depicted in Figure  4-36. As 

predicted by the theoretical analysis, the lower the wind speed, the higher the robustness 

against the resonance. Figure  4-36(b) also confirms the analysis related to the higher chance 

of instability in the sub-synchronous mode, i.e., when Kf is greater than one. Some loads are 

shed for the lower wind speed to make the droop implementation possible. 
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Figure  4-32 Impact of the proposed method on wind-based virtual inertia with Mvi/M=5. (a) System frequency 
(b) Wind generator dc-link voltage (c) Wind generator torque(d) ROCOT of the shaft. 
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Figure  4-33 Impact of the proposed method on wind-based droop. (a) System frequency (b) Wind generator dc-
link voltage (c) Wind generator torque (d) ROCOT of the shaft. mp =40 pu. 
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Figure  4-34 System frequency with and without virtual inertia and proposed solutions. 

 

Figure  4-35 (a) PMSG ROCOP, (b) DC-link voltage with virtual inertia, Mvi/Mdiesel≈10. 

 

Figure  4-36 System frequency with wind based-droop (a) Different wind speeds at Kf =0.8, (b) Different 
deloading factors at Vw=12 m/s. 
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Figure  4-37 DC-link voltage when wind speed changes suddenly from 12 to 10 m/s. 

4.5.3.3  Mutual Impact of Wind Generators 

Here, another wind generator, with similar specifications, is added to Bus 6, referred to as 

DG3. While DG1 is equipped with the virtual inertia, the droop is implemented in DG3. To 

verify that the presented analysis is applicable to the other control topology in PMSG-based 

wind turbines, both wind generators, DG1 and DG3, employ the conventional control 

strategy (i.e., the dc-link voltage is regulated by the grid-side converter). Figure  4-38 shows 

that how the accumulative impact of both generators leads to the instability whereas each of 

them alone can operate in a stable manner. In this part, different shaft stiffnesses, Ks, are 

employed. The worst case happens when both generators have a similar Ks. This behavior 

means that their resonance frequencies are close, and their impacts are amplified by each 

other. As the presented analysis predicts, even a softer, but not similar, shaft can prevent the 

instability. Figure  4-38(b) shows the cases when a damping method is adopted. Passive 

damping of 0.03 pu cannot stabilize the system and also increases the losses. On the other 

hand, the active damping implementation is effective. However, the same amount of active 

damping in different generators has different impacts. The theoretical analysis, not provided 

here due to lack of space, predicted the same results. These results confirm that the resonance 

of a wind generator participating in the system frequency regulation should be studied as a 

part of the integrated system dynamics. 
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Figure  4-38 System frequency when two wind generators contribute to the system frequency. Mvi/Mdiesel ≈6.5, 
mp=40. (a) Different wind generators shaft stiffness is examined (b) Passive and active damping methods are 

employed. 

4.6 Summary 

In this chapter, small-signal analysis was employed to study the impact of frequency 

regulation methods on the ROCOP of wind turbines considering the two-mass mechanical 

dynamics. Both doubly fed induction generator- and permanent-magnet synchronous 

generator-based turbines were considered. An effective solution, based on utilizing the 

converter dc-link capacitor, was proposed, analyzed, and compared to the conventional ramp-

rate limit method in different aspects. 

Small-signal modeling, analysis, and eigenvalues studies were also used to show that 

incorporating a wind power generator in the frequency regulation can expose its shaft to 

forces stimulating its natural resonance frequency dynamics and lead to instability. This 

study showed that the mechanical resonance of frequency-regulating wind generators must 

be studied and enhanced not individually but as a part of the whole power system stability 

analyses. To overcome the stability problem caused by implementing frequency regulation in 

wind generators, this chapter investigated different alternatives to stabilize the generator 

dynamics and, at the same time, minimize undesirable interference in the conventional wind 

power generator controllers. Time-domain simulation results validate the analytical results 

and discussions.  
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Chapter 5 

Dynamic Modeling and Performance Enhancement of 
PMSG-Based Wind Turbines under Faults 

5.1 Introduction 

A full-scale permanent-magnet synchronous generator (PMSG)-based wind turbine with dc-

link voltage control via the machine-side converter has the potential to provide inherent low-

voltage ride-through (LVRT) performance without additional hardware components.  

Figure  5-1 shows a PMSG-based wind power generator. Classically, the grid-side 

converter (GSC) is utilized to regulate the dc-link voltage whereas the wind-generator-side 

converter (WSC) extracts the maximum available power. During a fault, the GSC loses its 

capability to inject or sink active power, partially or completely; thus, a voltage violation 

may occur in the dc-link voltage. Alternatively, to utilize the generator rotating mass for 

storing the excessive energy during a fault, switching the control functions of the WSC and 

GSC has been proposed [87, 98, 99, 100, 101]. This switching could be either permanent [87, 

100, 101] or only temporarily during faults [98, 99]. In this chapter, the performance of an 

LVRT-capable PMSG-based wind generator in which the control functions of the WSC and 

GSC are permanently switched is analyzed. It is easy to show that no major difference exists 

in the behavior of a PMSG-based wind generator under normal operating conditions with the 

dc-link voltage regulated by either the GSC or the WSC.  

 

Figure  5-1  PMSG-based grid-connected wind power generator. 

However, several important performance aspects related to this topology are not addressed 

in the current literature. To characterize the pros and cons of the LVRT-capable control 

method, detailed modeling and thorough analysis are needed. 
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The contributions of this chapter to the research field are: 

1) Providing a three-stage small-signal model for a PMSG-based wind generator to 

analyze the fault ride-through dynamics by considering the double-mass 

mechanical dynamics and typical LVRT characteristics. 

2) Investigating the stability, risk of resonance, and successful operation of a PMSG-

based wind power generator under LVRT. 

3) Studying the impact of the LVRT control on the generator fatigue.  

4) Studying and comparing the performance of two possible solutions for performance 

enhancement and fatigue reduction in a PMSG-based wind generator with LVRT. 

This chapter is organized as follows. The modeling is presented in Section  5.2. Detailed 

analysis and mitigation methods are discussed in the next section. Time-domain simulation 

results are presented in Section  5.4. Finally, conclusions are drawn in Section  5.5. 

5.2 Modeling 

Deriving linearized models for a wind power generator is crucial to analyze the generator 

dynamic performance during LVRT and to coordinate different controllers. Under LVRT, a 

wind generator will be subjected to different operating conditions and huge changes; 

therefore, utilizing one linearized model does not seem reasonable. Instead, three models are 

adopted in this chapter. The first model characterizes the wind power generator dynamics in 

the pre-fault condition. In this case, the model input is the wind speed. The second model 

considers the generator dynamics in the “during fault” period, where the generator output 

power is dictated by the power system conditions instead of extracting the maximum 

available wind power. The third model characterizes the wind power generator dynamics 

after fault clearance when the generator has complete control over its output power. The 

wind power generator dynamics, which is moved from its steady-state mode during the fault, 

tries to restore the pre-fault condition. Here, the system is responding mainly to its initial 

states rather than any external forces. This initial state is, in fact, the final state obtained from 
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the “during fault” model. The process is depicted in Figure  5-2. Each of these modes and the 

corresponding linearized models will be discussed in the following subsections.   

5.2.1 Pre-Fault 

This state can be identified as a normal operating condition, but it has a significant common 

feature with the “during fault” period. In fact, when the WSC controls the dc-link voltage, the 

WSC and consequently the generator, in both normal and fault conditions, work similarly to 

regulate the dc-link. The GSC performance during a fault may yield different dynamics and 

disturbances imposed on the dc-link.   

 

Figure  5-2 Schematic view of the LVRT modeling approach. 

To facilitate the close control of a PMSG, a field-oriented control system implemented in 

the d-q reference frame is usually employed. This frame associates the q-axis current iq with 

the active power production, whereas the reactive power is dependent on the d-axis current 

component, id, which is usually regulated to zero. The reference of the q-axis current 

component is generated to regulate the dc-link voltage, VDC, as shown by ( 5-1), where Kpc 

and Kic are the proportional-integral (PI) regulator parameters, and the “ref” subscript denotes 

the desired value [175]: 
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2 2
)( )( .ic

q ref ref DC pc
K

V V
s

i K    ( 5-1)

The reference current is compared to the actual value and fed to a PI current controller as 

depicted in Figure  5-3. In most cases, the current dynamics, the relation between the actual 

and desired q-axis currents can be approximated by ( 5-2), where τi is the closed-loop current 

control time-constant [175]. This current is related to the electromagnetic torque by ( 5-3), 

where Tg, P, and λm are the electromagnetic torque, pole-pair number, and the 

electromagnetic flux constant of a PMSG, respectively: 
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Figure  5-3 Block diagram of the WSC controller. 

On the one hand, the electromagnetic torque impacts the dc-link voltage via the generator 

electric output power Pgen, as given by ( 5-4), where ωg is the rotational speed of the 

generator. Equation ( 5-5) relates the PMSG output power and GSC output power, Pgrid to the 

dc-link voltage, where C and Pnom represent the dc-link capacitance and nominal power. Pgen 

and Pgrid here are in per unit whereas the other parameters have their well-known SI units 

(Watt, Farad, and Voltage). 

gen g gP T   ( 5-4)

2
)( .nom gen grid DC

d
V

dt
P P P C   ( 5-5)

On the other hand, Tg is an important variable in the mechanical part of the generator as 

shown by ( 5-6)-( 5-8), where the equations and their parameters were previously introduced 
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in the last chapter, ( 4-8)-( 4-10), and are repeated here, only for the sake of integrity and 

readability.  

1
( ).

2t t s t t
t

T K D
H

      ( 5-6)

( ).B t g      ( 5-7)

1
( ).

2g s g g g
g

K T D
H

      ( 5-8)

The wind turbine performance can be described by ( 5-9), as it was described in ( 3-1). and 

Pm is the mechanical input power and is equal to the product of Tt and ωt. 

30.5 ( , ) .m P r w t tP C A v T      ( 5-9)

In normal operating conditions, the reference grid-power is set to extract the maximum 

available power, as Figure  5-4 shows. Reference [171] shows that if the pitch angle is 

constantly kept at zero, this optimum power can be expressed by ( 5-10) in which KOPT is a 

constant. The GSC controller is fast enough to assume that the actual amount of Pgrid is equal 

to its reference value [50]. 
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gOPTgrid refP K    ( 5-10)

icp
pcp

K
K

s
 ivg

pvg

K
K

s
optK3u

icq
pcq

K
K

s
 ivg

pvg

K
K

s


 

Figure  5-4 Block diagram of the GSC controller. 

In a double-mass mechanical system, resonance is possible; therefore, an active damping 

controller can be used to suppress resonance without the physical losses associated with a 

passive damping solution. To complete the model, a typical active damping controller is 

augmented in the system dynamics. Equation ( 5-11) describes the active damping method, 

initially suggested in [88, 102]. Basically, it is a band-pass filter aiming to increase the 
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damping of the natural resonance frequency, ωad, of the generator. This damping can be 

discarded simply by assigning Dv, the active damping gain, to zero. In ( 5-11), Vnom is the 

nominal dc-link voltage. The application of the active damping in both normal and fault 

situation will be discussed later. 

2 2
2 2

2
. .

1 2
v ad ad

ref nom g
ad ad ad ad

D s
V V

s s s

  
   

 
    ( 5-11)

To construct the final model, the system dynamics need to be linearized; however due to 

lack of space, this step is not detailed here except when it has resulted in introducing new 

states or parameters such as ( 5-12)-( 5-15), where Δϕ1, Δϕ2, Δϕ3 and Δϕ4 are introduced to 

realize ( 5-11) and ( 5-1). The change in the mechanical input power, ∆Pm, in general is a 

function of the pitch angle, rotor rotational speed and wind speed. However, the pitch angle 

is usually zero, and because of the maximum power point tracking (MPPT), dPm/dωt=0. 

Therefore, the mechanical power can be expressed as a single-variable function of the wind 

speed as in ( 5-16). The linearization point in the modeling is the system’s equilibrium point, 

which is a function of wind speed. 
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Equation ( 5-17) represents the complete linear model. In this small-signal model, the 

equilibrium point is the origin. 
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( 5-17)

 

5.2.2 During Fault 

During the fault, a model modification is needed, due mainly to the inability of a wind 

power generator to inject the available wind power to the system. 

Figure  5-5 clarifies the situation, presenting a typical LVRT standard [91]. Figure  5-5(a) 

shows the voltage limits for LVRT, where Figure  5-5(b) shows the reactive power injection 

code requiring a wind power generator to reserve its entire thermal limit for reactive power 

injection for a voltage dip of more than 50%. This requirment means that for a slow recovery 

(e.g., up to 900 ms), no active power can be injected into the system, and even after that 

occurs, the active power injection should be increased gradually to respect the grid codes and 

converter rating, as shown by ( 5-18). 

2 2
conv gridgrid S QP   ( 5-18)

   Therefore, the main difference here is the grid power, which can no longer be described 

by ( 5-10). Instead, and based on the standards in Figure  5-5 and ( 5-18), Figure  5-6 depicts a 

typical trajectory of Pgrid during the fault.  In other words, Figure  5-5(b) dictates no active 

power injection whereas the voltage drop is more than 50 percent, which means 900 and 150 
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ms for limit lines 1 and 2, respectively, shown in Figure  5-5(a). Because any point above 

these two lines should be endured by the generator, the fast recovery represents a scenario 

where the line voltage is restored to a neighborhood of 10 percent voltage deviation right 

after 150 ms. In this case, the active power injection is not restricted by the reactive power 

mandate, and the system is not in the “During fault” condition after this short time interval. 

In the slow recovery, the limit line 1 is considered where the voltage is increasing linearly 

with time, and thus, after 900 ms, the mandatory reactive power injection is decreasing 

linearly. By obtaining the reactive power profile from Figure  5-5(b) and substituting in 

( 5-18), the maximum allowed active power injection for the limit line (1), depicted as the 

slow recovery case in Figure  5-6, can be calculated. It is obvious that to obtain ∆Pgrid, Pgrid0 

should be subtracted from the present curves. Equation ( 5-19) shows the system model under 

the fault condition. This model adopts the final equilibrium point of the pre-fault stage as the 

linearization point. As well, the ac-system is assumed to be strong enough so that the 

interaction of the ac-system with the wind generator after fault recovery can be neglected. 

 

Figure  5-5 Grid code for LVRT (a) Voltage limits (b) Reactive current injection by the generator during a fault. 
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Figure  5-6 Generator output power during a fault, considering fast (red) and slow (blue) recovery 
scenarios.  

5.2.3 After Fault Clearance   

After the time instant denoted by t* in Figure  5-6, the GSC returns to its previous control, 

introduced in ( 5-10), trying to restore its initial pre-fault operating point. It means that ( 5-17) 
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the wind speed changes could be ignored here. Then this mode could be understood as an 

initial value response. 

5.2.4 Model Verification 

To validate the proposed model, a typical 2.0 MVA PMSG-based wind turbine is simulated 

for detailed time-domain simulation studies. The turbine and generator parameters are given 

in the  Appendix A, and the controllers are depicted in Figure  5-3 and Figure  5-4. The time-

domain simulation model utilizes a well-tuned Phase Locked Loop (PLL) as well [117]. The 

proposed model and the time-domain simulation model have the same parameters and are 

excited by a three-phase solid fault occurring at the point of common coupling. Both the fast 

and slow recovery scenarios are simulated and compared as shown in Figure  5-7. 

Figure  5-7(a) shows the fast recovery responses without any active damping, whereas 

Figure  5-7(b) shows the slow recovery responses with active damping. As shown in 

Figure  5-7, in spite of the large variation in the operating point, the developed model predicts 

the generator performance almost as accurately as the time-domain simulation results do.  

 

Figure  5-7 Comparing the proposed (3-stage) model with time-domain simulations (a) DC-link voltage when 
fast recovery is implemented and Dv=0, (b) The generator rotating speed during slow recovery and Dv=3.0 pu.  
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parameters, (3) tuning and coordinating the generator system control parameters, and (4) 

testing the performance of the new controllers needed to improve the generator stability and 

performance under faults. The analysis and solutions presented in this section illustrate the 

usefulness of using the proposed analytical model.  

5.3.1 Successful LVRT Operation 

A conventional PMSG-based wind generator usually has no active or passive damping 

mechanism. Therefore, many researchers have discussed the risk of resonance in these 

generators, especially because of the relatively soft shaft dynamics [87, 89, 101]. In fact, the 

active damping introduced in ( 5-11) is one of the solutions discussed to solve this problem. 

However, [102] has shown that an electromagnetic torque with positive derivative with 

respect to the generator speed (dTg/dωg=2KOPTωg>0) is sufficient to guarantee the generator 

stability. In normal situations where the GSC and WSC active powers are equal, the 

generator torque is equal to KOPTωg
2. Therefore, the MPPT produces a stabilizing torque in 

the generator, and no additional remedy is necessary. For this reason, active damping is not 

usually employed in conventional wind generators; however, this reason is not clearly 

discussed in the literature. 

5.3.1.1 Problem Description 

The positive dTg/dωg condition can totally change if a fault occurs. During faults, as 

Figure  5-6 depicts, Pgrid is reduced to zero, and the generator no longer follows the MPPT 

control. Although the WSC can still regulate the dc-link, the risk of instability in the 

mechanical system of the generator exists. Figure  5-8 shows the dominant poles of the 

system before and during a three-phase fault at the generator terminals. Whereas the system 

in the normal (pre-fault) condition is reasonably damped, the faulty (“During fault”) system 

is vulnerable to resonance. 

Using the pre-fault model for the post-fault situation implies that the system stability 

before a fault guarantees the stability after the fault clearance. Thus, regardless of the 

conditions that the generator experiences during the fault, the generator will be restored to its 

pre-fault status if it were a stable point. However, the situation is much more complicated. In 
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reality, some relays will disconnect the generator if the observed parameters (e.g., generator 

speed, dc-link voltage, etc.) violate their allowed range. Not only stability, but also the 

system limitations should not be violated. The system designer must check the limit violation 

as well. Figure  5-9 shows a flowchart for studying the LVRT performance by using the 

proposed model. 

 

Figure  5-8 Root locus of the dominant poles of the wind power generator in normal condition (red triangles) and 
during a fault (blue stars). 

The limited time of the fault does not allow the unstable modes to generate severe unstable 

responses; however, these models may lead to a violation of the limits of the dc-link voltage 

or generator rotating speed. The soft shaft of the mechanical system does not permit equal 

involvement of both rotating masses in storing energy. The generator rotating mass, which is 

more controllable, stores a larger portion of excessive energy than what is stored in a system 

with a stiff shaft, or equivalently, with a single-mass model. However, this mass is usually 

much lighter than the turbine mass. A single-mass (or a stiff shaft) model predicts equal 

changes in the angular speeds of the masses, and consequently, division of the excessive 

energy between them will be based on their inertia. The energy stored in a rotating mass is a 

function of the square of its angular speed, ω, and its inertia H. Figure  5-10 clarifies this 

situation, showing the impact of shaft stiffness and the weight ratio of the generator mass to 

the total masses weight.  The figure reveals that when the turbine generator is lighter, or the 

shaft is softer, deviation from the single-mass model becomes more obvious, and energies 
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become stored in the masses more disproportionally. This disproportion increases the chance 

of very high generator speeds. In Figure  5-10, the practical ranges for these parameters are 

utilized [90]. In high wind speeds, a change in the generator rotating speed equal to or greater 

than 20% can trigger the over-speed relay [99]. In other words, a generator with a soft shaft 

or a light rotating mass (while the turbine and, consequently, the total rotating masses are 

heavy enough) cannot override the fault. Therefore, the utilization of a single-mass model of 

the turbine-generator does not facilitate accurate LVRT study, and can lead to deceiving 

LVRT capability results. This important finding is missing in the current literature supporting 

the LVRT control method for PMSG-based wind generators. 
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  Figure  5-9 Flowchart of the complete LVRT model. 
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Figure  5-10 Impact of the double-mass model parameters (a) shaft stiffness, (b) the ratio of inertia of rotating 
masses on fluctuations in the energy sources. 

5.3.1.2 Remedy  

To stabilize the system during the fault and control the states, the dc-link voltage control 

bandwidth, as one of the already available control levers, can be used. The dc-link voltage 

control bandwidth fdc can be calculated, as given by ( 5-20), by assuming a fast current 

controller, i.e., a small enough τi. The Kic parameters can be adopted to control fdc.  

0

1 3
/

22
.m

dc r icnom
P

f P K C
 


  ( 5-20)

  A smaller bandwidth means that the controller is slower, and a wind generator is not 

responding to changes rapidly. In other words, now the dc-link should play the role of a 

buffer that does not allow the generator to be exposed to fast changes. In this case, fault 

transients will be suppressed by the dc-link slow dynamics instead of being directly imposed 

on the rotating masses of the generator. This major role of the dc-link in stabilizing the 

system under faults is in contrast with the philosophy of LVRT in a PMSG-based wind 

generator, in which the rotating mass of the generator is preferred over the dc-link to store 

the excessive energy. Figure  5-11 clarifies the situation by providing more details. First, the 

differences in the changes in the speeds of the turbine and generator rotating-masses seem 

significant. More importantly, this figure shows that to reduce the maximum generator speed 
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considerably, a relatively low dc-link bandwidth is needed. However, this enhancement in 

the generator speed will be gained at the cost of undesired large dc-link fluctuations. 

 

Figure  5-11 Impact of the dc-link bandwidth on fluctuations in energy sources of PMSG-based wind generators 
with a fast recovery. 

On the one hand, during a fault, the system becomes temporarily unstable, and there is no 

control of the energy management between sources. On the other hand, the dc-link voltage 

control bandwidth cannot solve the problem. Active damping may be a proper solution. 

Figure  5-12 shows the impact of adding active damping on the stability of the generator in 

normal and faulty situations. Even in the normal condition, the stability is significantly 

improved. 

 

Figure  5-12 Impact of increasing the active damping gain, from zero, on the wind generator modes, (a) during a 
fault (b) normal condition. 
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Figure  5-13 provides more details about the impact of active damping on the PMSG 

operation during and after the fault. Obviously, such damping can be utilized to manage the 

excessive energy during the fault. Compared to the dc-link voltage control bandwidth, 

Figure  5-11, active damping can reduce the maximum generator rotating speed with a much 

lower contribution of the dc-link capacitor in storing the excessive energy. This phenomenon 

can be attributed to the band-pass nature of this controller and the damped resonance of the 

shaft. In other words, active damping seems to be an important tool to guarantee the stable 

operation of the wind generator and manage the excessive energy in the fault condition. The 

algorithm shown in Figure  5-9 can be used to tune the active damping controller parameters.  

5.3.2 Fatigue Analyses 

Researchers understood the importance of fatigue analysis of power generators a relatively 

long time ago. In the literature, fatigue is associated with the notion of stress. When the stress 

is higher than a certain limit, the shaft material will go through the plastic strain region. In 

this region, the shaft material deforms irreversibly, and this nonreversible deformation can be 

interpreted as fatigue. 

 

Figure  5-13 Impact of active damping gain on the fluctuations in energy sources of PMSG-based wind 
generators (a) During a fault, (b) Fast recovery, and (c) Slow recovery. 
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in this condition has not yet reached its fatigue limit, which describes the maximum stress 

that does not result in any fatigue. 

Though the shaft stress is a linear function of the shaft torque, the relation of fatigue and 

the shaft torque is much more complicated. The relation of stress and strain makes hysteresis 

cycles, and to calculate the impact of stress on the fatigue, the maximum stress, average 

stress and number of each cycle during a relatively long time should be calculated.  The 

method used is highly nonlinear, cumulative, and complicated [104, 105]. Recently, a new 

study presented a method for estimating the fatigue in wind turbines [103]. After some 

further calculation, it can be formulated as ( 5-21):  

2 2.shaft shaftF aT gT    ( 5-21)

Obviously, the fatigue estimation, F, is a function of the shaft torque and its derivative. 

The positive parameters a and g are calculated online, and, because of the cumulative nature 

of fatigue, they vary over time.                                     

On the one hand, the shaft torque and its derivative can be used as indices for the fatigue 

investigations. On the other hand, limiting the mechanical tensions can prevent them from 

adding to the generator fatigue [104]. Thus, the shaft torque and its derivative can be gauged 

and controlled to restrict the shaft fatigue.   

5.3.2.1 Problem Description 

Faults that do not expose the wind generator shaft to stresses higher than the fatigue limit do 

not add any burden to the generator. For a meaningful comparison, the shaft torque and its 

derivative under fault conditions are compared to the corresponding quantities under wind 

speed variation. A typical wind turbine is designed to withstand the mechanical tensions 

associated with wind speed changes during its lifetime. Figure  5-14 shows the shaft torque 

and its derivative during and after a fast recovery of a three-phase to ground fault. The 

maximum amount observed during a relatively severe change in the wind speed from 12 m/s 

to 10 m/s is shown in the same figure by the red dashed lines. The fault-induced mechanical 

stresses are much higher. On the contrary, in a conventionally controlled PMSG-based wind 

turbine, much less and, ideally, no, tensions are inducted on the shaft of the generator 
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because of power system faults. A conventional generator continues to extract the maximum 

available energy from wind regardless of faults, and all tensions should be handled by the dc-

link capacitor and GSC [96, 97]. Therefore, the LVRT control method eliminates the need 

for new components to dissipate the excessive energy during the fault, but this method can 

increase the aging of the generator. The mechanical stress can be reduced via active damping 

control or dc-link voltage control bandwidth re-tuning, but at the cost of higher stress on the 

dc-link capacitors. This mechanical stress issue, associated solutions, and trade-offs are not 

addressed in the literature. 

 

Figure  5-14 (a) Shaft torque and (b) its derivative when a fast recovery is used; fault occurs at t=0. The red-
dashed line determines the maximum observed values when the generator responds to a step wind speed change 

from 12m/s to 10 m/s. 

5.3.2.2 Remedy     

The active damping control is examined here as well. Figure  5-15 shows the maximum shaft 

torque and its derivative at different active damping gains. Obviously, both indices can be 

reduced significantly; however, the impact on the shaft torque is higher than its derivative. 

The dc-link voltage control bandwidth method can be also employed to reduce the 

mechanical stress; however, this method suffers from the same performance issues discussed 

in the previous section (e.g., Figure  5-11). Figure  5-16 compares the performances of the 

active damping and dc-link voltage bandwidth methods, showing the maximum dc-link 

voltage needed to reduce mechanical stresses. As expected, the active damping method can 
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provide the same reduced maximum shaft torque or its maximum derivative, with much 

lower energy injected into the dc-link capacitor. However, even the active damping method 

yields high oscillations in the dc-link voltage for an acceptable reduction mechanical tension. 

Considering that the dc-link capacitors are the weakest components in power converters, 

[176, 177], a system designer can be faced with a strong trade-off. 

 

Figure  5-15 Mechanical stress imposed on the generator during and after a fast recovery versus active damping 
gain, (a) The maximum shaft torque, (b) the maximum shaft torque derivative. 

 

Figure  5-16 (a) The maximum shaft torque, (b) the maximum shaft torque derivative vs. the maximum voltage 
of the dc-link. 
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On the one hand, with either no or a small amount of active damping, the dc-link capacitor 

does not experience any serious over-voltage, but the turbine-generator shaft wears out more 

quickly. On the other hand, the active damping controller can reduce or eliminate the 

mechanical stresses at the cost of wearing out the dc-link capacitor. Such issues can limit the 

effectiveness and adoption of the LVRT-capable control method for PMSGs. 

To increase the breadth of the analysis, two aspects need to be analyzed: 

1) Impact of Fault Duration  

In a fast recovery, the fault clears relatively quickly. This situation is desirable; however, the 

fault clearance acts as another disturbance stimulating the resonance of the mechanical 

system again. The clearance disturbance might add to the previous disturbance, the fault 

itself, which created mechanical oscillations in the first place. These initial oscillations are 

not usually completely damped before the fault clearance. On the contrary, in the slow 

recovery situation, the mechanical system has more time to be damped before the second 

disturbance, or the fault clearance. Figure  5-17 compares the energy needed to mitigate the 

mechanical stresses in both fast and slow recovery trajectories. First, without any active 

damping (which yields the minimum Vdc,max), the mechanical stresses are almost the same. 

Therefore, even in a slow recovery, the mechanical system is exposed to high stresses and 

wearing out. However, much less energy is needed from the dc-link to suppress these 

tensions in this case. On the other hand, these reductions are swiftly saturated, and for a 

slight further reduction in the shaft torque or its derivative, a considerably higher contribution 

from the dc-link becomes necessary. Even in a slow recovery, huge mechanical stresses are 

imposed on the shaft, and their mitigation results in compromising the dc-link performance 

and stress levels. 

2) Impact of Unsymmetrical faults 

Unsymmetrical faults are not usually as severe as symmetric three-phase-to-ground faults (at 

the same location), but they occur more frequently in typical power systems. Because of the 

accumulative nature of fatigue, they can play an important role in wearing out the generator. 

The main difference in the unsymmetrical fault condition is only in the “during fault” stage, 
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where the input grid power usually does not go to zero, and instead, a second-order 

oscillating power is superimposed on the average value of Pgrid. These fluctuations disappear 

as soon as the fault clears. Figure  5-18 shows the frequency response of the shaft torque 

responding to the input, Pgrid. The magnitude response at the second-harmonic frequency is 

about -100 dB, which is very small. In other words, the shaft performance is not 

compromised by the power oscillating component associated with unsymmetrical faults, and 

the only part that impacts the shaft is the non-oscillatory part of ΔPgrid, which is inherently 

less than its corresponding value under a symmetrical fault. These results are expected as the 

dc-link and the mechanical system each act as a low-pass filter with relatively low cut-off 

frequencies and excellent ability to filter out the second-order oscillation before it reaches the 

generator shaft. The power oscillations will affect mainly the dc-link capacitor. 

 

Figure  5-17 (a) The maximum shaft torque, (b) the maximum shaft torque derivative vs. the maximum voltage 
of the dc-link. 

Figure  5-19 compares the responses of the energy sources in the wind generator to the 

input of a system during a fault condition. Whereas the rotating masses respond to the low-

frequency content, the dc-link capacitor is responsible mainly for higher frequencies 

including second harmonic oscillations caused by asymmetric faults. In other words, 

asymmetric faults neither increase the fatigue of the mechanical system nor result in over-

speeding of rotating masses that may threaten successful LVRT. This analysis also shows 

that the LVRT-capable PMSG is not inherently capable of reducing electrical tensions 
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imposed on the dc-link during asymmetric faults. However, some, usually relatively 

complicated, methods such as those in [100, 178] that allow mitigating the unbalanced fault 

tensions on the dc-link. 

 

Figure  5-18 The bode diagram of the shaft torque responding to grid power changes during fault phase (ΔTs(s)/ 
ΔPgrid(s)). 

 

Figure  5-19 Frequency response of the energy sources responding to grid power changes during fault condition.    

5.4 Time-Domain Simulation Results 

To verify the theoretical analysis in the previous sections, time-domain simulations based on 

the detailed nonlinear model of a typical Ontario, Canada-based system, shown in Figure  3-7, 

are employed. The wind generator converters controllers are depicted in Figure  5-3 and 

Figure  5-4, and the system parameters are given in the Appendices.  
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The disturbance used for studying this system is a three-phase to-ground fault that occurs 

at bus #4 at t=35 s in most the cases. Such a severe fault close to the wind generator allows 

for observing the worst-case scenario. The Matlab/Simulink® package is employed for 

simulation studies. 

5.4.1 Shaft Stiffness 

The shaft stiffness and weight ratio of the rotating masses are changed to examine the 

analytical results. The slow recovery scenario is adopted here, where the active power 

injection of the GSC is forced to follow the slow recovery scenario, shown in Figure  5-6, to 

examine the worst-case scenario. The results are shown in Figure  5-20. While these changes 

do not impact the dc-link voltage, the generator rotating mass can experience a 30% over-

speed. Meanwhile, the turbine rotating speed does not exceed 1.18 per unit. The results, once 

more, show that the utilization of the single-mass model can lead to misleading results. 

 

 

Figure  5-20 Impact of doubly-mass model specifications when a slow recovery occurs after fault; (a) Dc-link 
voltage, (b) Generator rotating speed, (c) Turbine rotating speed. 
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5.4.2 DC-link Controller Bandwidth 

A fast recovery scenario is also tested; the results are shown in Figure  5-21. As predicted by 

the theoretical analysis, a lower dc-link voltage control bandwidth reduces the amplitude of 

oscillations on the rotating masses speeds at the cost of larger changes in the dc-link voltage. 

The figure also depicts the mechanical tensions and how using the dc-link as a buffer can 

save the generator shaft from higher stresses. Although the stress on the mechanical system 

of the generator is reduced, the capacitor will wear out faster. 

 

 

Figure  5-21 Impact of dc-link controller bandwidth when a fast recovery occurs after fault; (a) Dc-Link Voltag, 
(b) Generator rotating Speed, (c) Torque of Shaft. 
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wind speed of 12 m/s, the generator rotating speed can exceed 1.20 pu, which is close to the 

over-speed threshold of wind turbines [99]. The active damping method yields a successful 

LVRT and reduces the mechanical stresses on the turbine shaft, as predicted by the analysis 

(Figure  5-22(c)). 

 

 

Figure  5-22 Impact of the active damping when a slow recovery happens after fault; (a) Dc-Link Voltag, (b) 
Generator rotating Speed, (c) Torque of Shaft. 
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transients associated with the fault and its clearance, are observed. Instead, the dc-link 

voltage fluctuates because of the asymmetrical fault. 

 

 

Figure  5-23 Impact of a single-phase fault that occurs at the generator terminal; (a) Output power of wind 
generator, (b) DC-link voltage, (c) Torque of shaft, (d) Derivative of torque of shaft.    
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turbine/generator and typical LVRT requirements, was developed, validated, and used to 

characterize the dynamic performance of the wind generation system under LVRT control 

and practical generator characteristics. To enhance the operation and reduce the fatigue under 

LVRT control, two solutions, based on active damping control and dc-link voltage bandwidth 

retuning, were proposed, analyzed and compared. The detailed nonlinear time-domain 

simulation results validated the accuracy of the developed model and analytical results. 
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Chapter 6 

Application of Plug-in Hybrid Vehicles in Frequency 
Regulation 

6.1 Introduction 

In spite of the potential capability of PHEVs to participate in dynamic frequency regulation, 

several technical challenges need to be addressed. A central controller for single-phase 

distributed electric vehicles may result in delay while a distributed control may lead to 

asymmetry. Both of these situations may result in instability. In the presence of such 

loads/generators, the coupling between frequency and voltage stability is not valid anymore. 

In this research, both centralized and distributed control will studied and an improved hybrid 

control solution will be proposed. The mutual impact of voltage and frequency stabilization 

will be investigated and practical solutions will be suggested. 

The development of a coordinated control method for incorporating both wind and PHEVs 

in the power system frequency regulation while considering their practical constraints is not 

only useful but also necessary, particularly for systems with reduced inertia, such as 

microgrids. The aging of wind generators, state of charge (SOC) limits of PHEVs, and delays 

in communications are the main constraints that should be investigated to realize the practical 

and effective utilization of wind generators and PHEVs in primary frequency regulation. 

The contributions of this chapter to the research field are: 

1) Utilizing PHEVs for virtual inertia. Comparing droop to virtual inertia as solutions 

for systems with insufficient physical inertia. 

2) Considering the impacts of single-phase nature of PHEVs. Investigating both 

centralized and distributed control strategies and proposing a hybrid method. 

3) A proposal for a coordinated frequency regulation method that utilizes PHEVs and 

a wind generator and considers their practical constraints.  
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4)  An investigation and comparison of the virtual inertia and droop as tools for 

coordinated frequency regulation. 

5)  A thorough investigation and comparison of the impacts of two frequency-

regulating coordination structures, centralized and distributed, for wind generation 

and PHEVs. 

In Section  6.2, incorporating electric vehicle in frequency regulation is studied. The 

centralized control is investigated and the droop method is compared to virtual inertia. It also 

focuses on distributed control with its disadvantages and remedies. The cooperation of wind 

and PHEVs in the power system frequency regulation is described in Section  6.3. The 

centralized and distributed cooperative solutions and their dynamic analysis are discussed. 

Simulation results are presented in Section  6.4 to validate theoretical analysis and 

discussions. Finally, conclusions are drawn in Section  6.5. 

6.2 EVs as a sole source 

6.2.1 Centralized Control  

Virtual inertia is previously discussed in literature [50, 80, 179]. It tries to emulate the 

rotating-mass inertia by injecting power as a function of frequency derivative. The important 

question that may arise is why a centralized control could or could not be used for virtual 

inertia, whereas successful application of centralized droop has been reported previously 

[145]. On the other hand, the advantages/disadvantages of virtual inertia as compared to the 

droop method may be questioned. This section tries to answer these questions.  

6.2.1.1 Virtual Inertia 

While distributed control of virtual inertia, with local measurement, may result in asymmetric 

power injection, a centralized control (as shown in Figure  6-1) could guarantee a balanced 

incorporation. In this scheme, every PHEV measures its output and transmits its available 

active and reactive power to the computation center. The computation center analyzes the 

received information to find out how much symmetric resources are available. Then based on 

its availability and measured voltage and frequency at the substation bus and its control 
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method (e.g. droop, virtual inertia …), the computation center decides the power that will be 

injected by each PHEV to participate in frequency stabilization. This reference power is 

transmitted to each participating PHEV via the communication network. The demanded 

power will be shared between different PHEVs so that the total active and reactive powers at 

the substation bus remain symmetric. 

However, such a control system needs communication, and the wide-spread nature of 

PHEVs makes a devoted communication line inefficient. On the other hand, general 

communication lines are highly developed and widely used nowadays. Although these 

communication lines are economically desirable, they may lead to some delay, which 

impacts system stability.  

 

Figure  6-1 Centralized PHEV-based virtual inertia control. The central control receives signal form each PHEV 
to measure the available symmetric inertia and then specifies and communicates to each PHEV its contribution. 
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To investigate the impact of distributed inertia, the system shown in Figure  6-2 is 

employed. The network after the breaker has the capability to constitute a microgrid and 

work autonomously. In fact, the microgrid is utilized for this study since the asymmetrical 

power injection is complicated enough and this relatively simple, yet practical, model allows 

better understanding. 

 

Figure  6-2 System under study. 

In [180], it is shown that if controller parameters are appropriately tuned, then the fast 

controller details (e.g. current controllers) could be neglected even with typical dynamic 

loads (e.g. induction motor loads). By considering the typical fast response of single-phase 

converters, the injected power can be simply assumed equal to the desired reference power as 

given in ( 6-1). 

, .
1

ev
ev vinertia ref

ev

M s
P

s


  


 ( 6-1)

where Mev and τev are EV-based inertia factor and time constant, respectively; and ω is the 

system frequency. It is worthy to mention that Mev could not be simply regarded as a 

substitute of Mdiesel, as it is a controller gain designed to emulate the performance of actual 

inertia to damp frequency oscillations.  

The rest of the system could be modeled as discussed in [162] and shown in Figure  6-3. 

This model reveals how increasing Mev in symmetric virtual inertia could enhance the system 

performance. Figure  6-4 shows the eigen-values derived from the small-signal model shown 

in Figure  6-3. Obviously, the dominant poles move toward the left-half plane (LHP) as the 
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virtual inertia increases. However, the delay has not been considered yet. Reference [181] 

shows that, a centralized control could suffer from three source of delays: transmitting 

information from sensors (in our case PHEVs which are sparsely distributed), computation, 

sending the required action to actuators (which are again sparsely distributed PHEVs). The 

absence of a dedicated communication line will increase the delay. Reference [182] states 

that in “one way” communication, the maximum delay is 150 ms.  

 

Figure  6-3 System schematic block diagram.  

 

Figure  6-4 System dominant poles’ root-locus when symmetric virtual inertia is applied.  

Although previous works did not address such a distributed single-phase regulation, 

references such as [183] and [184] discussed the delay impact on conventional generators. 

Similar to [183, 184], one delay for the overall network is considered here. In fact, if 
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different phases may have different delays, the most severe scenario occurs when all delays 

are equal. In other words, if delay is considered as a late power injection, less delayed phases 

could compensate the impact of more delayed phase. In the next sections, this scenario will 

be simulated and discussed.  Equations ( 6-2) and ( 6-3) formulate the symmetric virtual inertia 

with a time delay τd in time- and s-domains, respectively. 

, ,( ) ( ).ev vinertia actual ev vinertia ref dP t P t       ( 6-2)

, ,( ) ( ) .ds
ev vinertia actual ev vinertia refP s P s e 

      ( 6-3)

The delay element can be approximated as follows [185]: 

1 / 2
.
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 
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


 ( 6-4)

By replacing ( 6-4) by ( 6-3) in Figure  6-3, more realistic system will be obtained with 
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 ( 6-5)

 Figure  6-5 depicts the root-locus of system dominant poles when virtual inertia is adopted 

and delay is increasing from 0 to 300 ms. With small incorporation of electric vehicles (EVs) 

in frequency regulation, the system is not too vulnerable to time delay whereas in high 

contribution cases, a very small delay could lead to instability. Indeed, these figures illustrate 

why employing centralized virtual inertia is not reasonable under high penetration level of 

PHEVs. 

6.2.1.2 Droop Control 

Droop is a well-known method of incorporating generation units in frequency/power 

regulation. While droop method has been usually implemented distributed with local 

measurement, [145] has shown that in case of distributed EV sources, a centralized droop 

controller could be more effective. Equations ( 6-6) and ( 6-7) represent ideal and delayed 

droop functions, respectively. Figure  6-6 depicts the delay impact on the dominant poles. 

Although time delay forces the poles toward the right-half-plane too, much higher amount of 

delay is needed to destabilize the microgrid, even in high contribution of PHEVs in 

frequency regulation. 
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Figure  6-5 Root-locus of the dominant poles of the system equipped virtual inertia when (a) Mev/Mdiesel≈1 and 
τd=0-300ms. (b) Mev/Mdiesel≈10 and τd=0-30ms. 
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 ( 6-7)

While τev is used as EV-based droop time-constant, similar to inertia, Kev introduces EV 

droop factor. It should be noted that τev for droop is usually constant and dictated by the line 

frequency [180]. The robustness of the droop control method against time-delay may 

incorrectly imply that it should be preferred over the virtual inertia control method. 

Figure  6-7 compares the impacts of using virtual inertia, droop method and increasing the 

physical inertia. Obviously, virtual inertia is much more similar to real inertia while droop 

could not influence the transient behavior of the system in many aspects. In fact, all of these 

differences, advantages and disadvantages, could be explained by considering the nature of 

droop. It is very similar to a low-pass filter and slower than a virtual and physical inertia. 

That is why its influence in steady-state is more significant and more robust to the delay. On 

the other hand, this inherent feature prevents a comparable impact on system transient. While 

droop is not a good replacement for virtual inertia and centralized control of virtual inertia 

may significantly impact the stability, another approach should be employed. 
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Figure  6-6  Root-locus of the dominant poles of the system equipped centralized droop controller and τd=0-
100ms when Kev/Kp≈8 and (red poles) and  Kev/Kp≈1 (blue poles). 

 

 Figure  6-7  Change of rise-time of the system frequency response when a step changes takes place in load in 
case of (a-blue) increase in physical inertia, (a-red) implementing virtual inertia and (b) droop. τd and τev for 

both droop and virtual inertia are constantly zero and 0.05 respectively.  

6.2.2 Distributed Control 

The other possible method for implementing virtual inertia is distributed local control. It 

means that every PHEV responds to frequency based on its own measurement and no 
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communication delay and its undesired consequences will be removed but it may have its 

own and new conflicts. The following part investigates this issue. 

6.2.2.1 Asymmetric Active Power Injection  

One of these possible scenarios is asymmetric power injection; in other words, a situation in 

which the three phases do not incorporate equally in power/frequency regulation. This 

scenario will be probable even in case of high penetration of PHEVs since not many vehicle 

owners will allow PHEVs incorporation in frequency regulation. Further, the new idea of 

using the inverter of vehicle’s electric motor as a charger [141], and the relatively small 

energy (in short time) demanded by the virtual inertia controller may result in sufficient 

incorporation of small portion of PHEVs in virtual inertia. However, these factors increase 

the risk of asymmetrical active power injection.  

 

Figure  6-8 Remedy control method. Since virtual inertia injection is local no central active power regulation or 
active power reference is shown here. Distributed method diagram is very similar expect that “detecting 

asymmetry” block is absent there. 
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To clarify this scenario, let us assume that the voltage at the single-phase converters bus is 

balanced and each converter is only used to inject virtual inertia power at unity power factor. 

Therefore, voltages can be given by 

2 sin( ), 2 sin( 2 / 3), 2 sin( 2 / 3).a b cv V t v V t v V t          ( 6-8)

and currents can be defined as 

2 sin( ), 2 sin( 2 / 3), 2 sin( 2 / 3).a a b b c ci I t i I t i I t          ( 6-9)

so that the power components are given by 

, , .a a b b c cP VI P VI P VI    ( 6-10)

and 

.ev ref a b cP P P P     ( 6-11)

By definition, the three-phase power is: 

3 .phase a a b b c cP v i v i v i     ( 6-12)

By using ( 6-8) and ( 6-9) in ( 6-12) and after mathematical manipulation, ( 6-13) could be 

derived 

3

1 1 3 3
( ) cos(2 ) ( ) sin(2 ).

2 2 2 2phase a b c a b c b cP VI VI VI VI VI VI t VI VI t            ( 6-13)

Now, without loss of generality it could be assumed that 

, , .a ev ref b ev ref c ev refP aP P bP P cP      ( 6-14)

so that 

0 , , 1.a b c   ( 6-15)
 and 

1.a b c    ( 6-16)
 While ( 6-16) seems obvious, the reason for greater or equal to zero constraint in ( 6-15) 

may need clarification. Without this constraint, some of these single-phase converters may be 

allowed to inject power against the virtual inertia objective. Although mathematically it is 

possible, in power systems, it means that some of the converters, supposed to support the 

system, try to destabilize the system which is not reasonable. It should be considered that 

since every PHEV works autonomously and without coordination, each of them tries to 
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stabilize the frequency. In this situation, using negative a, b or c opposes the virtual inertia 

objective by yielding a positive feedback and worsens the system stability.    

 By considering ( 6-10), ( 6-11) and ( 6-12), ( 6-13) could be rewritten as 

3
3 3

( ) cos(2 ) ( ) sin(2 ).
2 22 2

phase ev ref ev ref ev ref

b c b c
P P a P t P t            ( 6-17)

 Because of the asymmetric active power injection, the second harmonic terms appear in 

( 6-17) and may impact not only the voltage quality but also system stability.  

The impacts of this asymmetry do not remain limited to active power. For more 

illustration, exactly the same situation in which each single-phase converter is supposed to 

just inject virtual inertia and works at unity power factor could be used. It is expected that 3-

phase reactive power is zero. By definition it is 

3

1
( ).

3
phase bc a ca b ab cQ v i v i v i     ( 6-18)

By replacing ( 6-8)-( 6-9) in ( 6-18) and using ( 6-10), ( 6-19) could be reached 

3

1 1 3 3
( ) sin(2 ) ( ) cos(2 ).

2 2 2 2phase a b c b cQ P P P t P P t          ( 6-19)

and it could be rewritten as follows: 

3

3 3
( ) sin(2 ) ( ) cos(2 ).

2 2 2 2phase ev ref ev ref

b c b c
Q a P t P t           ( 6-20)

While reactive power is expected to be zero, it is oscillating and its extent depends on 

active power and asymmetry extent. It could be easily proved that the oscillating part of 

active power in ( 6-17) has the same amplitude as the reactive power described in ( 6-20). In 

other words, the greater asymmetrical active power injection results not only in higher active 

power fluctuations but also larger reactive power oscillation. It could also result in degrading 

both voltage quality and stability. 

6.2.2.2 Asymmetric Reactive Power Injection 

One of the main potential applications of PHEVs is reactive power generation especially that 

it does not involve PHEV’s battery. Findings in the previous part bring out the question about 

any possible impact of reactive power asymmetry on active power. To investigate this 
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situation, a simple scenario is considered. Single-phase converters are adjusted to inject only 

reactive power and the bus voltage is assumed to be balanced, as defined by ( 6-8). The 

current of each phase under these assumptions could be described by 

2 sin( / 2), 2 sin( 7 / 6), 2 sin( / 6).a a b b c ci I t i I t i I t            ( 6-21)

Similar to ( 6-5), ( 6-6) and ( 6-8), the following equations could be defined: 

, , .a a b b c cQ VI Q VI Q VI    ( 6-22)

and 

.ev ref a b cQ Q Q Q     ( 6-23)

 , , .a ev ref b ev ref c ev refQ aQ Q bQ Q cQ      ( 6-24)

The same constraints in ( 6-15) and ( 6-16) for the same reasoning are expected here. Now 

by considering ( 6-18) and replacing ( 6-8), ( 6-21)-( 6-24) wherever they are applicable, ( 6-25) 

could be reached. Obviously it is very similar to ( 6-17). The reactive power asymmetry could 

be harmful for the system by threatening the voltage stability. 

3

3 3
( ) cos(2 ) ( ) sin(2 ).

2 2 2 2phase ev ref ev ref ev ref

b c b c
Q Q a Q t Q t            ( 6-25)

In a similar way, impact on active power can be quantified by replacing ( 6-8) and ( 6-21) in 

( 6-12) and considering ( 6-22) to ( 6-24). Therefore, 

3

3 3
( ) sin(2 ) ( ) cos(2 ).

2 2 2 2phase ev ref ev ref

b c b c
P a Q t Q t           ( 6-26)

Similarity between ( 6-26) and ( 6-20), ( 6-25) and ( 6-17) could results in another question. 

Whether simultaneous asymmetric active power and reactive power could impact each other? 

If positive, do they amplify or attenuate each other? These questions will be answered in the 

following section. 

6.2.2.3 Remedy 

To find out any possible mutual impact between active and reactive power asymmetry, a 

more general case should be considered. A single-phase converter could be allowed to inject 

both active and reactive power. With the assumption that bus voltage is balanced and ( 6-8) is 

still valid, the currents should be described as below: 
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2 sin( ), 2 sin( 2 / 3), 2 sin( 2 / 3).a a a b b b c c ci I t i I t i I t                ( 6-27)

Based on this new definition, ( 6-7) and ( 6-19) should be modified while ( 6-8) and ( 6-20) 

are still valid. 

cos( ), cos( ), cos( ).a a a b b b c c cP VI P VI P VI      ( 6-28)

sin( ), sin( ), sin( ).a a a b b b c c cQ VI Q VI Q VI       ( 6-29)

Then, by replacing ( 6-8) and ( 6-27) in ( 6-12), and considering ( 6-11), ( 6-23), ( 6-28) and 

( 6-29), the following equation could be concluded. 

  )2cos()
2

3

2

3

2

1

2

1
(3 tQQPPPPP cbcbarefevphase   

3 3 1 1
( )sin(2 ).

2 2 2 2b c a b cP P Q Q Q t     

( 6-30)

Firstly this equation shows that in case of asymmetric active-power/frequency regulation, 

the classical power stability analysis is not valid any more. The reason of this invalidity is the 

essential assumption of decoupled active-power/frequency and reactive-power/voltage in 

large power systems. Equation ( 6-30) reveals clearly that in asymmetric power regulation, 

active and reactive powers are not decoupled anymore. To cancel out the fluctuation in active 

power caused by asymmetry, the coefficients of cosine and sine in ( 6-30) should be equal to 

zero. 

3 3 1 1
0.

2 2 2 2b c a b cQ Q P P P       ( 6-31)

1 1 3 3
0.

2 2 2 2a b c b cQ Q Q P P        ( 6-32)

In fact, if asymmetric active power is given (measured), the reactive power of each single-

phase converter could be assigned to mitigate the fluctuations on active power. Equations 

( 6-23), ( 6-31) and ( 6-32) can be solved simultaneously to obtain a unique solution for the 

required reactive power injection to cancel out active power fluctuation.  In other words, the 

question could be represented as how Qev-ref could be divided between these three single-

phase converters to mitigate active power fluctuations. 
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Solving this 3-equation, 3-unknown problem gives a unique solution which is shown in 

( 6-33). Obviously, in a symmetric active power case, Pa=Pb=Pc, the reactive power injection 

is also symmetric. The impact of such reactive power assignment on the total 3-phase 

reactive power has not been investigated yet. For this purpose, firstly, the total reactive 

power in general and similar to ( 6-30) should be calculated. Obviously, the coefficients of 

cosine and sine in ( 6-34) are respectively equal to sine and negative of cosine coefficients in 

( 6-30). This means that elimination of fluctuations in active power does not result in any 

fluctuation in reactive power, however both of them are asymmetric. 

  )2cos()
2

3

2

3

2

1

2

1
(3 tPPQQQQQ cbcbarefevphase   

3 3 1 1
( ) sin(2 ).

2 2 2 2b c a b cQ Q P P P t      

( 6-34)

Now, a similar procedure could be used to find out how active power could be assigned to 

three single-phase converters to mitigate fluctuations caused by asymmetric reactive power. 

Equation ( 6-11) in addition to ( 6-31) and ( 6-32) are three equations, while this time active 

powers, Pa, Pb and Pc, are unknown and reactive power, Qa, Qb and Qc are known. The result 

is shown in ( 6-35). Similarly, it is easy to prove that no fluctuations on active power will be 

observed, while both active and reactive power may be asymmetric. 
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In the proposed hybrid control method, distributed control is used for active power whereas 

centralized control is used for reactive power regulation.  The measurements occur at both 

PHEVs and also at the main substation bus by the computation center. Each PHEV should 

transmit its available capability for injecting reactive power to the computation center, and it 

measures the grid frequency at its coupling point and its internal indexes such as energy 

sources availability. PHEVs measure the frequency locally and respond to frequency 

disturbances autonomously (i.e. without centralized control actions). The computation center 

measures the active power of each phase and voltage at the substation bus and based on the 

proposed method and subject to voltage regulation limits, decides how much reactive power 

should be generated in each phase to compensate for active power asymmetry. Then based on 

the information sent by each PHEVs and its available capability to incorporate in reactive 

power injection, the desired total reactive power is shared among participating PHEVs.  The 

share of each PHEV is communicated to each unit via the communication network.  

Another important question that should be answered here is why and when the proposed 

remedy could be useful. Actually the answer is related to one of the main challenges of 

vehicle-to-grid mode of PHEVs. As mentioned, using PHEVs to inject active power is not 

preferred for many owners since even if does not discharge the battery significantly, it affects 

the battery life time. In other words, not all the customers will allow the utility to use their 

PHEVs as active power source and if there are not so many plug-in electric vehicles in a 

microgrid or weak grid, it results in higher possibility of asymmetric virtual inertia. Even 

with super-capacitor-based PHEVs, different charge levels and converter in-use rating may 

lead to this asymmetry. To stay in the safe side, the least capability among three phases could 

be chosen and two others should be forced to inject this amount of active power. While this 

method does not allow using all the available potential of the network, communication delays 

might still destabilize the system. On the other hand, most of PHEVs have no problem in 

injecting reactive power within permissible converter rating. The interesting feature of this 

remedy is that it allows all the available potential for active power, whatever asymmetric, be 

used while this asymmetry is mitigated by reactive power injection. In other words, those 

PHEVs which are not allowed to inject active power could be used to eliminate the impact of 
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asymmetric virtual inertia just by injecting reactive power. In fact, these PHEVs have 

incorporated in active power regulation indirectly. 

6.3 Cooperating with a Wind Generator 

The PHEVs are fast power sources; however, their available energy for frequency regulation 

is limited [63, 145, 146, 151]. On the other hand, wind generators are rich sources of energy, 

but fast interactions can result in their fatigue [153]. These characteristics make these two 

sources great choices to complement each other. Therefore, the droop or the virtual inertia 

can be used by a centralized controller to decide how much power is needed to regulate the 

power system frequency, and then, the same control center can divide the power between 

these two sources based on their individual characteristics.  

6.3.1 Centralized Cooperative Control 

The structure of the centralized controller is depicted in Figure  6-9. The controller gathers 

information from the microgrid, PHEVs and wind generator and sends back commands to the 

sources. As discussed in  Chapter 4, a low-pass filter (LPF) can be employed to share the 

power, but the coordination in practice is not straightforward because the energy storages 

units of the PHEVs are distributed and dispersed. 

For a meaningful analysis, a detailed model is needed. The system depicted in Figure  6-10 

is adopted in this part. The system is basically the system shown in Figure  3-7 with EVs 

added. The system parameters are given in the Appendices. The stability analysis can be 

extended to larger microgrids or weak grids. 

A small-signal model of a wind generator for frequency regulation dynamics is developed 

in  Chapter 4. To avoid repetition, the procedure of linearizing around an operating point, 

which is a function of the wind speed, is omitted here. The final results are presented in 

( 6-36)-( 6-37) where Δxw represents the doubly-mass wind generator and its controller states. 

Δvw is the change in the wind speed, and ΔPf is the change in the power needed for frequency 

regulation; both are the inputs to this state-space representation. ΔPw, the output of the model, 

is the active power of the wind generator injected into the power system. Hwf and Hwv, given 
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by ( 6-38) and ( 6-39), are two transfer functions derived from ( 6-36)-( 6-37), and relate the 

inputs and output of the wind generator. 

.w w w wv w wf fx A x B v B P        ( 6-36)

.w w w w v w w f fP C x D v D P        ( 6-37)

 1( ) .w v w w w v w vH C sI A B D     ( 6-38)
1( ) .wf w w wf wfH C sI A B D      ( 6-39)

 

Figure  6-9 Schematic view of the centralized controller.  

 

Figure  6-10 System under study. 
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Based on the discussions in [162] on primary frequency regulation dynamics, the 

frequency dynamics of the microgrid system can be presented by the block diagram shown in 

Figure  6-11. The traditional parts of the model, the turbine, the governor and the diesel 

rotating-mass, are described in detail in the literature. The wind generator and the PHEV and 

the proposed centralized controller are added here to the classical model to incorporate these 

modern components of power systems. As indicated in Figure  6-11, the centralized controller 

decides how to respond to the frequency fluctuation. The command power is denoted as 

ΔPreg. It can be either the virtual inertia or the droop, formulated in ( 6-40) and ( 6-41), 

respectively. Mv, the virtual inertia gain, and mp, the droop gain, are the main levers used to 

control the contribution of the centralized controller to the frequency regulation dynamics. τc 

is the time constant of the centralized controller. In fact, it represents the time constant of 

PHEVs’ inverters and the grid-side converter of the PMSG. As discussed in the literature, 

this time constant is expected to be small [50, 149, 168]. Then, an LPF extracts the low-

frequency content, which will be communicated to the wind generator, ΔPf. The high-

frequency regulation command is communicated to PHEVs parking lots and aggregators. 

Electric vehicles are aggregated in one block in Figure  6-11; however, the model can be 

easily modified to accommodate each parking lot or aggregator as one separate block. The 

Hev block is implemented to represent the communication impacts. 

.
1

vi
reg vi m

c

M s
P P

s



  


 ( 6-40)

( ).
1

p
reg drp ref m

c

m
P P

s
 


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
  ( 6-41)

6.3.1.1 Ideal Case 

A perfect communication system is immune against any delay. Although such a system does 

not exist in reality, studying this situation is very enlightening. Figure  6-12 shows the 

maximum frequency deviation when the droop or the virtual inertia is employed. Obviously, 

the filter cutoff frequency has no impact and only the frequency regulation gains, mp or Mvi, 

are determining. On the other hand, both the frequency regulation method and the filter can 

impact the stress on the wind generator shaft. To better understand the situation, see 
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Figure  6-13 and Figure  6-14 where the maximum torque and the maximum rate of change of 

torque (ROCOT) of the wind generator shaft are depicted. Reference [103] discussed in 

detail that the shaft fatigue is a function of the torque shaft and its derivative. In fact, the 

cutoff frequency of the LPF used in the centralized controller can play a vital role in relieving 

the mechanical tension of wind generators. 
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Figure  6-11 Block diagram representation of the microgrid frequency dynamics with a centralized 
controller. 

 

Figure  6-12 Maximum frequency deviation vs. (a) the droop gain, (b) the virtual inertia gain when different LPF 
frequencies are used. 
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Figure  6-13 Impact of the centralized controller LPF cutoff frequency on the maximum torque of the wind 
generator shaft; (a) the droop method, (b) the virtual inertia method. 

 

Figure  6-14 Impact of the centralized controller LPF cutoff frequency on the maximum rate of change of torque 
of the wind generator shaft; (a) the droop method, (b) the virtual inertia method. 

The mechanical tension on the turbine shaft will be reduced by lowering the filter cutoff 

frequency because a larger portion of energy is provided by the PHEVs energy storages. This 

fact can be understood by observing the blue solid curves in Figure  6-15 and Figure  6-16. 

Thus, the main tradeoff is between using more energy from the PHEVs batteries and putting 

more tension on the turbine shaft. PHEVs energy has a close relation with their state of 

charge, as discussed by [186, 187]. The less the energy fed by PHEVs, the less their SOCs 

will change. 
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However, the behavior patterns of the droop and virtual inertia methods are not the same. 

The red dashed curves in Figure  6-15 and Figure  6-16 represent the maximum energy and 

power extracted from the combined hybrid source (wind generator and PHEVs together). As 

can be expected, they do not change significantly by changing the filter cutoff frequency. In 

other words, the LPF does not influence the external behavior of the combination but 

manages the behavior of the wind generator and PHEVs. Both the virtual inertia and the 

droop provide almost all the needed energy and power from PHEVs as the filter cutoff 

frequency converges to zero. However, in the case of the droop method, the share of the 

PHEVs drops very rapidly by deviating from zero and then saturates. This fast deviation 

provides the chance to choose a cutoff frequency that mitigates mechanical tensions on the 

wind turbine shaft significantly, whereas the largest share of energy still comes from the 

wind generator, not the vehicles storages. The situation becomes clearer when the droop case 

(Figure  6-15(a)) is compared to the virtual inertia one (Figure  6-16(a)). In fact, the difference 

is even more severe than what these figures show because the time frame used in them is just 

the first ten seconds right after the disturbance. While the virtual inertia usually settles to zero 

in this time frame, the droop method continues to provide power and energy for the power 

system until the secondary regulation restores the system frequency to its nominal value. The 

secondary control is usually activated 30 s to one minute after the disturbance and may take 

several minutes to regulate the system frequency. More information on the secondary 

frequency regulation can be found in Ref. [168]. This difference leads to questioning the 

benefits of the coordinated virtual inertia for the PHEVs, even though it reduces the wind 

generator fatigue. The burden of communication and coordination is also added to the 

system. For this reason, the droop will be used as the main tool for the frequency regulation 

by the coordinated sources in the rest of this section. 

From the power extraction perspective, both the virtual inertia and the droop method act 

similarly. No fast fall, similar to the droop energy extraction, can be observed here. However, 

the PHEVs are fast sources and have no difficulty injecting active power unless it changes 

their SOC significantly or exceeds their inverter rating. In fact, Figure  6-15(b) can be used to 

find out the number of vehicles needed for cooperative frequency regulation. One per unit 
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power in this study is equal to the nominal rating of the synchronous generator, DG2, and is 

equivalent to 313 to 380 vehicles. The curves in Figure  6-15 and Figure  6-16 are obtained 

when the system is responding to a disturbance of 1.0 pu. Due to the linear nature of the 

analyses, the response to any other amount of disturbance can be calculated by using a simple 

scaling. 

 

Figure  6-15 (a) Energy and (b) power provided for frequency regulation when the droop is implemented, mp=40 
pu, and 1 pu disturbance is applied to the system. Blue solid curves represent the PHEVs source whereas the red 

dashed curves depict the total combination of the wind and the PHEVs.     

 

Figure  6-16 (a) Energy and (b) power provided for frequency regulation when the virtual inertia is 
implemented, Mvi=12 pu, and 1 pu disturbance is applied to the system. Blue solid curves represent the PHEVs 

source whereas the red dashed curves depict the total combination of the wind and the PHEVs.   
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By choosing the filter cutoff frequency 0.1 Hz, less than 245 vehicles are needed to 

respond to 1.0 pu disturbance. These vehicles in total inject less than 0.2 kWh maximally. 

This amount of energy is less than two percent of one battery capacity in common vehicles 

[138]. Considering the number of involved vehicles, the SOC of their batteries will not be 

significantly changed. This result is desirable for the PHEVs owners. However, the vehicles 

will provide a large amount of power for the system. In other words, the PHEVs in the 

proposed coordination are used as the power sources rather than the energy sources. In this 

categorization of sources, power sources provide a high amount of power in a relatively short 

period so that the total supplied energy is not significant. In contrast, energy sources do not 

inject a high amount of power in a short period, but the amount of energy supplied in longer 

periods is significant.    

6.3.1.2 Delay 

Assuming an ideal communication system is helpful for understanding some major 

characteristics of the proposed coordinated control; however, practical communication 

systems are not ideal. Therefore, the impact of the communication delay is considered in this 

study.  

In terms of the power system dynamic analysis, the aggregated communication delay can 

be modeled in the complex frequency domain as shown in ( 6-42) [188], where d is the delay 

time in seconds, similar to ( 6-4). 
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d s d
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 ( 6-42)

This new model is used to find out the impact of the communication delay on the system 

stability. The maximum delay which does not destabilize the power system is shown in 

Figure  6-17. The calculations of the maximum delay are based on the very popular concepts 

of small-signal analyses and root locus. In short, in the system shown in Figure  6-11, the 

delay is increased in very small steps, and each time, the poles of the system are calculated. 

As long as whole poles are in the left-half plane, the system is stable, and consequently, the 

corresponding delay is allowed. However, by increasing the delay, some poles start to move 
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toward the right-half plane. The maximum allowable delay occurs when all the poles are still 

in the left-half plane, and a slight increase of the delay leads to instability. This figure reveals 

that in low contributions of the PHEVs to the frequency regulation, i.e., relatively small mp or 

Mvi, the system is very robust against delays. However, it does not perform similarly when 

these sources play larger roles in the system frequency regulation. The situation is very 

similar for both the virtual inertia and droop methods. The model may be criticized for using 

one single delay for all PHEVs after they have been clustered by several parking lots and 

aggregators. To check this point, the PHEVs block was split into several blocks with unequal 

delays. It was found that if the average delay of these units exceeds the maximum allowable 

delay shown in Figure  6-17, the system becomes unstable. This point is discussed in more 

detail in  6.4.2.2. 

This study showed that to ensure stability, the contribution of the centrally coordinated 

sources should be kept low; otherwise, fast and expensive communication is needed. This 

conclusion means that the centralized coordination scheme might have a very limited 

application. 

 

Figure  6-17 Maximum delay which does not destabilize the power system in the centralized coordination vs. (a) 
the droop gain, (b) the virtual inertia gain. 
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6.3.2 Distributed Cooperative Control  

To overcome the drawbacks of the centrally coordinated control scheme, a distributed control 

is examined in this section. The schematic structure of such a system is depicted in 

Figure  6-18, and its block diagram model is shown in Figure  6-19. Unlike the systems in 

Figure  6-9 and Figure  6-11, no central unit is employed in the system in Figure  6-19. The 

frequency is measured locally and fed into the local droop blocks. The generated reference 

power needed for the frequency regulation goes through an LPF or a high-pass filter (HPF) 

before reaching the wind and the PHEVs parking lots, respectively. Ideally, the system acts 

exactly like the perfect centralized controller. However, achieving such an ideal situation in 

reality is, if not impossible, rare.  

 

Figure  6-18 Schematic view of the distributed controller.  

First of all, a delay could still exist. However, thanks to the distributed controller, the 

delays can be reduced dramatically with local measurements. Our studies showed that delays 

of less than 20 ms had no significant impact even in the case of high contributions from the 

wind generator and PHEVs. Smart parking lots or aggregators in dense areas can easily 

communicate with their vehicles with such small delays via low-cost local networks, which 

already exist for billing and monitoring. However, as discussed in the following subsection, 
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the distributed coordination scheme is subject to some other unique threats and opportunities. 

Because the power system is subject to continuous changes and no immediate direct 

communication occurs between the PHEVs and the wind generator, the proposed controller 

must be robust against miscoordination and provide accessible control leverages. These 

concerns are discussed in the following subsections. 
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Figure  6-19 Block diagram representation of the microgrid frequency dynamics with a distributed cooperative 
controller. 

6.3.2.1 Unmatched Sources 

Because the PHEVs and the wind generator act almost independently, miscoordination is 

possible. In other words, each of the aggregators and the wind generator, without direct and 

perpetual communication with each other, might select its droop gains based only on its 

available resources. In other words, if one of the sources has more power/energy than the 

other source and no communication occurs between these sources, there is a risk of 

miscoordinated action. In this case, the wind droop gain, mp,wind, will probably not be equal to 

the PHEVs accumulated droop gain, mp,phev. Two crucial questions should be asked. (1) How 

will unequal droop gains impact the system performance? (2) Is there any chance of 

instability? Figure  6-20(a) and (b), respectively, help in answering these questions. If the 

contribution of the wind generator is not very small, instability is possible. A minimum 
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allowable proportion of PHEVs to wind droop gain is needed to guarantee the system 

stability, and this minimum proportion is highly dependent on the filter cutoff frequency. 

However, a huge difference between the wind generator and the PHEVs gains is needed to 

destabilize the power system. When the LPF cutoff frequency, flpf, is set to 0.25 Hz, the 

PHEVs gain should be less than one-fourth of the wind droop gain. On the other hand, when 

the vehicles droop gain is higher, the instability threat is removed, and the system 

performance is enhanced. In other words, a rough estimation of PHEVs and wind generator 

can be used to design the distributed cooperative control. A stable, acceptable performance is 

guaranteed if the model deviates reasonably from the estimation. 

 

Figure  6-20 (a) Impact of unequal droop gains on the maximum frequency deviation, (b) the minimum 
proportion of droop gains which does not destabilize the power system at different wind droop gain.  
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Figure  6-23(a) shows that as long as the HPF cutoff frequency, fhpf, is not more than twice 

that of flpf, there is no risk to the system stability. This large range allows using the LPF 

cutoff frequency as a control lever in the distributed coordination. Figure  6-23(b) shows that 

changing flpf, while the cutoff frequency of the dispersed PHEVs HPF is kept constant has no 

significant impact on the maximum frequency deviation. Similar to the centralized 

coordination, the cutoff frequency still has a significant influence on the wind generator 

fatigue by controlling the shaft torque and its derivative (see Figure  6-24).  

 

Figure  6-21 Impact of unequal droop gains on (a) the maximum power, (b) the maximum energy injected by 
PHEVs. 
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need to change the control parameters of the dispersed vehicles, the mechanical tensions of 

the wind generator can be controlled without either significant changing in the system 

frequency behavior or involving more PHEVs in frequency regulation. 

 

Figure  6-22 Impact of unequal droop gains on (a) the maximum shaft torque, (b) the maximum rate of changes 
of the shaft torque of the wind generator. 

 

Figure  6-23 (a) Maximum allowable HPF cutoff frequency, (b) Maximum frequency deviation at different LPF 
cutoff frequency.  
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Figure  6-24 Impact of LPF cutoff frequency on (a) the maximum torque, (b) the maximum derivative of the 
torque of the shaft of the wind generator.  

 

Figure  6-25 Impact of LPF cutoff frequency on (a) the maximum energy, (b) the maximum power injected by 
PHEVs for the frequency regulation.  
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generator and the PHEVs are using conventional droop requires more attention. The solid 

curves in Figure  6-26(a) show that the maximum frequency deviation is not a function of the 

wind speed anymore. Whereas the PHEVs contribution guarantees much better performance 

at low wind speeds, no significant difference in the maximum power injection of the PHEVs 

exists between low and high wind speeds, as depicted in Figure  6-26(b). The results shown in 

Figure  6-27 assure that the mechanical tensions are well-controlled in the whole wind speed 

range. 

 

Figure  6-26 Impact of wind speed on (a) the system frequency, (b) the power injected by PHEVs. The dashed 
curves represent the cases where the PHEVs are not used for frequency regulation.  
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present merely at the last part of the simulation study. System parameters are given in 

Appendices.  

 

Figure  6-27 Impact of wind speed on (a) the torque, (b) the rate of the changes of torque of the wind generator 
shaft. The dashed curves represent the cases when the PHEVs are not used for frequency regulation.  
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frequency in presence and absence of symmetric virtual inertia. As it was expected from 

analyses, introducing the symmetric virtual inertia enhances the system performance. The 

figure also verifies the presented analyses, where the greater the symmetric virtual inertia is, 

the better the system performance is. 

 

Figure  6-28 Active power output of single-phase converter.   

 

Figure  6-29 System frequency when virtual inertia experiences no delay or asymmetry. 
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droop method. Figure  6-31 shows the system frequency with PHEVs-droop-based control 

under different values of delay. 

Another possible scenario is when each-phase may have different delay due asymmetrical 

delays in the communication network. As it was mentioned in Section  6.2.1.1, the most 

severe case is when all the delays are equal as it yields more delay in the equivalent 3-phase 

power injected to the system.  Figure  6-32 verifies this finding.  

 

Figure  6-30 Impact of delay on virtual inertia when (a) Mev/Mdiesel≈10 and (b) Mev/Mdiesel≈1.  

 

Figure  6-31 Impact of delay on droop when Kev/Kp=2. 
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Figure  6-32 Impact of Unequal delay on virtual inertia when (a) Mev/Mdiesel≈10 and (b) Mev/Mdiesel≈1. 
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may make the system unstable where symmetric inertia, on the contrary, improves the 

stability. It proves that higher dependency on this type of virtual inertia increases the risks of 

asymmetry influence. 

 

Figure  6-33 Asymmetric virtual inertia impacts on total 3-phase (a) Active power (P3-phase), (b) Reactive power 
(Q3-phase), while Mev/Mdiesel = 1. 

 

Figure  6-34 Asymmetric virtual inertia impacts on Frequency, Mev/Mdiesel≈10 and virtual inertia is highly 
asymmetric (a=1, b=c=0). 
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6.4.1.4   Asymmetric Voltage Regulation 

Reactive power asymmetry could also impact the active power. In this part, a simple PI-

controller is employed to regulate the converters output voltages. While in symmetric mode, 

each phase produces one third of the required reactive power, asymmetric patterns could be 

any other possible combination. Here in Figure  6-35, three different asymmetric patterns and 

symmetric one are chosen to produce exactly the same amount of reactive power. No virtual 

inertia is employed in this part. While the frequency will be exactly the same for all cases, a 

more asymmetric combination results in higher fluctuations in both reactive and active 

powers. Consequently bus voltage will also be degraded. Simulation results showed that 

extreme cases such as single-phase reactive power injection, a=1, b=c=0, will destabilize the 

system. 

 

Figure  6-35 Asymmetric voltage regulation impacts on total 3-phase a) Active power (P3-phase), b) Reactive 
power (Q3-phase), while exactly the same voltage controller is applied to all the cases. 
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three single-phase converters. Later, active power will be employed to mitigate the 

oscillations caused by reactive power asymmetry. 

The worst case scenario for virtual inertia is considered here, i.e. single-phase injection 

(a=1, b=c=0). Equation ( 6-33) is used to distribute reactive power among converters. Voltage 

regulation is also employed and obviously the proposed remedy has not made any 

interference in generating desired total 3-phase reactive power generation. Figure  6-36 shows 

that the fluctuations on active power disappear completely and the reactive power oscillation 

is much lower than before. Figure  6-37 reveals that active and reactive powers are divided 

completely unequally between the phases. It proves the discussion in the previous section. 

This remedy may also help to stabilize the situations which were previously unstable due to 

asymmetry. Simulations confirm that the frequency when Mev/Mdiesel  is relatively high and 

only one of the single-phase converters is responsible for providing virtual inertia could 

become stable with the proposed remedy while it was previously unstable; one of such cases 

is shown later.  

 

Figure  6-36 The total 3-phase (a) Active power (P3-phase), (b) Reactive power (Q3-phase) output of 3 single-phase 
converter bus, while virtual inertia is highly asymmetric (a=1, b=c=0) and Mev/Mdiesel≈1. 
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Figure  6-37 Each single-phase converter a) Active power and b) Reactive power generation, while virtual 
inertia is highly asymmetric (a=1, b=c=0) and remedy is applied. 

Although the fluctuations on active and reactive power are eliminated with the proposed 

remedy, the active and reactive powers are not symmetric and it will influence the voltage 

balance. Figure  6-38 illustrates the unbalance factor of voltage at the load bus. The unbalance 

factor is defined by ( 6-43). As the figure depicts, the unbalance factor is much higher than 

symmetric virtual inertia case, though the total 3-phase active and reactive power outputs of 

the converters bus is very similar to symmetric situation. 
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 Similar to the pervious part and based on ( 6-35), the active power of each single-phase 

converter can be assigned so that the oscillations due to reactive power asymmetry will be 

mitigated. Figure  6-39 and Figure  6-40 show that the goal is achieved successfully while the 

reactive power and, because of the proposed method, the active power are not symmetrical. 

The situation shown in Figure  6-39 and Figure  6-40 was unstable before applying the 

proposed method. In other words, the proposed method prevents destabilizing the system due 
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to possible asymmetric reactive power. This is achieved without any limiting or changing the 

reactive power (in previous case active power) sharing patterns. Here, the unbalance factor is 

also measured (Figure  6-41). Not only it is higher but also stands longer. This point reveals 

an important difference between using reactive power to suppress virtual inertia asymmetry 

and using active power to mitigate the fluctuations due to asymmetric voltage regulation. The 

former does not remain in steady-state, even if makes a larger unbalance factor. The reason is 

simply related to the nature of inertia which only incorporates in transients. Therefore, the 

unbalance factor due to the latter method remains permanently and it is not desired. 

 

Figure  6-38 Unbalance Factor while virtual inertia is highly asymmetric (a=1, b=c=0), before and after remedy 
is applied. 

In addition, suppressing voltage regulation asymmetry by active power means that active 

power consumption/injection of single-phase converters should change and these changes are 

permanent. Previously it was explained that active power management of PHEVs in long 

term is not desired. On the other hand, in suppressing virtual inertia asymmetry, single-phase 

converters need to change their reactive power which is not as important as active power. 

Beside, this situation does not last more than several seconds. All these reasons can illustrate 

why the virtual inertia asymmetry suppression by reactive power is more practical than 

voltage regulation asymmetry suppression by active power. 
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Figure  6-39 Total 3-phase a) Active power (P3-phase), b) Reactive power (Q3-phase) output of 3 single-phase 
converter bus, while voltage regulation is highly asymmetric (a=1, b=c=0). 

 

Figure  6-40 Each single-phase converter a) Active power and b) Reactive power generation, while voltage 
regulation is highly asymmetric (a=1, b=c=0) and the remedy is applied. 
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Figure  6-41 Unbalance Factor while virtual inertia is highly asymmetric (a=1, b=c=0) with remedy is applied 
vs. symmetric one. 

6.4.1.6 Delay Impacts 

The proposed remedy also needs communication lines; therefore, it may also be impacted by 

delays. Figure  6-42 shows a very severe case in which only one of the phases participate in 

frequency regulation with virtual inertia. Without the proposed remedy, this scenario will 

result in instability. To model the delay effect, it is assumed that every phase injects desired 

reactive power calculated by the proposed controller with a time delay equal to 200 ms while 

there is no delay in virtual inertia injection as shown by ( 6-35). 
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 Although the performance is not as in the ideal case, stability is still maintained. It should be 

noted that a time delay as low as 10ms could destabilize centralized virtual inertia. In other 

words, the proposed control method makes the system much less vulnerable to time delays as 

compared to the centralized virtual inertia method. 
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Figure  6-42 Utilization of remedy when virtual inertia is extremely asymmetric and communication delay is 
200ms. (a) System Frequency (b) PHEVs total 3-phase active power. 

6.4.1.7 Background Harmonic and Unbalance 

To gauge the impact of background harmonic and unbalance, all the simulations were 

repeated in presence of the nonlinear Load 2 shown in Figure  6-2.  Due to the increased load, 

and to avoid violating the generator limits, a similar generator is added in parallel to the first 

generator. Figure  6-43 shows the active power and unbalance factor when virtual inertia is 

highly asymmetric with reactive power remedy implemented. The transient responses are 

very similar in both cases with and without the nonlinear load. Indeed, the impact of 

background distortion can be observed more clearly in steady-state. Results show that 

ignoring the background distortion in the previous section does not lead to any 

oversimplification. 

6.4.2 Cooperating with a wind generator 

Detailed nonlinear time-domain simulations, using the microgrid system shown in 

Figure  6-10, are used to verify the results of the pervious sections and investigate the 

nonlinear dynamics of the microgrid system. The system parameters are given in the 

Appendices, and the details can be found in [161]. An intentional islanding event at t=30 s is 

used as the disturbance for the system. This disturbance leads to a mismatch between the 
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demand and the generation.  In Figure  6-11 and Figure  6-19, this mismatch was modeled as 

the load change, represented by ΔPL. 

 

Figure  6-43 Impact of Background harmonic and unbalanced load on (a) The total 3-phase active power (P3-

phase) and (b) Unbalance factor at Load1 bus, while virtual inertia is highly asymmetric (a=1, b=c=0) and 
reactive power remedy is implemented. 

6.4.2.1 Centralized Coordination 

Figure  6-44 shows the system performance when a centralized coordination is used. The 

ideal and no compensation cases refer to perfect communication and wind-only frequency-

regulating situations, respectively. Figure  6-44(b) and (c) verify that the coordinated control 

is successful in mitigating the mechanical tensions on the turbine shaft and figures (d) and 

(e), supporting the argument of the previous section that the PHEVs are used as power 

sources, not energy ones. The energy restored in PHEVs restores to its ideal amount very 

fast. This fast restoration shows that the SOC of the battery restores to its desired amount in a 

few seconds. To provide the power needed from PHEVs, 31 to 38 vehicles are needed to 

operate at their rating power. On the other hand, the maximum deviation from the energy 
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vehicles is negligible even though they have provided a significant amount of vital power for 

the power system stabilization. 

 

 

 

Figure  6-44 Centralized control performance with mp=80 pu and flpf=0.25 Hz. 

The impact of communication delays is also shown in this figure. The yellow dashed curve 

in Figure  6-44(a) shows that a delay as small as 75ms will put the whole system at the verge 

of instability.  
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The unequal delay phenomenon is shown in Figure  6-45. In Figure (a), all PHEVs have the 

same droop gain. The average delay is 80ms in all the cases, and, as Figure  6-45(a) reveals, 

the three systems are unstable. Figure (b) goes a step further when different droop gains are 

also applied for the different PHEVs with unequal delays. The accumulated droop gain, Σmpi, 

and the delays, τdi, are kept constant, but the average delay, Σ(τdi.mpi)/Σmpi, is changing. 

Interestingly, when the average delay is higher than 75ms (82.5 and 78.75 ms for the blue 

and red curves, respectively), the system becomes unstable, whereas with an average delay of 

75 ms the system is only at the verge of instability, very similar to the case of Figure  6-44(a) 

with the equal delays and vehicles droop gains. These results are in compliance with the 

argument in the analyses section: in the cooperative droop control, the average delay will 

determine the stability of the system. 

 

Figure  6-45 Unequal Delays; (a)mpi=13.33, blue: τdi =80 ms; red: τd1 =120, τd2 =100, τd3 = τd4 =80, τd5 =60, τd6 
=40 ms; green: τd1 =160, τd2 =120, τd3 = τd4 =80, τd5 =40, τd6 =0 ms, (b) τd1 =180, τd2 =135, τd3 = τd4 =90, τd5 =45, 

τd6 =0 ms, blue: mp1=10.67, mp2=12, mp3=mp4=13.33, mp5=14.67, mp6=16 pu; red: mp1=9.33, mp2=11.33, 
mp3=mp4=13.33, mp5=15.33, mp6=17.33 pu; green:  mp1=8, mp2=10.67, mp3=mp4=13.33, mp5=16, mp6=18.67 pu. 

6.4.2.2 Distributed Coordination 

Using the LPF cutoff frequency as a coordination tool is also examined in this section, and 

the results are shown in Figure  6-46. The maximum frequency deviation and the maximum 

power injected by the PHEVs, shown in Figure  6-46(a) and (d), respectively, remain 

unchanged, as predicted in the previous section. The wind generator shaft torque and its 
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derivative are depicted in Figure  6-46(b) and (c), respectively. The results confirm that flpf 

can be used to control the mechanical tensions on the wind turbine shaft. 

 

 

 

Figure  6-46 Impact of the LPF cutoff frequency in distributed coordination. 

Figure  6-47 shows the case of unequal droop gains of the wind generator and the PHEVs. 

As predicted by the small-signal analysis, a much smaller PHEVs droop gain can make the 

system unstable. These results also confirm that instability happens only when mp,phev is a 

small fraction of the wind droop gain (less than one-fourth in the system under study). As 

shown in Figure  6-22, in the stable cases, a smaller PHEVs droop gain can amplify the 

mechanical tensions particularly by affecting the rate of change of the shaft torque. On the 

other hand, when mp,phev/ mp,wind is higher than one, represented by the purple curves in 

Figure  6-47, the system frequency dynamics and the ROCOT of the wind turbine shaft can be 
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improved at the expense of higher power injection by the PHEVs. These results verify the 

arguments in the previous section: the distributed cooperative droop is robust against 

miscoordinations. In other words, it is not necessary to retune the control gains by any 

changes in PHEVs or wind available energy for frequency regulation. The proposed method 

can work effectively for a relatively large range of changes. 

 

 

 

Figure  6-47 Impact of unequal droop gains when mp,wind=40pu, flpf=0.25Hz.   

6.5 Summary 

This chapter addressed the use PHEVs to stabilize the frequency in microgrids and/or weak 

grids which lack enough inertia considering the single-phase nature and communication 
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system stability. Advantages and disadvantages of distributed control were studied, and a 

new method based on a combination of both centralized and distributed control, was 

proposed to mitigate the impact of asymmetrical virtual inertia while it allows the utilization 

of all available PHEVs for active power however asymmetric they are.  

Despite all merits of wind generators and plug-in hybrid electric vehicles, these two classes 

of sources are limited by some practical constraints which disqualify each of them from 

effectively contributing separately to the primary frequency regulation in power grids with 

reduced inertia, such as microgrids. However, when combined with proper control and 

coordination, wind generators and PHEVs can compensate for the individual drawbacks of 

each source and effectively participate in the frequency regulation. A cooperative control 

strategy that considers the practical limits of both sources is not available in the literature. To 

fill this gap, in this chapter, small-signal analysis was employed to investigate which 

frequency regulation method, droop or virtual inertia, is more suitable for such cooperation. 

The centralized and distributed control structures were examined as two possible 

coordination methods to ensure that the wind generator and PHEVs constraints are not 

violated and also that the communication system delay is considered. Based on a detailed 

analysis, the advantages, disadvantages and appropriate applications of the centralized and 

distributed structures were discussed. Time-domain simulation results validated the analytical 

results of the chapter.  
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Chapter 7 

Improved VSC Control for Very Weak Grid Connections 

7.1 Introduction 

Voltage source converter (VSC)-based high-voltage direct current (HVDC) transmission 

systems have been employed widely in recent years. However, connecting of a VSC-HVDC 

link to a very weak grid (a high-impedance grid) is challenging. A vector-controlled VSC is 

incapable of injecting/absorbing its maximum theoretical active power in such grids. A 

simple yet effective control system for a standard vector-controlled VSC in a very weak grid 

condition has not been reported in the literature. 

The contributions of this chapter to the research field are: 

1) A thorough analysis of the dynamics of a VSC with either active power or dc-

voltage regulating controllers, and connected to a very weak grid, and the impacts 

of the controller parameters on the overall system stability. 

2) A detailed analysis of the maximum capabilities and limitations of conventional 

vector control.  

3) The development of the artificial bus method to stabilize the performance of a 

vector-controlled VSC and maximize its power injection/absorption capability in a 

very weak grid condition. 

4) An investigation of the robustness of the proposed method and a comparison with a 

retuned conventional vector controller. 

This chapter is organized as follows. In Section  7.2, a complete model for a VSC is 

introduced and used for the analysis of a very weak grid in Section  7.3. Section  7.4 presents 

the proposed solutions and investigates them in detail. The next section presents the time 

domain simulation results to validate the analytical results. Finally, Section  7.6 reports the 

conclusions. 
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7.2 Modeling 

The conventional VSC system, shown in Figure  7-1(a), is connected to the point of common 

coupling (PCC) via the passive inductive filter Zf, and the grid line impedance Zg is 

intermediating between the PCC and the grid. The capacitance Cf connected to the PCC is 

ignored in some studies [126]. It is argued that this capacitance is usually small and does not 

play a significant role in the stability of a very weak grid. However, for the sake of 

evaluating the complete system dynamics, it is not ignored in the models in this chapter. The 

parameters of the VSC system in Figure  7-1(a) are given in the  Appendix B and are used in 

the analysis and simulation studies. 

The modeling of a VSC has been discussed by many researchers such as [115, 116, 128, 

129, 130, 191, 192]. Most of their models were based on linear small-signal modeling using 

different methods. For example, [121] utilized input/output admittance, whereas [125] and 

[126] employed a Jacobin matrix. A complete state-space model consisting of all controllers 

dynamics as well as line current and voltage equations was used in [127, 168, 175]. All of 

these methods are equivalent; however, for particular studies, some offer better features. In 

this chapter the complete state-space model is adopted. 

̂

 

Figure  7-1 (a) Schematic diagram of a grid-connected VSC (b) Block diagram of PLL. 

The model with active power and dc-voltage regulating, respectively, is shown in ( 7-1) and 

( 7-2), where the states are introduced as a vector x, which contains 13 or 14 states 

representing all controllers (current controllers, PLL, ac-bus voltage controller, and active 

power controller) and power circuit dynamics in the dq-frame. Whereas the grid voltage 

magnitude |Vg| and dc-link voltage fluctuations vdc (in a dc-voltage regulating VSC, the 

external power Pext plays the role of the disturbance) can be considered as disturbances, the 
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reference active power P* (or reference dc-link voltage, Vdc
*) and reference PCC voltage 

magnitude |Vs|* are the desired inputs. Reference [126] proved that a VSC connected to weak 

grids works much better as a PV bus (regulating active power and PCC voltage) rather than a 

PQ bus (regulating active and reactive output powers of a VSC). The modeling details of a 

conventional VSC are available in the literature [168] and, therefore, will not be repeated 

here. However, some key points in the modeling are worth discussing. As reported in [130], 

the active power and dc-regulating controllers show similar behaviors, thus the analyses are 

focused mainly on the former, whereas the results of the dc-voltage regulating controller are 

also shown wherever doing so is necessary.  

* *
1 2 3 4| | | | .p p p p s p p g p dcx A x B V B P B V B v            ( 7-1)

* *
1 2 3 4| | | | .v v v v s v dc v g v extx A x B V B V B V B P            ( 7-2)

The standard vector control structure is based on cascaded proportional-integral (PI) 

regulators. The active and reactive power PI regulators generate the desired current 

components, whereas the ac-bus voltage PI regulator generates the reactive power reference. 

Two PI current controllers are used to generate the converter modulating signals in the dq-

reference frame. A standard three-phase dq PLL is used to generate the synchronization angle 

needed to transform the control variables between the stationary and rotating reference 

frames [175]. A PLL utilizes the voltage of the PCC to determine the system frequency and 

synchronization angle ρ as shown in Figure  7-1(b).  

In strong grids, a PLL is usually considered to be ideal and is neglected. However, it plays 

a vital role in weak grids. Figure  7-2 shows the block diagram of the small-signal model in 

which the impact of the PLL is shown by the “Trans.” and “Conv.” blocks. Equation ( 7-3) 

introduces their function before linearization. They essentially map the voltage and current 

vectors, which are represented by u, from one frame whose d-axis coincides with vg to the 

other whose d-axis is synchronized with vs (or vice versa). The PLL output ρ deviates from 

the exact angle of the grid voltage vs in transient and dynamic conditions. If the system 

remains stable and the PLL is perfectly locked, the angle ρ converges to the grid voltage 

angle θ. 
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Figure  7-2 Block diagram of the small-signal modeling of a grid-connected VSC. 
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 ( 7-3)

The impact of the PLL can now be reflected in the complete model. Although the analysis 

will be verified in detail in the time-domain simulation section, Figure  7-3 is included here to 

show the accuracy of the small-signal model used in the analysis. Obviously, the linearized 

model exhibits a very high level of coincidence. In light of such a model, detailed analysis of 

the system is possible. 

7.3 Analysis 

Equation ( 7-4) indicates the boundaries of the active power, which could be injected by a 

VSC into the PCC in the steady state. The negative sign indicates absorption. 

2 2

2 2
.

s g s g s g s g

g g

R V Z V V R V Z V V
P

Z Z

 
   ( 7-4)

In a grid with SCR = 1, the magnitude of the grid impedance will be 1.0 pu. Without the 

loss of generality, if the grid and PCC voltages are assumed and controlled to be 1.0 pu, the 

maximum power injection and absorption will be limited to 1.1 pu and 0.9 pu, respectively. 
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In other words, the maximum active power that can be injected into a very weak grid is close 

to 1.0 pu according to static analysis. However, in reality, this amount is even less. 

Eigenvalue analysis can reflect these differences as shown in Figure  7-4. In fact, many 

researchers discussed this point; however, they usually omit the other challenges of a VSC 

connected to a very weak grid. 

 

Figure  7-3 Response of the VSC to a 0.05 pu change in the reference active power. (a) Changes in VSC active 
power output (b) Changes in PCC voltage. SCR = 1, P0=0.5 pu.   

 

Figure  7-4 Dominant eigenvalues of the system when SCR decreases to 1. 
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Before proposing any solution, a better understanding of the dynamics of a VSC connected 

to a very weak grid is necessary. The model allows a thorough investigation of the system 

dynamics. However, many factors may play significant roles.   

One of the most important challenges when connecting a VSC to a very weak grid is the 

loss of controller independence. Figure  7-5 shows the response of the PLL to the changes in 

the voltage magnitudes (reference ac-bus voltage Vref and ac system internal voltage Vg). 

Here, the system frequency is kept constant while the voltage magnitude is changed. 

Obviously, by increasing the SCR, the changes in the reference value of the PCC voltage 

have less impact on the PLL output frequency in terms of the settling time and maximum 

deviation index. In other words, the interference of the voltage regulator on PLL performance 

has decreased significantly. On the other hand, in the stronger grid, the grid voltage 

disturbance leads to higher fluctuations in the PLL output. Although the magnitude of this 

deviation has increased, its settling time has decreased severely. This result means that the 

deviation will decay very quickly. Further, this result could also be explained by the voltage 

regulator. Lower SCRs allow tighter control of PCC voltage, which bypasses the 

disturbances from the grid voltage. Therefore, the input of PLL, PCC voltage, is less 

influenced by the grid voltage. 

 

Figure  7-5 Impact of voltage magnitude disturbance on the PLL performance in different SCRs. A 10% changes 
in the voltage magnitude is applied in all the cases whereas the active power operating point is set to zero.  
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The voltage regulator also interferes with the active power regulation. Conventionally, 

independence of these two regulators is desired and expected. However, as Figure  7-6 

reveals, a very weak grid behaves differently. The resonance, distinguished as a spike in the 

frequency response, was expected from Figure  7-4, in which the conjugate poles are moving 

toward the right half-plane. Their impact will appear as fluctuations on the VSC active power 

output whenever the PCC voltage magnitude reference input |Vs|* is changed. 

 

Figure  7-6 Frequency response of the output active power of a VSC responding to changes in the reference 
voltage of PCC. 

On the other hand, the parameters of the active power regulator also affect the ac-bus 

voltage regulation. Figure  7-7 reveals this impact more clearly. The integral gain of the active 

power regulator is changed here to gain different bandwidths for the closed-loop power 

control dynamics. In a strong system with SCR = 10 (red dashed line), this gain has almost 

no impact on the voltage regulator bandwidth; however, it results in huge changes to voltage 

regulator performance in a very weak grid. 
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(see Figure  7-8). In other words, the operating point cannot be excluded in studies of very 

weak grids.  

 

Figure  7-7 Impact of active power control bandwidth on the ac-bus voltage control bandwidth. 

 

Figure  7-8 Impact of operating point on the VSC active power regulation. 
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7.4 Solutions 

The main aim of any solution is to enable 1.0 pu power injection in a very weak power 

system. A solution must be robust and should be the least complicated alternative. 

7.4.1 Retuning 

One of the first solutions to be examined is the retuning of the controller parameters. The 

previous attempts in the litreature failed to reach the main goal of this present chapter. In 

[116], the authors focused only on the PLL bandwidth; however, the analysis in Section  7.3 

showed that the independence of different regulators, observed in strong grids, no longer 

functioned in very weak grids. 

By benefiting from the experiences reported in [115] and [116]—which emphasize the 

speeding up of the voltage regulator and the slowing down of the PLL, respectively—the 

desired goal becomes reachable, as Figure  7-9 indicates.  

 

Figure  7-9 Maximum injectable active power at SCR=1 with retuning the parameters of voltage controller and 
PLL. 
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However, to achieve the main goal, the decoupled design of controllers, one of the main 

assumptions in the strong grid is neglected. In fact, such a strategy responds to the lack of 

decoupling between the voltage and frequency stabilities experienced in strong grids. In other 

words, the PLL and voltage regulator parameters are designed together, not separately. 

Although this strategy enables 1.0 pu power injection, it also necessitates the complete 

modeling of the system. This requirement is much more complicated than the requirements 

of the standard strong grid design. 

The robustness of the controller is another important concern. Figure  7-10 reveals the 

active power and voltage regulator bandwidths at different operating points. Although some 

changes can be observed in the power controller speed, it always remains reasonable. 

 

Figure  7-10 Impact of the system operating point on the retuned VSC performance. 
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the other hand, systems that remain stable (like the red dashed curve in the figure) utilize 

very small bandwidths. Such slow phase tracking is not desired, especially if the output 

frequency of the PLL is needed for other applications such as frequency regulation. In fact, 

adopting such a small bandwidth is very similar to the idea of removing the PLL, with all its 

advantages and disadvantages [125]. This figure also depicts the dc-voltage regulating VSC 

behavior to show how similarly it behaves to the active power regulating controller it 

behaves. 

 

Figure  7-11 PLL output frequency responding to a 10% change in the grid voltage, |Vg|, (red dashed line) and 
the input reference voltage for PCC, |Vs|

*, (blue solid line). 

 

Figure  7-12 Impact of the strength of the grid on the retuned controller (b) Maximum absorbable active power 
by VSC in very weak grid utilizing the retuned controller. 
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The other notable observation is related to the absorption rather than injection of power. 

Sinking active power is not usually needed for HVDCs interfacing with wind generators; 

otherwise, such power is very practical and possible. As Figure  7-12(b) shows, very low PLL 

bandwidths and very fast voltage regulation are needed to enable maximum static absorption. 

A comparison to Figure  7-9(b) reveals that the lower ac-voltage regulation bandwidths were 

also able to use the entire available capability of the converter for injection. In other words, 

designing a retuned controller for a VSC with both injection and absorption of active power 

is even more complicated and also is restricted to smaller ranges of parameters. 

7.4.2 Artificial Bus 

The conflicts discussed regarding the retuned controller motivate the search for a new 

solution that attempts to address the problem’s main source, which is the high impedance 

between the reference bus of the PLL and the grid voltage. As depicted in Figure  7-13(a), if 

the reference bus can be moved to some artificial point between the PCC and the grid, a VSC 

with high filter impedance but lower grid impedance will be attained. Consequently, the 

converter no longer faces a very weak grid, whereas the higher Zf does not cause any problem 

owing to the high degree of current control. 

 

Figure  7-13 (a) Schematic view of the concept of the artificial bus method (b) dq-reference frames. 

The remaining concerns are voltage and power regulation. Choosing the hypothetical 

impedance Zg1 between the PCC and artificial bus to be purely inductive solves the problem 

of power regulation. This solution means that the active power injections (absorptions) at the 

PCC and the new artificial bus are identical. 
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Because the voltage of this new bus has no significant meaning for grid operators, the 

controller can still be set to control the PCC voltage. Conventional synchronous generators 

inspired this idea. Sometimes, in conventional generators, instead of the voltage magnitude 

of the real generator bus, the voltage of some artificial bus inside the generator is fed into the 

exciter of the generator [168]. This method is known as “reactive-current compensator.” 

Whereas the same voltage and power can be controlled by the HVDC, nothing has changed 

but the reference frame used for the controller, shown in Figure  7-13(b). Thus, the only 

needed modification is the input voltage of the PLL, distinguished in Figure  7-2 by the block 

named “Bus Calculation.”  

Equation ( 7-5) formulates the artificial bus voltage, vb. The parameters here are in vector 

space representing all three phases. Because the implementation of a pure derivate is not 

possible, a high-pass filter with a relatively small time constant τc is utilized. Further, Zg1 is 

chosen to have no active power consumption, so it is represented by an inductance equal to 

aL’, where L’ is equal to the inductance L between the grid and the PCC at SCR = 1, and a is 

the compensation factor restricted between 0 and 1. vb is then fed into the PLL to track its 

phase. 

' .
1b s s

c

s
v v aL i

s
 



 
 ( 7-5)

The only modified part of the controller is the current controller, which is changed to 

consider the new filter impedance. This procedure can be accomplished simply by changing 

its proportional gain as formulated in ( 7-6) and ( 7-7). Kpc, Kic, and τi are the proportional and 

integral gains and time constant of the current controller, respectively. Lf and Rf are the 

inductance and resistance of the AC filter Zf, respectively. By assigning zero to a, the 

controller will be simply restored to the conventional VSC controller. 
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Obviously, the implementation of the method is easy and straightforward; the rest of this 

section is devoted to analyzing its performance. Figure  7-14 shows the impact of the 

proposed solution on the maximum injectable active power. Obviously, not only is the 

converter capable of injecting the maximum static active power, calculated in ( 7-4), but the 

high-speed voltage regulator is not needed; this advantage prevents problems for the 

proposed method at higher SCRs. The interesting point about this figure is that the bandwidth 

of the PLL is set to be as high as 150 rad/s, which is much higher than the bandwidths used 

in the retuned method. In other words, by the proper selection of the compensation factor, 

which Figure  7-14 reveals to be a relatively large range, the rest of control parameters can be 

designed as if the converter is connected to a strong grid. Similar to strong grids, very fast 

voltage regulators can degrade the overall converter performance as shown by the solid blue 

curves in Figure  7-14. 

 

Figure  7-14 Impact of applying the artificial bus method on the maximum power injection of the converter. 
Bandwidth of PLL is set to at 150 rad/s. 
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method’s serious weaknesses. Here, all controller parameters, including a and L’, are kept 

constant, whereas the SCR of Zg and, consequently, L and R are changing.  Obviously, the 

system remains stable. Thus, a sudden change in the line SCR, caused by switching, does not 
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injection of the VSC are capable of maximizing the power absorption, leading to a simpler 

design. The results for the dc-regulating VSC are shown in order to verify their resemblance 

to those for the active power regulating case. 

 

Figure  7-15 Impact of the grid strength on the performance of VSC (a) Injecting, (b) Absorbing active power. 
PLL and voltage regulator bandwidths are 150 rad/s and 29 rad/s, respectively. 

Figure  7-14 and Figure  7-15 address another concern about the controller, which is the 

inaccurate measurement of L’. The high ranges of the compensation factor and SCRs, which 

allow the maximum injection and absorption of active power, imply that by proper selection 

of a, the practical inaccuracies in L’ do not cause a serious problem for the converter. 
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the impact of the grid voltage, whereas in a stronger system, a higher influence of the grid 

voltage is expected. 

 

Figure  7-16 Impact of the compensation factor on interference of voltage regulator with the (a) power regulator 
(b) PLL. 

In fact, the artificial bus method should not be considered as the exact equivalent of 

decreasing the SCR. Figure  7-17 is used here to discuss this point in more detail. The blue 

solid curves show the performance of the VSC responding to changes in the reference active 

power and voltage when SCR = 2, and the red dashed curves represent the same when SCR = 

1 and a = 0.5. Hypothetically, similar responses are expected, but obviously they do not 

greatly resemble each other. Much more important than their different AC filter impedance, 

one of these converters directly controls the input voltage of its PLL whereas the artificial 

bus method does not. Therefore, although the artificial bus method can be conceptualized as 

a decrease of the grid weakness, the use of this method does not necessarily decrease the 

impedance. 

7.5 Time-domain Simulation Results 

 Whereas small-signal analysis allowed detailed evaluation, time-domain simulation is used 

in this chapter to verify the discussions. The system shown in Figure  7-1(a) is modeled here, 

and the parameters used are listed in the  Appendix B. The Matlab/Simulink® package is 

utilized for the simulation studies. 
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Figure  7-17 Comparing the response of conventional converter at SCR=2 with a VSC with artificial bus 
working at SCR=1 with a compensation factor = 0.5. 
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Figure  7-18 VSC performance when the reference injected power is changed from 1.0 pu to 1.05 pu by a step. 

Figure  7-19 explores the absorption case where the converter is pushed to increase the 

sinking power from 0.8 pu to 0.85 pu by a step again. The maximum theoretical power 

absorption is restricted to 0.9 pu. Obviously, near the boundaries of system stability, both 

proposed methods still perform reliably. Moreover, in this case, the performance of the 

conventional controller at SCR = 2 is comparable to the performances of the proposed 

methods at SCR = 1. The conventional controller has a faster settling time, and its peak 

deviation is less than or at least comparable to that of the proposed controller. The comparing 

between Figure  7-18 and Figure  7-19 shows how the proposed solutions act asymmetrically 
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in injection and absorption. In other words, the performance of the VSC is dependent on its 

initial operating point in very weak grids even with the proposed solutions. 

 

 

Figure  7-19 VSC performance when the reference absorbed power is changed from 0.8 pu to 0.85 pu by a step. 
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curve in Figure  7-20(a)). For the sake of clarity, the changes of the voltage magnitude and the 

PLL frequency of the unstable case are omitted in parts (b) and (c). 

 

 

Figure  7-20 VSC performance responding to the change of SCR = 1 to SCR = 2. 

The artificial bus method demonstrates its superiority in active power regulation in terms 
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The most interesting observation, however, is the PCC voltage. The much faster voltage 

regulator of the retuned method takes much longer to restore the voltage. Here, the impact of 

the slow PLL in the voltage regulator can be observed. As mentioned in the last section, in 

the retuned method, the PLL and ac-voltage regulator impact each other, but their response 

times are very different in order to minimize undesirable interactions.  

7.5.3 Disturbances       

The case examined here is a step change of the grid voltage magnitude from 1.0 pu to 0.9 pu. 

Based on the standards [91], the VSC should continue to work uninterrupted, although the 

grid voltage remains at this level. Figure  7-21 represents the results. The operating point is 

selected to be 0.9 pu instead of 1.0 pu because, based on ( 7-4), the maximum injectable 

active power decreases with a decrease in the grid voltage. 

 

 

Figure  7-21 VSC responds to the sudden changes of grid voltage magnitude from 1.0 pu to 0.9 pu when SCR = 
1.      
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Both methods show a relatively robust performance against the grid voltage. However, 

their performances are not similar. In active power regulation, the artificial bus experiences 

less deviation and settles faster, but in the cases of frequency and voltage tracking, the 

situation is different. Whereas the PLL of the artificial bus method deviates much more from 

the nominal frequency, it returns to 0.095% vicinity in less than 3.5 cycles. The same 

damping takes more than 39 cycles in the retuned method with its ultraslow PLL. A very 

similar situation can be observed in the voltage regulation, even though the ac-voltage 

controller of the retuned method is set to be much faster than that of the other solution. 

Another possible disturbance which may threaten the VSC stability is a sudden jump in the 

grid phase. The phase jump should be taken seriously in this study since the PLL and 

tracking the voltage angle are the main sources of instability for the converters connected to 

very weak grids.  

Figure  7-22 shows the performance of the artificial bus method when the grid voltage 

angle, θg, jumps suddenly from 0 to 10° at t=15s. Obviously, the system is very capable of 

rejecting the disturbance effectively. The active power injection returns to its pre-disturbance 

amount, 1.01 pu, in less than 100ms. A clearer picture is provided in Figure  2-1(a) where the 

PCC voltage angle, θs, with different compensation factors is compared. Increasing the 

compensation factor, from 0.4 to 0.8 has enhanced the VSC response; however, further 

increasing deteriorates the converter behavior. For a higher than or equal to 1.2 the system 

cannot track the phase changes properly and become unstable. This observation is important, 

since from the small signal analyses and without any phase jump, compensation factors as 

high as 1.6 do not destabilize the system. 

In the rectifying mode, when the converter receives active power, the situation is similar. 

Figure  7-23 shows the converter responding to the same phase jump but VSC absorbs 0.89pu 

active power. Similarly, with proper compensation factor, such a severe disturbance is easily 

rejected by the converter. Like the inverter mode, high compensation factors can also 

destabilize the converter. However, the rectifying mode seems to be more sensitive to high 

values of a. 
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Figure  7-22 (a) The PCC voltage angle, (b) the converter output active power when a 10° phase jump at grid 
voltage occurs at t=15s and VSC injects 1.01 pu active power. 

 

Figure  7-23 (a) The PCC voltage angle, (b) the converter output active power when a 10° phase jump at grid 
voltage occurs at t=15s and VSC obsorbs 0.89 pu active power. 
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the currents of d- and q-axes, output of those regulation units, will set to be zero and 1pu as 

the code dictates. However, the artificial bus method needs no enhancement and can be used 

with no alteration despite the method proposed by [131]. 

Figure  7-24 depicts the PCC voltage and the converter current when a 3-phase to ground 

fault happens almost at PCC bus and remains for 200ms. Despite the severity of the fault, the 

VSC successfully rides through it. The voltage has restored rapidly and the current never 

exceeds its pre-fault values. 

 

Figure  7-24 (a) PCC bus Voltage magnitude, (b) the converter output current when the 3-phase to ground fault 
happens almost PCC bus at t=15s and VSC injects 1.01 pu active power and utilizes the artificial bus method, 

a=1. Fault detection time is 1ms. 

Although the PCC bus voltage and the converter current are the most important parameters 

to be studied in a fault, the PLL measured frequency and output power clarify the picture. 

Figure  7-25 reveals that the PLL rejects the disturbance in less than 6 cycles during the fault 

and in 3 cycles after the fault clearance. Figure  7-25(b) shows the active power whose 

performance is in compliance with the codes. Ignoring the unavoidable fast disappearing 

oscillations at the instants of fault occurrence and clearance, the active power goes to zero 

during the fault and restores with a 0.2pu/s rate. 
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Another serious scenario requiring investigation is unbalanced fault. Although references 

such as [100] proposed specific methods for tackling the asymmetric faults, this section only 

studies the robustness of the present control, with no modification, against unbalanced faults. 

 

Figure  7-25 (a) PLL measured Frequency, (b) the converter output active power when the 3-phase to ground 
fault happens almost PCC bus at t=15s and VSC injects 1.01 pu active power and utilizes the artificial bus 

method, a=1. Fault detection time is 1ms. 

Figure  7-26 represents the currents and the active power of the VSC when a line to line to 

ground fault occurs at the middle of the transmission line at t=15s. After fault detection, 

despite the balanced method, here the active power and ac-voltage regulation units continue 

to function. However, the reference active power is reduced from 1.010 to 0.337pu during 

fault. Since two lines are grounded, the maximum injectable active power has reduced by 

two-third. Not only, the converter successfully rides through the fault, but it also continues to 

inject the maximum possible active power during the fault. The oscillation on the currents 

and active power is second harmonic caused by the asymmetry of the fault. 
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Figure  7-26 The converter (a) currents, (b) output active power when the line to line to ground fault happens at 
the middle of line at t=15s and VSC injects 1.01 pu active power and utilizes the artificial bus method, a=1. 

Fault detection time is half a cycle. 

7.6 Summary 

This chapter, benefiting from a comprehensive small-signal model, presented a detailed 

analysis of the VSC dynamics and showed how the assumptions made for designing VSC 

regulators in strong grids are no longer valid in very weak grids. The chapter then proposed 

and compared two straightforward solutions: retuning the control parameters and using an 

artificial bus for converter-grid synchronization. Both methods enable the VSC to operate at 

the maximum theoretical active power at a very weak grid condition (i.e., at unity short-

circuit ratio) by minimal modification in the widely accepted vector control method. The 

advantages and disadvantages of each method were discussed. The analytical results were 

verified by detailed nonlinear time-domain simulation results. This chapter also studied the 

impact of severe faults and phase jump and discussed the inherent robustness of the method 

to fill a serious gap in the literature.  
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Chapter 8 
Conclusions and Future Works 

8.1 Research Summary and Contribution 

This research focuses mainly on studying and analyzing voltage and frequency dynamics in 

weak grids, grids dominated by power-electronic interfaced generation or high transmission 

line impedances, with distributed and asymmetrical resources contributing to frequency 

and/or voltage stabilization. The following presents the highlights of its contributions: 

In  Chapter 3, the torque- and power-droop, as two conventional methods to implement 

droop-control in DFIG-based wind power generation units, were analyzed and compared. 

Small-signal analysis showed why under-speeding should be avoided and how variance of 

effective torque-droop could yield higher stability margins as compared to the power-droop 

method. Eigen-values studies (1) proved the positive impact of wind-droop on system 

frequency-stability; (2) showed that wind droop could compensate for the lack of inertia in 

microgrid in the medium-frequency range; and (3) showed the positive influence of wind-

droop on turbine governor and inverter droop functions. Pitch-angle controller impact on 

wind-droop was also investigated; and it was found that this impact is not significant. Time-

domain simulations verified all analytical results and discussions; and showed that wind 

power generation with autonomous frequency regulation has the ability to stabilize the 

frequency in an isolated microgrid. Load sharing and coordination of two wind power 

generation in presence of real wind speed patterns and different wind-droop method were 

examined. 

Moreover, it was shown that the variable unpredictable reserve wind power, obtained by 

deloading, creates problems for implementing the present droop-based methods in wind 

power generators. This problem has been discussed and analyzed thoroughly in this chapter. 

The efficiency droop, as a new solution, was proposed to solve the problem. It was shown 

that (1) the proposed method can be tuned regardless of the unpredictable wind speed, similar  

to conventional dispatchable generators; (2) whereas changes in wind speed threaten the 

stability of the present droop methods, the stability of the propose method is immune; and (3) 
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the solution is capable of improving both transient and steady state frequency behavior as 

much as the present methods like power- and torque-droop can do, but this optimum 

behavior is independent of the wind speed and much easier to be tuned. Benefiting from 

small-signal analyses, analytical methods for tuning the efficiency droop were suggested, and 

time-domain simulations were used to verify the analyses. 

A detailed model of a wind power generator considering the double-mass nature of the 

mechanical system, active damping controller, and frequency regulation mechanisms (droop 

and virtual inertia) was developed in  Chapter 4. This model allowed the small-signal analysis 

of the frequency regulation dynamics in wind power generators as well as the 

characterization of the associated mechanical stresses imposed on the generator. It was 

shown why conventional wind generators do not suffer from these stresses and consequently 

have never been deeply studied. In contrast, droop and virtual inertia, as two viable 

frequency regulation methods, expose the mechanical system to high rates of change of 

torque and power, which speed up the aging process. As a conventional solution in the 

literature, if the ramp-rate limiter does not destabilize the system, it neutralizes the desired 

and expected impacts of frequency regulation. Thus, this chapter has investigated the 

utilization of the dc-link capacitance to respond to the fast transient part of frequency 

regulation dynamics, whereas the kinetic energy stored in the rotating masses is still involved 

in the slower yet high-energy consuming part. The management of these two sources was 

studied in detail. Time-domain simulation results, based on detailed nonlinear models, 

verified all analytical results. 

The model of a wind power generator was also used to characterize the impacts of the 

droop and the virtual inertia on the generator mechanical resonance and the system stability, 

to study the mutual interactions among different wind power generators with the different 

frequency support controllers, and to develop stabilizing methods and compare their 

performance. The study showed the following. (1) Both the droop and virtual inertia methods 

can expose the shaft of a wind generator to forces capable of stimulating its natural resonance 

frequencies. (2) The mechanical resonance in a frequency-regulating wind generator should 

be studied as a part of the integrated power system dynamics. (3) In a system with several 
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wind power generators, there is a risk of amplifying the negative interactions among different 

generators and destabilizing the power system. (4) The dc-link bandwidth re-tuning, the 

active damping, and the filter methods successfully stabilize the system; however, they have 

different impacts on the turbine conventional performance (i.e., MPPT), the reduction in the 

mechanical tensions of the shaft, and the dc-link voltage regulation.  (5) The filter method 

has the least impact on the conventional performance of MPPT and reduces the mechanical 

tension caused by the frequency regulation implementation. The time-domain simulation 

results verified the analytical results and discussions. 

The modeling and analysis of a direct-drive PMSG-based wind power generator during 

fault and post-fault conditions were presented in  Chapter 5.  An analytical multi-mode 

model, considering the double-mass nature of the turbine/generator and typical LVRT 

requirements was developed and validated against the detailed nonlinear time-domain 

simulation results. The model was successfully used to conduct a detailed analysis to 

characterize the generator performance under LVRT control, and to tune the control system 

parameters. The analysis showed the following. (1)  Using the rotating masses for storing the 

excessive energy during the fault can lead to over-speeding the generator.  (2) An LVRT-

capable PMSG can be subjected to mechanical stresses and, accordingly, faster aging, due to 

electrical system faults. (3) The use of the active damping method reduces the mechanical 

tensions at the cost of increasing the electrical stress on the dc-link capacitor. (4) The use of 

the dc-link voltage control bandwidth retuning reduces the mechanical stresses; however, it 

yields a higher electrical stress on the dc-link capacitor as compared to the active damping 

methods. The detailed time-domain simulation results validated the analytical results and 

discussions. 

 Chapter 6 has addressed the contribution of PHEVs in frequency regulation considering the 

single-phase nature of such distributed energy resources. This chapter showed why droop 

method could not be used instead of virtual inertia in a system which suffers from reduced 

inertia. It also showed analytically the disadvantages of centralized control and showed that 

without a dedicated communication line with negligible delay, centralized control could not 

be used for virtual inertia implementation. The main disadvantages of distributed control and 
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asymmetric power injection were discussed. It has been shown that only under low 

penetration levels of PHEVs, these problems could be tolerated. Then, a mitigation strategy 

based on a combination of centralized and distributed control, was proposed. The method 

allows the use of all of available sources for active and reactive power injection, and yields a 

solution that is much more robust to communication delay. Time-domain simulations 

confirm analytical results.  

 Chapter 6 also pertained to the proper control and coordination of wind generators and 

PHEVs. It was discussed that these sources can compensate for each other’s drawbacks and 

effectively participates in the primary frequency regulation of microgrids. The coordination 

mechanisms of these sources were investigated in this chapter by using small-signal analysis 

and nonlinear time-domain simulations. The study showed the following. (1) The virtual 

inertia is not a suitable frequency regulation tool for the coordinated control. PHEVs do not 

benefit significantly from a coordinated virtual inertia, whereas the burden of the 

coordination is added to the system. (2) A centralized coordinated control for a droop is 

suitable either for a low contribution of wind-PHEVs combination to the frequency 

regulation or in the presence of a very fast communication system. On the other hand, the 

distributed coordination does not perform very effectively when uncertainties about the wind 

and the PHEVs are very high. (3) A distributed control can guarantee the coordination and 

the LPF cutoff frequency can be used as the lever to manage the wind turbine mechanical 

tension while the PHEVs are regulated locally without needing a fast communication 

infrastructure. 

By employing detailed small-signal analysis, the concerns about connecting a VSC to a 

very weak grid were described, and straightforward solutions were proposed and compared 

in  Chapter 7. This chapter showed the following. (1) In a very weak grid, the active power, 

voltage regulators, and PLL interfere with one another’s functions much more than they do in 

the strong grid cases, so that their independent tuning does not lead to the desired results. (2) 

By retuning the VSC controllers, parameters reaching the maximum theoretical active power 

injection/absorption are possible, as opposed to claims in the present literature. (3) The 

retuned method uses very fast voltage regulation and a very slow PLL, which can make it 



218 

 

sensitive, or even unstable, to a change of SCR in the system. In addition, this method’s 

utilization necessitates the complete modeling of the VSC. (4) By selecting an artificial bus 

between the real PCC and the grid as a reference point of the PLL, the VSC controller can 

operate as if it is facing a strong enough system. (5) The proposed method achieves the goal 

of maximum active power injection and absorption and is robust against changes of the 

system SCR. This advantage allows the regulators of the VSC to be designed independently. 

Detailed nonlinear time-domain simulations verified the analytical results and the 

effectiveness of the proposed solutions. This chapter also investigated the behavior of the 

method when a phase jump happens at the grid source. It was shown that by proper tuning of 

the compensation factor the VSC remains stable. This study proved that the proposed method 

is capable of riding through severe balanced faults. Such a robust performance of the 

artificial bus method, in addition to its straight forward idea and simplicity, makes this idea 

superior over alternatives methods. 

8.2 Directions for Future Work 

In continuation of this work, the following subjects are suggested for future studies: 

 Cyber-Physical Control and Security for Smart Microgrids: Web-enabled 

communication and Internet of Things have been used to provide a new solution for 

smart grids: Internet of Energy. This concept can be used to effectively utilize the 

controllable loads and renewable energies to put an end to the stability concerns of 

microgrids. It is necessary to design a new control method to employ effective 

communication system to use all available resources in a microgrid properly. The 

controller should consider the practical limits of cyber system as well as physical 

power system to guarantee the stability, reliability and efficiency. 

 Multi-Microgrid Control and Operation: Because the fast growth of renewable 

energy sources in LV networks, distribution systems are turning into active grids 

capable of constituting microgrids. These advances have resulted in developing the 

concept of the microgrid into the amazing but complex multi-microgrid.  Such a 

system faces much more complicated operational and control issues, which have 
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recently gained attention in the literature. It is useful to study and design control 

methods incorporating the distributed nature of sources, and different levels of control 

to improve the stability, reliability and performance of these systems. 

 Adopting Demand-Side Management in Smart Grid Stabilization: High penetration of 

distributed energy storage and controllable loads in smart grids has led researchers to 

use Demand Side Management (DSM) as an effective solution for future grids. 

However, most of their studies have focused on economy and optimizing the energy 

consumption and ignored the important role DSM could play in stabilizing smart 

grids and/or the special conditions of DSM, such as limitations of communication and 

different load dynamics. Another path for future studies is focusing on thoroughly 

analyzing and improving the stability of smart grids by using DSM. 

 Hybrid AC/DC-(Micro)Grids: The utilization of electronic interfaces in both 

generation and demand in grids has increased, and power electronics has improved so 

much that dc-grids in both transmission and distribution have become practical 

assumption. These dc-microgrids will be added to the existing ac-grids. The resulting 

interaction needs to be studied, analyzed and, most probably, improved.  
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Appendix A 
Generators 

Table 2 DG1 (Wind Generator) Parameters [161], [89] 

  DFIG PMSG 

Specifications 
Rating 2.5 MVA 2 MVA 

Pole pairs 2 32 

Mechanical 

System 

HG 0.6 s 0.53 s 

HT 2.4 s 4.27 s 

Ks 0.6 pu/elec. rad 
1.6 pu/elec. 

rad 

DG 0.01pu 0 

DT 0 0 

DC-link 
Cdc 160mF 24 mF 

Vdc 1500V 5.4 kV 

Controller 

Regulator 

Parameters 

(SI units) 

Kp1=114, 

Ki1=76, 

Kp2=3, 

Ki2=30, 

Tp=0.01 s 

Kp=0.02 

Ki=100 

τi=0.3 ms 
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Table 3 Wind turbine parameters 

KOPT 0.628 

c1 0.5176 

c2 116 

c3 0.4 

c4 5 

c5 21 

c6 0.0068 

 

 

Table 4 DG2 (Synchronous Generator) Parameters 

Rating 2.5MVA 

Mechanical 

System  

(Non-reheat 

Thermal Turbine 

[162], [193]) 

Droop 

gain 
80 pu 

TCH 450 ms 

TG 0.08 s 

H 3 s 

AVR Parameters 
KA 400 

TA 0.02 s 
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Appendix B 
The Model Details 

Table 5 The loads of the model shown in Figure  3-7 

Load 

Name 

Corresponding 

Bus 
P(KW) Q(KVAR) 

LP1 4 47.50 15.61 

LP2 5 2565.0 843.06 

LP3 6 289.75 95.24 

LP4 7 152 49.96 

LP5 8 517.75 170.18 

LP6 8 194.75 64.01 

LP7 2 7155.0 2566.71 

LP8 2 3348.8 1100.7 

LP9 3 1071.75 621.95 
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Table 6 The connections of the model shown in Figure  3-7  

From To R(Ω) X(Ω) 

1 2 1.096 2.710 

2 3 0.232 0.573 

3 4 1.277 3.157 

4 5 0.066 0.089 

5 6 0. 675 0.909 

6 7 0.567 0.764 

7 8 0.738 0.993 

4 LP1 1.500 0.680 

5 LP2 1.631 2.706 

6 LP3 0.853 1.148 

7 LP4 0.663 0.582 

8 LP5 0.884 1.190 

8 LP6 0.817 0.718 
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Table 7 The model shown in Figure  6-2. 

Lines 

PCC to Grid 1.2768+j3.1575 Ω 

PCC to EVs 0.0485+j.05823 Ω 

PCC to Generator 0.0636+j0.7636 Ω 

Load1 1.52MW+j0.4996MVAR 

Load2 

Phase a 0.6MW+j33.3kVAR 

Phase b 0.63MW+j35kVAR 

Phase c 0.57MW+j31.7kVAR 

 

Table 8 The electric vehicle loads in the model shown in Figure  6-10 

Connection Bus EV Nominal Load 

LP1 100 kW 

LP2 500 kW 

LP3 50kW 

LP4 50kW 

LP5 50kW 

LP6 500 kW 
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Table 9 The parameter of the model shown in Figure  7-1(a) 

Pnominal 350 MVA 

Vnominal 195 kV 

fnominal 60 Hz 

X/R ratio 10 

Rf 1.089Ω 

Lf 0.0575 H 

Cf 1.22 μF 

Cdc 166.7 μF 

Vdc 350 kV 

Table 10 The control parameters used in  Chapter 7 

Kpv 2.2 kA 

Kiv 98.92 kA/s 

Kpp 2.09×10-3/MV 

Kip 789.3/(MV.s) 

Kpq 0.419/MV 

Kiq 209.4/(MV.s) 

τi 0.796 ms 

Kppll 0.0013/(V.s) 

Kipll 0.1413/(V.s2) 

L’ 0.2868 H 

τc 0.01 ms 

 


