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Abstract

The dynamics of many chemical and mechanical processes are influenced by both temporal

and spatial factors and these processes are called distributed parameter systems (DPS).

Moreover, their mathematical models are given by partial differential equations (PDE) and

they belong to infinite-dimensional systems. Due to the existence of the spatial variable

in the mathematic model, the state estimation and control of the distributed parameter

systems are interesting and challenging. The focus of this thesis is to develop the optimal

state estimation method and servo-control (output regulation) methods in the optimal and

internal-model framework.

To address the control problems for finite and infinite dimensional systems, the full state

information is usually necessary. In this thesis, an optimal state estimation method is devel-

oped for spectral distributed parameter systems to account for full state estimation problems

with state constraints due to physical limitations. In particular, a modal decomposition tech-

nique is applied to reduce the order of the considered dissipative systems that are assumed

to satisfy the decomposition assumption.

With the full state information of the control systems, the proposed servo-control ap-

proaches in this thesis are able to implement. In this thesis, two types of servo-control

(output regulation) are considered: Internal Model Control (IMC) and Optimal control.

In fact, the servo-control includes two aspects: stabilization and reference signal tracking.

In the aspect of the stabilization, an operator Riccati equation approach and a weak vari-

ational optimal method are developed for the first order hyperbolic PDE systems in this
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thesis. For the aspect of the reference trajectory tracking, novel output feedback and error

feedback regulators are developed to deal with the distributed and/or boundary tracking

control problems for general distributed parameter systems.

Finally, the servo-control problems for the countercurrent heat exchanger, the plug flow

reactor and the solar-thermal district heating system are addressed in the application part

of this thesis. In particular, for the countercurrent heat exchanger, the proposed output

regulation approach is applied; for the plug flow reactor, the proposed weak variational

optimal stabilization and the output regulation method are combined and applied; and for the

solar-thermal district heating system, the receding horizon optimal control and the output

regulation approach are implemented to solve the energy maximization and the reference

tracking problems.
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Chapter 1

Introduction

In chemical and mechanical engineering sciences, Partial Differential Equations (PDEs) are

widely used as models of transport (transport-reaction) phenomena in formation and sepa-

ration processes. There continues to be a rich and active research interest in this field which

draws upon the well established classical tools of mathematical analysis, and also employ the

recent advancements in computer technology for process simulation and numerical studies

of complex problems. Many applications include examples in petroleum industry such as

heavy oil recovery, and tubular and plug-flow reactor systems which are used for the pro-

duction and the refinement of large volume chemicals. In manufacturing industries, phase

transitions and thermal treatment are critical factors in the fabrication and processing of

materials, such as in semiconductor production by crystal growth methods. In mechanical

engineering, the modelling of turbulence and meandering wake is crucial to the control of the

wind farm and the mathematical description of the fluid transportation plays an important

role in the solar-thermal energy systems.

1.1 PDE models and control systems

From the mathematical aspect, a PDE includes one or more partial derivatives of the de-

pendent variables. Suppose that there is a dependent variable x(z, t) which is a function of
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the independent variables z = {z1, · · · , zm} in an m-dimensional domain Ω ⊂ Rm, and also

the independent variable of time t ∈ R+. In particular, the general expression for a second

order PDE for the function x(z, t) is:

F

(
z1, · · · , zm, t, x,

∂x

∂t
,
∂x

∂z1

, · · · , ∂x
∂zm

,
∂2x

∂z2
1

, · · · , ∂
2x

∂z2
m

,
∂2x

∂z1∂z2

, · · ·
)

= 0 (1.1)

The highest order of the derivatives is the order of the equation. All PDEs can be classified

into three types of equations: hyperbolic, parabolic and elliptic. Moreover, spurred by the

outer space applications, there is another important class of PDE systems – beam equations.

For example, the well-known Euler-Bernoulli beam equations is a fourth order PDE system:

∂2x(z,t)
∂t2

+ ∂4x(z,t)
∂z4

= 0, z ∈ [0, 1], t > 0,

x(0, t) = ∂x(0,t)
∂z

= 0, t ≥ 0,

∂2x(0,t)
∂z2

= 0, t ≥ 0,

∂3x(0,t)
∂z3

= U(t), t ≥ 0

(1.2)

The function x(z, t) provides the state of the system at the time t along the entire space, and

denotes a process variable of interest, for example temperature or density. The distributed

nature of the state is a distinguishing feature of process variables modelled by PDEs in

contrast to those modelled by ODEs for which the process variables are represented by

functions of only a single independent variable, for example x(t) which is spatially invariant.

Many transport-reaction processes in chemical and materials engineering can be described

by the linear parabolic PDE:

∂x

∂t
(z, t) = A(z, t)x(z, t) +B(z, t)u(t) + f(z, t) (1.3)
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The operator A(z, t) is referred to as the spatial operator and is given by:

A(z, t) :=
N∑

i,j=1

∂

∂zi

(
Dij(z)

∂

∂zj

)
+

n∑
k=1

vk(t)
∂

∂zk
+ g(z, t) (1.4)

Two important transport mechanisms included in the PDE process model in above equa-

tions are diffusion and convection. In particular, consider (1.3)–(1.4) as a chemical reaction

system, x(z, t) represents the concentration of a chemical species, Dij(z) are the diffusion

coefficients, vk(t) are the velocity in the zk direction, g(z, t) is the state related linearized

generation/consumption term, and f(z, t) is nonhomogeneous generation/consumption term.

The function B(z, t)u(t) in (1.3) can be seen as a heat source or sink within the domain Ω,

which can be manipulated by a controller input u(t) to affect the temperature distribution

of the system. In fact, this type of system is representative of the class of distributed control

problems for PDEs. On the other hand, in order for the problem to be properly stated, one

must impose additional restrictions on the system in the form of initial conditions, given by

the initial temperature distribution x(z, 0), and also the boundary conditions, which describe

the what happens on the boundary of the domain. Boundary conditions referred to as mixed

or Robin boundary conditions for heat transport systems are given by:

K0
∂x

∂z
(z, t) + hx(z, t)

∣∣∣∣
z=0

= u(t) (1.5)

The parameters specified for the boundary conditions in this are are the thermal conductivity

of the material K0, and the convective heat transfer coefficient h. In the absence of convective

heat transfer (hx(0, t) = 0) the boundary conditions are referred to as zero-flux (Neumann)

boundary conditions. In the context of PDE control problems with B(z, t) = 0, the (1.3)

and (1.5) is representative of the class of boundary control problems for PDEs.
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1.2 Thesis scope

The focus of this thesis is the servo-control of different types of distributed parameter sys-

tems. In particular, to assist in realizing the control, the state estimation and observer

design techniques are investigated as well in this thesis. According to different considered

systems, the state estimation and servo-control problems are addressed within the infinite-

dimensional systems theoretic framework, and together with the development, formulation,

and numerical realization, are explored within the following chapters.

Chapter 2 addresses optimal constrained state estimation problem for finite and infinite-

dimensional chemical process systems. The cases are considered when the prior information,

in addition to the model parameters and the measurements, is available in the form of an

inequality constraint with respect to the systems state. In the latest developments of the

optimal state estimation theory, considerations of the state constraints have been often ne-

glected since constraints do not fit easily in the structure of the optimal state estimator.

Therefore, the issue of the state constraints being present needs to be addressed adequately,

in particular, nonnegativity of concentration. Motivated by this, a sequential, algorithmic

optimal constrained state estimator is developed for both finite and infinite-dimensional

process systems commonly found in chemical process engineering (CSTR, tubular reactor).

Moreover, an optimal constrained state estimator is designed for a large class of dissipa-

tive infinite-dimensional systems which involve boundary actuation and point observation.

Finally, illustrative examples of chemical process systems and proposed optimal state con-

strained estimation are presented.

Chapter 3 deals with the distributed and/or boundary output regulation problems for

different hyperbolic PDE systems. In particular, state, output and error feedback regula-

tors are designed respectively to drive the controlled output to track a desired reference

trajectory which can be modelled by an exogenous signal process. Consequently, various

regulator equations (Sylvester equations) are obtained and sufficient conditions ensuring the

solvabilities of regulator equations are given to guarantee the feasibility of proposed regu-
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lators. Finally, different computer simulations are presented to show the performances of

proposed regulators.

Chapter 4 addresses the output regulation problem for linear distributed parameter sys-

tems (DPSs) with bounded input and unbounded output operators. In particular, novel

methods for the design of the output feedback and error feedback regulators are introduced.

In the output feedback regulator design, the measurements available for the regulator do not

belong to the set of controlled outputs. The proposed output feedback regulator with the

injection of the measurement ym(t) and reference yr(t) can realize both the plant and the

exosystem states estimation, disturbance rejection and reference signal tracking, simultane-

ously. Moreover, new design approach provides an alternative choice for seeking the output

injection gain in a traditional error feedback regulator design. The regulator parameters are

easily configured to solve the output regulation problems, and to ensure the stability of the

closed-loop systems. The results are demonstrated via computer simulation in two types

of representative systems: the parabolic partial differential equation (PDE) system and the

first order hyperbolic PDE system.

Chapter 5 considers the state feedback regulator problem for a network of countercurrent

heat exchangers. The system is described by two sets of hyperbolic partial differential equa-

tions (PDEs) and the model is nonlinear with respect to the control input. To deal with the

nonlinearity, the equilibrium temperature profile is calculated and utilized in the lineariza-

tion of the original nonlinear system. Then, based on infinite-dimensional representation, the

state feedback regulator problem (in particular the tracking problem) is considered, where

the target is to design a controller that, while guaranteeing the stability of the closed-loop

system, drives the controlled output to track a reference signal generated by an exosystem

with its spectrum on the imaginary axis. Given the explicit expression of the transfer func-

tion, we provide sufficient conditions such that the resulting linearized system is causal and

stable. Given that the controlled system is stable, we propose a simple and novel method

to provide the stabilization feedback gain K, such that the controlled system tracks the
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reference signal. Finally, a numerical simulation illustrating the results is presented.

Chapter 6 addresses the optimal linear quadratic (LQ) boundary output regulator design

problem for the plug flow reactor described by the hyperbolic partial differential equations

(PDE), with actuation applied only at the inlet of the reactor. By applying the weak

variational approach, the necessary optimality conditions are provided and then an optimal

state feedback controller is presented. In particular, the time-varying state feedback gain

is determined by solving Riccati-type PDEs and this chapter extends the linear quadratic

regulator design to the class of boundary controlled hyperbolic PDE systems. Along the line

of LQ design, an optimal boundary tracking regulator is designed such that the output of the

considered reaction process tracks the desired reference signal generated by an exosystem.

A simulation example is included to show performance of the proposed approach.

Chapter 7 investigated optimal operation strategy and optimal control for a solar-thermal

district heating system. Optimal operation strategies on the fluid flow rate inside the solar

collector tube are studied such that the outlet temperature can be maintained in a desired

reference value and moreover the heat (energy) gained by the solar collector is maximized

within a certain time period. In particular, this target is formulated as a single-objective

optimization problem and a multi-objective optimization problem, respectively, and corre-

sponding operation strategies are studied and compared. For the energy storage system, the

heat exchanger plays an important role in the heat transfer process and the maximization

of the energy stored. Therefore, two freedoms-fluid flow rates in the heat exchanger are

included. In the district heating loop system, a gas heater system collaborate with the solar

thermal system to meet the heating demand. For this coupled system, a receding horizon

optimal controller and a state-space based internal model controller are developed to ad-

dress the desired temperature tracking problem. Finally, the proposed optimal operation

strategies and controllers are tested through simulation results.
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Chapter 2

Optimal continuous-time state

estimation for linear chemical process

systems with state constraints

2.1 Introduction

Chemical process systems contain a wide range of models spanning from lump parameter sys-

tems (e.g. continuous stirred tank reactors (CSTR)) to distributed parameter systems (e.g.

axial dispersion reactor, flow systems, tubular reactors and heat exchanger). The chemical

process lumped parameter systems (LPSs) are mathematically expressed by ordinary differ-

ential equations (ODEs), while distributed parameter systems (DPSs) are given by partial

differential equations (PDEs). Such a large variety in modelling representations is comple-

mented with the stringent process products specifications and performance characteristics.

In addition to the stringent requirements on product quality, the process contains naturally

present limits and constraints on allowed actuation. In many chemical processes, the limi-

tation from devices and production requirement result in certain specification in the form of

inequality constraint on states or inputs. In order to include these system characteristics in

the state estimation framework, many previous research efforts and significant contributions
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have been made on optimal state estimation in a linear lumped parameter system, where

constrained Kalman filter and moving horizon estimation method were widely utilized (see

[5], [6] and [7]). In [8], various ways incorporating state constraints in the Kalman filer are

provided. Nevertheless, it is not easy to embed the inequality or equality constraints in the

Kalman filter. Moreover, Yang and Blasch [9] developed a method that allows for the use

of second-order nonlinear equality state constraints. On the other hand, moving horizon

estimation (MHE) can provide ‘best’ state estimation with help of Kalman filter and MHE

is attractive in the generality of its formulation. The problem of MHE is essentially that of

solving a quadratic programming (QP) problem which indicates that MHE is slow. In some

cases, the MHE quadratic programming problems are not convex and thus optimization may

not yield the global optimum (see [10]).

Motivated by the inclusion of constraints in optimal constrained state estimation above,

we consider a large range of chemical process systems - starting from state-constrained finite-

dimensional lumped parameter models (e.g., [11]) commonly found in chemical engineering

practice to the broad class of dissipative distributed parameter systems (DPSs) (see [12],

[13], [3], [14], [15] and [16]). Compared with lumped parameter systems, the state estima-

tion work for a class of dissipative DPS systems is more complex. Moreover, the important

question of incorporation of state constraints in the optimal state constrained estimation

of dissipative DPS has not been explored (for example, transport-reaction processes require

that the reactor temperature is maintained within certain bounds to ensure desired and safe

operating performance). In particular, this chapter explores the way of utilizing constraints

to improve the accuracy of the state estimation for the dissipative DPS systems model by

dissipative partial differential equations (PDEs). Thomas et al. [17] investigated the opti-

mal state estimation problem for distributed parameter systems and time delay systems by

utilizing the framework of the optimal control theory. More recently, Zavala and Biegler [18]

presented the application of MHE for multi-zone low-density polyethylene tubular reactors.

In 1981 year, Ray [3] summarized and applied works of [17] in both lumped parameter and
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distributed parameter systems (see [19]; [20]). The optimal state estimation technique devel-

oped by Thomas and Ray was formulated by utilizing the variational method for continuous

systems and the resulting estimation formulations have analytical expression. Motivated by

the above content, in this chapter, we extended the framework of a continuous optimal state

estimation technique to deal with the state estimation problem when the state constraints for

continuous chemical process systems are explicitly included. In this chapter, the analytical

form of the proposed state estimator is obtained and the estimator is a sequential one step

estimator that can be applied directly online without solving the quadratic programming

(QP) problem. Moreover, most constrained state estimation work is done in discrete-time,

while the work in this chapter is elaborated in continuous-time.

Most of dissipative PDE systems contain the spatial differential operators the spectrum of

which satisfies the spectrum decomposition assumption. Therefore, when designing filters or

estimators for these PDE systems, modal analysis can be utilized to convert the dissipative

PDE system into a finite-dimensional subsystem with its infinite-dimensional subsystem

complement (e.g., [21], [3] and [22]). Since the finite-dimensional subsystem can capture

the dominant system dynamics, the infinite-dimensional complement subsystem is often

neglected. Along the line of approximation of PDE systems within the filter design, in

[23], by minimizing the quadratic error least squares, the early lumped optimal filter and

late lumped optimal filter are designed and compared. Hence, in [23] it has been shown that

approximation which induces a loss of infinite-dimensional complement subsystem yields

that the early lumped filter has a slower convergence rate relative to the late lumped filter

when starting from a poor prior initial estimate. Moreover, the early lumped filter does

not track system dynamics as well as the late lumped filter. Therefore, in this chapter,

to eliminate impact of loss of a complement subsystem, we include the complete dynamics

of the infinite-dimensional subsystem within the state estimator design. Moreover, in this

chapter, we consider a large class of infinite-dimensional systems: Pritchard-Salamon class

of linear infinite-dimensional systems which involve many examples of PDE systems with
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boundary control and observation, which result in the technique difficulties for the analysis

of such systems and design of the state estimators as well (see [24], [25]).

2.2 State Estimation for Finite Dimensional Process

Systems

2.2.1 Model Description

Let us consider the following linear time-invariant system:

ẋ(t) = Ax(t) +Bu(t) +Gξ(t), x(0) = x0 (2.1a)

y(t) = Cx(t) + η(t) (2.1b)

where x(t) ∈ Rn, u(t) ∈ R, y(t) ∈ R are the state, input and output, respectively and

A ∈ Rn×n, B ∈ Rn×1, G ∈ Rn×1, and C ∈ R1×n are the state, input, disturbance and output

matrices, respectively. ξ(t) and η(t) are the zero-mean random processes with the following

stochastic properties:

E(ξ(t)) = 0, E(ξ(t)ξ(τ)T ) = R−1(t)δ(t− τ)

E(η(t)) = 0, E(η(t)η(τ)T ) = Q−1(t)δ(t− τ)

E(ξ(t)η(τ)T ) = 0

(2.2)

where E(ξ(t)) and E(η(t)) are the mean of ξ(t) and η(t).

The state x(t) in system (2.1) is subjected to the following constraint:

Xmin ≤ Γx(t) ≤ Xmax (2.3)

where Γ ∈ R1×n is a vector.
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2.2.2 State Estimation Formulation

In this section, based on system (2.1), we formulate the constrained optimal state estimation

problem as the solution to the following quadratic optimization problem:

min
x̂(t)

J(x̂(t)) (2.4)

where the objective function is defined by:

J(x̂(t)) = 1
2
[x̂(0)− x0]TP−1

0 [x̂(0)− x0]+

1
2

∫ tf
0

{(
˙̂x(t)− Ax̂(t)−Bu(t)

)T
GTR(t)G

(
˙̂x(t)− Ax̂(t)−Bu(t)

)}
dt+

1
2

∫ tf
0

{
(y(t)− Cx̂(t))TQ(t) (y(t)− Cx̂(t))

}
dt

subject to constraint:

Xmin ≤ Γx̂(t) ≤ Xmax (2.5)

where tf is terminal time, x̂(t) is the state estimate of x(t), and R(t), Q(t) are chosen by

means in (2.2) and P0 is defined by:

E([x̂(0)− x0] [x̂(0)− x0]T ) = P0 (2.6)

We shall now define U(t) = ˙̂x(t)−Ax̂(t)−Bu(t) to convert the optimal state estimation

problem to an optimal control problem:

min
U(t)

J(x̂(t)) (2.7)
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where the objective function is defined by:

J(x̂(t)) = 1
2
[x̂(0)− x0]TP−1

0 [x̂(0)− x0]+

1
2

∫ tf
0

{
U(t)TGTR(t)GU(t)

}
dt+

1
2

∫ tf
0

{
(y(t)− Cx̂(t))TQ(t) (y(t)− Cx̂(t))

}
dt

subject to constraints:

˙̂x(t) = Ax̂(t) +Bu(t) + U(t), x̂(0) unspecified (2.8)

Xmin ≤ Γx̂(t) ≤ Xmax (2.9)

The essential problem of the optimal state constrained optimization given by (2.7), (2.8)

and (2.9) can be reduced to two sub-optimization problems. The first problem is uncon-

strained optimization which is reflected in the condition that constraints given by equation

(2.9) are not active, while the second problem has an equality constraints active and the

optimal value is at the constrained boundary (Γx̂(t) = Xmax or Γx̂(t) = Xmin). In other

words, one performs the following two algorithmic steps:

(P.1) One solves the optimization problem (2.7) and (2.8) without the constraint (2.9). Then,

one inspects if the results satisfy the constraint (2.9). If the results satisfy the con-

straint, then the estimation is completed at the current estimation time instant. Oth-

erwise, we proceed to step (P.2). In other words, the constraints are not active.

(P.2) In this step, one inspects which side of the constraint (2.9) is not satisfied. In the

case that the results do not satisfy the lower side of (2.9), one needs to resolve the

inequality constrained optimization problem (2.7) and (2.8) subject to the lower side

of (2.9): Xmin ≤ Γx̂(t). According to Section 11.2.2 of [26], in this step, the inequal-

ity constrained optimization problem can be converted into an equality constrained
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optimization problem:

min J(x̂(t)) s.t. (2.8) and Smin(x̂, t) = −Γx̂(t) + Xmin = 0 (2.10)

Similarly, if the estimation results do not satisfy the upper side of (2.9), one needs to

resolve the inequality constrained optimization problem (2.7) and (2.8) subject to the

upper side of (2.9): Γx̂(t) ≤ Xmax, which can be converted into an equality constrained

optimization problem:

min J(x̂(t)) s.t. (2.8) and Smax(x̂, t) = −Γx̂(t) + Xmax = 0 (2.11)

1). In step (P.1), we directly formulate the unconstrained state estimator according to [3]

and the formulations will be given at the end of this section.

2). In step (P.2), we embed the equality constraints within the Ray’s optimal state estimation

framework. Essentially, the problems (2.10) and (2.11) are the same. In this chapter, we

use the problem (2.10) as a representative to illustrate the derivation of the formulation and

finally we directly give the formulation for the case (2.11).

Remark 1. From (P.1) and (P.2), the activation of the constraints is based on the results

of the unconstrained solution. Once the unconstrained solution locates at out of the feasible

set, the constraints are activated, i.e., (2.10) or (2.11) needs to be resolved. The equality

constraint in (2.10) or (2.11) indicates that the solution at the boundary of feasible set is

selected. This may result in sub-optimal solution. However, because of the specific form of

objective function (2.4), in most cases, this selection is still able to provide a good solution.

Therefore, the proposed method in this chapter can provide a better estimation results than

the unconstrained state estimation method.

According to [27], it is easier to deal with the equality constrained optimal control prob-

lems through the variational method when the constraint function contains explicit expres-
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sion of the control variable, i.e. U(t) which is the case in this chapter.

Consider the constraint:

Smin(x̂, t) = −Γx̂(t) + Xmin = 0 (2.12)

Since the constraint function Smin(x̂, t) in (2.12) does not contain the explicit expression of

U(t), an additional formulation needs to be developed. If this constraint (2.12) is applied

for all 0 ≤ t ≤ tf , its time derivative along the path must vanish, i.e.,

dSmin(x̂, t)

dt
=
∂Smin

∂t
+
∂Smin

∂x̂
˙̂x = 0 (2.13)

Substituting (2.8) into (2.13), one obtains

ΓAx̂(t) + ΓBu(t) + ΓU(t) = 0 (2.14)

Apparently, the (2.14) has explicit dependence on U(t) and thus plays the role of a control

variable constraint similar to the type (3.3.1) shown in [27]. In this case, we formulate the

minimization problem as:

min J(x̂(t)) s.t. (2.8) and ΓAx̂(t) + ΓBu(t) + ΓU(t) = 0 (2.15)

We first formulate the augmented Hamiltonian:

H = 1
2
UT (t)RGU(t) + 1

2
(y(t)− Cx̂(t))TQ (y(t)− Cx̂(t))

+λT (t) [Ax̂(t) +Bu(t) + U(t)]

−µ(t) [ΓAx̂(t) + ΓBu(t) + ΓU(t)]

where RG(t) = GTR(t)G, λ is a Lagrange multiplier vector and µ is a Lagrange multiplier

scalar. The last term of Hamiltonian originates from the (2.14). Meanwhile, it is necessary
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to let x̂(t) satisfy (2.12).

In order to ensure the solvability of a constrained minimization problem, the following

three conditions have to be satisfied:

(c.1) ∂H
∂U

= UT (t)RG + λT (t)− µ(t)Γ = 0

(c.2) λ̇(t) = CTQ (y(t)− Cx̂(t))− ATλ(t) + (ΓA)Tµ(t)

(c.3) λ(tf ) = 0

Remark 2. The most challenging part in the section associated with estimation of con-

strained linear systems is how to embed the equality constraint (2.12) into the framework.

According to Section 3.4 of [27], one can easily solve the problem (2.10) by setting the initial

conditions of x̂(t) to satisfy (2.12) and solving the problem (2.15). In the realization of the

state estimation process, one can regard the state estimation results at the last estimation

time instant as the initial conditions of x̂(t) at the current estimation time instant. Par-

ticularly, when the state estimation results are around the constraint, i.e. (2.12) at the last

estimation time instant, one can formulate solutions for (2.15) such that the state estima-

tion results satisfy (2.12), since the initial conditions at the current estimation time instant

satisfy constraint (2.12) approximately.

In order to drive x̂(t) to satisfy constraint (2.12) exactly, we take constraint (2.12) into

the conditions (c.1-c.2-c.3) and obtain the following extended conditions:

(ce.1) ∂H
∂U

= UT (t)RG + λT (t)− µ(t)Γ = 0

(ce.2) λ̇(t) = CTQ
(
y(t)− Cx̂(t) + Γx̂(t)−Xmin

)
− ATλ(t) + (ΓA)Tµ(t)

(ce.3) λ(tf ) = 0

From (ce.1) and (2.14), we can calculate:

µ(t) =
(
ΓR−1

G ΓT
)−1 [

ΓR−1
G λ(t)− Ax̂(t)− ΓBu(t)

]
(2.16)

15



Based on (2.8), (ce.2) and (2.16), it is easy to formulate the following coupled ordinary

differential equations:

˙̂x(t) = Ax̂(t) +Bu(t)−R−1
G λ(t)

+R−1
G ΓT

(
ΓR−1

G ΓT
)−1 (

ΓR−1
G λ(t)− ΓAx̂(t)− ΓBu(t)

) (2.17)

λ̇(t) = CTQ
(
y(t)− Cx̂(t) + Γx̂(t)−Xmin

)
− ATλ(t)

+(ΓA)T
(
ΓR−1

G ΓT
)−1 (

ΓR−1
G λ(t)− ΓAx̂(t)− ΓBu(t)

) (2.18)

To produce the filter equations, we need to utilize the more explicit notations x̂(t|tf ), λ(t|tf )

denoting the optimal estimates and adjoint variables at time t, which is conditional on data

y(t) up to time tf . According to [3], we have:

dx̂(tf |tf )
dtf

= x̂t(tf |tf ) + x̂tf (tf |tf ) (2.19)

where x̂t(tf |tf ) =
∂x̂(t|tf )

∂t

∣∣∣
t=tf

, x̂tf (tf |tf ) =
∂x̂(tf |T )

∂T

∣∣∣
T=tf

, where
∂x̂(t|tf )

∂t
denotes the rate of

change of the estimate at time t with fixed data base and
∂x̂(tf |T )

∂T
denotes the rate of change

of the estimate at time tf with increasing data at time T .

According to the form of equation (2.17), we note that x̂(t|tf ) is a function of λ(t|tf ),

i.e.:

x̂(t|tf ) = x̂(λ(t|tf )) (2.20)

If we apply the chain rule in (2.20), we obtain derivative of optimal state estimation

conditional on data tf and with respect to tf :

∂x̂(t|tf )
∂tf

=
∂x̂(t|tf )
∂λ(t|tf )

∂λ(t|tf )
∂tf

= −P (t|tf )
∂λ(t|tf )
∂tf

(2.21)
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Applying the same decomposition property to λ(t|tf ), we have:

dλ(tf |tf )
dtf

= λt(tf |tf ) + λtf (tf |tf ) =
∂λ(t|tf )
∂t

∣∣∣∣
t=tf

+
∂λ(tf |T )

∂T

∣∣∣∣
T=tf

(2.22)

Combining (2.17)-(2.22) and (ce.3), we finally obtain:

˙̂x(tf |tf ) = Ax̂(tf |tf ) +Bu(tf )−R−1
G ΓT

(
ΓR−1

G ΓT
)−1

(ΓAx̂(tf |tf ) + ΓBu(tf ))

+P (tf |tf )CTQ
(
y(tf )− Cx̂(tf |tf ) + Γx̂(tf |tf )−Xmin

)
−P (tf |tf )(ΓA)T

(
ΓR−1

G ΓT
)−1

(ΓAx̂(tf |tf ) + ΓBu(tf ))

(2.23)

Then, the state estimation equation has the form:

˙̂x(t) = Ax̂(t) +Bu(t)−R−1
G ΓT

(
ΓR−1

G ΓT
)−1

(ΓAx̂(t) + ΓBu(t))

+P (t)CTQ
(
y(t)− Cx̂(t) + Γx̂(t)−Xmin

)
−P (t)(ΓA)T

(
ΓR−1

G ΓT
)−1

(ΓAx̂(t) + ΓBu(t))

(2.24)

Now we proceed with the differential sensitivities P (tf |tf ). It can be noted that

∂

∂t

[
∂x̂(t|tf )
∂tf

]
=

∂

∂tf

[
∂x̂(t|tf )
∂t

]
(2.25)

∂

∂t

[
∂λ(t|tf )
∂tf

]
=

∂

∂tf

[
∂λ(t|tf )
∂t

]
(2.26)

With the help of (2.21), (2.25) and (2.18), the left side of (2.25) can be derived as:

∂
∂t

[
x̂tf (t|tf )

]
= − ∂

∂t

[
P (t|tf )λtf (tf |tf )

]
= −

[
Pt(t|tf ) + P (t|tf )CTQ (C − Γ)P (t|tf )− P (t|tf )AT

+P (t|tf )(ΓA)T
(
ΓR−1

G ΓT
)−1 (

ΓR−1
G + ΓAP (t|tf )

)]
λtf (t|tf )

(2.27)
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The right side of (2.25) can be calculated through (2.17) as:

∂

∂tf
[x̂t(t|tf )] =

[
R−1
G ΓT

(
ΓR−1

G ΓT
)−1 (

ΓR−1
G + ΓAP (t|tf )

)
− AP (t|tf )−R−1

G

]
λtf (t|tf )

(2.28)

From (2.25), (2.27) and (2.28), we see that for (2.25) to hold for all λtf (t|tf ) the coefficient

of λtf (t|tf ) must vanish and then the formulation of Pt(t|tf ) can be obtained. Usually, we use

Pt(t|tf ) to represent Pt(tf |tf ) and as a result the differential sensitivities have the approximate

solution:

Ṗ (t) = AP (t) + P (t)AT +R−1
G −R

−1
G ΓT

(
ΓR−1

G ΓT
)−1 (

ΓR−1
G + ΓAP (t)

)
−P (t)CTQ (C − Γ)P (t)− P (t)(ΓA)T

(
ΓR−1

G ΓT
)−1 (

ΓR−1
G + ΓAP (t)

) (2.29)

Using the same formulation as in [3], the initial conditions are:

x̂(0) = x0, P (0) = P0 (2.30)

Hereto, we completed derivation of the solution to problem (2.10) in step (P.2). Similarly,

one can easily provide the solution for the problem (2.11). To sum up, at every estimation

time instant, we may need to perform two steps (P.1)-(P.2). At every estimation time instant,

one can first perform step (P.1). In step (P.1), one can directly apply the method presented

by Ray and the state estimation equation, and the approximate differential sensitivities are

given as (for further details, see [3]):

˙̂x(t) = Ax̂(t) +Bu(t) + P (t)CTQ(y(t)− Cx̂(t))

Ṗ (t) = P (t)AT + AP (t) +R−1
G (t)− P (t)CTQCP (t), P (0) = P0

(2.31)

After step (P.1), one inspects if or not the unconstrained state estimation results satisfy the

constraint Xmin ≤ Γx̂(t) ≤ Xmax. In the case that the estimation results do not satisfy the

constraint, one proceeds to perform step (P.2). In step (P.2), when the results do not satisfy
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Xmin ≤ Γx̂(t), one performs the formulation (2.24) and (2.29) to guarantee the estimation

within the constraint. Similarly, when the estimation results do not satisfy the constraint

Γx̂(t) ≤ Xmax, one performs the following formulations, which are solutions to the problem

(2.11):

˙̂x(t) = Ax̂(t) +Bu(t)−R−1
G ΓT

(
ΓR−1

G ΓT
)−1

(ΓAx̂(t) + ΓBu(t))

+P (t)CTQ (y(t)− Cx̂(t) + Γx̂(t)−Xmax)

−P (t)(ΓA)T
(
ΓR−1

G ΓT
)−1

(ΓAx̂(t) + ΓBu(t)) , x̂(0) = x0

(2.32)

Ṗ (t) = AP (t) + P (t)AT +R−1
G −R

−1
G ΓT

(
ΓR−1

G ΓT
)−1 (

ΓR−1
G + ΓAP (t)

)
−P (t)CTQ (C − Γ)P (t)− P (t)(ΓA)T

(
ΓR−1

G ΓT
)−1 (

ΓR−1
G + ΓAP (t)

)
, P (0) = P0

(2.33)

2.3 State Estimation for Dissipative Infinite-Dimensional

Systems

In many dissipative PDE processes, there exist constraints with respect to the state in the

form of inequalities which arise from the safety, performance or product quality require-

ments. Moreover, within dissipative PDE systems, the Pritchard-Salamon class of linear

infinite-dimensional systems involve boundary actuation and point observation, which brings

mathematic difficulties for the analysis of such systems and design of the state estimators.

Motivated by this, we extend the finite dimensional constrained optimal state estimation

framework to the Pritchard-Salamon class of PDE systems. In this section, we utilize the

modal analysis technique to represent the original dissipative PDE system dynamics as the

combination of a computable finite-dimensional subsystem and its infinite-dimensional com-

plement. With the aid of state bound of stable infinite-dimensional complement (see equation

(2.49)), we include the state evolution of infinite-dimensional complement subsystem. Then,

we formulate the constrained optimal state estimation problem for finite-dimensional sub-

system which is augmented by the information from the infinite-dimensional complement.
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2.3.1 Model Description

Let us consider the following Pritchard-Salamon infinite-dimensional system which is given

by boundary controlled dissipative PDE systems:

ẋ(t) = Ax(t) + Gξ(t), x(0) = x0 ∈ D(A) (2.34a)

Bx(t) = ub(t) (2.34b)

y(t) = Cx(t) + η(t) t > 0 (2.34c)

where x(t) ∈ X is the state and the state space X is a separable Hilbert space L2(0, 1), ub(t)

is the input in the real Hilbert space Ub, and y(t) is the output in the real Hilbert space Y .

The operator A : D(A) ⊂ X → X is an unbounded linear self-adjoint operator and satisfies

the spectrum decomposition assumption, and B and C are unbounded linear operators on X

taking values in Hilbert spaces Ub and Y , respectively. The distributed disturbance operator

G ∈ L(Ψ, X) is bounded on X. The process disturbance: ξ(t) ∈ Ψ in the real Hilbert space

Ψ is bounded, i.e. ‖ξ(t)‖≤ un and has the same stochastic property as in (2.2), where un is a

positive constant. The measurement noise is η(t) ∈ Ω and has the same stochastic property

as in (2.2). The measurement noise space Ω is a real Hilbert space, i.e. Ω ⊂ R.

Definition 1. [28]. If the set σu(A) is bounded and is separated from the set σs(A) in

such a way that a rectifiable, simple, closed curve can be drawn so as to enclose an open

set containing σu(A) in its interior and σs(A) in its exterior, then A is said to satisfy the

spectrum decomposition assumption. where σu(A) = σ(A), {λ : Re(λ) ≥ −δ} and σs(A) =

σ(A), {λ : Re(λ) < −δ}. σ(A) denotes the spectrum of A and δ > 0.

Remark 3. The systems with boundary control and point observation are very common.

Without loss of generality, we consider these systems in the form of (2.34) in this chapter.

However, in system (2.34), the unboundedness of operators B and C brings the mathematic

difficulties. Therefore, we first convert (2.34) into a new system involving no unbounded
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operators except for the dynamic generator. According to [14], if we apply the change of

variables x(t) = p(t) +Bbub(t), for all ub ∈ Ub,BBbub = ub and u̇b(t) ∈ Ub, then (2.34a) can

be converted into the following form:

ṗ(t) = Ap(t) +ABbub(t)−Bbu̇b(t) + Gξ(t), p(0) = p0 (2.35)

Bp(t) = 0 (2.36)

where p(t) ∈ X is the replacement state and the operator A : D(A) → X is defined by

Ax = Ax for all x ∈ D(A) = D(A) ∩KerB. A is an infinitesimal generator of a strongly

continuous semigroup TA(t) on X. Bb ∈ L(Ub, X) and for all ub ∈ Ub, Bbub ∈ D(A), the

operator ABb ∈ L(Ub, X).

C is the point observation operator, i.e. C ∈ L(X1, Y ), where X1 ∈ D(A) is equipped with

the norm ‖x‖1= ‖(γI−A)‖ for γ ∈ ρ(A), where ρ(A) is the resolvent of the operator A and we

can define the operator Cβx = βC(βI − A)−1x. For any parameter β in ρ(A), the resolvent

operator (βI − A)−1 ∈ L(X,X1) and C ∈ L(X1, Y ). Therefore, βC(βI − A)−1 ∈ L(X, Y ),

which implies that Cβ is a bounded linear operator on X. In this chapter, we assume that

the original system is an abstract regular system. Then, based on Theorem 5.8. and Remark

6.2. of [29], we can see that

lim
β→+∞

yβ(t) = lim
β→+∞

Cβx(t) = Cx(t) (2.37)

Therefore, the output y(t) in (2.34c) can be approximated by

yβ(t) = Cβp(t) + CβBbub(t) + η(t) (2.38)

For the system (2.34), the state is subjected to the following constraint:

Xmin ≤ Υx(t) ≤ Xmax (2.39)
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where Υ ∈ L(X,R) is an operator in Hilbert space X, where R is a real number space.

2.3.2 Model Decomposition

Since the operator A also satisfies the spectrum decomposition assumption, then according

to [14] for any p ∈ X there exists the projector

Psp =
1

2πj

∫
Γ

(λI − A)−1pdλ

where Γ is a rectifiable, closed, simple curve. If we define Pf = I − Ps, then ps(t) = Psp(t),

pf (t) = Pfp(t) and the system (2.35) and (2.38) can be rewritten in the following equivalent

form

ṗs(t) = Asps(t) +Ksub(t)−Bbsu̇b(t) + Gsξ(t), ps(0) = Psp0 (2.40a)

ṗf (t) = Afpf (t) +Kfub(t)−Bbf u̇b(t) + Gfξ(t), pf (0) = Pfp0 (2.40b)

yβ(t) = Cβsps(t) + Cβfpf (t) + CβBbub(t) + η(t) (2.41)

where As = PsA, Af = PfA, Ks = PsABb, Kf = PfABb, Bbs = PsBb, Bbf = PfBb,

Gs = PsG, Gf = PfG, Cβs = PsCβ, Cβf = PfCβ. Here, (2.40a) is an (N + 1)-dimensional

subsystem which can capture the dynamics of the system (2.35) and (2.40b) is an infinite-

dimensional subsystem. We denote by TAs and TAf the strongly continuous semigroup of

the generator As and Af , respectively. If we denote the orthonormal eigenfunctions of the

operator A and corresponding eigenvalues by {φ0, φ1, φ2, · · ·} and σ(A) = {λ0, λ1, λ2, · · ·},

respectively, then

σ (As) = {λ0, λ1, · · · , λN}, σ (Af ) = {λN+1, · · ·} (2.42)
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The states ps(t) and pf (t) have the unique representation

ps(t) =
N∑
n=0

an(t)φn, pf (t) =
∞∑

n=N+1

an(t)φn, an(t) = 〈p(t), φn〉X (2.43)

For KsBbub(t), KfBbub(t), Bbsu̇b(t), Bbf u̇b(t) and Gsξ(t), and Gfξ(t) in X, the unique

representations are given as

Ksub(t) = ub(t)
N∑
n=0

knφn, Kfub(t) = ub(t)
∞∑

n=N+1

knφn, kn = 〈ABb, φn〉X (2.44)

Bbsu̇b(t) = u̇b(t)
N∑
n=0

bnφn, Bbf u̇b(t) = u̇b(t)
∞∑

n=N+1

bnφn, bn = 〈Bb, φn〉X (2.45)

Gsξ(t) = ξ(t)
N∑
n=0

cnφn, Gfξ(t) = ξ(t)
∞∑

n=N+1

cnφn, cn = 〈G, φn〉X (2.46)

Since for all p ∈ X and for all β ∈ ρ(A),

(βI − A)−1p(t) =
+∞∑
n=0

1

β − λn
< p(t), φn >φn

Then, the output terms Cβp(t) and CβBbub(t) in (2.41) can be expressed:

Cβsp(t) =
N∑
n=0

an(t)dn, Cβfp(t) =
∞∑

n=N+1

an(t)dn, dn =
β

β − λn
Cφn (2.47a)

CβBbub(t) = ub(t)
∞∑
n=0

bndn (2.47b)

We regard the state ps(t) governed by the (N + 1)-dimensional system (2.40a) as the

estimated modes of the system (2.35) and the state pf (t) governed by the infinite dimen-

sional system (2.40b) as the unestimated or residual modes of the system (2.35). One can

demonstrate that the semigroup TAf satisfies the spectrum determined growth assumption
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and according to [28] we have

∥∥TAf (t)∥∥ ≤Me−σt, σ ≤ −λn, n ≥ N (2.48)

Taking advantage of inequality (2.48), the following theorem holds.

Theorem 1. For the infinite dimensional states pf (t), ∃M > 0, ‖ξ(t)‖≤ un and σ ≤ −λn,

we have the following inequality

‖pf (t)‖ ≤Me−σt |pf (0)|+ M
σ
‖Kfub(t)‖+ M

σ
‖Bbf u̇b(t)‖+ M

σ
‖Gf‖un (2.49)

Proof. From (2.40b), it is easy to obtain

pf (t) = TAf (t)pf (0) +
∫ t

0
TAf (t− τ) (Kfub(τ)−Bbf u̇b(τ) + Gfξ(τ)) dτ

According to the lemma 1 of [30], we get

∫∞
0

∥∥TAf (t)pf (0)
∥∥2
dt ≤M2

∫∞
0
e−2σt‖pf (0)‖2dt∫∞

0

∥∥∥∫ t0 TAf (t− τ) (Kfub(τ)−Bbf u̇b(τ) + Gfξ(τ)) dτ
∥∥∥2

dt

≤ M2

σ2

∫∞
0
‖Kfub(t)−Bbf u̇b(t) + Gfξ(t)‖2dt

Therefore, from the inequalities and ‖ξ(t)‖≤ un for t ∈ [0,∞), the following relationship

holds

‖pf (t)‖ ≤
∥∥TAf (t)pf (0)

∥∥+
∥∥∥∫ t0 TAf (t− τ) (Kfub(τ)−Bbf u̇b(τ) + Gfξ(τ)) dτ

∥∥∥
≤Me−σt |pf (0)|+ M

σ
‖Kfub(t)−Bbf u̇b(t) + Gfξ(t)‖

≤Me−σt |pf (0)|+ M
σ
‖Kfub(t)‖+ M

σ
‖Bbf u̇b(t)‖+ M

σ
‖Gf‖un

Thus, the theorem is proved.

Remark 4. The equation x(t) = p(t) +Bbub(t) implies that the state estimation problem for

x(t) is equivalent to the state estimation problem for p(t). In this work, we proceed with the
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state estimation for infinite dimensional systems based on the decomposed extended system

(2.40). In order to estimate the state p(t) in the system (2.35), we need first to evaluate

ps(t) and pf (t). However, pf (t) is unestimated. As the residual modes of the system (2.36),

pf (t) is very small. Therefore, in this work, the pf (t) modes evolution is expressed by its

upper bound: Me−σt |pf (0)| + M
σ
‖Kfub(t)‖ + M

σ
‖Bbf u̇b(t)‖ + M

σ
‖Gf‖un in (2.49) and thus

pf (t) ≈Me−σt |pf (0)|+ M
σ
‖Kfub(t)‖+ M

σ
‖Bbf u̇b(t)‖+ M

σ
‖Gf‖un.

Applying (2.43)-(2.47) in (2.40)-(2.41) and according to Theorem 1 and Remark 3, the

abstract state equation (2.40)-(2.41) can be written as following matrix representation

ȧs(t) = Λsas(t) +Ksub(t) +Bsu̇b(t) +Gsξ(t) (2.50a)

af (t) ≈Me−σt |af (0)|+ M
σ
|Kfub(t)|

+M
σ
|Bf u̇b(t)|+ M

σ
|Gf |un

(2.50b)

as(0) = as0, af (0) = af0 (2.50c)

yβ(t) = Csas(t) + up(t) + η(t) (2.50d)

where as(t) = [a0(t), a1(t), a2(t), · · · , aN(t)]T comes from ps(t) in (2.40a) and af (t) = [aN+1(t), · · ·]T

correspond to pf (t) in (2.40b), as0 and af0 are from ps(0) and pf (0), respectively. Λs =

diag{λ0, λ1, · · · , λN}, Bs = [−b0, · · · ,−bN ]T , Ks = [k0, · · · , kN ]T , Gs = [c0, · · · , cN ]T , Cs =

[d0, d1, · · · , dN ]T , Λf = diag{λN+1, · · ·}, Bf = [bN+1, · · ·]T , Kf = [kN+1, · · ·]T , Gf = [cN+1, · · ·]T ,

Cf = [dN+1, · · ·]T , up(t) = Me−σt |Cfaf0|+ M
σ
|CfBf u̇b(t)|+ M

σ
|CfKfub(t)|+ M

σ
|CfGf |un +

CβBbub(t).

Applying the decomposition technique, the operator Υ in (2.39) can be expressed as the

following:

Υx(t) =
∞∑
n=0

(Υφn) an(t) + ΥBbub(t)

= Ssas(t) + usp(t)

(2.51)

where Ss =

[
Υφ0 Υφ1 · · · ΥφN

]
, Sf =

[
ΥφN+1 · · ·

]
and usp(t) = Me−σt |Sfaf0| +
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M
σ
|SfBf u̇b(t)|+ M

σ
|SfKfub(t)|+ M

σ
|SfGf |un + ΥBbub(t).

Then the constraint (2.39) has the following form

Xmin ≤ Ssas(t) + usp(t) ≤ Xmax (2.52)

2.3.3 State Estimation Formulation

In this section, based on the representation (2.50), we formulate the optimal state estimation

problem for the dissipative PDE systems. We have shown that the state af (t) can be

approximated by its upper bound ãf (t). Therefore, in this section, our target is to estimate

as(t) in the subsystem (2.50a) which is a finite-dimensional system. Naturally, we can extend

the constrained optimal state estimation theory in previous section to this section.

After the estimation of as(t), âs(t), is obtained, we are able to utilize âs(t), ãf (t), equation

(2.43) and x(t) = p(t) +Bbub(t) to obtain the estimation of x(t): x̂(t).

x̂(t) = p̂(t) +Bbub(t)

= Φsâs + Φf ãf +Bbub(t)
(2.53)

where Φs =

[
φ0 φ1 · · · φN

]
, Φf =

[
φN+1 · · ·

]
and ãf = Me−σt |af (0)|+M

σ
|Kfub(t)|+

M
σ
|Bf u̇b(t)|+ M

σ
|Gf |un.

Then, we formulate the state estimation problem as the solution to the following quadratic

optimization problem:

min
âs(t)

J(âs) (2.54)
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where the objective function J is defined by:

J(âs) = 1
2
[âs(0)− as0]TP−1

0 [âs(0)− as0]

+1
2

∫ tf
0

{(
˙̂as(t)− Λsâs(t)−Ksub(t)−Bsu̇b(t)

)T
×GT

s RGs

(
˙̂as(t)− Λsâs(t)−Ksub(t)−Bsu̇b(t)

)}
dt

+1
2

∫ tf
0

{
(yβ(t)− up(t)− Csâs(t))TQ (yβ(t)− up(t)− Csâs(t))

}
dt

subject to the constraint:

Xmin ≤ Ssâs(t) + usp(t) ≤ Xmax (2.55)

Let us now discuss the objective function. The weighted least squares objective to be con-

sidered along with the finite dimensional approximation is:

J(âs) = 1
2
[âs(0)− as0]TP−1

0 [âs(0)− as0]

+1
2

∫ tf
0

{(
˙̂as(t)− Λsâs(t)−Ksub(t)−Bsu̇b(t)

)T
×GT

s RGs

(
˙̂as(t)− Λsâs(t)−Ksub(t)−Bsu̇b(t)

)}
dt

+1
2

∫ tf
0

{
(yβ(t)− up(t)− Csâs(t))TQ (yβ(t)− up(t)− Csâs(t))

}
dt

(2.56)

where R(t), Q(t) are chosen the same as (2.2) and P0 is defined as:

E([âs(0)− as0] [âs(0)− as0]T ) = P0 (2.57)

In this case, if we define V (t) = ˙̂as(t)− Λsâs(t)−Ksub(t)−Bsu̇b(t) and rewrite the

objective function:

J(âs) = 1
2
[âs(0)− as0]TP−1

0 [âs(0)− as0]

+1
2

∫ tf
0

{
V T (t) GT

s RGsV (t)
}
dt

+1
2

∫ tf
0

{
(yβ(t)− up(t)− Csâs(t))TQ (yβ(t)− up(t)− Csâs(t))

}
dt

(2.58)

then, the optimal state estimation problem is converted to an optimal control problem,
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namely selecting the control V (t) such that the objective function J(âs) in (2.58) is minimized

subject to:

˙̂as(t) = Λsâs(t) +Ksub(t) +Bsu̇b(t) + V (t), âs(0) unspecified (2.59)

Xmin ≤ Ssâs(t) + usp(t) ≤ Xmax (2.60)

where the constraint (2.60) comes from (2.39)-(2.51).

By solving the optimization problem (2.58), (2.59) and (2.60), we can obtain the results of

the optimal state estimation for the original infinite-dimensional system. Since the derivation

in this section is similar to the derivation of the state estimation formulation in previous

section, we directly give the state estimation solution in this section:

First, one solves the unconstrained optimization problem (2.58)-(2.59) without the con-

straint (2.60) and obtains the state estimation equation and the approximate differential

sensitivities:
˙̂as(t) = Λsâs(t) +Ksub(t) +Bsu̇b(t)

+P (t)Cs
TQ (y(t)− up(t)− Csâs(t)) , âs(0) = as0

(2.61)

Ṗ (t) = ΛsP (t) + P (t)Λs
T +R−1

G − P (t)Cs
TQCsP (t), P (0) = P0 (2.62)

Once the unconstrained result is obtained, one needs to inspect if the results satisfy

the constraint (2.60). If the results do not satisfy the lower side of the constraint (2.60),

one needs to reformulate the constrained optimization problem and obtains a new state

estimation equation and the differential sensitivities:

˙̂as = Λsâs(t) +Ksub(t) +Bsu̇b(t)

−R−1
G STs

(
SsR

−1
G STs

)−1
[SsΛsâs(t) + SsKsub(t) + SsBsu̇b(t) + u̇sp(t)]

+P (t)CT
s Q
(
y(t)− Câs(t) + Ssâs(t)− up(tf ) + usp(t)−Xmin

)
−P (t)(SsΛs)

T (SsR−1
G STs

)−1
(SsΛsâs(t) + SsKsub(t) + SsBsu̇b(t) + u̇sp(t))

âs(0) = as0

(2.63)
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Ṗ (t) = ΛsP (t) + P (t)ΛT
s +R−1

G −R
−1
G STs

(
SsR

−1
G STs

)−1 [
SsR

−1
G + SsΛsP (t)

]
−P (t)CT

s Q (C − Ss)P (t)− P (t)(SsΛs)
T (SsR−1

G STs
)−1 [

SsR
−1
G + SsΛsP (t)

]
P (0) = P0

(2.64)

If the results do not satisfy the upper side of the constraint (2.60), one needs to reformu-

late the constrained optimization problem and obtains a new state estimation equation and

the differential sensitivities:

˙̂as = Λsâs(t) +Ksub(t) +Bsu̇b(t)

−R−1
G STs

(
SsR

−1
G STs

)−1
[SsΛsâs(t) + SsKsub(t) + SsBsu̇b(t) + u̇sp(t)]

+P (t)CT
s Q (y(t)− Câs(t) + Ssâs(t)− up(tf ) + usp(t)−Xmax)

−P (t)(SsΛs)
T (SsR−1

G STs
)−1

(SsΛsâs(t) + SsKsub(t) + SsBsu̇b(t) + u̇sp(t))

âs(0) = as0

(2.65)

Ṗ (t) = ΛsP (t) + P (t)ΛT
s +R−1

G −R
−1
G STs

(
SsR

−1
G STs

)−1 [
SsR

−1
G + SsΛsP (t)

]
−P (t)CT

s Q (C − Ss)P (t)− P (t)(SsΛs)
T (SsR−1

G STs
)−1 [

SsR
−1
G + SsΛsP (t)

]
P (0) = P0

(2.66)

where RG = GT
s RGs.

At every time instant of the estimation realization, we utilize the unconstrained formu-

lation (2.61)-(2.62) to obtain the estimation result. Then, we inspect if the result satisfies

the constraint (2.60). If the result satisfies the constraint, the estimation is completed at the

current estimation time instant. Otherwise, if the result does not satisfy the lower side of

the constraint (2.60): Xmin ≤ Ssas(t) + usp(t), we need to utilize formulation (2.63)-(2.64)

to resolve estimation problem. In other words, if the result does not satisfy the upper side

of the constraint (2.60): Ssas(t) + usp(t) ≤ Xmax, we need to utilize formulation (2.65)-

(2.66) to resolve estimation problem. Once we obtain the estimation result satisfying the

constraint (2.60), we start to proceed with the next time instant state estimation and use

the formulation (2.61)-(2.66) again.
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2.4 Simulation Study

In this section, two numerical examples illustrating the implementation of the constrained

optimal state estimation framework are presented.

Example 1- Consider the coupled ODE systems:

dx1(t)
dt

= −(1 +Da1)x1(t) +Da2x2(t) + ξ(t)

dx2(t)
dt

= Da1x1(t)− (1 +Da2 +Da3)x2(t) + u(t) + ξ(t)
(2.67)

x1(0) = x10, x2(0) = x20 (2.68)

y(t) = x2(t) + η(t) (2.69)

where Da1 = 40, Da2 = 0.5, Da3 = 1 x10 = 1.0 and x20 = 0. ξ(t) and η(t) are zero mean

random processes and have the following stochastic property:

E(ξ(t)) = 0, R−1(t) = E(ξ(t)ξ(t)T ) = 2.2615

E(η(t)) = 0, Q−1(t) = E(η(t)η(τ)T ) = 0.2457

E(ξ(t)η(τ)T ) = 0

We shall now use the state space form of (2.1) to express the example system as,

x(t) =

[
x1(t) x2(t)

]T

A =

 −(1 +Da1) Da2

Da1 −(1 +Da2 +Da3)


B =

 0

1

 , G =

 1

1

 , C =

[
0 1

]

Essentially, we can regard the system (2.67) as a finite-dimensional model for the continuous-

stirred tank reactor in which the following isothermal multi-component chemical reaction is
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carried out:

A→←B → C

The states x(t) of the system (2.67) denote the concentrations. Consequently, it is reasonable

that we assume that the state constraint is 0 < Γx(t) ≤ 0.75, where Γ =

[
0 1

]
, i.e.

0 < x2(t) ≤ 0.75. In order to make the system (2.67) satisfy the constraint: 0 < x2(t) ≤ 0.75,

we apply the constrained MPC technique to guarantee the state x2(t) to stay within (0, 0.75],

see Fig.(2.1).
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Figure 2.1: Manipulated input u(t) (solid line) and state x2(t) (dashed line) under the
formulation of constrained MPC calculated in [1].

We set the initial value of the estimation state as x̂(0) =

[
1.2 0.1

]T
and the initial

value of the sensitivities matrix as P0 = E([x̂(0)− x0] [x̂(0)− x0]T ).

To compare with the unconstrained optimal state estimation method, we apply the con-

strained optimal state estimation method to the system.
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Figure 2.2: State x1(t), the unconstrained estimation of x1(t) under the formulation (2.31)
and constrained state estimation under the formulation (2.31), (2.24), (2.29), and (2.32)-
(2.33).
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Figure 2.3: State x2(t), the unconstrained estimation of x2(t) under the formulation (2.31)
and constrained state estimation under the formulation (2.31), (2.24), (2.29), and (2.32)-
(2.33).

In Fig.(2.3), we can see that under the framework of constrained state estimation the

estimation of state x2(t) is much closer to the actual state of the example system. Moreover,

in Fig.(2.2), the estimation of state x1(t) is closer to the actual state of the system under
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the constrained state estimation formulation.

Example 2- In this section we consider a representative example of a heat conduction

system described by following dimensionless parabolic PDE system which belongs to the

class of Pritchard-Salamon systems (see [25]), e.g., systems with boundary actuation and

point observation:

∂x(z, t)

∂t
=
∂2x(z, t)

∂z2
+ ξ(t), x(z, 0) = sin(2πz) (2.70a)

∂x(0, t)

∂z
= 0,

∂x(1, t)

∂z
= ub(t) (2.70b)

y(t) = x(1, t) + η(t) (2.70c)

Xmin ≤ Υx(z, t) ≤ Xmax (2.70d)

where t ≥ 0 and z ∈ [0, 1] are the temporal and spatial variable, respectively. The state of

system x(z, t) ∈ X denotes the temperature profiles, where X = L2(0, 1) is the separable

Hilbert space. The operator Υ is defined as Υx(z, t) = x(1, t), x(z, t) ∈ L2(0, 1) and Xmin =

−0.4, Xmax = 1.5. ub(t) is the heat flux entering the system at the boundary point z = 1

and y(t) is the measurement of temperature at the boundary point z = 1. In this example,

for simplification, we assume that the process disturbance ξ(t) is uniform in the spatial

space z ∈ [0, 1]. ξ(t) and η(t) are zero mean random processes and have following stochastic

property:

E(ξ(t)) = 0, R−1(t) = E(ξ(t)ξ(t)T ) = 24.7166

E(η(t)) = 0, Q−1(t) = E(η(t)η(τ)T ) = 0.0035

E(ξ(t)η(τ)T ) = 0

The dynamic system (2.70) can be interpreted under the general state differential equa-

tion described by (2.34). There operator A : D(A) ⊂ L2(0, 1) → L2(0, 1) is given by

Ax = ∂2x
∂z2

on its domain:

D(A) =

{
x ∈ L2(0, 1), x,

dx

dz
are a.c,

dx

dz
(0) = 0,

d2x

dz2
∈ L2(0, 1)

}
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The operator B : D(B) → Ub = R is given by Bx = ∂x(1,t)
∂z

, the operator G = I is the

identity operator and the operator C : D(C) → Y = R is given by Cx = x(1, t). Hence

Cx = x(1, t) = Υx.

The boundary control system (2.70) is a nonhomogeneous system. The change of the

variable x(t) = p(t) + Bbub(t) can help to transform it into a homogenous system. In that

case, the operator A is given by Ax = Ax for all x ∈ D(A) = D(A) ∩KerB, where

D(A) =

{
x,
d2x

dz2
∈ L2(0, 1), x,

dx

dz
are a.c,

dx

dz
(0) = 0 =

dx

dz
(1)

}

Moreover, the multiplication operator Bb(z) is the solution of ABb = 1 and BBb = 1.

By applying the change of x(t) = p(t) + Bbub(t), it is easy to calculate that Bb =

0.5z2,ABb = 1 and then the homogenous system is described by:

ṗ(t) = Ap(t) + ub(t)− 0.5z2u̇b(t) + ξ(t), p(0) = p0 (2.71a)

∂p(1, t)

∂z
= 0 =

∂p(0, t)

∂z
(2.71b)

y(t) = Cp(t) + C(0.5z2)ub(t) + η(t) (2.71c)

Based on the domain D(A), the eigenfunctions and eigenvalues of the operator A can be

easily obtained:

λn = −(nπ)2, n = 1, 2, 3, · · · (2.72a)

φn(z) =

 1, n = 0
√

2 cos(nπz), n = 1, 2, 3, · · ·
(2.72b)

The observation operator C is given by:

Cx = x(1) =
∞∑
n=0

< φn, x >φn(1)

=<
∞∑
n=0

1
α−λnφn(1)φn, (αI − A)x >

(2.73)
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where α ∈ ρ(A). φn and λn, where n = 0, 1, 2, · · ·, are the orthonormal eigenfunctions and

the corresponding eigenvalues of the operator A. Since
∞∑
n=0

1
α−λnφn(1)φn ∈ L2(0, 1), it can

be shown that the operator C is A-bounded and therefore C ∈ L(X1, Y ). From [31], the

system (2.70) is a regular system. To guarantee the wellposedness of (2.71), the operator Cβ

is defined by:

Cβp(t) =
+∞∑
n=0

β

β − λn
φn(1)an(t)

Then, (2.71c) is approximated by:

yβ(t) = Cβp(t) + Cβ(0.5z2)ub(t) + η(t) (2.74)

where the parameter β = 800.

In this example, since Υx = Cx, we also use Cβ to approximate Υ. Then, the constraint

is as the following:

Xmin ≤ Cβx(z, t) ≤ Xmax

We shall now proceed with the decomposition of system (2.71). If we assume the dimen-

sion of the finite-dimensional subsystem is 4, i.e. N = 3, then, the matrix parameters in

(2.50) are:

Λs = diag{ λ0 λ1 λ2 λ3 }, Ks =

[
1 0 0 0

]T
Bs =

[
−1

6

√
2

2π
−
√

2
4π2

√
2

9π2

]T
, Gs =

[
1 0 0 0

]T
Cs =

[
β

β−λ0 −
β
√

2
β−λ1

β
√

2
β−λ2 −

β
√

2
β−λ3

]

σ = −10π2,M = 0.25

Λf = diag{λ4, · · · , λm}, Bf = [b4, · · · , bm]T

Kf = [k4, · · · km]T , Gf = [c4, · · · cm]T , Cf = [d4, · · · , dm]T

up(t) = Me−σt |Cfaf0|+
M

σ
|CfBf u̇b(t)|+

M

σ
|CfKfub(t)|+

M

σ
|CfGf |un + CβBbub(t)

In this example, we set m = 30 which means that we use 30 modes to approximate the
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original PDE system. Based on the matrix parameters above, we can formulate the optimal

state estimation equation (2.61)-(2.66).

With the help of the constrained MPC technique in [2], we obtain a boundary manip-

ulated input ub(t) to make the plant satisfy the constraint (2.70d), as shown in Fig.(2.4).
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Figure 2.4: The boundary manipulated input profile ub(t) applied under MPC formulation
in [2] and state at point z = 1.

In Fig.(2.4), because the effect of the manipulated input ub(t) (solid line), the state

x(1, t) satisfies the constraint [Xmin,Xmax] in the whole simulation period. Assuming that

the approximate initial value of the estimation state is known, e.g, x̂(z, 0) = 1.5sin(2πz),

then p(z, 0) = 1.5sin(2πz) − 0.5z2ub(0). By applying the unconstrained and the proposed

constrained optimal state estimation methods to the example system, we can obtain first

the estimated p̂(z, t) state and then x̂(z, t) through the relationship x̂(t) = p̂(t) +Bbub(t). In

Fig.(2.4), we can distinctly see that the constrained state estimation (bold dash line) satisfies

the constraint. However, the unconstrained state estimation (dash line) violates the lower

bound of the constraint. In Fig.(2.2), we can see the proposed constrained optimal state

estimation method also improves the state estimation accuracy at different spatial points.
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Figure 2.5: State evolution at point z = 0.75 and z = 0.5.

Fig.(2.6)-Fig.(2.8) show the plant state profile, constrained and unconstrained estimation

state profile, respectively. Compared with the state profile by an unconstrained method in

Fig.(2.8), the state profile by the constrained method in Fig.(2.7) has a better approximation

to the plant state profile in Fig.(2.6), especially around the boundary point where the state

constraint is imposed.

Figure 2.6: State profile in noiseless plant under the MPC formulation in [2].
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Figure 2.7: State profile under optimal constrained state estimation formulation (2.61)-
(2.66).

Figure 2.8: State profile given by unconstrained estimator given by [3].

2.5 Conclusion

In this chapter, we have explored the importance of the constraints as prior information in

the optimal state estimation framework for both finite and infinite-dimensional systems com-

monly found in chemical process systems. First, the optimal constrained state estimation

problem is formulated for the finite-dimensional systems. Then, we extend the optimal con-

strained state estimation technique for the dissipative PDE systems that satisfy the spectrum

decomposition assumption. In order to eliminate the effect of loss of dynamic of infinite-

dimensional complement subsystem, in this chapter we also incorporate the dynamic of the

complement subsystem when designing the state estimator. Finally, the numerical exam-
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ples demonstrate that the proposed state estimation method improves the state estimation

performance.

From a implementation point of view, the proposed method in this chapter provides an

ad-hoc procedure to deal with the inequality state constraint optimization problem. More

precise mathematical optimization methodology still needs to be explored to improve the

proposed method. Moreover, the systems considered in this chapter are spectral systems

(finite-dimensional systems and parabolic PDE systems). As for non-spectral systems, e.g.,

first order hyperbolic PDE systems, much work needs to be done to deal with the constrained

state estimation problems.
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Chapter 3

Internal Model Servo-control for

Distributed Parameter Systems

3.1 Introduction

The control of hyperbolic systems is an essential problem that has received significant atten-

tion in recent years (see [2], [32], [33], [34]). In particular, spatially varying hyperbolic partial

differential equations(PDEs) systems have received a special attention since they are widely

employed in modeling of traffic flow, heat exchangers, open channel and tubular chemical

reactors (see [35], [36], [37]).

In control theory, the output regulation problem (or, as usually referred as a regulator

problem) plays a central role. Research in this direction of control for linear systems has

been attractive for over 30 years. The target in output regulation is to construct a controller

so that the controlled output y(t) of the plant:

ẋ(t) = Ax(t) +Bu(t) +Bdd(t), t > 0, x(0) ∈ X (3.1a)

y(t) = Cx(t), t ≥ 0 (3.1b)

tracks a desired reference signal yr(t) despite of the existence of disturbances d(t). The
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reference and disturbances are assumed to be generated by an exosystem:

ẇ(t) = Sw(t), t > 0, w(0) ∈ Cn (3.2a)

d(t) = Fw(t), t ≥ 0 (3.2b)

yr(t) = Qw(t), t ≥ 0 (3.2c)

By choosing an appropriate finite-dimensional space and a matrix S provided its eigenval-

ues on imaginary axis, the generated signal by the exosystem includes harmonic signals,

polynomials of t, and their linear combinations.

The need for the servo compensator design is abundant in the process industry. For

example, the dynamics of the distributed solar collector field is described by a first order

hyperbolic PDE, see [38], and it is required that the outlet tube oil temperature tracks

the desired specified steplike setpoint. In addition to this novel applications, the control of

the mono-tubular heat exchanger process is still an active research topic, see, [39], [40] and

[41]. In the last three decades, regulation of irrigation channels has received an increasing

interest in the process control community. In particular, water losses in open channels are

very large due to inefficient management and control. The dynamics of irrigation channels

can be described by hyperbolic partial differential equations of de Saint-Venant, see [42].

It is of interest that the downstream water level tracks a desired steplike setpoint. Finally,

a continuum production (manufacturing) model described by a hyperbolic PDE has been

introduced to simulate average behavior of production systems which produce a large number

of items in many steps, see [43]. Control of the production rate makes a vital goal of any

factory or a production system. In order to maximize profitability, a production system

must be able to match its projected demand as closely as possible. In this case, the demand

tracking (usually steplike) of the production system is one of important applied control

problems, see [44]. Therefore, motivated by the above mentioned examples, the output

regulation for hyperbolic PDEs needs to be accurately and comprehensively addressed.

The output regulation problem for linear finite-dimensional systems has been investigated
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extensively in [45], [46] and [47]. In particular, the internal model principle developed by [48]

and [47] is of paramount importance for the design of the robust error feedback regulator.

Recently, the p-copy internal model principle was extended for infinite-dimensional linear

system by [49]. More precisely, one of the most important characteristics of internal model

principle is that the output regulation problem can be divided into two parts: 1). embedding

an internal model of the exosystem into the controller, and 2). stabilizing the closed-loop

system.

In recent years, based on semigroup theory, the optimal control approaches and cor-

responding Operator Raccati equations were developed and provided for general infinite-

dimensional systems in [50] and for hyperbolic PDE systems in [32]. Motivated by these

contributions and based on the Lyapunov equations theory in [14], this thesis develops ad-

justable Operator Riccati equations to address the stabilization problem for hyperbolic PDE

systems in Section 3.2.

For infinite dimensional systems with discrete spectrum and bounded input and output

operators, a direct finite-dimensional compensator achieving output regulation was designed

in [51], where an existence result for the finite-dimensional regulator was established. Re-

cently, a dual observer based finite-dimensional regulator was developed by [52] for Resizs-

spectral systems. To complement their works, this thesis provides a new finite-dimensional

regulator for scalar first-order hyperbolic PDE systems in Section 3.3.

In this chapter, the output regulation problem is also considered for boundary controlled

hyperbolic PDE systems with boundary observation on one-dimensional spatial domains. In

particular, the outputs to be controlled, distributed, pointwise or boundary quantities are

allowed. In general, this leads to an output regulation problem with unbounded control

and observation. To solve stabilization of boundary controlled PDE systems, the backstep-

ping approach is a powerful technique for the systematic late-lumping design of infinite-

dimensional controllers [53, 54].

In this thesis, this chapter focuses on the stabilization and the output regulation for the
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first-order hyperbolic systems. In particular, Section 3.2 introduces the geometric theory

of output regulation to the regular hyperbolic systems, Section 3.3 developed novel finite-

dimensional output and error feedback regulators for the first-order hyperbolic systems, and

Section 3.4 addressed the output regulation problems for the boundary controlled hyperbolic

systems.

3.2 Output Regulation Problem for a Class of Regular

Hyperbolic Systems

3.2.1 Problem statement

Consider the following one spatial dimensional linear hyperbolic partial differential equation

system:
∂x(z,t)
∂t

= v ∂x(z,t)
∂z

+ f(z)x(z, t) + b(z)u(t), z ∈ [0, 1]

x(0, t) = 0, x(z, 0) = x0 ∈ X

y(t) = x(z1, t)

(3.3)

where x(z, t) ∈ X denotes the state variable and X is the separable Hilbert space L2(0, 1), the

variables z ∈ [0, 1] and t ≥ 0 denote the position and time, respectively, u(t) ∈ L2
loc([0,∞), U)

denotes the input and U is a real Hilbert space, y(t) ∈ L2
loc([0,∞), Y ) denotes the output and

Y is a real Hilbert space, z1 is the observation point in spatial range [0, 1]. The parameter v is

a negative number, i.e. v < 0, f : [0, 1] 7→ R : z 7→ f(z) is an essentially bounded measurable

function where R is the real number space, i.e. f(z) ∈ L∞(0, 1), and b(z) ∈ L∞(0, 1) is a

real continuous space-varying function.

The equivalent abstract differential equation description on Hilbert space X is given by

(3.1a)-(3.1b), where A is the linear operator defined on the domain:

D(A) = {h ∈ X : h(z) is a.c.
dh

dz
∈ X and h(0) = 0}
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where a.c. means ‘absolutely continuous’, by

A = v
d

dz
+ f(z) · I (3.4)

, the input operator is given by B = b(z) · I, where I is the identity operator and the output

operator is given by Cx(z) =
∫ z1
z1−r x(z)dz with a small value r > 0.

From [55] and [37], based on the fact that v < 0 and x(0, t) = 0, the operator A given by

(3.4) generates an exponentially stable strongly continuous semigroup TA on X and for any

x ∈ L2(0, 1), TA has the representation:

(TA(t)x) (z) = Pτ

(
exp

(
1

v

∫ z

z−vt
f(σ)dσ

)
x(z − vt)

)
(3.5)

where τ = z
v

and Pτ denotes the projection of L2([0,∞), X) onto L2([0, τ), X) (by trun-

cation), (see [29]). Since TA is exponentially stable, then there exists Mw > 0 such that

‖TA(t)‖ < Mwe
w0t, where w0 < 0 is the growth bound of TA.

From the definition of the input and output operators B and C above, we know that

B ∈ L(U,X) and C ∈ L(X, Y ), i.e. B and C are bounded on X. x(t), u(t), y(t) are state,

input and output, respectively and d(t) is disturbance. We have x(t) ∈ X, where X is a

Hilbert space L2(0, 1), u(t) ∈ L2
loc([0,∞), U) , y(t) ∈ L2

loc([0,∞), Y ) and d(t) ∈ Ud, where

U , Y and Ud are real Hilbert spaces. The operator A is the generator of the exponentially

stable operator semigroup TA on X. The operators B ∈ L(U,X) and Bd ∈ L(Ud, X) are

bounded on X.

Moreover, in the exosystem, the matrix S : D(S) : Cn → Cn is a skew-Hermitian matrix

having all its eigenvalues on the imaginary axis, i.e iwk where i =
√
−1. Then, we have

Sw =
n∑
k=1

iwk < w, φk > φk (3.6)

where (φk)k∈N is an orthonormal basis of Cn. Then, w(t) is given by
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w(t) = eStw(0) =
n∑
k=1

eiwkt < w(0), φk > φk (3.7)

In this work, the matrices F , Q, S in (3.2a)-(3.2c) and the disturbance input operator Bd

in (3.1a)-(3.1b) are assumed to be known for the state feedback regulator design. We also

assume that disturbance d(t) in (3.2b) is not known, whereas the reference signal yr(t) in

(3.2c) is available for the controller to be designed.

We shall now consider the combined system Σ consisting of the plant (3.1a)-(3.1b) and

the exosystem (3.2a)-(3.2c)

ẋe(t) = Aexe(t) +Beu(t), t > 0, xe(0) ∈ Xe (3.8)

ye(t) = Cexe(t), t ≥ 0 (3.9)

on the space Xe = X ⊕ Cn equipped with inner product 〈p, q〉Xe = 〈p1, q1〉X + 〈p2, q2〉Cn

where pi ∈ X, qi ∈ Cn, p =

[
p1 pT2

]T
and q =

[
q1 qT2

]T
.

The operators are given by

Ae =

 A P

0 S

 , D(Ae) = D(A)⊕ Cn ⊂ Xe

Be =

 B

0

 and Ce =

 C 0

0 Q


where P = BdF and from the definitions above, it is easy to obtain

xe(t) =

 x(t)

w(t)

 and ye(t) =

 y(t)

yr(t)


According to lemma III.2 of [31] and by small modification, it is easy to prove that Ae
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generates a C0−semigroup TAe on Xe and TAe has the following form

TAe

 x

w

 =

 TA(t)x+
∫ t

0
TA(υ)PeS(t−υ)wdυ

eStw

 (3.10)

In this chapter, the output regulation problem is solved by designing a regulator such

that the closed-loop system is stable and the tracking error

lim
t→+∞

e(t) = 0, ∀x(0) ∈ X, w(0) ∈ Cn (3.11)

for all regulator initial values, where e(t) = (y(t)− yr(t)).

3.2.2 The output regulation problem

As the problem in finite dimensional systems, the output regulation problem for the regular

hyperbolic PDE system (3.1a)-(3.1b) is to design regulators such that the following conditions

hold:

[C1.] The closed-loop system operator generates an exponentially stable C0− semigroup;

[C2.] For the closed-loop system, the tracking error e(t) → 0 as t → ∞, for any initial

conditions x0 ∈ X and w0 ∈ Cn.

Two types of regulator synthesis are provided for the system (3.1a)-(3.1b) in this chapter.

Problem 1 -State feedback regulator problem: Find a regulator of the form

u(t) = Kx(t) + Lw(t) (3.12)

where K ∈ L(X,U), L ∈ L(Cn, U), and the information of plant and exosystem state evolu-

tion are provided, such that: (a.1)A+BK generates an exponentially stable C0−semigroup.

(a.2) The error e(t)→ 0, t→∞ for any x0 ∈ X and w0 ∈ Cn.
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Problem 2 -Error feedback regulator problem: Find a regulator of the form

ṙ(t) = G1r(t) + G2e(t) (3.13a)

u(t) = Hr(t) (3.13b)

where r ∈ Ω = X ⊕ Cn for t > 0, Ω is a Hilbert space, G1 ∈ L(Ω), G2 ∈ L(Y,Ω) and

H ∈ L(Ω, U), and only error signal is provided, such that

(c.1) The system

ẋ(t) = Ax(t) +BHr(t)

ṙ(t) = G1r(t) + G2Cx(t)

is exponentially stable when w ≡ 0, i.e.

 A BH

G2C G1


is the infinitesimal generator of an exponentially stable C0−semigroup.

(c.2) The error e(t)→ 0, t→∞ for any x0 ∈ X, r(0) ∈ Ω and w0 ∈ Cn.

3.2.2.1 The state feedback regulator problem

(1). The stabilization feedback gain

In section 3.2.1, we already know that the operator A generates an exponentially stable

semigroup on X. Then, it follows that the pair (A,B) is exponentially stabilizable. Conse-

quently, we have the following essential theorem providing a general method to obtain the

stabilizing feedback gain:

Theorem 2. Based on the fact that (A,B) is exponentially stabilizable, if there exists a

nonnegative self-adjoint operator Q0 that solves the operator Riccati algebraic equation:
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A∗Q0 +Q0A+M − 2Q0BB
∗Q0 = 0, on D(A) (3.14)

where M is a positive definite design parameter operator, such that Q0(D(A)) ⊂ D(A∗),

and feedback gain is K = −B∗Q0 ∈ L(X,U), then the stability of the closed-loop system is

provided, i.e. (A+BK) generates an exponentially stable C0−semigroup.

Before we start to prove the Theorem 2, a Lemma about the exponentially stability is

studied.

Lemma 1. Let Ac be the infinitesimal generator of the C0−semigroup TAc on the Hilbert

space X. TAc is exponentially stable if and only if there exists a nonnegative self-adjoint

operator Q0 such that

< Acx,Q0x > + < Q0x,Acx >= − < Mx, x >, x ∈ D(Ac) (3.15)

Proof. The proof is similar to the proof of Theorem 5.1.3 in [14]. According to the Lemma

4.1.24 in [14], if we let observability grammian LC be Q0 and C∗C = M , then (3.15) is

equivalent to the following Lyapunov equation

A∗cQ0 +Q0Ac +M = 0, Q0D(Ac) ⊂ D(A∗c) (3.16)

Proof of Theorem 2: By arranging some terms in equation (3.14), we obtain the following

form:

(A−BB∗Q0)∗Q0 +Q0 (A−BB∗Q0) +M = 0 (3.17)

If using K to replace −B∗Q0 in the equation (5.55) and setting Ac = A+BK, we can obtain

Q0Ac +A∗cQ0 +M = 0 (3.18)

Because the feedback control term represents a bounded perturbation of A, we have D(Ac) =

D(A) and D(A∗) = D(A∗c) (see [56], p.194). Then, it is easy to see that Q0(D(Ac)) ⊂ D(A∗c),

since Q0(D(A)) ⊂ D(A∗).
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Remark 5. One can notice that the different selection of M in (3.14) results in the different

state feedback gain K. Therefore, we shall now discuss the performance of K according to

different M . First, we set two state feedback gains K1 = −B∗Q1 and K2 = −B∗Q2, where

Q1 and Q2 are two nonnegative self-adjoint operators such that:

Q1Ac +A∗cQ1 +M1 = 0, Q1D(Ac) ⊂ D(A∗c) (3.19a)

Q2Ac +A∗cQ2 +M2 = 0, Q2D(Ac) ⊂ D(A∗c) (3.19b)

where M1 and M2 are positive definite design parameter operators and M1 −M2 = ∆M is

positive definite. Then, subtracting (3.19b) from (3.19a), the following equation holds:

∆QAc +A∗c∆Q+ ∆M = 0, ∆QD(Ac) ⊂ D(A∗c) (3.20)

It is easy to see that ∆Q = Q1−Q2 is also nonnegative self-adjoint. Then, ∆K = K1−K2 =

−B∗∆Q. Essentially, ∆Q, Q1 and Q2 are the function of spatial variable z ∈ [0, 1]. Since

B is also the continuous spatial varying function, K1, K2 and ∆K are multiplier operators.

Then, for any x ∈ D(Ac), it follows that

‖K1x‖ = (< K1x,K1x >)1/2

= (< K2x,K2x > + < ∆Kx,∆Kx > + < K2x,∆Kx > + < ∆Kx,K2x >)1/2

=
(
‖K2x‖2 + ‖∆Kx‖2+ < ∆K∗K2x, x > + < K∗2∆Kx, x >

)1/2

=
(
‖K2x‖2 + ‖∆Kx‖2 + ∆K∗K2‖x‖2 +K∗2∆K‖x‖2)1/2

=
(
‖K2x‖2 + ‖∆Kx‖2 + ∆QBB∗Q2‖x‖2 +Q2BB

∗∆Q‖x‖2)1/2

Consequently, the following inequality holds:

‖K1‖ = sup
x6=0

‖K1x‖
‖x‖

= sup
x6=0

(‖K2x‖2+‖∆Kx‖2+∆QBB∗Q2‖x‖2+Q2BB∗∆Q‖x‖2)
1/2

‖x‖

> ‖K2‖

(3.21)

The formula (3.21) implies that when selecting M1 and M2 such that ∆M is positive definite,
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then we can obtain ‖K1‖> ‖K2‖. We can see that the norm of stabilizing feedback gain ‖K‖ is

roughly proportional to M in equation (3.14). This is essential, since it implies that by adjust-

ing M proportionally in (3.14), we can design a desired feedback gain to stabilize the closed-

loop system at a desired rate.

In particular, in order to calculate the operator Riccati equation (3.14) and to construct

a state feedback gain for the system (3.1a)-(3.1b) or more specifically for (3.3), the following

lemma is provided.

Lemma 2. Consider the linear plant (3.3) and (3.1a)-(3.1b). For any v < 0, Ψ is the

solution of the matrix Riccati differential equation:

v
dΨ

dz
= f ∗Ψ + Ψf +M − 2ΨBB∗Ψ, Ψ(1) = 0 (3.22)

and Q0 := Ψ(z) · I is the unique self-adjoint nonnegative solution of the operator Riccati

algebraic equation (3.14). Hence the operator

K = −B∗(z)Ψ(z) · I (3.23)

is the stabilizing state feedback.

Proof. If we substitute Q0 := Ψ(z) · I into the equation (3.14), then for any x ∈ D(A):(
−v d

dz
Ψ · I + f ∗Ψ · I + vΨ

d

dz
+ Ψf · I +M − 2ΨBB∗Ψ · I

)
x = 0

⇔ v

(
− d

dz
(Ψx) + Ψ

dx

dz

)
+ (f ∗Ψ + Ψf +M − 2ΨBB∗Ψ)x = 0

and from [37], the following equation holds

− d

dz
(Ψx) + Ψ

dx

dz
= −dΨ

dz
x

then the operator Riccati algebraic equation (3.14) can be written as follows:

50



v
dΨ

dz
= f ∗Ψ + Ψf +M − 2ΨBB∗Ψ

The condition Ψ(1) = 0 guarantees that for any x ∈ D(A) Ψ(1)x(1) = 0, which implies that

Q0 (D(A)) ⊂ D(A∗). Therefore, if Ψ is the unique nonnegative solution on [0, 1] of equation

(3.22), then Q0 := Ψ(z) · I is a unique solution of the operator Riccati equation (3.14).

In this section, the important theorem (see Theorem 2) is investigated to help providing

the stabilization feedback gain K, such that the closed-loop stability is guaranteed, i.e.

A + BK is exponentially stable. Moreover, the influence of design parameter M on the

performance of stabilizing feedback gain in (3.14) is studied (see Remark 5). The results in

Theorem 2 and Remark 5 are not only suitable for the regular hyperbolic PDE systems in

this chapter but can also be extended to other regular systems.

(2). The state feedback regulator

In this section, we extend the key results about the state feedback regulator to the regular

first order hyperbolic PDE systems from [57].

Although the spectrum of operator A is difficultly determined, it is still easy to conclude

that the following corollary holds since A is exponentially stable.

Corollary 1. For any real number α ∈ R, iα is contained in the resolvent set of A, i.e.

iα ∈ ρ(A), where i =
√
−1.

From the Corollary 1, it is easy to see that σ(S) ⊂ ρ(A) and σ(S) ∩ σ(A) = ∅, where

σ(S) and σ(A) are the spectrum of S and A, respectively. This corollary is given to ensure

the solvability of Sylvester equations in the following theorem.

Theorem 3. Under the Corollary 1 and since (A,B) is exponentially stabilizable, the state

feedback regulator problem is solvable if there exist operators Π ∈ L(Cn, X) with ΠD(S) ⊂

D(A) and Γ ∈ L(Cn, U) which satisfy the constrained Sylvester equations (regulator equa-

tions):

ΠS = AΠ +BΓ + P (3.24)

CΠ−Q = 0 (3.25)
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The state feedback law is given by

u(t) = Kx(t) + Lw(t) (3.26)

where K stabilizes the pair (A,B) and L = Γ−KΠ.

Proof. First we prove the sufficiency. By substituting (3.26) into the system model (3.1a)-

(3.1b), the closed loop system is constructed

ẋ(t) = (A+BK)x(t) + (B(Γ−KΠ) + P )w(t) (3.27)

As mentioned above, the operatorA+BK generates the exponentially stable C0−semigroup

Tabk.

The mild solution of (3.27) is of the form:

x(t) = Tabk(t)x(0) +

∫ t

0

Tabk(t− τ) (B(Γ−KΠ) + P )w(τ)dτ (3.28)

Plugging (3.24) in (3.28), the following holds

x(t) = Tabk(t)x(0) +
∫ t

0
Tabk(t− τ) (BΓ + P −BKΠ)w(τ)dτ

= Tabk(t)x(0) +
∫ t

0
Tabk(t− τ) (ΠS − (A+BK) Π)w(τ)dτ

= Tabk(t)x(0) +
∫ t

0
Tabk(t− τ) (Πẇ(τ)− (A+BK) Πw(τ)) dτ

= Tabk(t)x(0) +
∫ t

0
d
dτ

(Tabk(t− τ)Πw(τ))dτ

= Tabk(t) (x(0)− Πw(0)) + Πw(t)

(3.29)

Then, the tracking error in (3.11) can be rewritten as

e(t) = Cx(t)−Qw(t)

= CTabk(t) (x(0)− Πw(0)) + (CΠ−Q)w(t)
(3.30)

Tabk is exponentially stable and C is bounded on X, thus the equation (3.25) implies that in

equation (3.30) the tracking error e(t)→ 0 as t→∞.
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From the formula (3.30), we can conclude the following corollary which shows that the

tracking error decays exponentially, and provides upper bounds for the decay rate of ‖e(t)‖Y .

Corollary 2. Based on the formula (3.30), the tracking error e(t) satisfies the following

inequality:

‖e(t)‖Y ≤ κe−γt (3.31)

where κ is a positive constant and ‖Tabk(t)‖Y ≤ Me−γt with M > 0, 0 < γ < −ω1 and

w1 < 0 is the growth bound of Tabk(t), since Tabk(t) is exponentially stable.

Proof. From (3.30),

‖e(t)‖Y = ‖CTabk(t) (x(0)− Πw(0))‖Y

≤ ‖(Cx(0)−Qw(0))‖Y ‖Tabk(t)‖

≤ (‖C‖ ‖x0‖X + ‖Q‖ ‖w(0)‖Cn) ‖Tabk(t)‖

≤ (‖C‖ ‖x0‖X + ‖Q‖ ‖w(0)‖Cn)Me−γt

If we denote (‖C‖ ‖x0‖X + ‖Q‖ ‖w(0)‖Cn) by κ, then the formula above reduces to ‖e(t)‖Y ≤

κe−γt.

By studying the Lemma 6 of [58], the following theorem is given to show that the Sylvester

equations (3.24)-(3.25) in Theorem 3 have a unique bounded solution. The same conclusion

is also shown in [59].

Theorem 4. Under Corollary 1 and the fact that (A,B) is exponentially stabilizable, if the

state feedback control law (3.26) solves the output regulation problem, then there exists a

unique operator Π given by

Πw =
n∑
k=1

〈w, φk〉(iwkI − A)−1 (BΓ + P )φk, w ∈ Cn (3.32)

that satisfies the constrained Sylvester equations (3.24)-(3.25), where {φk} are orthonormal

eigenvectors of S.
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Proof. First, we define an identity (see [58])

‖x‖ = sup
‖ε‖≤1

|〈x, ε〉| ,∀x ∈ X (3.33)

Since the operator (iwkI − A)−1 (BΓ + P ) is bounded, it is natural that

Ma =

(
n∑
k=1

∣∣〈(iwkI − A)−1 (BΓ + P )φk, ε
〉∣∣2)1/2

<∞

For every w ∈ Cn, we get (through Cauchy-Schwarz Inequality)

‖Πw‖ = sup
‖ε‖≤1

|〈Πw, ε〉| = sup
‖ε‖≤1

∣∣∣∣ n∑
k=1

〈w, φk〉
〈
(iwkI − A)−1 (BΓ + P ) , ε

〉∣∣∣∣
≤ sup
‖ε‖≤1

(
n∑
k=1

|〈w, φk〉|2
)1/2( n∑

k=1

∣∣〈(iwkI − A)−1 (BΓ + P )wk, ε
〉∣∣2)1/2

= Ma ‖w‖

that implies that Π is bounded. Now, let s ∈ ρ(A), utilizing the resolvent identity we have

∀w ∈ D(S)

(sI − A)−1Π(S − sI)w =
n∑
k=1

< Sw − sw, φk > (sI − A)−1(iwkI − A)−1 (BΓ + P )φk

=
n∑
k=1

< w, φk > (iwk − s)(sI − A)−1(iwkI − A)−1 (BΓ + P )φk

=
n∑
k=1

< w, φk >
(
(sI − A)−1 − (iwkI − A)−1) (BΓ + P )φk

= (sI − A)−1 (BΓ + P )w − Πw

Then, we have

Π = (sI − A)−1 (BΓ + P )− (sI − A)−1Π(S − sI)

which indicates that ΠCn ∈ D(A) and (3.24) holds.

Then, we assume that the operator Π̃ satisfies (3.24) and for every φk, k ∈ N

Π̃Sφk = AΠ̃φk + (BΓ + P )φk ⇔ Π̃φk = (iwk − A)−1 (BΓ + P )φk
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Because Π̃ is bounded, we have

Π̃w =
n∑
k=1

< w, φk >Π̃φk =
n∑
k=1

< w, φk >(iwkI − A)−1 (BΓ + P )φk = Πw, ∀w ∈ Cn

Thus (3.32) is the unique solution of (3.24).

For x(0) ∈ X and w(0) ∈ Cn, from the equation (3.30), we have

e(t) = Cx(t)−Qw(t)

= CTabk(t) (x(0)− Πw(0)) + (CΠ−Q)w(t)
(3.34)

Since, Tabk is exponentially stable and the controller (3.26) solves the output regulation

problem, we have
lim
t→+∞

e(t) = lim
t→+∞

(CΠ−Q)w(t) = 0 (3.35)

Since for every w(t) ∈ Cn we have CΠ−Q = 0, the operator Π also satisfies (3.25).

In this chapter, let us briefly study the robust problem of the state feedback regulator.

For simplicity, we assume that Ap is perturbed parameter A, i.e., Ap = A + ∆ · I, where

∆ · I is perturbation and I is identity. Then, we replace A with Ap in Sylvester equation to

obtain the following:

ΠS − (A+ ∆ · I) Π +BΓ + P = 0

ΠS − AΠ +BΓ + P = ∆ · Π

From above equation, we know that the state feedback regulator (3.26) is not robust, unless

we can find some conditions to guarantee that the perturbation ∆ · I decays to zero. In

the same way, we can claim that the error feedback regulator in the following section is not

robust either.

3.2.2.2 The error feedback regulator problem

In this section, we proceed with the more realistic regulator problem-error feedback regulator

problem. The controller is only provided with the tracking error e(t) and incorporates with
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the models of the plant and the exosystem.

(1). The error feedback regulator

Assumption 1. The pair 
 A P

0 S

 , [ C −Q
]

is exponentially detectable and there exists G2 ∈ L(Y,Ω) in the equation (3.13a) such that

 A P

0 S

− G2

[
C −Q

]
=

 A−G1C P +G1Q

−G2C S +G2Q


generates an exponentially stable C0−semigroup.

Theorem 5. Under Corollary 1 and Assumption 1, if and only if there exist mappings

Π ∈ L(Cn, X) satisfyingR(Π) ⊂ D(A) and Γ ∈ L(Cn, U), such that the following constrained

Sylvester equation holds

ΠS = AΠ +BΓ + P (3.36)

CΠ−Q = 0 (3.37)

then, the output regulation problem is solved by the error regulator of the form

ṙ(t) = G1r(t) + G2e(t) (3.38a)

u(t) = Hr(t) (3.38b)

with r(t) ∈ Ω = X ⊕ Cn

G2 =

 G1

G2

 , H =

[
K Γ−KΠ

]

G1 =

 (A+BK −G1C) (P +B(Γ−KΠ) +G1Q)

−G2C S +G2Q


(3.39)
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where K ∈ L(X,U), G1 ∈ L(Y,X) and G2 ∈ L(Y,Cn), such that K is an exponentially

stabilizing feedback gain for the pair (A,B) and G2 =

 G1

G2

 is an exponentially stabilizing

output injection gain for the pair


 A P

0 S

 , [ C −Q
].

Proof. We first prove the sufficiency. In the regulator (3.38), r(t) can be regarded as the

estimation of

 x(t)

w(t)

 and the error feedback regulator is actually the “observer-based”

controller. Let r(t) =

[
x̂(t) ŵ(t)T

]T
∈ X ⊕ Cn. We can rewrite the regulator in (3.38)

as the following form

 ˙̂x(t)

˙̂w(t)

 =

 G11 G12

G13 G14


 x̂(t)

ŵ(t)

+

 G1C −G1Q

G2C −G2Q


 x(t)

w(t)

 (3.40a)

u(t) =

[
K Γ−KΠ

] x̂(t)

ŵ(t)

 (3.40b)

where G1 =

 G11 G12

G13 G14

 , G2 ×
[
C −Q

]
=

 G1C −G1Q

G2C −G2Q

. In particular, the oper-

ator G1 : D(G1) ⊂ Ω→ Ω generates a strongly continuous semigroup TG1(t) on Ω.

If we substitute u(t) denoted by (3.40b) into the combined system (3.8), we obtain

 ẋ(t)

ẇ(t)

 =

 A P

0 S


 x(t)

w(t)

+

 BK B (Γ−KΠ)

0 0


 x̂(t)

ŵ(t)

 (3.41)

We assume the estimation error to be of the form ex(t) = x(t)− x̂(t), ew(t) = w(t)−ŵ(t),
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then, it is easy to obtain the following equation from (3.40a) and (3.41)

 ėx(t)

ėw(t)

 =

 A−G1C P +G1Q

−G2C S +G2Q


 x(t)

w(t)

+

 BK −G11 B (Γ−KΠ)−G12

−G13 −G14


 x̂(t)

ŵ(t)


(3.42)

A direct calculation implies that the dynamics of

[
ex(t) ew(t)T

]T
can be given by the

homogeneous differential equation

 ėx(t)

ėw(t)

 =

 A−G1C P +G1Q

−G2C S +G2Q


 ex(t)

ew(t)

 (3.43)

From Assumption 1, we can easily conclude that

[
ex(t) ew(t)T

]T
→ 0 as t → +∞.

By comparing (3.42) and (3.43), it is natural to obtain

G1 =

 G11 G12

G13 G14

 =

 (A+BK −G1C) (P +B(Γ−KΠ) +G1Q)

−G2C S +G2Q


x̂(t) → x(t) and ŵ(t) → w(t), as t → +∞ imply that in (3.40b) u(t) → Kx(t) + (Γ −

KΠ)w(t) as t → +∞. From the proof of Theorem 3, if the constrained Sylvester equation

(3.36)-(3.37) holds, the tracking error e(t) → 0 as t → +∞ and the output regulation

problem is solved.

Now we turn to the necessity. Same with the sufficiency part, let r(t) =

[
x̂(t) ŵ(t)T

]T
∈

X ⊕ Cn, ex(t) = x(t) − x̂(t) and ew(t) = w(t) − ŵ(t). Then, by combining the composite

system model (3.8), (3.38) and (3.39) together, it follows that

 ėx(t)

ėw(t)

 =

 A−G1C P +G1Q

−G2C S +G2Q


 ex(t)

ew(t)


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If we substitute u(t) in (3.38b) into the plant model (3.1a)-(3.1b), we obtain

ẋ(t) = (A+BK)x(t)−BKex(t)−B (Γ−KΠ) ew(t) + (B (Γ−KΠ) + P )w(t) (3.44)

Then, we consider the system

Φ̇(t) = AΦ(t) + Pw(t) + Bu(t)

ẇ(t) = Sw(t)

e(t) = CΦ(t)−Qw(t)

(3.45)

with Φ(t) =

[
x(t) ex(t) ew(t)T

]T
∈ X ⊕ Y ⊕ Cn, C =

[
CΛ 0 0

]

A =


A+BK −BK −B (Γ−KΠ)

0 A−G1C P +G1Q

0 −G2C S +G2Q



B =


0

0

0

 , P =


B (Γ−KΠ) + P

0

0


Now, if we claim that the operator Π̃ =

[
Π 0 0T

]T
: Cn 7→ X ⊕ Y ⊕ Cn and apply

Theorem 3 to design the state feedback regulator for the system (3.45): u(t) = KΦ(t) + (Γ̃−

KΠ̃)w(t) with K =

[
K 0 0

]
. The operators Π̃ and Γ̃ ∈ L(Cn, Y ) satisfy the following

constrained Sylvester equations

Π̃S = AΠ̃ + BΓ̃ + P (3.46a)

CΠ̃−Q = 0 (3.46b)

Under Corollary 1 and Assumption 1, it follows that A is exponentially stable. Since B
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is zero, then A+ BK is exponentially stable and we can also set Γ̃ = 0. From the first

component of equation (3.46a) and equation (3.46b), it is straightforward to obtain

(A+BK)Π +B (Γ−KΠ) + P = ΠS

CΠ−Q = 0

The second and third components of equation (3.46a) are zero, therefore (3.36)-(3.37)

are enough to ensure the validity of the equation (3.46).

(2). The stabilizing output injection gain

In section 3.2.2.2, one can notice that Assumption 1 is essential to the solvability of

the error feedback regulator problem. In this section, we explore how to obtain the output

injection gain G2 ∈ L(Y,Ω) in the equation (3.13a). First, we recall an important lemma

which is a dual statement of Lemma 1:

Lemma 3. Let Ao be the infinitesimal generator of the C0−semigroup TAo(t) on the Hilbert

space X. Then, TAo(t) is exponentially stable if and only if there exists a nonnegative self-

adjoint operator Qe ∈ L(X) such that

< Qex,A∗ox > + < A∗ox,Qex >= − < Nx, x >, for all x ∈ D(A∗o) (3.47)

The equation (3.47) can be transformed in the following form:

(AoQe +QeA∗o +N)x = 0 for x ∈ D(A∗o) (3.48)

with Qe(D(A∗o)) ⊂ D(Ao), where N is a positive definite operator and (3.48) is a standard

operator Lyapunov equation. Based on Lemma 3, in this section, the following theorem

describes a general approach finding the stabilizing output injection gain G2 ∈ L(Y,Ω) in

(3.13a).

Theorem 6. Under the assumption that the pair


 A P

0 S

 , [ C −Q
] is exponen-
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tially detectable. If there exist the nonnegative self-adjoint operators Θ1 and Θ2 that solve

the following constrained operator Riccati equations:

AΘ1 + Θ1A
∗ − 2Θ1C

∗CΘ1 +N1 = 0 on D(A) (3.49a)

SΘ2 + Θ2S
∗ − 2Θ2Q

∗QΘ2 +N2 = 0 on Cn (3.49b)

PΘ2 + 2Θ1C
∗QΘ2 = N3 (3.49c)

where N1 and N2 are positive definite operator and matrix, respectively, N3 is decided by

the solutions Θ1 and Θ2 in equation (3.49c) such that

 N1 N3

N∗3 N2

 is positive definite and

Θ1(D(A∗)) ⊂ D(A), then G2 =

 G1

G2

 =

 Θ1C
∗

−Θ2Q
∗

 is an exponentially stabilizing output

injection gain.

Proof. Utilizing the equation (3.49) to construct a matrix equation

 AΘ1 + Θ1A
∗ − 2Θ1C

∗CΘ1 +N1 PΘ2 + 2Θ1C
∗QΘ2 +N3

Θ2P
∗ + 2Θ2Q

∗CΘ1 +N∗3 SΘ2 + Θ2S
∗ − 2Θ2Q

∗QΘ2 +N2

 = 0 (3.50)

The equation above can be written as

 A P

0 S


 Θ1 0

0 Θ2

+

 Θ1 0

0 Θ2


 A P

0 S


−2

 Θ1 0

0 Θ2


 C∗

−Q∗

[ C −Q
] Θ1 0

0 Θ2

+

 N1 N3

N∗3 N2

 = 0
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If rearranging the equation above, we obtain


 A P

0 S

−
 Θ1C

∗

−Θ2Q
∗

[ C −Q
]
 Θ1 0

0 Θ2

+

 Θ1 0

0 Θ2

×
 A P

0 S

−
 Θ1C

∗

−Θ2Q
∗

[ C −Q
]
∗

+

 N1 N3

N∗3 N2

 = 0

(3.51)

Let G2 =

 G1

G2

 =

 Θ1C
∗

−Θ2Q
∗

 and according to Lemma 3, we know that G2 can

stabilize the pair


 A P

0 S

 , [ C −Q
] and G1 = Θ1C

∗, G2 = −Θ2Q
∗.

In Theorem 6, S, Q and N2 are matrices, thus (3.49b) is a matrix Riccati equation

and it is very easy to calculate Θ2. The equation (3.49a) is an operator Riccati equation

and we can solve it through the similar method in Lemma 2. Once the results of equations

(3.49a)-(3.49b) are obtained, we also need to guarantee that the results satisfy the constraint

equation (3.49c), i.e.

 N1 N3

N∗3 N2

 is positive definite.

3.2.3 Study of Simulation

In this section, a representative example is presented to illustrate the application of the

developed theory in Section 3.2.2. The process plant is the infinite-dimensional system given

as a regular first order hyperbolic PDEs with the boundary observation operator and is

utilized to present the state feedback and error feedback regulator designs.

Let us consider a homogenous one-dimensional hyperbolic PDE system with boundary

observation:

∂x(z, t)

∂t
= v

∂x(z, t)

∂z
+ tan(z)x(z, t) + b(z)u(t), z ∈ [0, 1] (3.52a)
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x(0, t) = 0, x(z, 0) = x0(z) (3.52b)

y(t) =

∫ z1

z1−r
x(z, t)dz (3.52c)

where v is a negative constant, i.e. v < 0, the distributed control function b(z) = 1,

x0 ∈ L2(0, 1), x(z, t) is the state of the plant, u(t) is the control signal and the output y(t)

is the evolution of state in the domain [z1 − r, z1] with z1 = 1 and r = 0.001. t > 0 and

z ∈ [0, 1] are time variable and spatial variable, respectively.

x(t) denotes the state in Hilbert space X = L2(0, 1), u(t) is the control signal in a real Hilbert

space L2
loc([0,∞), U), y(t) is the output of the system in the real Hilbert space L2

loc([0,∞), Y )

where U ⊂ R and Y ⊂ R, and x0 ∈ X is the initial value of the state. The system operator

A is defined as:

Ah = v
dh

dz
+ tan(z)h (3.53)

with the domain D(A) =
{
h(z) ∈ X : h(z) is a.c., dh(z)

dz
∈ X, and h(0) = 0

}
. The distributed

control operator B = b(z) = 1 is an identity operator. The operator C is defined as C(·) =∫ z1
z1−r(·)dz ∈ L(X, Y ).

Our objective is to construct the regulator that will drive the output y(t) to track a

periodic reference signal of the form yr(t) = Υsin(αt) generated by the exosystem in the

form of (3.2a)

 ẇ1(t)

ẇ2(t)

 =

 0 α

−α 0


 w1(t)

w2(t)

 ,
 w1(0)

w2(0)

 =

 0

Υ

 (3.54)

In this example, we set α = 2 and Υ = 5. In terms of notation defined in (3.2b) and

(3.2c), we set Q =

[
1 0

]
and F =

[
0 0

]
for simplicity. Then, the reference signal

yr(t) = 5sin(2t) and disturbance d(t) = 0. Apparently, w(t) =

 w1(t)

w2(t)

 ∈ R2, and

S =

 0 α

−α 0

. It is very easy to obtain the eigenvalues and orthonormal eigenvectors of
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S:

iw1 = αi = 2i, iw2 = −αi = −2i (3.55)

φ1 =

 −0.7071i

0.7071

 , φ2 =

 0.7071i

0.7071

 (3.56)

3.2.3.1 The stabilizing feedback gain

If we let v = −0.15 in the plant (3.52), we study the performance of the open-loop system

(3.52) and apply Theorem 2 to stabilize the closed-loop system, i.e. u(t) = Kx(t) in (3.52).

Since v < 0, we know the operator A is exponentially stable but the open-loop system cannot

achieve the stable state at a desired rate. In this section, we will show that with the help of

Theorem 2, we can choose the stabilizing feedback gain K such that the closed-loop system

achieves the steady state at a desired rate.

According to Theorem 2 and Lemma 2, we can construct the matrix Riccati differential

equation with M = 1:

−0.15
dΨ(z)

dz
= tan(z)Ψ(z) + Ψ(z)tan(z) + 1− 2Ψ(z)2, Ψ(1) = 0 (3.57)

Then, we obtain the feedback control law u(t) = Kx(t) = −Ψ(z)x(t). If we substitute u(t)

back into the system (3.52), we can see the result shown in Figure 3.1.

In Figure 3.1, although both the open-loop system (3.52) and the closed-loop system with

u(t) = Kx(t) achieve the steady state, the performance of the two cases differs significantly.

Under the effect of stabilizing feedback control law u(t) = −Ψ(z)x(t), the closed-loop system

rejects the effect of the initial condition about two times faster (according to the residence

time) than the open-loop system and converges to the desired steady state. Moreover, under

the effect of the initial condition, the response of the open-loop system yo(t) is extremely

large (the maximum value is about 9.8×105, see the solid line in Figure 3.1 ) and apparently

exceeds the realistic limitation of the physical systems. However, the response of the closed-

loop system yc(t) is guaranteed within a normal range (the maximum value is less than 21,
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Figure 3.1: open-loop output and closed-loop output given by (3.52) with feedback control
law u(t) = −Ψ(z)x(t).

see the dashed line in Figure 3.1) and preforms very well, see Figure 3.1.

3.2.3.2 The state feedback regulator

Let v = −1 in the plant (3.52), in this section, we design the state feedback control law

u(t) = K1x(t)+Lw(t) to force the output of the plant (3.52) tracking the reference trajectory

yr(t) = Qw(t) = 5sin(2t) generated by the exosystem (3.54). Similar to the principle

in Section 3.2.3.1, we can easily apply Theorem 2 and Lemma 2 to obtain the stabilizing

feedback gain K1 = −Ψ(z) · I, where I is identity operator. Therefore, K1 can provide the

state (including the output) of the system which converges to zero. Then, we need to add

the term Lw(t) in the control law to drive the output of the system to have proper amplitude

and phase.

A direct calculation indicates that for all s ∈ C\σ(A) the transfer function of the system

(3.52) is

G(s) = C(sI − A)−1B ≈
(
e(s−1) sin(1) + (s− 1)e(s−1) cos(1)− (s− 1)

)
e(s−1) cos(1)

(
1 + (s− 1)2) (3.58)

It is easy to see that G(s) is regular.

Apparently, from Theorem 3, we know L = Γ − K1Π. According to the expression of
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S, we can construct the operators Γ =

[
γ1 γ2

]
∈ L(C2, U), and Π ∈ L(C2, X) such that

(Πw(t)) (z) =

[
Π1(z) Π2(z)

] w1(t)

w2(t)

 for any w(t) ∈ C2. Then, from the expression

(3.32) in Theorem 4, the solution of constrained Sylvester equations (3.24)-(3.25) is given by

Πφ1 = (αiI − A)−1 (BΓ) = (2iI − A)−1 (BΓ)φ1

A straightforward calculation shows that

[
Π1(z), Π2(z)

]
φ1 =

[
γ1(2iI − A)−1b(z), γ2(2iI − A)−1b(z)

]
φ1

Then, we obtain the identity

Π1(z) = γ1(2iI − A)−1b(z), Π2(z) = γ2(2iI − A)−1b(z) (3.59)

In this example, the equation (3.25) reduces to

CΠ1(z) = 1, CΠ2(z) = 0 (3.60)

From (3.59)-(3.60), we can easily obtain

γ1 =
Re(G(iα))

|G(iα)|2
≈ 0.1278, γ2 = −Im(G(iα))

|G(iα)|2
≈ 0.3936

The equation (3.24) can be written as

−Π′1(z) + tan(z)Π1(z) + 2Π2(z) = −γ1 (3.61a)

−Π′2(z) + tan(z)Π2(z)− 2Π1(z) = −γ2 (3.61b)

Π1(0) = 0, Π2(0) = 0 (3.61c)
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where the boundary conditions in (3.61c) come from the definition of domain of the system

generator A in (3.53).

Once γ1 and γ2 are known, we can calculate Π1 and Π2 numerically from equation (3.61).

The common numerical method is finite difference. For our example, we set the initial

condition x0(z) = 10z2(3/2− z). The results are shown in Figure 3.2 and Figure 3.3
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Figure 3.2: The reference trajectory yr(t) = 5sin(2t), the plant outputs yk1(t) and yk2(t)
under the state feedback control law u(t) = Kx(t) + (Γ−KΠ)w(t) with different stabilizing
feedback gains K = K1 and K = K2, and the tracking error |e(t)|.

In Figure 3.2, yk1(t) and yk2 present outputs of the plant under the state feedback control

law with different stabilizing feedback gains K1 and K2. K1 is the solution of (3.19a) with

a large design parameter M1 = 200 and K2 is the solution of (3.19b) with a small design

parameter M2 = 10, i.e. ‖K1‖> ‖K2‖. We can easily find that under the same effect of the

initial condition x0(z), by comparing with yk2(t), yk1(t) tracks the reference signal yr(t) very

quickly. This phenomenon is clearly consistent with the conclusion in Remark 5 and also is

a strong support to the feasibility of Theorem 2 and Lemma 2 in the meantime. Moreover,

in Figure 3.2, the blue solid line presents the evolution of the absolute value of tracking

error |e(t)| and the red dashed line denotes κe−γt with κ > 0 and γ > 0. We conclude that

the tracking error decays to zero exponentially, which is consistent with the conclusion of

Corollary 2.
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Figure 3.3: State profile x(z, t) under the state feedback control law u(t) = Kx(t) + (Γ −
KΠ)w(t).

3.2.3.3 The error feedback regulator

Consider the same plant and the same exosystem in Section 3.2.3.2, i.e. v = −1 in the plant

(3.52), we construct the error feedback regulator of the form

ṙ(t) = G1r(t) + G2e(t) (3.62a)

u(t) = Hr(t) (3.62b)

where r(t) ∈ Ω = L2(0, 1) ⊕ R2 denotes the state of the regulator, i.e. the estimation of[
x(t) wT (t)

]T
, G1 ∈ L(Ω), G2 =

 G1

G2

 : R 7→ L2(0, 1)⊕ R2 exponentially stabilize the

pair


 A P

0 S

 , [ C −Q
] and H ∈ L(Ω, R). In this section, our objective is to design

the regulator in the form of (3.62) such that the output of plant (3.52) is forced to track the

periodic reference trajectory yr(t) = 5sin(2t) generated by the exosystem (3.54).

By setting N1 = 1 and N2 =

 1 0

0 1

, we apply Theorem 6 and obtain the following

equations:

dΨo(z)

dz
= tan(z)Ψo(z) + Ψo(z) tan(z) + 1− 2Ψo(1)2, Ψo(0) = 0 (3.63)
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 0 2

−2 0

X +X

 0 −2

2 0

− 2X

 1 0

0 0

X +

 1 0

0 1

 = 0 (3.64)

Then, Θ1 = Ψo · I, Θ2 = X in equation (3.49) and in particular Ψo(0) = 0 implies that

Θ1(D(A∗)) ⊂ D(A). It is easy to obtain

G2 =

 G1

G2

 =

 Ψ∗o(1) · I

X


with Ψ∗o(1) = Ψo(1).

The controller system operator is of the form

G1 =

 A+BK −G1C B(Γ−KΠ) +G1Q

−G2C S +G2Q



In this section, we take the operators K, Π and Γ to be same as K1, Π =

[
Π1 Π2

]
and

Γ =

[
γ1 γ2

]
in Section 3.2.3.2. The results are depicted in Figure 3.4 and Figure 3.5.

Remark 6. In this example, the error feedback regulator (3.62) is infinite-dimensional be-

cause of the existence of the operator A defined in (3.53). But it is not hard to see that

when substituting the explicit expression of G1 and G2 into (3.62), one can utilize a standard

numerical method, e.g., finite difference to solve (3.62a) to obtain r(t). Then, one generates

u(t) by utilizing r(t) based on (3.62b).

In Figure 3.4, the reference signal yr(t) and the output of closed-loop system y(t) are

plotted. In Figure (3.5), we plot closed-loop system state profile x(z, t).
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Figure 3.4: The reference trajectory yr(t) = 5sin(2t) and the plant output y(t) under the
error feedback regulator (3.62).
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Figure 3.5: State profile x(z, t) under the error feedback regulator (3.62)

3.3 Finite-dimensional regulators for a class of hyper-

bolic PDE systems

3.3.1 System description

We consider the following 1-D linear hyperbolic partial differential equation single scalar sys-

tem on the domain {t ∈ R+, z ∈ [0, 1]}, which models large class of process control systems,

see [32] and [13]:

∂x(z, t)

∂t
= v(z)

∂x(z, t)

∂z
+ g(z)x(z, t) + b(z)U(z, t) (3.65a)
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x(0, t) = 0, x(z, 0) = x0 ∈ X (3.65b)

y(t) =

∫ z1

z1−r
x(z, t)dz, ym(t) =

∫ z0

z0−r
x(z, t)dz, r > 0 (3.65c)

In particular, here U can be a spatially distributed input U(z, t) ∈ L2(0, 1) in (3.65) and

non-spatially distributed input U(t) ∈ L2
loc([0,∞),R). In particular, in order to consider

both spatially and non-spatially distributed inputs, we assume the input space to be Ū =

L2(0, 1) ∩ L2
loc([0,∞),R). x(·, t) ∈ X = L2(0, 1), ∀t ≥ 0 denotes the state variable and

then x(·, t) at the point z is x(z, t). The space X = L2(0, 1) is the state space with the

norm ‖·‖H (or ‖·‖), i.e., ‖x(t)‖2 =
∫ 1

0
x2(z, t)dz. The output y(t) ∈ L2

loc([0,∞),R) is to be

controlled and the output ym(t) ∈ L2
loc([0,∞),R) is the measurement. In particular, it is not

necessary that the controlled output y(t) can be measured. z1 and z0 are specified points

in spatial range [0, 1]. The transport velocity v(z) ∈ C1([0, 1]) is negative and the spatially

varying function, i.e. v(z) < 0. g(z) : [0, 1] 7→ R : z 7→ g(z) is a measurable function, i.e.

g(z) ∈ L∞(0, 1) and b(z) ∈ L∞(0, 1) is a real continuous spatial varying function.

Remark 7. We consider the hyperbolic PDE systems with distributed control operator instead

of boundary control. Actually, for most of hyperbolic PDE systems, the systems with boundary

control input can be transformed into the ones with distributed control input, for more detail

please refer to [31] and the Chapter 3 in [14].

3.3.1.1 Stability analysis of the system

We are now concerned with the following system in the form

∂x(z, t)

∂t
= v(z)

∂x(z, t)

∂z
+ g(z)x(z, t) (3.66)

under the boundary condition:

x(0, t) = 0 (3.67)

To analyse the stability of the system (3.66), we first provide the essential preliminary results

that will help us to account in the stability analysis for the spatially varying nature of the

above system given by Eq.(3.66)-(3.67). For p(z) ∈ C0([0, 1]), we are interested in the
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existence of f(z) ∈ C1([0, 1]) such that

f(z) > 0 in [0, 1] (3.68)

df(z)

dz
< 0 a. e. in [0, 1] (3.69)

−df(z)

dz
> |p(z)f(z)| a. e. in [0, 1] (3.70)

where a.e. means “almost everywhere”.

Proposition 1. There exits f(z) ∈ C1([0, 1]) such that (3.68)-(3.70) hold if there exists a

unique solution η(z) of the initial value Cauchy problem

dη(z)

dz
= |p(z)η(z)| , η(0) = µ, µ > 0 (3.71)

defined on [0, 1].

Proof. Since there exists a unique solution of (3.71) defined in [0, 1], then if we set ε > µ,

the solution ηε(z) of the initial value Cauchy problem

dηε(z)

dz
= |p(z)ηε(z)| (1 + ε), ηε(0) = ε (3.72)

is defined on [0, 1]. Note that

ηε(z) > η(z) > 0 in [0, 1] (3.73)

Then, we can define f(z) ∈ C1([0, 1]) as

f(z) :=
1

ηε(z)
, ∀z ∈ [0, 1] (3.74)

We know that from (3.73), f(z) is well-defined. Obviously, (3.68) and (3.69) hold. Moreover,

from (3.74) and (3.72), we have
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−df(z)

dz
=

1

(ηε(z))2

dηε(z)

dz
=
|p(z)ηε(z)|

(ηε(z))2 +
|p(z)ηε(z)| ε

(ηε(z))2 > |p(z)f(z)|

i.e. (3.70) holds.

Remark 8. The function

(z, η(z)) ∈ [0, 1]× R 7→ |p(z)η(z)| ∈ R

is continuous in [0, 1]×R and globally Lipschitz with respect to η(z). Hence the initial value

Cauchy problem (3.71) always has a unique solution.

Based on the Proposition 1, we carry on the stability analysis of the system (3.66)-(3.67).

We introduce the following Lyapunov function candidate:

V(x) := 〈q(z)x, x〉L2(0,1) =

∫ 1

0

q(z)x2(z, t)dz > 0 (3.75)

with q(z) = −1/(ηε(z)v(z)) ∈ C1([0, 1]; [0,+∞]), where ηε(z) is the solution of the following

Cauchy problem
dηε(z)

dz
= (1 + ε)

∣∣∣∣2g(z)

v(z)
ηε(z)

∣∣∣∣ , ηε(0) = ε > µ (3.76)

Note that ηε(z) > 0. Therefore, from v(z) < 0, q(z) > 0 and V(x) > 0. Note that the

Cauchy problem (3.76) is actually the Cauchy problem (3.72) with p(z) = 2g(z)
v(z)

.

Then, the time derivative V̇(x) of V in terms of the trajectories of (3.66)-(3.67) is

V̇(x) =
∫ 1

0
2q(z)x(z, t)∂x(z,t)

∂t
dz

=
∫ 1

0
2q(z)x(z, t)

(
v(z)∂x(z,t)

∂z
+ g(z)x(z, t)

)
dz

(integration by parts)

= G−
∫ 1

0
Mdz

(3.77)

with

G := q(1)v(1)x2(1, t)− q(0)v(0)x2(0, t) (3.78)

M :=

(
d (q(z)v(z))

dz
− 2q(z)g(z)

)
x2(z, t) (3.79)
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Since v(z) < 0, q(z) > 0 and the boundary condition x(0, t) = 0, it is easy to show that

in (3.78) G = q(1)v(1)x2(1, t) < 0 with v(1) < 0 and q(1) > 0. The stability of the system

(3.66)-(3.67) is explored in the following theorem.

Theorem 7. Suppose that the lower bound of the function |g(z)| is nonzero, then the system

(3.66)-(3.67) is exponentially stable if there exists the unique solution η(z) of the initial value

Cauchy problem
dη(z)

dz
=

∣∣∣∣2g(z)

v(z)
η(z)

∣∣∣∣ , η(0) = µ, µ > 0 (3.80)

defined on [0, 1].

Proof. According to afore stated content, we define q(z) and f(z) as:

q(z) =
−1

ηε(z)v(z)
, f(z) =

1

ηε(z)
= −q(z)v(z) (3.81)

where ηε(z) is the solution of (3.76). Because of the existence of the unique solution η(z) of

(3.80) and according to Proposition 1, it is easy to show that:

f(z) = −q(z)v(z) > 0

df(z)

dz
=
d (−q(z)v(z))

dz
< 0

−df(z)

dz
=
d (q(z)v(z))

dz
>

∣∣∣∣2g(z)

v(z)
q(z)v(z)

∣∣∣∣ = |2g(z)q(z)| (3.82)

The above inequalities imply that M in (3.79) is positive, and thus V̇(x) < 0. In the

following section, we demonstrate the exponential stability of the system (3.66)-(3.67).

Now, we claim that there exists a constant α > 0 such that

d(q(z)v(z))

dz
− 2q(z)g(z) > αq(z) (3.83)

To prove the above claim (3.83), we utilize the expression of q(z) = −1
ηε(z)v(z)

. Assume that
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Mg 6= 0 is lower bound of |g(z)|, i.e., |g(z)|≥Mg, then we have

d(q(z)v(z))
dz

− 2q(z)g(z)− αq(z) = d
dz

(
−1

ηε(z)v(z)
v(z)

)
+ 2g(z)

ηε(z)v(z)
+ α

ηε(z)v(z)

= η′ε(z)

(ηε(z))
2 + 2g(z)

ηε(z)v(z)
+ α

ηε(z)v(z)
=

(1+ε)| 2g(z)v(z)
ηε(z)|

(ηε(z))
2 − 2g(z)

|ηε(z)v(z)| −
α

|ηε(z)v(z)|

≥ |2g(z)|ε−α
|ηε(z)v(z)|≥

2Mgε−α
|ηε(z)v(z)|

(3.84)

Based on the boundedness of g(z), we can find α > 0 such that α < 2Mgε, where Mg is

upper bound of |g(z)|. Therefore, there exists a constant: 0 < α < 2Mgε such that (3.83)

holds. Furthermore, in (3.79), M > αq(z)x2(z, t). Then, from (3.77), we have

V̇(x) < −
∫ 1

0
Mdz

< −α
∫ 1

0
q(z)x2(z, t)dz = −αV(x)

which indicates the exponential stability of the system in the L2−norm.

Theorem 7 essentially provides a sufficient condition such that the system (3.66)-(3.67)

is exponentially stable when the lower bound of |g(z)| is nonzero. However, for the case

g(z) = 0, it is easy the prove the exponential stability of the system (3.66)-(3.67) by choosing

the Lyapunov candidate: V(x) =
∫ 1

0
e−$z x

2(z,t)
−v(z)

dz with $ > 0.

Remark 9. Motivated by Remark 1 and Proposition 1, it is easy to see that if the condition

2g(z)
v(z)
∈ C0([0, 1]) is satisfied, then the function (z, η(z)) ∈ [0, 1] × R 7→

∣∣∣2g(z)v(z)
η(z)

∣∣∣ ∈ R is

continuous in [0, 1] × R and globally Lipschitz with respect to η(z). As a result, the initial

value Cauchy problem (3.80) always has a unique solution and the system (3.66)–(3.67) is

exponentially stable. Since the function v(z) is assumed to be v(z) ∈ C1([0, 1]), then the

condition g(z) ∈ C0([0, 1]) ensures that the function 2g(z)
v(z)

satisfies 2g(z)
v(z)
∈ C0([0, 1]) and to

guarantee that the system (3.66)–(3.67) is exponentially stable.
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3.3.1.2 Problem formulation

The equivalent linear infinite-dimensional representation of the system (3.65) on the state

space X is given by (3.1a)-(3.1b) by replacing u(t) with U(z, t). And the linear system

operator A defined on the domain:

D(A) =

{
x ∈ X : x(z) is a.c.

dx

dz
∈ X and x(0) = 0

}
(3.85)

where a.c. means ‘absolutely continuous’, as:

A = v(z)
d

dz
+ g(z) · I (3.86)

The input operator is given by B = b(z) ·I, where I is the identity operator and the function

b(z) is assumed to be continuous on [0, 1], i.e, b(z) ∈ C0([0, 1]). The controlled output

operator is given by Cx(·, t) =
∫ z1
z1−r x(z, t)dz and the measured output operator is expressed

by Cmx(·, t) =
∫ z0
z0−r x(z, t)dz with z1, z0 ∈ [0, 1] and r > 0. In particular, r can be chosen

infinitesimal.

The disturbance d(t) and the reference trajectory yr(t) are generated by a known au-

tonomous finite-dimensional signal process (exogenous system) defined in (3.2a)-(3.2c).

Let Xc = X ⊕Cn be the composite state-space, consisting of the states of plant and the

exosystem, and we obtain the composite system

ẋc(t) = Acxc(t) +BcU(t), t > 0, xc(0) ∈ D(Ac) (3.87)

e(t) = Ccxc(t) (3.88)

yr(t) = CQxc(t) (3.89)

ym(t) = Cyxc(t) (3.90)

with the composite state xc(t) =

[
x(t)T w(t)T

]T
, where the composite system operator
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is given by

Ac =

 A P

0 S

 with P = BdF

where D(Ac) = D(A) ⊕ Cn ⊂ Xc, the operators Cc ∈ L(Xc,R), CQ ∈ L(Xc,R), Cy ∈

L(Xc,R) and Bc ∈ L(Ū ,Xc) are given by

Cc =

[
C −Q

]
, CQ = [ 0 Q ], Cy =

[
Cm 0

]
, Bc =

 B

0


It is evident that the system generator Ac generates a C0−semigroup on Xc. In this

chapter, we propose to design finite-dimensional output and error feedback regulator such

that

lim
t→∞

(y(t)− yr(t)) = 0, ∀x(0) ∈ X, w(0) ∈ Cn (3.91)

in the sense of exponential tracking error (e(t) = y(t)− yr(t)) decay.

3.3.2 The output regulation problem

The essential mission of the output regulation problem for the hyperbolic PDE system is to

design regulators to guarantee the following conditions:

[c1.] The closed-loop system operator generates an exponentially stable C0−semigroup;

[c2.] In the closed-loop system, for any initial conditions x(0) ∈ X and w(0) ∈ Cn, the

tracking error e(t) decays to zero w.r.t time variable t exponentially.

In this chapter, two types of regulators are designed to solve the output regulation prob-

lem of the system.

Problem 3.1 - Output feedback regulator problem: under the assumption that the mea-

sured output ym(t) (different from y(t)) and the reference signal yr(t) are available, and we

design the following output feedback regulators with the spatially distributed input and the

lumped input, respectively:

77



• Output feedback regulation with the spatially distributed input that is the function of

both space variable z and time variable t:

ṙw(t) = Srw(t) +

 Lr 0

0 Lm


 yr(t)− CQΠ̃rw(t)

ym(t)− CyΠ̃rw(t)


U(z, t) = Γrw(t) +

[
kr(z) km(z)

] yr(t)− CQΠ̃rw(t)

ym(t)− CyΠ̃rw(t)


(3.92)

• Output feedback regulation with the lumped input that is only the function of time

variable t:

ṙw(t) = Srw(t) +

 Lr 0

0 Lm


 yr(t)− CQΠ̃rw(t)

ym(t)− CyΠ̃rw(t)


u(t) = Γrw(t) +

[
Kr Km

] yr(t)− CQΠ̃rw(t)

ym(t)− CyΠ̃rw(t)


(3.93)

with Π̃ to be defined in following sections, U(·, t) ∈ L2(0, 1), Lr ∈ L(R,Cnr), Lm ∈ L(R,Cnd),

Γ ∈ L(Cn,R), kr(z), km(z) ∈ C0(0, 1) and Kr, Km ∈ R, such that: (a.1) the closed-loop

system is exponentially stable; (a.2) the tracking error e(t)→ 0 as t→ +∞. Here nr+nd = n.

Problem 3.2 - Error feedback regulator problem: In this case, we assume that only the

tracking error e(t) can be measured, and we design the following error feedback regulators

with the spatially distributed input and the lumped input, respectively:

• Error feedback regulation with the spatially distributed input that is function of both

space variable z and time variable t:

ṙw(t) = Srw(t) + L(e(t)− CcΠ̃rw(t))

U(z, t) = Γrw(t) + ke(z)(e(t)− CcΠ̃rw(t))

(3.94)

• Error feedback regulation with the lumped input that is only the function of time

variable t:

ṙw(t) = Srw(t) + L(e(t)− CcΠ̃rw(t))

u(t) = Γrw(t) +Ke(e(t)− CcΠ̃rw(t))

(3.95)
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with U(·, t) ∈ L2(0, 1), L ∈ L(R,Cn), Γ ∈ L(Cn,R), ke(z) ∈ C0(0, 1) and Ke ∈ R, such

that: (a.1) the closed-loop system is exponentially stable; (a.2) the tracking error e(t) → 0

as t→ +∞.

We now demonstrate first the design of the finite-dimensional feedforward regulator on

the space W :

ṙw(t) = Srw(t)

U(t) = Γrw(t)
(3.96)

with the initial condition rw(0) = rw0 ∈ Cn and Γ ∈ L(Cn,R). By applying the feedforward

regulator, the composite system (3.87) tracks the linear function

xc(t) = Π̃rw(t) (3.97)

where Π̃ =

 Π

I

 with the bounded operator Π ∈ L(Cn, X) with ΠCn ∈ D(A), if the initial

condition is given by

xc(0) = Π̃rw(0) (3.98)

The following theorem provides conditions such that (3.96) solves the output regulation

problem.

Theorem 8. For the system (3.65), the feedforward regulator (3.96) achieves exponentially

stable tracking in the sense of (3.91) for initial values (3.98), if there exist operators Π ∈

L(Cn, X) defined in (3.97) and Γ ∈ L(Cn, Ū) satisfying the Sylvester equations:

ΠS − AΠ = BΓ + P (3.99)

CΛΠ−Q = 0 (3.100)

where the eigenvalues of S do not coincide with an invariant zero of the plant (3.1a)-(3.1b).

In this case, the feedforward regulator (3.96) has the form:

ṙw(t) = Srw(t)

U(t) = Γrw(t)

(3.101)
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Proof. The dynamics of xc(t)− Π̃rw(t) are described by the autonomous abstract differential

equation ẋc(t) − Π̃ṙw(t) = Ac[xc(t) − Π̃rw(t)] with the initial value xc(0) − Π̃rw(0) ∈ Xc if

there exists a bounded linear operator Π̃ such that the following Sylvester operator equation

holds:  A P

0 S

 Π̃− Π̃S = −

 B

0

Γ (3.102)

Since Ac is the generator of an infinitesimal C0−semigroup, the initial value problem has

a unique solution. If (3.98) holds, the solution of ẋc(t) − Π̃ṙw(t) = Ac[xc(t) − Π̃rw(t)] is

xc(t) − Π̃rw(t) = 0. Then, the plant state x(t) and the state of exosystem w(t) can be

expressed by x(t) = Πrw(t) and w(t) = rw(t), so that the tracking error in (3.91) takes the

form y(t)−yr(t) = CΠrw(t)−Qrw(t). Therefore, in order to achieve output regulation (3.91),

the operator Π has in addition to satisfy CΠ−Q = 0 since S is an anti-Hurwitz matrix. A

direct calculation shows that the equation (3.99) is equivalent to the equation (3.102). In

[57], it is shown that there exists a solution (Π,Γ) of the Sylvester equation (3.99)-(3.100),

if the eigenvalues of S do not coincide with an invariant zero of the plant (3.1a)-(3.1b). It

should be mentioned that the operator Π is a spatially varying operator, i.e. Π = Π(z),

because Π ∈ L(Cn, X).

Due to the fact that in the general case the state of exosystem cannot be measured, the

initial values rw(0) of the feedforward controller (3.96) cannot be chosen such that (3.98)

holds. Therefore, in general, the initial error xc(0) − Πrw(0) 6= 0 may result so that the

output regulation is not achieved. However, the exponentially decaying tracking error in

(3.91) can be obtained by stabilizing the dynamics of xc(t) − Π̃rw(t). Therefore, in this

section, we proposed two regulator versions to solve the output regulation problem. The

first one is the output feedback regulator when only the measurable output ym(t) shown in

(3.65c) is available, whereas the second realistic one is error feedback regulator, where only

the tracking error e(t) can be measured instead of the output.
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3.3.2.1 Output feedback regulator problem

For the output feedback regulator design, throughout this subsection, the configuration of

the exosystem (3.2a)–(3.2c) is given as follows:

ẇd(t) = Sdwd(t), wd(0) = wd0 ∈ Cnd (3.103)

ẇr(t) = Srwr(t), wr(0) = wr0 ∈ Cnr (3.104)

d(t) = Fw(t) = fdwd(t), t ≥ 0 (3.105)

yr(t) = Qw(t) = qrwr(t), t ≥ 0 (3.106)

where the matrix S in (3.2a) is a block diagonal diagonalizable skew-Hermitian matrix:

S = bdiag(Sd, Sr) and the exosystem state is constructed by w = col(wd, wr) with n =

nd+nr. (3.103) and (3.105) is the disturbance model and (3.104) and (3.106) is the reference

model. Obviously, eigenvalues of Sd and Sr are given by σ(Sd) = {λk}k=1,···,nd and σ(Sr) =

{λk}k=nd+1,···,n and one has F =

[
fd 0

]
and Q =

[
0 qr

]
. In this section, for the above

configuration of exosystem, the following assumption is made.

Assumption 2. It is assumed that (qr, Sr) is observable and that the matrix Sd is a skew-

Hermitian matrix.

It is easy to calculate:

Sdvd(t) =

nd∑
k=1

λk 〈vd(t), φdk〉φdk (3.107)

vd(t) = eSdtvd(0) =

nd∑
k=1

eλkt 〈vd(0), φdk〉φdk (3.108)

where {φdk} with k = 1, · · · , nd are orthonormal eigenvectors of Sd corresponding to eigen-

values of Sd.

In this section, we assume that the measurement ym(t) and the reference signal yr(t) are

available for the regulator design. Using the output injection, we design the following output

feedback regulators:
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(I). Regulator with spatially distributed input: U(z, t)

ṙw(t) = Srw(t) +

 Lm 0

0 Lr


 ym(t)− CyΠ̃rw(t)

yr(t)− CQΠ̃rw(t)

 (3.109)

U(z, t) = Γrw(t) +

[
km(z) kr(z)

] ym(t)− CyΠ̃rw(t)

yr(t)− CQΠ̃rw(t)

 (3.110)

(II). Regulator with non-spatially distributed input: U(t)

ṙw(t) = Srw(t) +

 Lm 0

0 Lr


 ym(t)− CyΠ̃rw(t)

yr(t)− CQΠ̃rw(t)

 (3.111)

U(t) = Γrw(t) +

[
Km Kr

] ym(t)− CyΠ̃rw(t)

yr(t)− CQΠ̃rw(t)

 (3.112)

Furthermore, (3.109)–(3.110) and (3.111)–(3.112) can be rewritten as:

ṙw(t) = Srw(t) + L̃M C̃M

(
xc(t)− Π̃rw(t)

)
(3.113)

U = Γrw(t) + K̃M C̃M

(
xc(t)− Π̃rw(t)

)
(3.114)

with L̃M =

 Lm 0

0 Lr

 and C̃M =

 Cy

CQ

. In particular, for (3.110), K̃M =

[
k̃m k̃r

]
=

[
km(z) kr(z)

]
and for (3.112), K̃M =

[
k̃m k̃r

]
=

[
Km Kr

]
.

The output feedback regulator (3.109)-(3.110) and (3.111)–(3.112) are extensions of the

feedforward regulator (3.96). First of all, we investigate the dynamics of xc(t)− Π̃rw(t) when

applying (3.113)-(3.114):

ẋc(t)− Π̃ṙw(t) = Acxc(t)−
(

Π̃S −BcΓ
)
rw(t) +

(
BcK̃M C̃M − Π̃L̃C̃M

)(
xc(t)− Π̃rw(t)

)
=
(
Ac +BcK̃M C̃M − Π̃L̃C̃M

)(
xc(t)− Π̃rw(t)

)
= Âc

(
xc(t)− Π̃rw(t)

)
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with xc ∈ D(Ac).

From Theorem 8 and the above equation, it is easy to conclude the following lemma.

Lemma 4. For the plant (3.1a)-(3.1b) and the exosystem (3.103)-(3.106), the finite dimen-

sional regulator (3.113)-(3.114) solves the output regulation problem (3.91) if the operators

Π ∈ L(Cn, X) with ΠCn ∈ D(A) and Γ ∈ L(Cn,R) satisfy the Sylvester equations (3.99)-

(3.100) and if there exist controller parameters L̃M and K̃M such that the operator Âc in the

above equation is the infinitesimal generator of an exponentially stable C0−semigroup.

Consequently, we investigate the choice of the regulator parameters L̃M and K̃M such

that the operator Âc generates an exponentially stable C0−semigroup and thus the output

regulation problem is solved.

Theorem 9. The controller (3.113)-(3.114) stabilizes the operator Âc, provided that param-

eters in L̃M and K̃M are chosen as follows:

(a). k̃r can be chosen as a free constant, e.g., k̃r = 0. As a consequence, we have kr(z) = 0

in (3.110) and Kr = 0 in (3.112).

(b). Given that the pair (qr, Sr) in Assumption 2 is observable, Lr is chosen such that

Sr + Lrqr is Hurwitz matrix.

(c). Lm can be chosen such that Sd+LmCmΠ0 is exponentially stable, where Π0 ∈ L(Cnd , X)

is the following solution of the Sylvester equation

Π0Sd − (A+ k1BCm)Π0 = −pd (3.115)

with pd = Bdfd and Π0Cnd ∈ D(A).

(d). Assume that k̃m = k1 + k2 and Π =

[
Πd Πr

]
with Πd ∈ L(Cnd , X). Choose k1

such that the operator A+k1BCm generates an exponentially stable C0−semigroup. k2

can be chosen as: k2(z) = (Πd(z)+Π0(z))Lm
b(z)

or k2 = µo
∫ 1

0
(Πd(z)+Π0(z))Lm

b(z)
dz. Therefore, in

(3.110) the parameter km(z) is given by km(z) = k1 + (Πd(z)+Π0(z))Lm
b(z)

and in (3.112) the

parameter Km is Km = k1 + µo
∫ 1

0

(Πd(z)+Π0(z))Ly
b(z)

dz. Here µo is a tuning parameter.
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Proof. According to the structure of the exosystem (3.103)–(3.106), the operators Ac, Bc,

C̃M and Π̃ are rewritten as:

Ac =


A pd 0

0 Sd 0

0 0 Sr

 , Bc =


B

0

0

 , C̃M =

 Cm 0 0

0 0 qr

 , Π̃ =


Πd Πr

Id 0

0 Ir


with pd = Bdfd, and Π =

[
Πd Πr

]
. Id and Ir are identity matrices. As a result, the

operator Âc is calculated:

Âc = Ac +BcK̃M C̃M − Π̃L̃C̃M

=


A+Bk̃mCm + ΠdLmCm pd ΠrLrqr +Bk̃rqr

LmCΛm Sd 0

0 0 Sr + Lrqr


Apparently, the stability of Âc can be determined by the block operators Ãmc and Sr +Lrqr,

where Ãmc =

 A+Bk̃mCm + ΠdLmCm pd

LmCm Sd

.

Obviously, k̃r will not influent the stability of Âc. Due to Assumption 2, it is possi-

ble to find Lr such that the matrix Sr + Lrqr is Hurwitz. With the bounded similarity

transformations, the operator Ãmc is transformed into block lower triangular form, where di-

agonal blocks can be stabilized by choosing appropriate regulator parameters. By assuming

k̃m = k1 + k2, we rewrite Ãmc as:
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Ãmc =

 A pd

0 Sd

+

 k̃mB − ΠdLm

−Lm

[ Cm 0

]

=

 A pd

0 Sd

+

 k1B

0

[ Cm 0

]
+

 k2B

0

[ Cm 0

]
+

 −ΠdLm

−Lm

[ Cm 0

]

=

 A+ k1BCm pd

0 Sd

+

 k2B − ΠdLm

−Lm

[ Cm 0

]

By applying the following similarity transformation: T =

 I Π0

0 I

 and T−1 =

 I −Π0

0 I

,

we transform Ãmc into the form:

TÃmcT
−1 =

 I Π0

0 I


 A+ k1BCm pd

0 Sd


 I −Π0

0 I


+

 I Π0

0 I


 k2B − ΠdLm

−Lm

[ Cm 0

] I −Π0

0 I


=

 A+ k1BCm pd + Π0Sd

0 Sd


 I −Π0

0 I


+

 k2B − ΠdLm − Π0Lm

−Lm

[ Cm −CmΠ0

]

(3.116)

Let k2B − ΠdLm − Π0Lm = 0, then from (3.116) we have

TÃmcT
−1 =

 A+ k1BCm pd + Π0Sd − AΠ0 − k1BCmΠ0

−LmCm Sd + LmCmΠ0


For specified k1, if we let Π0 satisfy the following Sylvester equation:

Π0Sd − AΠ0 − k1BCΛmΠ0 + pd = 0
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with Π0Cnd ∈ D(A), then, Ãmc can be written as block lower triangular form: TÃmcT
−1 = A+ k1BCm 0

−LmCm Sd + LmCmΠ0

.

Then, we choose k1 and Lm such that A + k1BCm generates an exponentially stable

C0−semigroup, S + LmCmΠ0 is Hurwitz and thus Ãmc generates an exponentially stable

C0−semigroup. Furthermore, Âc generates an exponentially stable C0−semigroup. Observe

(3.116), in order to guarantee k2B−ΠdLm−Π0Lm = 0, one can choose k2(z) = (Πd(z)+Π0(z))Lm
b(z)

.

Moreover, k2 can also chosen as a constant k2 = µo
∫ 1

0
(Πd(z)+Π0(z))Lm

b(z)
dz to ensure k2B −

ΠdLm − Π0Lm ≈ 0. Here the tunning parameter µo in k2 is used to adjust the value of

k2B − ΠdLm − Π0Lm so that its value can approach to zero sufficiently.

From the above proof, it is shown that the solvability of the Sylvester equation (3.115)

is essential. In the following lemma, we show the solvability condition for the Sylvester

equation (3.115).

Lemma 5. (Solvability of Sylvester equation (3.115)) The transfer function Fm(s)

of (3.65a)–(3.65c) from u(t) to ym(t) is Fm(s) = −
∫ z0

0

(
exp

(∫ z0
η

(s−g(ζ))
v(ζ)

dζ
)
b(η)
v(η)

)
dη. There

exists a unique classical solution of the Sylvester equation (3.115) if and only if the solvability

condition: 1 − k1Fm(λ) 6= 0, ∀λ ∈ σ(Sd) holds, where σ(Sd) is the spectrum of Sd. In

particular, the solution of (3.115) can be given by:

Π0 =

nd∑
k=1

〈·, φdk〉R (λk;A+ k1BCm) (−pd)φdk (3.117)

Proof. Since Sd is a diagonalizable matrix (even including one zero eigenvalue, e.g w1 = 0

and thus λ1 = 0), there exists a similarity transformation V −1
d SdVd = diag(λ1, ..., λnd) with

Vd =

[
φd1 · · · φdnd

]
with λk = iwk, k = 1, ..., nd, where iwk and φk are eigenvalues and

eigenvectors of Sd (see (3.107)), respectively. Postmultiplying (3.115) by Vd yields to the

decoupled set of ODEs:
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dπ∗0,k(z)

dz
=

(λk − g(z))

v(z)
π∗0,k(z)− k1b(z)

v(z)
π∗0,k(z0) +

p∗dk
v(z)

(3.118)

π∗0,k(0) = 0 (3.119)

with π∗0k(z) = Π0(z)φk and p∗dk = pdφk, where the boundary condition (3.119) comes from

the definition of D(A), see (3.85) and the term k1b(z)
v(z)

π∗0,k(z0) is from k1BCmΠ0(z)ψk with

(3.65a), (3.65c). Then, it is easy to calculate the corresponding general solution:

π∗0,k(z) = −
∫ z

0

(
exp

(∫ z

η

(λk − g(ζ))

v(ζ)
dζ

)
k1b(η)

v(η)

)
dηπ∗0,k(z0)

+

∫ z

0

(
exp

(∫ z

η

(λk − g(ζ))

v(ζ)
dζ

)
p∗dk
v(η)

)
dη (3.120)

By evaluating π∗0,k(z) at the point z = z0, one obtains:

aπ0(λk)π
∗
0,k(z0) =

∫ z0

0

(
exp

(∫ z0

η

(λk − g(ζ))

v(ζ)
dζ

)
p∗dk
v(η)

)
dη

with aπ0(λk) =
(

1 + k1

∫ z0
0

(
exp

(∫ z0
η

(λk−g(ζ))
v(ζ)

dζ
)
b(η)
v(η)

)
dη
)

. Obviously, the above equation

can be uniquely solved for π∗0,k(z0) if and only if the solvability condition aπ0(λ) 6= 0 for

λ ∈ σ(Sd) holds. By applying the method in [60], one obtains the transfer function from

u(t) to ym(t) is Fm(s) = ŷm(s)
û(s)

= −
∫ z0

0

(
exp

(∫ z0
η

(s−g(ζ))
v(ζ)

dζ
)
b(η)
v(η)

)
dη with û(s) and ŷm(s) as

the Laplace transform of u(t) and ym(t). Therefore, once the solvability condition in the

lemma holds, the equation (3.118)-(3.119) can be uniquely solved and the solution of the

Sylvester equation (3.115) can be uniquely calculated by Π0(z) =
[
π∗0,1(z), · · · , π∗0,nd(z)

]
V −1
d .

Moreover, the solvability condition is easily guaranteed, since the parameter k1 can be freely

chosen in a certain range, e.g. k1 = 0, see Lemma 10. Furthermore, the expression in (3.117)

can be easily obtained using the approach in Section 3.2.

From Theorem 9, in order to guarantee the feasibility of the proposed regulator, the

detectability of the pair (CmΠ0, Sd) is crucial. In the following lemma, the sufficient and

necessary conditions related to the transfer function from the disturbance d(t) to the mea-

surement ym(t) are given to ensure the detectability.
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Lemma 6. (Detectability) The pair (CmΠ0, Sd) is detectable, if and only if the transfer

function Gmd(s) = Cm(sI − A)−1Bd, s ∈ ρ(A) in the plant from d(t) to ym(t) satisfies:

Gmd (λk) fdφdk 6= 0, k = 1, 2, · · · , nd (3.121)

in which φdk are the eigenvectors of Sd with respect to the eigenvalues λk of Sd. As a

consequence, there exists Lm such that Sd + LmCmΠ0 is Hurwitz.

Proof. According to Th.6.2-5 of [61], the detectability of the pair (CmΠ0, Sd) can be verified

by showing CmΠ0φdk 6= 0 for k = 1, 2, · · · , nd. Using the solution (3.117) yields:

CmΠ0φdk = CmR (λk;A+ k1BCm) (−pd)φdk

= −CmR (λk;A+ k1BCm)Bdfdφdk

= GK(λk)fdφdk

where GK(λ) = CmR (λ;A+ k1BCm)Bd with λ ∈ C+. By applying the Woolbury formula

and the following formula:

R (λ;A+ k1BCm) = R (λ;A) (I − k1BCmR (λ;A))−1

for every λ ∈ ρ(A) ∩ ρ(A+ k1BCm), we have

GK(λ) = (I − k1CmR (λ;A)B)−1Gmd (λ)

Due to Assumption 2 that the eigenvalues of Sd are distinct, it is possible to guarantee that

conditions in (3.121) hold for all eigenvectors of Sd. Furthermore, the solvability in Lemma 5

guarantees the existence of (I − k1CmR (λ;A)B)−1 and thus the conditions in (3.121) ensure

that the pair (CmΠ0, Sd) is detectable.
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3.3.3 Error feedback regulator

In this section, we proceed with another realistic realization: the error feedback regulator

where only the tracking error e(t) is available to the regulator design. Different from previous

section, throughout this section, the configuration in (3.103)–(3.106) and Assumption 2 are

not applied. In this subsection, the exosystem (3.2a)–(3.2c) is still employed. Moreover, the

following assumption is made within this subsection:

Assumption 3. The matrix S is diagonizable. The pair in the following equation is expo-

nential detectable: 
 A P

0 S

 , [ C −Q
] (3.122)

The feedforward regulator (3.96) is extended by the injection of the tracking error e(t)−

CcΠ̃rw(t), where the tracking error e(t) is available for measurement. This leads to the

following finite-dimensional regulator:

(I). Regulator with spatially distributed input: U(z, t)

ṙw(t) = Srw(t) + L(e(t)− CcΠ̃rw(t)) (3.123)

U(z, t) = Γrw(t) + ke(z)(e(t)− CcΠ̃rw(t)) (3.124)

(II). Regulator with non-spatially distributed input: U(t)

ṙw(t) = Srw(t) + L(e(t)− CcΠ̃rw(t)) (3.125)

U(t) = Γrw(t) +Ke(e(t)− CcΠ̃rw(t)) (3.126)

with the initial condition rw(0) = rw0 ∈ Cn.

Then, write (3.123)–(3.124) and (3.125)–(3.126) in the following general form:

ṙw(t) = Srw(t) + LCc(xc(t)− Π̃rw(t)) (3.127)
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U = Γrw(t) + K̃ECc(xc(t)− Π̃rw(t)) (3.128)

Here, K̃E = ke(z) for (3.124) and K̃E = Ke for (3.126). Then, by applying the regulator

(3.127)–(3.128), the dynamics of xc(t)− Π̃rw(t) is given by

ẋc(t)− Π̃ṙw(t) = Acxc(t) +
(
BcΓ− Π̃S

)
rw(t)

+
(
BcK̃ECc − Π̃LCc

)(
xc(t)− Π̃rw(t)

)
=
(
Ac +BcK̃ECc − Π̃LCc

)(
xc(t)− Π̃rw(t)

)
= Ãc

(
xc(t)− Π̃rw(t)

)
with xc(0)− Π̃rw(0) ∈ D(Ac) and xc ∈ D(Ac). Then, the following theorem shows that the

output regulation problem is solvable if there exist controller parameters L and K̃E.

Lemma 7. For the plant (3.65) and the exosystem (3.2a)-(3.2c), the following finite dimen-

sional regulator
ṙw(t) = Srw(t) + Le(t)

U = Γrw(t) + K̃Ee(t)
(3.129)

solves the output regulation problem (3.91) if the operators Π ∈ L(W,X) with ΠCn ∈ D(A)

and Γ ∈ L(W, Ū) satisfy Sylvester equations (3.99)-(3.100) and if there exist controller

parameters L and K̃E such that the operator Ãc in the above equation is the infinitesimal

generator of an exponentially stable C0−semigroup.

Proof. From the definition of Cc and Π̃, we can easily calculate CcΠ̃ = CΠ − Q = 0.

Therefore, it is natural that the regulators in (3.123)-(3.124) and (3.125)–(3.126) can be

rewritten as (3.129). If L and K̃E can be chosen such that Ãc is an infinitesimal generator

of an exponentially stable C0−semigroup, then under control of the regulator (3.129) the

composite state xc(t)→ Π̃rw(t) as t→ +∞. From the proof of Theorem 8, it is easy to see

that the output regulation problem can be solved.

The next theorem provides a choice of the controller parameters L and K̃E such that the

operator Ãc is the infinitesimal generator of an exponentially stable C0−semigroup.
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Theorem 10. The controller (3.129) stabilizes the operator Ãc, provided that L and K̃E are

chosen as follows: Assume K̃E = k3 + k4. Choose k3 so that A + k3BC is exponentially

stable. Choose L such that S +L(CΠe +Q) is exponentially stable, where Πe is the solution

of the Sylvester equation

ΠeS − (A+ k3BC)Πe = −P − k3BQ (3.130)

The parameter k4 can be chosen as a spatially varying function k4(z) = (Πe(z)+Π(z))L
b(z)

and also

k4 can be chosen as a constant value given by k4 = µe
∫ 1

0
[ (Πe(z)+Π(z))L

b(z)
]dz. Finally, we choose

ke(z) = k3 + (Πe(z)+Π(z))L
b(z)

for (3.124) and Ke = k3 + µe
∫ 1

0
[ (Πe(z)+Π(z))L

b(z)
]dz for (3.126). Here

µe is a tunning parameter.

Proof. With the bounded similarity transformations, the operator Ãc is transformed into

the block lower triangular form, where the diagonal blocks generate exponentially stable

C0−semigroups.

The operator Ãc can be written as:

Ãc =

 A P

0 S

+

 K̃EB − ΠL

−L

[ C −Q
]

Now let K̃E = k3 + k4,krB − ΠL = k3B + h2. Then

Ãc =

 A P

0 S

+

 k3B

0

[ C −Q
]

+

 k4B − ΠL

−L

[ C −Q
]

=

 A+ k3BC P − k3BQ

0 S

+

 k4B − ΠL

−L

[ C −Q
]

Since A generates an exponentially stable C0−semigroup, it implies that A is exponentially

stabilizable. In the following section, we will show that small gain k3 can be chosen such

that Ak = A + k3BC with D(Ak) = D(A) is exponentially stable. Now the following
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similarity transformation is applied to Ãc: T1 =

 I Πe

0 I

 , T−1
1 =

 I −Πe

0 I

, where

Πe ∈ L(W,X) has to be determined. Then, applying the similar derivation in Theorem 9

yields the equation (3.130) and the following result

T1ÃcT
−1
1 =

 Ak 0

−LC S + L (CΠe +Q)

 (3.131)

In equation (3.131), Ak is exponentially stable. Then, Ãc is exponentially stable if we choose

L such that S + L(CΠe +Q) is exponentially stable. Finally, the choices of ke(z) in (3.124)

and Ke in (3.126) here are similar to the proof of Theorem 9.

Since the solvability of the Sylvester equation (3.130) directly determines the feasibility

of the regulator (3.126), the following lemma provides solvability conditions ensuring the

solvability of the Sylvester equation (3.130).

Lemma 8. (Solvability of the Sylvester equation (3.130)) The transfer function G(s)

of (3.65a)–(3.65c) from u(t) to y(t) is G(s) = ŷ(s)
û(s)

= −
∫ z1

0

(
exp

(∫ z1
η

(s−g(ζ))
v(ζ)

dζ
)
b(η)
v(η)

)
dη with

û(s) and ŷ(s). There exists a unique classical solution of the Syvester equation (3.130) if and

only if the solvability condition 1− k3G(λ) 6= 0 holds, ∀λ ∈ σ(S) with σ(S) as the spectrum

of S. Moreover, the solution of (3.130) is given by:

Πe =
n∑
k=1

〈·, ψk〉R (λk;A+ k3BC) (−P − k3BQ)ψk (3.132)

Proof. The proof is similar to lemma 5.

Similar to the previous section, we turn to the analysis of the conditions on the detectabil-

ity of the pair (CΠe +Q,S) in the following lemma.

Lemma 9. (Detectability) The pair (CΠe +Q,S) is detectable, if and only if the transfer

function Ge(s) = C(sI − A)−1Bd, s ∈ ρ(A) from the disturbance d(t) to the controlled output
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y(t) satisfies the following conditions:

(Ge(λk)F +Q)ψk 6= 0, k = 1, 2, · · · , n (3.133)

where ψk are the eigenvectors of S with respect to the eigenvalues λk, k = 1, 2, · · · , n. Con-

sequently, there exists L such that the matrix S + L(CΠe +Q) is Hurwitz.

Proof. The conditions (CΠe +Q)ψk 6= 0, k = 1, 2, · · · , n indicates the detectability property

of (CΠe + Q,S) directly. Then using the formula (3.132) and Woodbury formula show for

k = 1, 2, · · · , n:

(CΠe +Q)ψk

= R (λk;A+ k3BC) (−P − k3BQ)ψk +Qψk

= −R (λk;A+ k3BC) (k3B + I)Qψk

−R (λk;A+ k3BC)BdFψk

= (I − k3CR (λk;A)B)−1 (Ge(λk)F +Q)ψk

Due to Assumption 3, the eigenvalues of the matrix S are distinct and it is possible to ensure

that conditions in (3.133) hold. Moreover, the solvability conditions in Lemma 8 ensures the

existence of (I − k3CR (λk;A)B)−1 and the conditions in (3.133) guarantees that the pair

(CΠe +Q,S) is detectable.

In Theorem 9 and Theorem 10, it is necessary to choose k1 (or k3) such that [A+k1BCm]

(or [A+ k3BC]) is exponentially stable. In this chapter, we provide the choice of k1 (or k3)

in the following lemma which was proposed in Chapter 5.

Lemma 10. Under assumption that the operator A generates an exponentially stable C0−semigroup

eAt on H and the operator C is A−admissible, then there exists k∗p > 0 such that ∀k ∈

[−k∗p, k∗p] so that the extended operator A + kBC still generates an exponentially stable

C0−semigroup on X.

Proof. For the proof of lemma, please refer to the proof part of Theorem 4.3.7 in [62]. More-

over, it should be noted that k ∈ [−k∗p, k∗p] is a sufficient condition ensuing
∥∥(1− kBCR(λ;A))−1

∥∥ <
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+∞. In practice, alternatively k can also be chosen outside of the range [−k∗p, k∗p] as long

as sup
{
‖R(λ;A+ kBC)‖ ; Re(λ) ≥ − ε

2

}
< +∞ for some ε > 0,−ε < w0, where −w0 is the

stability margin of the C0−semigroup generated by the operator A.

3.3.4 Numerical Simulations

In this section, we apply the proposed results to two examples including: a numerical example

and a nonlinear advection dominated axial dispersion reactor, see [3].

3.3.4.1 Numerical Example with spatially distributed input U(z, t)

We consider a homogenous one-dimensional first-order hyperbolic PDE system on [0, 1] with

boundary observation and point output:

∂x(z, t)

∂t
= v(z)

∂x(z, t)

∂z
+ g(z)x(z, t) + b(z)U(z, t), z ∈ (0, 1] (3.134a)

x(0, t) = 0, x(z, 0) = x0(z) (3.134b)
y(t) = x(z1, t), ym(t) = x(z0, t) (3.134c)

with v(z) = −2(z + 1), g(z) = e−z and b(z) = z2 + 1. x(z, t) is the state of the plant and

U(z, t) is the control signal. The controlled output y(t) is the evolution of the state at point

z1 = 0.5 and the measured output ym(t) is the evolution of the state at boundary point

z0 = 1. Obviously, the controlled output and the measured output are different.

From the proof part of Theorem 1, one can see that in order to guarantee the exponential

stability of the system, it is sufficient that there exists the unique solution η(z) defined over

the interval [0, 1]. Given the coefficients g(z), v(z) and initial value η(0) : µ = 0.00001,

we can compute the solution the initial value Cauchy problem (3.80). The unique solution

of η(z) is defined in [0, 1] and thus the system (3.134) without input, i.e. U(z, t) = 0 is

exponentially stable as shown in Figure 3.6.

In this section, our objective is to design output and error feedback regulators, respec-

tively such that the controlled output y(t) (3.134c) tracks a given harmonic trajectory ref-

erence signal: yr(t) = 5 sin(2t) and rejects the constant disturbance d(t) = 1 as well. The
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Figure 3.6: The evolution of the state x(z, t) decays exponentially.

disturbance d(t) and the reference signal yr(t) can be modelled by (3.103)–(3.106) with

Sd = 0, fd = 1, Sr =

 0 2

−2 0

, qr = [1, 0].

According to the content in previous section, we know the plant (3.134) is regular and

the infinite-dimensional representation on the Hilbert space X = L2(0, 1) is in the form of

(3.1a)–(3.1b) and the system operator A is defined as A = v(z) ∂
∂z

+ g(z) · I with its domain

given by D(A) =
{
x ∈ L2(0, 1) : x is a.c , dx

dx
∈ L2(0, 1), x(0) = 0

}
. The input operator B ∈

L(Ū , L2(0, 1)) and the disturbance location operator Bd ∈ L(Ud, L
2(0, 1)), where Ū , Ud ⊂ R,

are defined by B = 1 and Bd = 0.2.

Given the defined operators A, B and C and according to Lemma 9, the performance

of the operator A + kBC is investigated in Figure 3.7. Obviously, as shown in Figure 3.7,

changing the value of k would change the stability margin of the operator A + kBC. In

particular, in this chapter, we choose k ∈ [−1, 1] to ensure good stability which stays in the

region χ shown in Figure 3.7.

We now carry on solving the constrained Sylvester equation (3.99)-(3.100). Given the

expression Π =

[
Πd Πr

]
, (3.99)-(3.100) can be rewritten as:

ΠdSd − AΠd = BΓd + pd

CΠd = 0

(3.135)
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Figure 3.7: The performance of the operator A+kBC with different values of k. The region
χ denotes that the operator A+ kBC has similar stability margin with the operator A with
k ∈ [−1, 1].

ΠrSr − AΠr = BΓr

CΠr = qr

(3.136)

with pd = Bdfd = 0.2. It is easy to solve (3.135) for Πd and Γd: Πd = 0 and Γd = −pd. Then,

we turn to solving (3.136) for Γr. According to the structure of Sr, it is straightforward to

write Γr =

[
γ1 γ2

]
∈ L(C2, U). By applying the methods in Section 3.2, one can get the

explicit expression of γ1 and γ2:

γ1 =
Re (G(2i))− Im (G(2i))

|G(2i)|2

γ2 = −Re (G(2i)) + Im (G(2i))

|G(2i)|2

with G(s) = C(sI − A)−1b(z), s ∈ ρ(A). It is apparent that the specified value of the transfer

function is essential to the calculation of γ1 and γ2.

Applying the technique in [63] leads to G(2i) = −
∫ 0.5

0

(
exp

(
−
∫ 0.5

η
g(ζ)−2i
v(ζ)

dζ
)
b(η)
v(η)

)
dη.

It is easy to get G(2i) = x(0.5, 2i) = 0.2286 − 0.0457i. With the value of G(2i), one can

calculate: γ1 = 4.2051, γ2 = 0.6539.

Output feedback regulator — Now, we carry on the construction of the output feed-
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back regulator of (3.109)-(3.110) form. Under the control of the regulator (3.109)-(3.110),

we show that the controlled output y(t) tracks the reference signal yr(t) = 5 sin(2t) despite

of the existence of the constant disturbance d(t) = 1. We assume that the measurement of

the plant ym(t) and the reference signal yr(t) are available to the regulator and the controlled

output y(t). Obviously, the measured output ym(t) are different, i.e., y(t) = x(0.5, t) and

ym(t) = x(1, t).

In this part, from Theorem 9, kr(z) is free and therefore it can be set as kr(z) = 0. Then,

it is essential to calculate km(z), Lm and Lr. According to Theorem 9 and Lemma 10, one

can first set k1 = 0 since A is exponentially stable. Then, one can rewrite (3.115) as:

dΠ0(z)
dz

= − g(z)
v(z)

Π0(z)− pd
v(z)

Π0(0) = 0

To solve the above equation, we get the closed form solution Π0(z) as:

Π0(z) = −
∫ z

0

(
exp

(∫ z

η

(
−g(ζ)

v(ζ)

)
dζ

)
pd
v(η)

)
dη

It is easy to calculate CmΠ0(z) =

[
Π01(1) Π02(1)

]
= −0.0706. Then, one can easily

find Lm, e.g. Lm = 20 such that Sd + LmCmΠ0 is exponentially stable. Consequently, the

parameter of the regulator k can be computed through the explicit expression: km(z) =

k2(z) = (Πd(z)+Π0(z))Lm
b(z)

= (Π0(z))Lm
z2+1

. Finally, with the initial condition: rw(0) = [0, 0.1, 4.6]T ,

the output feedback regulator (3.109)-(3.110) is established. The results are shown in Figure

3.8 and Figure 3.9.

In Figure 3.8, we can see that despite of the existence of disturbance d(t) = 1, the

controlled output y(t) tracks the reference signal yr(t) well under the control of the proposed

output feedback regulator (3.109)-(3.110). In Figure 3.9, the evolution of the state x(z, t) is

plotted. Moreover, the locations of y(t) and ym(t) are pointed out. Therefore, we conclude

that in this part, an output feedback regulator is constructed with the measurement ym(t)
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Figure 3.9: The evolution of the state x(z, t) under the control of the output feedback
regulator (3.109)-(3.110).

and the reference signal yr(t) as its inputs, such that the controlled output y(t) of the plant

tracks the reference signal yr(t) despite of the disturbance d(t).

3.3.4.2 Advection dominated axial dispersion reactor application

A mathematical model for an advection dominated axial dispersion reactor is obtained by

assuming no dispersion, see [32]:
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∂T

∂t
= v(z)

∂T

∂z
− ∆Hk0

ρCp
exp

(
− E

RT

)
− Ash

ρCp
(T − Tc) , z ∈ (0, l] (3.137)

T (0, t) = Tin, t ≥ 0 (3.138)

y(t) = T (l, t), t ≥ 0 (3.139)

In these equations, v(z), ∆H, ρ, Cp, k0, E, R, h and Tin hold for the superficial fluid

velocity, heat of reaction, density, specific heat, kinetic constant, activation energy, ideal gas

constant, heat transfer coefficient and the inlet temperature, respectively. Tc(t) denotes the

coolant temperature and control input of (3.137)–(3.139). The parameter values used here

are depicted in Table 3.1.

process parameters notations numerical values
superficial fluid velocity v(z) −(0.025 + 0.075z) m/s

length of the reactor l 1 m
activation energy E 11250 cal/mol
kinetic constant k0 106 s−1

reaction coefficient ∆H
ρCp

85

heat transfer coefficient Ash
ρCp

0.2 s−1

ideal gas constant R 1.986 cal/(mol.K)
inlet temperature Tin 340 K

Table 3.1: Process parameters used in the simulation.

Let us consider the following state transformation: θ = T−Tin
Tin

and the new output yθ(t) =

y(t)−Tin
Tin

. Then, one obtains the following equivalent representation of the model (3.137)–

(3.138):

∂θ

∂t
= v(z)

∂θ

∂z
− κ exp

(
µθ

1 + θ

)
+ β (θc − θ) (3.140)

θ(0, t) = 0 (3.141)

yθ(t) = θ(l, t) (3.142)

Consequently, for the transformed system (3.140)–(3.142), the input signal is θc(t). The

parameters κ, µ and β are related to the original parameters as follows:
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µ =
E

RTin
, κ =

∆H

ρCpTin
k0 exp (−µ) , β =

Ash

ρCp

Let us denote by (θe, θce) a given equilibrium profile of the model (3.140)–(3.141). Then, we

consider the state transformation: x(t) = θ(t) − θe(t), the new output yx(t) = yθ(t) −

θe(l) and the new input u(t) = θc(t) − θce. The linearization of the system (3.140)–

(3.141) around its equilibrium profile leads to the linear infinite-dimensional system on the

Hilbert space X = L2(0, 1). A is the linear operator defined on its domain: D(A) ={
x ∈ L2(0, 1) : x is a.c., dx

dx
∈ L2(0, 1) and x(0) = 0

}
, by A = v(z) ∂

∂z
+ α(z)I with the func-

tion α given by α(z) = −κ exp
(

µθe
1+θe

)
µ

(1+θe)
2 − β. The input operator B ∈ L(Ū , L2(0, 1))

is the linear bounded operator defined by: B = β. The new output is expressed by

yx(t) = Cx(t) =
∫ l
l−r x(z, t)dz, t ≥ 0 with r = 0.0001. According to [32], we can as-

sume a uniform(constant) equilibrium profile θe(z) = 0 if the equilibrium input signal is set

as θce = κ
β
. The parameter values of the resulting infinite-dimensional system are shown in

Table 3.2.

v(z) α κ µ β θe
−(0.025 + 0.075z) −0.4421 0.0145 16.7 0.2 0

Table 3.2: Parameter values in the linear infinite-dimensional system.

In this example, our objective is the design of the error feedback regulator (3.126) in

such a way that the output yx(t) tracks a step signal yr(t) = Υ, and rejects an unknown

constant disturbance d(t). We assume the disturbance spatial distribution to be given by

the operator Bd = ez · I, z ∈ [0, l]. Therefore, the exosystem can be constructed simply as:

v̇(t) = 0, v0 = Υ ∈ R. Obviously, by adjusting the initial condition v0, one obtains different

step signals yr, see Figure 3.11.

In terms of previous notation in (3.2a)–(3.2c), Q = 1, F = 0.5 and then P = 0.5ez. Now,

the Sylvester equation (3.99)–(3.100) reduces to:

∂Π(z)

∂z
=

α(z)

−v(z)
Π(z) +

(βΓ + 0.5ez)

−v(z)
(3.143)

Π(0) = 0, Π(l) = 1 (3.144)
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where Π(0) = 0 comes from the definition of D(A) and Π(l) = 1 comes from (3.100).

Then, it is straightforward to compute the general solution of (3.143) given by Π(z) =

exp
(∫ z

0
α(ζ)
−v(ζ)

dζ
)

Π(0) +
∫ z

0

(
exp

(∫ z
η

α(ζ)
−v(ζ)

dζ
)

β
−v(η)

)
dηΓ +

∫ z
0

(
exp

(∫ z
η

α(ζ)
−v(ζ)

dζ
)

(0.5eη)
−v(η)

)
dη.

By applying the boundary conditions in (3.144), one obtains: Γ =
1−
∫ l
0

(
exp(

∫ l
η
α(ζ)
−v(ζ)dζ)

(0.5eη)
−v(η)

)
dη∫ l

0 (exp(
∫ l
η
α(ζ)
−v(ζ)dζ)

β
−v(η))dη

=

5.671. In order to design the error feedback regulator (3.126), the Sylvester equation given

by (3.130) needs to be solved and it reduces to:

∂Πe(z)

∂z
=
−α(z)

v(z)
Πe(z) +

(0.5ez + k3β)

v(z)
− k3βΠe(l)

v(z)
(3.145)

Πe(0) = 0 (3.146)

where according to Lemma 10, k3 is chosen as k3 = 0.7. The general solution of (3.145)–

(3.146) can be calculated analytically and Πe(l) can be computed by evaluating Πe(z) at

z = l and is given by Πe(l) =

∫ l
0

(
exp(

∫ l
η
−α(ζ)
v(ζ)

dζ) (0.5eη+k3β)
v(η)

)
dη

(1+
∫ l
0 (exp(

∫ l
η
−α(ζ)
v(ζ)

dζ) k3βv(η))dη)
= −4.1728. As a consequence,

the parameter gain L can be easily configured, e.g L = 1 such that S + L(Πe(l) + Q) =

−3.1728 is negative and since S = 0, the spatially varying function gain is given by: ke(z) =

k3β+Πe(z)L+Π(z)L
β

.

Consequently, the spatially distributed input U(z, t) in (3.124) and (3.129) can be con-

structed as

U(z, t) = Γrw(t) + ke(z)e(t)

= Γrw(t) + k3e(t) + Πe(z)L+Π(z)L
β

e(t)

and the performance of U(z, t) is shown in Figure 3.11 (black dashed line yx(t)). However,

the control law U(z, t) in (3.124) may not be practical to implement. According to Theorem

10, the feedforward gain Ke is given by Ke = k3 + µe

(∫ 1

0
Πe(z)L+Π(z)L

β
dz
)

. Therefore, the

time varying control law u(t) in (3.126) and (3.129) is given by:

U(t) = Γrw(t) +Kee(t)

= Γrw(t) + k3e(t) + µe

(∫ 1

0
Πe(z)L+Π(z)L

β
dz
)
e(t)
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Figure 3.10: Manipulated input U(t).

with µe = 1, which is only the function of time and is shown in Figure 3.10. The correspond-

ing performance of u(t) is also shown in Figure 3.11 (blue dashed line yxin(t)). Compared

with the performance of U(z, t), the averaged control law U(t) still can achieve the tracking

target with an overshoot and a longer actuation time. In Figure 3.12, the evolution of state

x(z, t) under the control law U(t) is given.
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Figure 3.11: The evolution of the controlled outputs yx(t), yxin(t) and the reference trajectory
yr(t) = Υ: Υ = 3 when 0 ≤ t ≤ 30; Υ = 5 when 30 ≤ t ≤ 60;Υ = 1 when 60 ≤ t ≤ 90.
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k3e(t) + µe

(∫ 1

0
(Πe(z)+Π(z))L

β
dz
)
e(t).

3.4 Output regulation for a class of linear boundary

controlled first-order hyperbolic PIDE systems

3.4.1 Problem formulation

We consider the following hyperbolic PIDE systems on the domain {t ∈ R+, z ∈ (0, 1)} pre-

sented in [64]:
∂tx(z, t) = ∂zx(z, t) + f(z)x(0, t)

+
∫ z

0
g(z, ξ)x(ξ, t)dξ

+
∫ 1

z
h(z, ξ)x(ξ, t)dξ + g1(z)d1(t)

(3.147)

x(1, t) = u(t) + g2d2(t) (3.148)

y(t) = Cx(t) (3.149)

ym(t) = x(0, t) (3.150)

with the input u(t) ∈ R. d1(t) ∈ R and d2(t) ∈ R are unmeasurable process and boundary

input disturbances, respectively. f , g and h are real-valued continuous functions. g1 ∈ C[0, 1]
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and g2 ∈ R in (3.147)–(3.148) are known functions that characterize the distribution of

disturbances. x(·, t) ∈ X = L2(0, 1), ∀t ∈ R+ denotes the state variable and then x(·, t)

at the point z is x(z, t). The real space X = L2(0, 1) is the state space with the norm

‖·‖2, i.e., ‖x(t)‖2 =
∫ 1

0
x2(z, t)dz. In (3.149), y(t) ∈ R is the output to be controlled. The

corresponding output operator C may describe point-wise or distributed in domain outputs,

i.e.
y(t) = Cx(t) =

∫ 1

0

c(z)x(z, t)dz (3.151)

where c(z) =
∑N

i=1 ciδ(z − zi), zi ∈ (0, 1) and ci ∈ R, or c(z) ∈ L2(0, 1). The measurement

ym(t) ∈ R is different from the controlled output y(t). In particular, it is not necessary that

the controlled output y(t) can be measured.

The following scalar hyperbolic PIDE system:

∂tx(z, t) = v(z)∂zx(z, t) + α(z)x(z, t)

+f̄(z)x(0, t) +
∫ z

0
ḡ(z, ξ)x(ξ, t)dξ

+
∫ 1

z
h̄(z, ξ)x(ξ, t)dξ + g1(z)d1(t)

on the domain (z, t) ∈ (0, 1)× (0, T ] can be transformed into (3.147)–(3.150) by applying an

appropriate change of variables, see [64]. Concomitantly, the resulting boundary conditions

and outputs remain the same as in (3.148)–(3.150). Hence, the following results of this

chapter are also valid for this general system class that describes many transport processes.

Remark 10. Without considering the integration term in (3.147)–(3.150) and assuming

that the function f(z) 6= 0, in [4] it has been shown that the system of equations described by

(3.147)–(3.148) is a spectral system. However, according to Th.4.1. and Co.4.2 in [39], it is

shown that the system (3.147)–(3.148) without the integration term and with f(z) 6= 0 is not

a Riesz-spectral system. This is in sharp contrast to the results associated with parabolic PDE

and second order hyperbolic PDE systems, which usually rely on the Riesz-spectral system

properties.

To ensure that the plant (3.147) is stabilizable in finite time, the following assumption

providing sufficient conditions for the coefficients of (3.147) is given [64]:
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Assumption 4. Define the triangles

Tl = {(z, ξ) ∈ [0, 1]× [0, 1], z ≥ ξ}

Tu = {(z, ξ) ∈ [0, 1]× [0, 1], z ≤ ξ}

and the spaces Xl = C(Tl;R) and Xu = C(Tu;R) equipped with the norms

‖h‖Xi= sup
(z,ξ)∈T〉

|h(z, ξ)|,∀h ∈ Xi, i = l, u

then the coefficients in (3.147) satisfy: f ∈ C([0, 1];R), g ∈ Xl and h ∈ Xu. Moreover, f , g

and h satisfy: max

{
sup
ζ∈[0,1]

|f(ζ)|, ‖g‖Xl , ‖h‖Xu

}
< 0.25. In particular, if f(z) ≡ 0, then the

coefficients g and h satisfy: max {‖g‖Xl , ‖h‖Xu} < 0.5.

Actually, by introducing Assumption 4, the plant is limited into a certain class of

systems with heavily bounded coefficients. However, for some systems, even though the plant

coefficients are larger than the sufficient conditions, these systems still can be stabilized, see

Section II-E in [64]. Moreover, when some coefficients such as f and h are zero functions,

this limitation is relaxed. For example, in (3.147), when h(z, ξ) ≡ 0, the plant reduces to

the system in [54] and is always stabilizable in finite time. Furthermore, for the case that g

and h are only functions of z, i.e., g(z, ξ) = g(z) and h(z, ξ) = h(z), sufficient and necessary

conditions were studied and provided in [65].

The disturbances d1(t) and d2(t) in (3.147), (3.148) and the reference signal yr(t) ∈ R

to be asymptotically tracked by the controlled output y(t) can be modelled by the known

finite-dimensional exosystem:

v̇(t) = Sv(t), v(0) = v0 ∈ Cnv (3.152)

d1(t) = pTd1v(t) = rTd1vd(t), t ∈ R+ (3.153)

d2(t) = pTd2v(t) = rTd2vd(t), t ∈ R+ (3.154)

yr(t) = qTv(t) = qTr vr(t), t ∈ R+ (3.155)
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where S is a block diagonal matrix S = bdiag(Sd, Sr) having all its eigenvalues on the

imaginary axis, i.e. iwk where i =
√
−1, k = 1, · · · , nv and wk can have zero values.

Correspondingly, v = col(vd, vr) with the signal models v̇d(t) = Sdvd(t), vd(0) = vd0 ∈ Cnd ,

and v̇r(t) = Srvr(t), vr(0) = vr0 ∈ Cnr , nd + nr = nv.

In particular, we can design the above matrix S to have the form: S = bdiag(Sd, Sr) =

bdiag(Sm, Sn) and the block Sn is a nilpotent matrix with dimension nn, i.e. its spectrum:

σ(Sn) = 0. In this chapter, we assume Sn is a sub-block matrix in the matrix Sr. The matrix

Sm is a diagonalizable matrix with dimension nm. Obviously, we have nn + nm = nv. In

particular, in this chapter, Sn is given by

Sn =



0 0 · · · 0 0

1 0 · · · 0 0

0 2 · · · 0 0

...
...

. . .
...

...

0 0 · · · (nn − 1) 0


(3.156)

If we write v = col(vm, vn) and qT =
[
qTm, q

T
n

]
with qTn = [α1, α2, · · · , αnn ] and vn(0) =

[1, 0, · · · , 0]T , then it is easy to obtain the polynomial signal:

qTn vn(t) = α1 + α2t+ · · ·+ αnnt
nn−1

According to this assumption, the exosystem can generate sinusoidal, steplike, ramp and

polynomial exogenous signals. In particular, since we assume that Sn is a block matrix in

the matrix Sr, a polynomial type exogenous signal is only possible for the reference signal

yr(t).

In this chapter, we assume that the disturbances cannot be measured and the reference

signal yr(t) in (3.150) is available for the regulator design. Moreover, throughout this chapter,

the disturbance distributions g1(z) and g2, and the matrices S, pTd1 , p
T
d2

and qT are assumed

to be known for the regulator design.

In this chapter, the output regulation problem is solved, which is equivalent to a regulator
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design such that, with the state feedback control the output tracking error satisfies:

e(t) = y(t)− yr(t) = 0, t ≥ T (3.157)

for a finite time T ∈ R+, and with the output feedback control, the output tracking error

satisfies:

lim
t→∞

(e(t)) = lim
t→∞

(y(t)− yr(t)) = 0 (3.158)

for all initial values of the plant (3.147)–(3.150), of the exosystem (3.152)–(3.155) and of the

regulator. Moreover, the resulting closed-loop system has to be exponentially stable.

3.4.2 Output regulation by state feedback

First, the backstepping approach in [64] is applied to transform the plant (3.147)–(3.150) into

a target system with a simple structure. Thereby, the new coordinates x̃(z, t) are introduced

in the form of the integral transformation

x̃(z, t) = Tc [x(t)] (z)

= x(z, t)−
∫ z

0
p(z, ξ)x(ξ, t)dξ −

∫ 1

z
o(z, ξ)x(ξ, t)dξ

(3.159)

with x(t) = {x(z, t), z ∈ (0, 1)} and integral kernels p(z, ξ) and o(x, ξ). Assume that the

kernel p(z, ξ) and o(z, ξ) are the solutions of the kernel boundary value problems (BVP):

∂ξp(z, ξ) + ∂zp(z, ξ) = −g(z, ξ) + o(z, 1)p(1, ξ)

+
∫ z
ξ
g(η, ξ)p(z, η)dη +

∫ 1

z
g(η, ξ)o(z, η)dη

+
∫ ξ

0
h(η, ξ)p(z, η)dη,∀z, ξ ∈ [0, 1] s.t. ξ ≤ z

(3.160)

∂ξo(z, ξ) + ∂zo(z, ξ) = −h(z, ξ) + o(z, 1)p(1, ξ)

+
∫ 1

ξ
o(z, η)g(η, ξ)dη +

∫ ξ
z
o(z, η)h(η, ξ)dη

+
∫ z

0
p(z, η)h(η, ξ)dη,∀z, ξ ∈ [0, 1] s.t. z ≤ ξ

(3.161)

with boundary conditions

p(z, 0) = −f(z) +
∫ z

0
p(z, η)f(η)dη

+
∫ 1

z
o(z, η)f(η)dη,∀z ∈ [0, 1]

(3.162)

o(z, 1) = 0 (3.163)
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A straightforward computation leads to

g̃T1 (z) = g1(z)pTd1 −
∫ z

0
p(z, ξ)g1(yξ)dξpTd1

−
∫ 1

z
o(z, ξ)g1(ξ)dξpTd1

= Tc [g1] (z)pTd1

(3.164)

and the resulting system:

v̇(t) = Sv(t) (3.165)

∂tx̃(z, t) = ∂zx̃(z, t) + g̃T1 (z)v(t) (3.166)

x̃(1, t) = πTv v(t) + g2p
T
d2
v(t) (3.167)

by implementation of the state feedback regulator, with the state feedback and feedforward

gains, of the following form:

u(t) =

∫ 1

0

k(ξ)x(ξ, t)dz + πTv v(t), k(ξ) = p(1, ξ) (3.168)

From [64], the Assumption 4 indicates that the kernel BVPs (3.160)–(3.163) has a unique

bounded solution [ p o ]T . As a consequence, the feedback gain k(ξ) in (3.168) exists such

that the closed-loop system (3.147), (3.148) for v(t) ≡ 0 is finite-time stable.

In order to determine the feedforward gain πTv in (3.168), we introduce for (3.165)–(3.167)

the error state:

ẽ(z, t) = x̃(z, t)− πT (z)v(t) (3.169)

where πT (z) has to be found. Therein, πT (z)v(t) describes the behaviour of x̃(z, t) to achieve

output regulation (3.157). By applying (3.152), (3.166), and (3.169) one obtains:

∂tẽ(z, t) = ∂z ẽ(z, t), (z, t) ∈ (0, 1)× R+ (3.170)

ẽ(1, t) = x̃(1, t)− πT (1)v(t) = 0 (3.171)

e(t) = Cx(t)− qTv(t) = CT −1
c [ẽ(t)] (3.172)

if πT (z) is the solution of the regulator equations
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dπT

dz
(z)− πT (z)S + g̃T1 (z) = 0 (3.173)

CT −1
c

[
πT
]

= qT (3.174)

on the spatial domain z ∈ (0, 1) and πTv in (3.168) is chosen as:

πTv = πT (1)− g2p
T
d2

(3.175)

From Lemma 6 of [64], the Assumption 4 implies that the inverse transformation T −1
c

given in (3.172) exists. It has the following integral form:

x(z, t) = T −1
c [x̃(t)] (z)

= x̃(z, t) +
∫ z

0
k(z, ξ)x̃(ξ, t)dξ

+
∫ 1

z
l(z, ξ)x̃(ξ, t)dξ

(3.176)

where the kernels k(z, ξ) and l(z, ξ) are bounded functions. The corresponding inverse control

kernel BVPs for k(z, ξ) and l(z, ξ) have the following forms:

∂ξk(z, ξ) + ∂zk(z, ξ) = −g(z, ξ)− f(z)l(0, ξ)

−
∫ z
ξ
g(z, η)k(η, ξ)dη −

∫ ξ
0
g(z, η)l(η, ξ)dη

−
∫ 1

z
h(z, η)k(η, ξ)dη,∀z, ξ ∈ [0, 1] s.t. ξ ≤ z

(3.177)

∂ξl(z, ξ) + ∂zl(z, ξ) = −h(z, ξ)− f(z)l(0, ξ)

−
∫ 1

ξ
h(z, η)k(η, ξ)dη −

∫ z
0
g(z, η)l(η, ξ)dη

−
∫ ξ
z
h(z, η)l(η, ξ)dη,∀z, ξ ∈ [0, 1] s.t. z ≤ ξ

(3.178)

with boundary conditions:
k(z, 0) = −f(z) (3.179)

l(0, ξ) = 0 (3.180)

Then, the tracking error system (3.170)–(3.172) is finite-time stable. Therefore, the output

regulation with the closed-stability is achieved, see the proof part of Theorem 11. Equiv-

alently, we can claim that (3.173)–(3.174) are the regulator equations, since they play the

same role as the regulator equations (constrained Sylvester equations) derived for the general
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class of distributed parameter systems with distributed control in [57], and with boundary

control in [31]. Since the ODE (3.173) has a very simple form, it admits a general closed-form

analytic solution. Consequently, the solvability of the regulator equations (3.173)–(3.174)

can be easily demonstrated, and it depends on the behavior of the system (3.147)–(3.149).

The transfer function can be obtained on the basis of the representation of the plant in

the backstepping coordinates – a simple hyperbolic system. Thus, the transfer function is

attainable in a closed-form. In order to utilize the transfer function explicitly, we apply the

method in [60]. With the aid of the transfer function and motivated by [53] for parabolic sys-

tems, the following lemma demonstrates the solvability condition for the regulator equations

(3.173)–(3.174).

Lemma 11. (Regulator Equations). The transfer function of (3.147)–(3.149) from u(t) to

y(t) is G(s) = CT −1
c [esz] e−s. Then, the regulator equations (3.173)–(3.174) have a unique

solution if and only if G(λ) 6= 0, ∀λ ∈ σ(S).

Proof. We assume that {φk} with k = 1, · · · , nm are eigenvectors of Sm with eigenvalues as

{λk}k=1,···,nm . Consequently, equations (3.173)–(3.174) can be decomposed into:

dπTm
dz

(z)− πTm(z)Sm + g̃T1m(z) = 0 (3.181)

CT −1
c

[
πTm
]

= qTm (3.182)

dπTn
dz

(z)− πTn (z)Sn + g̃T1n(z) = 0 (3.183)

CT −1
c

[
πTn
]

= qTn (3.184)

with πT (z) =
[
πTm(z), πTn (z)

]
. First, we focus on solving (3.183)–(3.184). Assume πTn (z) =

[πn,1(z), πn,2(z), · · · , πn,nn(z)] and g̃T1n = [g1n,1(z), g1n,2(z), · · · , g1n,nn(z)], then (3.183) can be

written as a set of cascade ODEs:

dπn,k
dz

(z) = kπn,k+1(z)− g1n,k(z)

dπn,nn
dz

(z) = −g1n,nn(z)

(3.185)

110



with k = 1, 2, · · · , (nn − 1). Consequently, the general solutions are given by:

πn,k(z) = πn,k(0) +
∫ z

0
(kπn,k+1(ξ)− g1n,k(ξ)) dξ

πn,nn(z) = πn,nn(0)−
∫ z

0
g1n,nn(ξ)dξ

Obviously, it is easy to see that the existence and uniqueness of πn,k+1(z) directly indicates

the existence and uniqueness of πn,k(z). Let qTn = [qn,1, qn,2, · · · qn,nn ] and applying (3.184)

yields:
CT −1

c [e0z]πn,nn(0) = qn,nn + CT −1
c

[∫ z
0
g1n,nn(ξ)dξ

]
CT −1

c [e0z]πn,k(0) = qn,k

+CT −1
c

[∫ z
0

(kπn,k+1(ξ)− g1n,k(ξ)) dξ
]

Therefore, the condition CT −1
c [e0z] 6= 0 ensures the existence and uniqueness of πn,nn(0) and

πn,k(0), k = 1, 2, · · · , (nn − 1) and thus the existence and uniqueness of πTn (z).

As defined in previous section, the matrix Sm is diagonalizable, there exists a similar-

ity transformation V −1SmV = diag (λ1, · · · , λnm) with V = [φ1, · · · , φnm ]. Postmultiplying

(3.173) by V gives us a decoupled set of ODEs:

dπ∗m
dz

(z)− π∗mk(z)λk + g̃∗1mk(z) = 0 (3.186)

with π∗mk(z) = πTm(z)φk and g̃∗1mk(z) = g̃T1m(z)φk for k = 1, · · · , nm. In terms of an unknown

boundary condition, the corresponding general solution is

π∗mk(z) = eλkzπ∗mk(0)−
∫ z

0

eλk(z−s)g̃∗1mk(s)ds (3.187)

Therefore, the condition (3.174) can be rewritten as CT −1
c [π∗mk(z)] = q∗mk with q∗mk = qTmφk.

By inserting the general solution π∗i (z), one obtains:

CT −1
c

[
eλkz

]
π∗mk(0)

= CT −1
c

[∫ z
0
eλk(z−s)g̃∗1mk(s)ds

]
+ q∗mk

(3.188)

This equation can be solved directly for π∗mk(0) if and only if the solvability condition

CT −1
c

[
eλz
]
6= 0, ∀λ ∈ σ(Sm) holds. Therefore, the solution of the regulator equations

(3.181)–(3.182) can be uniquely obtained as πTm(z) =
[
π∗m1(z), · · · , π∗mnm(z)

]
V −1 if and only
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if the solvability condition of Lemma 11 holds. From the above, the regulator equation

(3.173)–(3.174) has a unique solution as long as the condition CT −1
c

[
eλz
]
6= 0,∀λ ∈ σ (S)

holds.

The system (3.147)–(3.149) has the representation ∂tx̃(z, t) = ∂zx̃(z, t), (z, t) ∈ (0, 1)×R+

with the boundary condition x̃(1, t) = u(t)−
∫ 1

0
p(1, ξ)T −1

c [x̃(t)] (ξ)dξ, t > 0 and the output

y(t) = CT −1
c [x̃(t)] in the coordinates (3.159). By applying the technique in [60], the transfer

function can be easily computed: G(s) = CT −1
c [esz] e−s. Obviously, ∀λ ∈ σ(S), e−λ is non-

zero and invertible. Then, ∀λ ∈ σ(S), G(λ) 6= 0 means CT −1
c

[
eλz
]
6= 0 and this completes

the proof of the Lemma 11.

From Lemma 11 it is implied that the eigenmodes of the exosystem (3.152)–(3.155) can be

transferred to the output y(t) to compensate for the process and boundary input disturbances

d1(t) and d2(t) and to attain the reference signal yr(t). In the proof of Lemma 11 it is shown

that the solution πT (z) of the regulator equations (3.173)–(3.174) can be readily computed

in closed-form given that the backstepping transformations (3.159) and (3.176) have been

determined (see (3.164) and (3.174)). Consequently, the full state feedback regulator (3.168)

achieving output regulation has the form:

u(t) =

∫ 1

0

p(1, ξ)x(ξ, t)dξ +
(
πT (1)− g2p

T
d2

)
v(t) (3.189)

For the design of the full state feedback regulator (3.189), these results show that at first

the control kernel BVPs (3.160)–(3.163) and the corresponding inverse control kernel BVPs

(3.177)–(3.180) have to be solved in order to get p(1, ξ), g̃T1 (z) and thus πT (z). In the

following theorem it is shown that output regulation in the coordinates (3.159) also ensures

the output regulation in the original coordinates. Thereby, the dynamics of the tracking

error etr(z, t) = x(z, t)− πTc (z)v(t) with πTc (z) = T −1
c

[
πT
]

(z) is finite-time stable.

Theorem 11. (State Feedback Regulator). Let κ(z, ξ) and πT (z) be the solution of the

control-kernel BVP (3.160)–(3.163) and the regulator equations (3.173)–(3.174), respec-

tively. Then, the state feedback (3.189) achieves output regulation (3.157) for the system
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(3.147)–(3.149) and (3.152)–(3.155) with an exponentially stable tracking error dynamics in

the L2−norm, i.e., the tracking error etr(t) = {etr(z, t), z ∈ [0, 1]} satisfies

‖etr(·, t)‖2 ≤Mc(p, o, k, l)‖etr(·, 0)‖2, t ∈ (0, T ] (3.190)

for all etr(·, 0) ∈ L2(0, 1) with Mc > 0 and α0 > 0. In particular, the finite-time output

regulation by state feedback control (3.189) is achieved.

Proof. The tracking error (3.170)–(3.171) can be solved as

ẽ(t) =


ẽ0(z + t), z + t ≤ 1

0, z + t > 1

(3.191)

for all t ≥ 0, z ∈ [0, 1]. For the unbounded output operator defined in Section 3.4.1, based

on Cauchy-Schwarz inequality, the boundedness of the kernels k(z, ξ) and l(z, ξ), it can be

shown that there exists a positive constant M(k, l) > 0 (i.e. depending on k, l) such that

the norms

‖ẽ(·, t)‖2≤ ‖ẽ(0)‖2

|e(t)| = |CT −1
c (ẽ(t))|

≤ ‖ẽ(z0, t)‖2 +
∥∥∫ z0

0
k (z0, ξ) ẽ(ξ, t)dξ

∥∥
2

+
∥∥∥∫ 1

z0
l (z0, ξ) ẽ(ξ, t)dξ

∥∥∥
2

≤ (1 +M(k, l)) ‖ẽ(0)‖2

hold for all t ∈ R+. Moreover,

‖ẽ(·, t)‖2= 0,∀t > 1

|e(t)|= 0, ∀t > 1

This proves the output regulation (3.157) for the considered unbounded operators C within

finite time. For the bounded operator C the same also holds, since T −1
c is bounded. To prove

(3.190), by applying Cauchy-Schwarz inequality we have:
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‖ẽ(·, t)‖2 = ‖Tc (etr(·, t))‖2

≤ ‖etr(·, t)‖2 +
∥∥∫ z

0
p(z, ξ)etr(ξ, t)dξ

∥∥
2

+
∥∥∥∫ 1

z
o(z, ξ)etr(ξ, t)dξ

∥∥∥
2

Due to
∥∥∫ z

0
p(z, ξ)etr(ξ, t)dξ

∥∥2

2
≤
∫ 1

0

∫ 1

0
|p(z, ξ)|2dξdz·‖etr(·, t)‖2

2 and
∥∥∥∫ 1

z
o(z, ξ)etr(ξ, t)dξ

∥∥∥2

2
≤

‖etr(·, t)‖2
2·
∫ 1

0

∫ 1

0
|o(z, ξ)|2dξdz, then the boundedness of the kernels p(z, ξ) and o(z, ξ) implies

the existence of a positive constant c0(p, q) such that the following inequality

∥∥∥∥∫ z

0

p(z, ξ)etr(ξ, t)dξ

∥∥∥∥2

2

+

∥∥∥∥∫ 1

z

q(z, ξ)etr(ξ, t)dξ

∥∥∥∥2

2

≤ c2
0(p, o) ‖etr(·, t)‖2

2

yields ‖ẽ(·, t)‖2 ≤ (1 + c0(p, o)) ‖etr(·, t)‖2 and thus one has

‖ẽ(·, 0)‖2 ≤ (1 + c0(p, o)) ‖etr(·, 0)‖2

Because the kernels k(z, ξ) and l(z, ξ) in the inverse transformation (3.176) are also bounded,

there is a positive constant c1(k, l) such that ‖etr(·, t)‖2 ≤ (1 + c1(k, l)) ‖ẽ(·, t)‖2. This leads

to (3.190) with Mc(p, o, k, l) = (1 + c1(k, l)) (1 + c0(p, o)). Moreover, ‖etr(·, t)‖2= 0,∀t > 1.

Therefore, the finite-time stability of error dynamics in the original coordinates is ensured.

3.4.3 The design of output feedback regulator

In this section, the output regulator is designed to realize the output regulation of the system

(3.147)–(3.150). In this section, we make the following assumptions:

(i) It is assumed that (qTr , Sr) is observable.

(ii) Eigenvalues of Sd are distinct.

(iii) The reference signal yr(t) and the measurement ym(t) (different from the controlled

output y(t)) are known for the regulator design.
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Since yr(t) is known, the state vr(t) of (3.152) can be estimated by applying the finite-

dimensional reference observer

˙̂vr(t) = Srv̂r(t) + lr
(
yr(t)− qTr v̂r(t)

)
, t > 0 (3.192)

with the initial condition v̂r(0) = v̂r0 ∈ Cnr . Due to assumption (i), there exists an output

injection gain lr such that the dynamics of the estimation error er(t) = vr(t)− v̂r(t) decays

asymptotically.

To estimate the states x(z, t) and vd(t) in (3.147) and (3.152) the PDE-ODE coupled

observer is constructed as follows:

˙̂vd(t) = Sdv̂d(t) + ld (ym(t)− x̂(0, t)) , t > 0 (3.193)

∂tx̂(z, t) = ∂zx̂(z, t) + f(z)x̂(0, t)

+
∫ z

0
g(z, ξ)x̂(ξ, t)dξ

+
∫ 1

z
h(z, ξ)x̂(ξ, t)dξ + g1(z)rTd1 v̂d(t)

+l(z) (ym(t)− x̂(0, t)) , t > 0

(3.194)

x̂(1, t) = u(t) + g2r
T
d2
v̂d(t), t > 0 (3.195)

on the domain (z, t) ∈ (0, 1) × R+ with the initial conditions v̂d(0) = v̂d0 ∈ Cnd and

x̂(z, 0) = x̂0(z), z ∈ [0, 1]. Then, in view of (3.147)–(3.148), (3.152) and (3.193)–(3.195),

the corresponding observer error system can be constructed as

ėd(t) = Sded(t)− ldex(0, t) (3.196)

∂tex(z, t) = ∂zex(z, t) + γ(z)ex(0, t)

+
∫ z

0
g(z, ξ)ex(ξ, t)dξ

+
∫ 1

z
h(z, ξ)ex(ξ, t)dξ + g1(z)rTd1ed(t)

(3.197)

ex(1, t) = g2r
T
d2
ed(t) (3.198)
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with γ(z) = f(z) − l(z), ed(t) = vd(t) − v̂d(t) and ex(z, t) = x(z, t) − x̂(z, t). In order

to ensure the convergence of the observer, the observer error system (3.196)–(3.198) has

to be stabilized. This problem can be solved by applying the backstepping forwarding

approach. To this end, the coordinates ẽx(z, t) are introduced for the infinite-dimensional

system (3.197)–(3.198) by the inverse integral transformation

ex(z, t) = T −1
o [ẽx(t)] (z)

= ẽx(z, t) +
∫ z

0
kobs(z, ξ)ẽx(ξ, t)dξ

+
∫ 1

z
lobs(z, ξ)ẽx(ξ, t)dξ

(3.199)

in order to simplify the design of the output injection gains l(z) and ld. Assume that the

observer kernels kobs(z, ξ) and lobs(z, ξ) are the solutions of the inverse observer-kernel BVPs:

∂ξkobs(z, ξ) + ∂zkobs(z, ξ) = −g(z, ξ)− γ(z)lobs(0, ξ)

−
∫ z
ξ
g(z, η)kobs(η, ξ)ẽx(ξ, t)dη

−
∫ ξ

0
g(z, η)lobs(η, ξ)ẽx(ξ, t)dη

−
∫ 1

z
h(z, η)kobs(η, ξ)ẽx(ξ, t)dη

∀z, ξ ∈ [0, 1] s.t. ξ ≤ z

(3.200)

∂ξlobs(z, ξ) + ∂zlobs(z, ξ) = −h(z, ξ)− γ(z)lobs(0, ξ)

−
∫ 1

ξ
h(z, η)kobs(η, ξ)ẽx(ξ, t)dη

−
∫ ξ
z
h(z, η)lobs(η, ξ)ẽx(ξ, t)dη

−
∫ z

0
g(z, η)lobs(η, ξ)ẽx(ξ, t)dη

∀z, ξ ∈ [0, 1] s.t. z ≤ ξ

(3.201)

kobs(1, ξ) = 0 (3.202)

lobs(0, ξ) = 0 (3.203)

After the straightforward derivation, one obtains the output injection gain:

l(z) = f(z) + T −1
o [l̃](z) + kobs(z, 0) (3.204)
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and the representation:

ėd(t) = Sded(t)− ldẽx(0, t) (3.205)

∂tẽx(z, t) = ∂z ẽx(z, t)− l̃(z)ẽx(0, t) + g̃T1o(z)ed(t) (3.206)

ẽx(1, t) = g2r
T
d2
ed(t) (3.207)

of (3.196)–(3.198) in new coordinates. Therein, g̃T1o(z) = To[g1](z)rTd1 − To[lobs(·, 1)](z)g2r
T
d2

holds. The new output injection gain l̃(z) in (3.204) and (3.206) is needed as an additional

degree of freedom for the further design. The transformation To in g̃T1o(z) is given by the

integral transformation:

To[ex(t)](z) = ex(z, t) +
∫ z

0
pobs(z, ξ)ex(ξ, t)dξ

+
∫ 1

z
qobs(z, ξ)ex(ξ, t)dξ

= ẽx(z, t)

(3.208)

The corresponding observer kernel BVPs for pobs(z, ξ) and qobs(z, ξ) have the form:

∂zpobs(z, ξ) + ∂ξpobs(z, ξ) = g(z, ξ) + l̃(z)qobs(0, ξ)

+
∫ z
ξ
pobs(z, η)g(η, ξ)dη

+
∫ ξ

0
pobs(z, η)h(η, ξ)dη

+
∫ 1

z
qobs(z, η)g(η, ξ)dη

∀z, ξ ∈ [0, 1] s.t. ξ ≤ z

(3.209)

∂zqobs(z, ξ) + ∂ξqobs(z, ξ) = h(z, ξ) + l̃(z)qobs(0, ξ)

+
∫ z

0
pobs(z, η)h(η, ξ)dη

+
∫ 1

ξ
qobs(z, η)g(η, ξ)dη

+
∫ ξ
z
qobs(z, η)h(η, ξ)dη

∀z, ξ ∈ [0, 1] s.t. z ≤ ξ

(3.210)

pobs(1, ξ) = 0 (3.211)

qobs(0, ξ) = 0 (3.212)
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If submitting (3.208) into (3.199), it is not difficult to obtain:

−pobs(z, ξ) = kobs(z, ξ) +
∫ z
ξ
pobs(z, η)kobs(η, ξ)dη

+
∫ ξ

0
pobs(z, η)lobs(η, ξ)dη

+
∫ 1

z
qobs(z, η)kobs(η, ξ)dη

(3.213)

−qobs(z, ξ) = lobs(z, ξ) +
∫ z

0
pobs(z, η)lobs(η, ξ)dη

+
∫ ξ
z
qobs(z, η)lobs(η, ξ)dη

+
∫ 1

ξ
qobs(z, η)kobs(η, ξ)dη

(3.214)

Remark 11. In (3.200)–(3.203) and (3.209)–(3.212), the boundary conditions lobs(0, ξ) =

0 and qobs(0, ξ) = 0 eliminate the effects of coefficients γ(z) and l̃(z) on the existence of

the kernels kobs, lobs, pobs and qobs. According to Lemma 13 and Lemma 15 of [64], the

Assumption 4 directly means that kernel equations (3.200)–(3.203) and (3.209)–(3.212) have

bounded and unique solutions.

In order to decouple the PDE subsystem (3.206)–(3.207) from the ODE system (3.205)

and motivated by [66], the following error coordinates are defined:

εx(z, t) = ẽx(z, t)− ñT (z)ed(t) (3.215)

with ñT (z) ∈ Rnd . Simple calculation yields the ODE-PDE cascade

ėd(t) =
(
Sd − ldñT (0)

)
ed(t)− ldεx(0, t) (3.216)

∂tεx(z, t) = ∂zεx(z, t), z ∈ [0, 1] (3.217)

εx(1, t) = 0, t > 0 (3.218)

on the domain (z, t) ∈ (0, 1)×R+. Therefore, ñT (z) has to satisfy the triangular decoupling

BVP:
dñT

dz
(z)− ñT (z)Sd + g̃T1o(z) = 0 (3.219)

ñT (1) = g2r
T
d2

(3.220)
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and

l̃(z) = ñT (z)ld (3.221)

has to hold.

Lemma 12. (Triangular Decoupling BVP). The triangular decoupling BVP (3.219)–(3.220)

always has a unique classical solution.

Proof. The BVP (3.219)–(3.220) has the same form with (3.173)–(3.174) when replacing

(3.174) by a Dirichlet boundary condition (see (3.220)). Therefore, if we denote the eigen-

values of Sd, λd,i, i = 1, 2, ..., nd, the solvability condition eλd,i 6= 0, i = 1, 2, ..., nd, can be

easily obtained from the proof of Lemma 11. Obviously, no matter what values of λd,i are,

this condition always holds. This yields the result of Lemma 12.

The conclusion shows that in order to design the observer gains ld and l(z) for the exosys-

tem and the plant observers (3.193)–(3.195), first the inverse observer kernel BVPs (3.200)–

(3.203) and the corresponding observer kernel BVPs (3.209)–(3.212) have to be solved so

that kobs(z, 0) in (3.204) and g̃T1 (z) in (3.206) can be computed. Then, the solution ñT (z)

of the triangular decoupling BVP (3.219)–(3.220) is attainable. With the resulting vector

ñT (0) the exosystem observer gain ld in (3.193) can be determined such that the matrix

Sd − ldñT (0) is Hurwitz, see (3.216) given that (ñT (0), Sd) is observable. Consequently, by

applying (3.204) and (3.221), the plant observer gain l(z) in (3.194) is

l(z) = f(z) + T −1
o [ñT ](z)ld + kobs(z, 0) (3.222)

realizing the plant and the exosystem observer design. The observability of
(
ñT (0), Sd

)
can

be guaranteed whenever the conditions in the following lemma are satisfied.

Lemma 13. (Observability). The numerator of the transfer matrix F T
dm(s) =

NT
d (s)

Dd(s)
of
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(3.147)–(3.148) and (3.150) from col (d1(t), d2(t)) to ym(t) is

Nd(s) =

 ∫ 1

0
e−sζ (To [g1] (ζ)) dζ

e−sg2 +
∫ 1

0
e−sξqobs(ξ, 1)dξg2

 (3.223)

Then, denoting vd,i and λd,i the eigenvectors and corresponding eigenvalues of Sd, respec-

tively, the pair (ñT (0), Sd) is observable if and only if

NT
d (λd,i)

 rTd1vd,i

rTd2vd,i

 6= 0, i = 1, 2, · · · , nd. (3.224)

Proof. From Th. 6.2-5 in [61], the pair (ñT (0), Sd) is observable if and only if ñ∗i (0) =

ñT (0)vd,i 6= 0, i = 1, 2, ..., nd, since the eigenvalues of Sd are distinct. By applying the similar

method in the proof of Lemma 11 the result ñ∗i (0) = NT
d (λd,i)col

(
rTd1vd,i, r

T
d2
vd,i
)

can be

easily obtained for i = 1, 2, ..., nd. By utilizing the transformation x̃(z, t) = To [x(t)] (z), (see

(3.208), the plant (3.147)–(3.148) and (3.150) becomes

∂tx̃(z, t) = ∂zx̃(z, t) + (To[f ](z)− pobs(z, 0)) x̃(0, t)

+To[g1](z)d1(t) + qobs(z, 1)g2d2(t)

+qobs(z, 1)u(t)

x̃(1, t) = u(t) + g2d2(t)

ym(t) = x̃(0, t)

(3.225)

where qobs(z, 1) = −To[lobs(·, 1)](z) according to (3.214). For this representation of the plant

the transfer matrix F T
dm(s) =

NT
d (s)

Dd(s)
can be derived in a closed-form, where Dd(s) is an

irrational denominator. This completes the proof.

Remark 12. Lemma 13 indicates that the estimation of the disturbance states vd(t) is only

possible if the transmission of the disturbances d1(t) and d2(t) to the measurement ym(t) is

not blocked by the corresponding transfer behavior. Therefore, (3.224) requires rTd1vd,i 6= 0 or

rTd2vd,i 6= 0, i = 1, 2, ..., nd. This implies that each eigenmode of v̇d(t) = Sdvd(t) is observable

in d1(t) or d2(t).
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The triangular system (3.216)–(3.218) suggests an exponential stability of the observer

error dynamics (3.205)–(3.207) if Sd − ldñT (0) in (3.216) is a Huwitz matrix and the PDE

subsystem (3.217)–(3.218) is finite time stable. The following theorem demonstrates this

result.

Theorem 12. Let l(z) be given by (3.222). Then, the observer error dynamics (3.205)–

(3.207) is for t > 1 exponentially stable in the norm ‖·‖Xce =
(
‖·‖2

Cnd + ‖·‖2
2

) 1
2 , i.e. the

observer error ece(t) = col(ed(t), ex(t)) with ex(t) = {ex(z, t), z ∈ [0, 1]} satisfies

‖ece(t)‖Xce ≤Mcee
−αcet‖ece(0)‖Xce , t ∈ (0, T ] (3.226)

for all ece(0) ∈ Xce = Cnd ⊕ L2(0, 1) and positive constants αce and Mce.

Proof. Consider the Lyapunov function:

V (t) = eTd (t)Ped(t) + c

∫ 1

0

(1 + z)ε2
x(z, t)dz (3.227)

where c > 0 and P = P T > 0 is the solution of the Lyapunov equation

(
Sd − ldñT (0)

)T
P + P

(
Sd − ldñT (0)

)
= −Q (3.228)

for some Q = QT > 0. Taking the time derivative of (3.227) along the trajectories of (3.216)

and (3.217), we get

V̇ (t) =
((
Sd − ldñT (0)

)
ed(t)− ldεx(0, t)

)T
Ped(t)

+eTd (t)p
((
Sd − ldñT (0)

)
ed(t)− ldεx(0, t)

)
+2c

∫ 1

0
(1 + z)εx(z, t)∂zεx(z, t)dz

= eTd (t)
((
Sd − ldñT (0)

)T
P + P

(
Sd − ldñT (0)

))
×ed(t)− 2eTdPldεx(0, t)

+2c
∫ 1

0
(1 + z)εx(z, t)∂zεx(z, t)dz

(3.229)

Integrating the last term in (3.229)

2c
∫ 1

0
(1 + z)εx(z, t)∂zεx(z, t)dz

= −cε2
x(0, t)− c

∫ 1

0
ε2
x(z, t)dz

(3.230)
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and utilizing (3.228), we obtain

V̇ (t) = −eTd (t)Qed(t)− 2eTdPldεx(0, t)

−cε2
x(0, t)− c

∫ 1

0
ε2
x(z, t)dz

(3.231)

Since the parameter c can be chosen arbitrarily, we choose it to be sufficiently large to

guarantee that 1

2
eTd (t)Qed(t) + 2eTdPldεx(0, t) + cε2

x(0, t) ≥ 0 (3.232)

So that

V̇ (t) ≤ −1
2
eTd (t)Qed(t)− c

∫ 1

0
ε2
x(z, t)dz

(3.233)

It follows from (3.227) and (3.233) that there exists µ > 0 such that

V̇ (t) ≤ µV (t) (3.234)

This implies that the system (3.205) and (3.207) is exponentially stable in the norm defined

in (3.227) which is equivalent to the norm ‖·‖Xce . Therefore, there exist α̃ce > 0 and M̃ce > 0

such that
‖ẽce(t)‖xce= (‖ed(t)‖2

Cnd+‖ẽx(·, t)‖2
2)

1
2

≤ M̃cee
−α̃cet (‖ed(0)‖2

Cnd+‖ẽx(·, 0)‖2
2)

1
2

(3.235)

with ẽce = col(ed, ẽx). From [64], kernels pobs, qobs, kobs and lobs are bounded. Similar to

the proof in Theorem 11, according to the Cauchy-Schwarz inequality, there exist positive

constants: c3(pobs, qobs) and c4(kobs, lobs) such that ‖ẽx(·, t)‖L2≤ (1 + c3(pobs, qobs)) ‖ex(·, t)‖L2

and ‖ex(·, t)‖L2≤ (1 + c4(kobs, lobs)) ‖ẽx(·, t)‖L2 . As a consequence, we have

‖ece(t)‖Xce≤ (‖ed(t)‖2
Cnd+‖ex(·, t)‖2

2)
1
2

≤
(
‖ed(t)‖2

Cnd+ (1 + c4(kobs, lobs))
2 ‖ẽx(·, t)‖2

2

) 1
2

≤ M̃cee
−α̃cet (1 + c4(kobs, lobs))

× (‖ed(0)‖2
Cnd+‖ẽx(·, 0)‖2

2)
1
2

≤ M̃cee
−α̃cet (1 + c4(kobs, lobs))

× (1 + c3(pobs, qobs)) ‖ece(0)‖Xce

(3.236)

This leads to (3.226) with Mce = M̃ce (1 + c4(kobs, lobs))

× (1 + c3(pobs, qobs)) e
−α̃cet.
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The regulator achieving the output regulation consists of observers (3.192)–(3.195) for

the plant and the exosystem combined with the feedback:

u(t) =

∫ 1

0

p(1, z)x̂(z, t)dz +
(
πT (1)− g2p

T
d2

)
v̂(t) (3.237)

when utilizing the state estimates x̂(z, t) and v̂(t) = col(v̂d, v̂r) in (3.168). The following

theorem shows that for the resulting observer-based regulator, the separation principle holds

implying the output regulation.

Theorem 13. Consider the output feedback regulator (3.192)–(3.195) with (3.222), and

(3.237). Then, the output regulation (3.158) is achieved in the norm

‖·‖Xcl =
(
‖·‖2

Cnr + ‖·‖2
Cnd + ‖·‖2

2 + ‖·‖2
2

) 1
2

i.e. let ê = x̂ − πTc v̂ and πTc (z) = T −1
c [πT ](z), then the state ecl = col (er, ed, ex, ê) satisfies

the following inequality:

‖ecl(t)‖Xcl ≤Mcle
−αclt‖ecl(0)‖Xcl , t ≥ 0 (3.238)

for all ecl(0) ∈ Xcl = Cnr ⊕ Cnd ⊕ L2(0, 1)⊕ L2(0, 1) and positive constants Mcl and αcl.

Proof. By defining the new coordinate ˆ̃x(z, t) = Tc[x̂(t)](z), the observer (3.193)–(3.195) can

be transformed into the following form through the integral transformation Tc defined in

(3.159):

∂t ˆ̃x(z, t) = ∂z ˆ̃x(z, t) + g̃T1 (z)v̂(t) + l̃c(z)ex(0, t) (3.239)

ˆ̃x(1, t) = πT (1)v̂(t) (3.240)

where g̃T1 (z) is defined in (3.164) and l̃c(z) = Tc[l](z). In view of (3.199), one has ex(0, t) =

ẽx(0, t). Then, by applying the change of variables ε̂x(z, t) = ˆ̃x(z, t)−πT (z)v̂(t), i.e., ε̂(z, t) =

Tc[ê(t)](z) and expressing πT (z) =

[
πT1 (z) πT2 (z)

]
(see (3.173)–(3.174)), one can get:

∂tε̂x(z, t) = ∂z ε̂x(z, t) + aT1 (z)ed(t)

+a2(z)εx(0, t)− πT2 (z)lrq
T
r er(t)
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with boundary condition ε̂x(1, t) = 0, where the parameters aT1 (z) and a2(z) are given by

aT1 (z) =
(
l̃c(z)− πT1 (z)ld

)
ñT (0) and a2(z) = l̃c(z) − πT1 (z)ld. In the derivation, εx(z, t) =

ẽx(z, t)−ñT (z)ed(t) and ex(0, t) = ẽx(0, t) were utilized. This system, with ėr(t) =
(
Sr − lrqTr

)
er(t)

(see (3.192)) and (3.216)–(3.218), describes the closed-loop system as a cascade of two

exponentially stable subsystems. Then, defining the state of the closed-loop system as

ẽcl(t) = col(er(t), ed(t), εx(t), ε̂x(t)) in the Hilbert space Xcl = Cnr ⊕Cnd⊕L2(0, 1)⊕L2(0, 1)

with the standard inner product. Consider Lyapunov function

V (t) = eTr (t)Prer(t) + eTd (t)Pded(t)

+c1

∫ 1

0
(1 + z)ε2

x(z, t)dz

+c2

∫ 1

0
(1 + z)ε̂2

x(z, t)dz

(3.241)

where c1 > 0, c2 > 0, Pr = P T
r > 0 and Pd = P T

d > 0 are solutions of Lyapunov equations:

Pr
(
Sr − lrqTr

)
+
(
Sr − lrqTr

)T
Pr = −Qr (3.242)

Pd
(
Sd − ldñT (0)

)
+
(
Sd − ldñT (0)

)T
Pd = −Qd (3.243)

for some Qr = QT
r > 0 and Qd = QT

d > 0, which can be chosen arbitrarily. Following the

proof in Theorem 11 and differentiating (3.241) with respect to time, we get
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V̇ (t) = eTr (t)
((
Sr − lrqTr

)T
Pr + Pr

(
Sr − lrqTr

))
er(t)

+eTd (t)
((
Sd − ldñT (0)

)T
Pd + Pd

(
Sd − ldñT (0)

))
ed(t)

−2eTdPdldεx(0, t)− c1ε
2
x(0, t)− c1

∫ 1

0
ε2
x(z, t)dz

−c2ε̂
2
x(0, t)− c2

∫ 1

0
ε̂2
x(z, t)dz

+2c2

∫ 1

0
(1 + z)ε̂x(z, t)a

T (z)dzed(t)

+2c2

∫ 1

0
(1 + z)ε̂x(z, t)a2(z)dzεx(0, t)

−2c2

∫ 1

0
(1 + z)ε̂x(z, t)π

T
2 (z)dzlrq

T
r er(t)

≤ −1
2
eTr (t)Qrer(t)− 1

2
eTd (t)Qqed(t)− c1

∫ 1

0
ε2
x(z, t)dz

−1
4
c2

∫ 1

0
ε̂2
x(z, t)dz − c2ε̂

2
x(0, t)

−2c2

∫ 1

0
(1 + z)ε̂x(z, t)π

T
2 (z)dzlrq

T
r er(t)

−1
4
c2

∫ 1

0
ε̂2
x(z, t)dz − 1

2
eTr (t)Qrer(t)

−1
4
eTd (t)Qqed(t)− 2eTdPdldεx(0, t)− 1

2
c1ε

2
x(0, t)

−1
4
eTd (t)Qqed(t)− 1

4
c2

∫ 1

0
ε̂2
x(z, t)dz

+2c2

∫ 1

0
(1 + z)ε̂x(z, t)a

T (z)dzed(t)

−1
2
c1ε

2
x(0, t) + 2c2

∫ 1

0
(1 + z)ε̂x(z, t)a2(z)dzεx(0, t)

−1
4
c2

∫ 1

0
ε̂2
x(z, t)dz

(3.244)

Since c1 and c2 can be chosen arbitrarily, we choose c1 sufficiently large and c2 sufficiently

small to ensure that

1
2
eTr (t)Qrer(t) + 2c2

∫ 1

0
(1 + z)ε̂x(z, t)π

T
2 (z)dzlrq

T
r er(t)

+1
4
c2

∫ 1

0
ε̂2
x(z, t)dz ≥ 0

1

4
eTd (t)Qqed(t) + 2eTdPdldεx(0, t) +

1

2
c1ε

2
x(0, t) ≥ 0

1
4
eTd (t)Qqed(t) + 1

4
c2

∫ 1

0
ε̂2
x(z, t)dz

−2c2

∫ 1

0
(1 + z)ε̂x(z, t)a

T (z)dzed(t) ≥ 0

1
2
c1ε

2
x(0, t)− 2c2

∫ 1

0
(1 + z)ε̂x(z, t)a2(z)dzεx(0, t)

+1
4
c2

∫ 1

0
ε̂2
x(z, t)dz ≥ 0
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so that
V̇ (t) ≤ −1

2
eTr (t)Qrer(t)− 1

2
eTd (t)Qqed(t)

−c1

∫ 1

0
ε2
x(z, t)dz − 1

4
c2

∫ 1

0
ε̂2
x(z, t)dz

(3.245)

Following from (3.241) and (3.247), there exists ν > 0 such that

V̇ (t) ≤ −νV (t) (3.246)

This indicates that the systems for êcl = col(er, ed, ẽx, ε̂x) are for t > 1 exponentially stable in

the norm defined in (3.241), which is equivalent to ‖·‖Xcl , i.e., there exist positive constants

M̂cl > 0 and αcl > 0 such that

‖êcl(t)‖Xcl≤ M̂cle
−αclt (‖er(0)‖2

Cnr+‖ed(0)‖2
Cnd

+ ‖ẽx(·, 0)‖2
2+‖ε̂x(·, 0)‖2

2)
1
2

(3.247)

Due to the boundedness of operators Tc and T −1
c , there exist positive constants c5(p, q) and

c6(k, l) such that ‖ε̂x(·, t)‖2≤ (1 + c5(p, q)) ‖ê(·, t)‖2 and ‖ê(·, t)‖2≤ (1 + c6(k, l)) ‖ε̂x(·, t)‖2.

Moreover, from the proof part in Theorem 12, we have ‖ex(·, t)‖2≤ (1 + c4(kobs, lobs)) ‖ẽx(·, t)‖2

and

‖ẽx(·, t)‖2≤ (1 + c3(pobs, qobs)) ‖ex(·, t)‖2. This yields the result in (3.238) with Mcl = M̂cl(1+

cm)(1 + cn), cm = max(c4, c6) and cn = max(c3, c5), and completes the proof.

3.4.4 Examples

3.4.4.1 Example 1. Application to KdV-like equation

We take the example of the Korteweg-de Vries-like equations used in [54]. The system is

determined by three coefficients a, γ and ε and the transformation yields the following PIDE

(b =
√

a
ε
):

∂tx(z, t) = ε∂zx(z, t)− γb sinh(bz)x(0, t)

+γb2
∫ z

0
cosh(b(z − ξ))x(ξ, t)dξ

Considering ε = 1 and assuming that we want to control PIDE (3.248) by applying the

full state feedback regulator (3.168). In this example, the parameters are set as a = 1,

γ = 4. The output y(t) to be controlled is in-domain and pointwise with c(z) = δ(z − 0.5)
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in (3.151). We assume that there are no disturbances and the reference signal yr(t) is

designed as yr(t) =

 1 + 4t, 0 ≤ t ≤ 4

−10, t > 4
and then the corresponding Sr and qTr have forms

of Sr =



 0 0

1 0

 , 0 ≤ t ≤ 4

0, t > 4

and qTr =


[

1 4

]
, 0 ≤ t ≤ 4

−10, t > 4

. It is easy to find
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Figure 3.13: The evolution of the state x(z, t) under the state feedback control law (3.168).

that in the designed exosystem (3.152)-(3.155), the matrix S = Sr = Sn is a nilpotent

matrix. Given k(z, ξ) and l(z, ξ) and by using the formula for G(s), it is easy to compute

G(0) = −0.2387 6= 0, the condition in Lemma 11 holds and the state feedback regulator

exists. Applying the technique proposed in Lemma 11 easily yields the feedforward gain

πTv =


[

3.6 4.55

]
, 0 ≤ t ≤ 4

−11.348, t > 4

. The results are shown in Figure 3.13 and 3.14. It

should be noted that since the stabilized system is finite-time stable, the control output y(t)

tracks the reference signal yr(t) within finite-time t ∈ (0, T ), T ≥ 1.
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Figure 3.14: The reference trajectory yr(t)and the controlled output y(t) = x(0.5, t) under
the state feedback control law (3.168). The output regulations are achieved with t ∈ (0, T1]
and t ∈ (4, T2] with T1 ≥ 1 and T2 ≥ 5.

3.4.5 Example 2. Application to a PDE-ODE Interconnected sys-

tem

We consider the system given in [64] with f(z) = a+ bd sinh(
√
c(1−z))√

c cosh(
√
c)

, g(z, ξ) = − bd cosh(
√
cz) cosh(

√
c(1−ξ))

cosh(
√
c)

+

bd cosh(
√
c(z − ξ)) and h(z, ξ) = − bd cosh(

√
cz) cosh(

√
c(1−ξ))

cosh(
√
c)

with a = 1.25, b = c = 0.1 and

d = 10, and the system can be obtained from a first-order PDE coupled with a second order

ODE, see [64].

The output to be controlled is in domain and pointwise with N = 1 and z1 = 0.5 in

(3.151). We assume that disturbance distributions are give by g1(z) = 0.5e−z and g2 = 1. The

disturbances are constant: d1(t) = 1 and d2(t) = 2, which leads to a first-order disturbance

model with Sd = 0, rd1 = 1 and rd2 = 2. According to (3.223) and (3.224)and given qobs and

pobs, it is not hard to compute NT
d (0)

 vd,1

2vd,1

 = 4.6398 6= 0 with vd,1 = 1. Therefore, the

observability is guaranteed and the output feedback regulator exists. The reference signal

yr(t) is sinusoidal with yr(t) = 2sin(2t). Therefore, the corresponding model can be given

by (3.152) and (3.155) with Sr =

 0 2

−2 0

 and qTr =

[
2 0

]
.
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Figure 3.15: The evolution of the state x(z, t) under the control of the output feedback
regulator (3.192)–(3.195) and (3.237).
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Figure 3.16: The reference trajectory yr(t)and the controlled output y(t) = x(0.5, t) under
the control of the proposed output feedback regulator. The output regulation is achieved for
t > 1.

Therefore, for the estimation of vr(t) ∈ C2, an observer (3.192) can be designed with

the spectrum σ(Sr − lrq
T
r ) = {−18,−10}. The regulator equations (3.173)–(3.174) and

the triangular decoupling BVP (3.219)–(3.220) can be directly solved in a closed-form. The

corresponding control and observer kernel equations are solved through a successive approxi-

mation with 30 fixpoint iterations. Moreover, the gain ld is chosen such that −ldñT (0) = −10.

Figure 3.15 and 3.16 show the performance of the proposed output feedback regulator
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(3.192)–(3.195) and (3.237). Since the observer error systems and tracking error systems

are exponentially stable for t > 1, the output regulation is achieved exponentially for t > 1.

3.5 Conclusions

In this chapter, the output regulation problem for the distributed and boundary control first

order hyperbolic PDE systems are addressed. In particular, for different types of the hyper-

bolic systems, different regulator equations (Sylvester equations) are derived. Correspond-

ingly, their solvabilities have been investigated and sufficient conditions are provided. In

details, for the designed output and error feedback regulators, the corresponding detectabil-

ities are studied and the sufficient conditions are given. Finally, computer simulations are

presented to show the performances of the proposed regulators.
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Chapter 4

Output and error feedback regulator

designs for linear infinite-dimensional

systems

4.1 Introduction

In Chapter 3, the geometric approaches were extended, and finite-dimensional regulators

were designed to solve the output regulation problem for the first-order hyperbolic systems

with bounded control and output operators. Due to some restrictions on the design of

regulators and on the characteristics of considered plant, the proposed regulators may not be

constructed successfully. In this chapter, novel output feedback and error feedback regulators

are designed to relax those restrictions in Chapter 3 and proposed regulators are easier to

design.

In practice, the boundary/pointwise control and observation are frequently encountered,

and the relevant control schemes involve mathematic difficulties due to unbounded operators

[62]. In [67], p-copy internal model principle and G−conditions were introduced to the regular

linear systems where both control and observation operators are unbounded. In this thesis,

in order to address the output regulation problem for the linear systems with unbounded
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observation operators and to avoid the mathematic difficulties caused by the unboundedness

of operators, Yosida-type approximate boundary observation is used in the design of the

output regulators [68].

Recently, in [69], three dynamic error feedback controllers were introduced for regular

linear systems. In particular, one observer-based robust controller (Section VI) was designed

based on G−condition motivated by [58] where the controller has Internal Model Structure

(IMS) and the controller operator G1 has a triangular form. Moreover, an auxiliary operator

(not function-type) Sylvester equation needs to be solved. In this chapter, a new form of

the observer-based error feedback regulator is proposed and the solution of the auxiliary

Sylvester equation is the function of the spatial variable, which simplifies and reduces com-

plexity associated with the calculation of the auxiliary Sylvester equation.

Figure 4.1: Block diagram of systems interconnection (plant ΣP , exosystem ΣE and regula-
tors ΣC) with disturbance d, measurement ym, reference yr, output y, input u and tracking
error e. (a). configuration of the output feedback regulator; (b). configuration of the error
feedback regulator.

In this chapter, two types of regulators are proposed and designed, see Figure 4.1.

The main contribution is given as the observers design, i.e. the weighted regulator state[
(H̃rm(t))T v̂Tr (t)

]T
(or H̃ere(t)) is used to obtain exponentially accurate estimates for the

plant and exosystem states. To achieve the observer convergence, the observer error system

is decoupled into the PDE-subsystem and the ODE-subsystem so that the ODE-subsystem

and the PDE-subsystem can be stabilized separately by fixing free regulator parameters.

This decomposition idea was applied in backstepping designs of the output regulator, see

[53] and in internal model regulator designs, see [58], [69]. However, compared with [53]),

the proposed regulators in this chapter can address output regulation problems for coupled
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PDE systems with distributed or boundary control (with the aid of the approach in [31])

inputs. Compared with, see [58] or [69], a novel output feedback regulator is provided in

this chapter and the auxiliary Sylvester equations introduced here are easier to solve (by

introducing weights H̃ and H̃e).

In more detail, the constructed output feedback regulator is driven by the measurement

ym(t) and the reference yr(t). Therefore, the observability conditions are studied. Here,

the measurement ym(t) does not belong to the set of the controlled output y(t), while in

the design of the error feedback regulator, the proposed approach yields an alternative and

easy choice for finding the output injection gain for the traditional error feedback regulator

design, see [57] and Chapter 3. In contrast, the regulator parameters in this chapter can be

easily designed and configured. For infinite-dimensional systems, the proposed two regulator

designs are both applicable and valid for Riesz-spectral systems, see [52] and non-spectral

systems, see [37]. In particular, the free design parameters of the regulators are configured

by applying the separation principle.

Assume that X and Y are Hilbert spaces and A : X 7→ Y is a linear operator, then

D(A) denotes the domain of A. L(X, Y ) denotes the space of all linear, bounded operators

from X to Y (If X = CnX and Y = CnY , then L(X, Y ) = CnX×nY ). If X = Y , then we

write L(X). If A : X → X, then σ(A) is the spectrum of A (the set of eigenvalues, if

A ∈ CnX×nX ), ρ(A) = C\σ(A) is the resolvent set and R(λ;A) = (λI − A)−1 ∈ L(X)

denotes the resolvent operator for λ ∈ ρ(A). The inner product is denoted by 〈·, ·〉.

L2(0, 1)m with a non-negative integer m is a Hilbert space of an m−dimensional vector

of the real functions that are a square integrable over [0, 1]. Hk(0, 1) with a non-negative

integer k, denotes a Hilbert space defined as the Sobolev space of order k, i.e. Hk(0, 1)m ={
h(·) ∈ L2(0, 1)m :

(
dph
dzp

)
∈ L2(0, 1)m, p = 1, 2, . . . , k

}
. In particular, H0(0, 1) = L2(0, 1). If

the plant is a finite-dimensional system, the assumption: A generates a C0−semigroup TA(t)

is always satisfied, and the semigroup is the matrix exponential function, i.e., TA(t) = eAt, t ≥

0 [14]. eAt is exponentially stable if and only if σ(A) ⊂ C−, i.e., the matrix A is Hurwitz.
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4.2 Problem formulation

The plant – We are concerned with the following infinite-dimensional linear system ΣP :

ẋ(t) = Ax(t) + Bu(t) + Gd(t), t > 0, x(0) = x0 ∈ X (4.1)

y(t) = Cx(t), t ≥ 0 (4.2)

ym(t) = Cmx(t), t ≥ 0 (4.3)

where

x ∈ X is the state of the system,

X is a complex Hilbert state space,

u ∈ U is an input,

y ∈ Y is the controlled output, and

ym ∈ Ym is the measured output.

U , Y and Ym are complex Hilbert control and output spaces, respectively. A : D(A) ⊂

X → X is the infinitesimal generator of a C0−semigroup TA(t) on X, B ∈ L(U,X). The

output operators C, Cm ∈ L(X1, Y ) are A−admissible (see [70]), where the space X1 = D(A)

is equipped with the norm ‖x‖1= ‖(βI − A)x‖ and β ∈ ρ(A). d(t) ∈ Ud is disturbance

and Ud is a complex Hilbert space. G ∈ L(Ud, X) denotes disturbance location operator.

According to Proposition 4.9 of [71], the system (4.1)–(4.3) is well-posed and the Yosida-

type approximation of operators C and Cm in X are defined by Cαx = αC (αI −A)−1 x and

Cmαx = αCm (αI −A)−1 x, x ∈ X, where R (α;A) is the resolvent operator for α ∈ ρ(A). It

is natural that the transfer functions are expressed as follows:

G(s) = CαR(s;A)B, s ∈ ρ(A) (4.4)

Gd(s) = CαR(s;A)G, s ∈ ρ(A) (4.5)

Gm(s) = CmαR(s;A)G, s ∈ ρ(A) (4.6)
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where G(s), Gd(s) and Gm(s) are transfer functions from u(t) to y(t), from d(t) to y(t) and

from d(t) to ym(t), respectively.

This class of systems can be utilized to model behavior of both non-spectral and spectral

systems, and in particular transport processes (described by the first order hyperbolic PDEs),

heat and diffusion processes (described by parabolic PDEs) and vibrations (described by the

second order hyperbolic PDEs and higher order PDEs describing beam models). Moreover,

the class also contains all finite-dimensional systems by choosing the state space X = CnX ,

and letting A, B and C be matrices of appropriate sizes. The transfer functions are defined

by (4.4)–(4.6) provided that s ∈ C is not an eigenvalue of A. Actually, the following results

in this chapter are also applicable to finite-dimensional systems.

The exosystem – The reference trajectory yr(t) ∈ Y to be tracked by y(t) and the

process disturbance d(t) in (4.1) are generated by the known n-dimensional exosystem ΣE:

v̇(t) = Sv(t), t > 0, v(0) = v0 ∈ Cn (4.7)

d(t) = Fv(t), t ≥ 0 (4.8)

yr(t) = Qv(t) ∈ Y, t ≥ 0 (4.9)

with F and Q matrices of appropriate dimensions which are assumed to be known for the

regulator design.

Assumption 5. S : D(S) ⊂ Cn → Cn is a diagonalizable matrix having all its eigenvalues

on the imaginary axis, i.e. σ(S) = {λk}k=1,...,n. Note that the spectrum of S can include zero

eigenvalues. This accounts for the modeling of steplike and sinusoidal exogenous signals.

Remark 13. In this chapter, two regulators are designed. For different regulators, different

and specific configurations of S will be made in the following sections, respectively.

The output regulation problem – The main control problem in this chapter is defined

as follows: Design regulators such that the following conditions are satisfied:

(i). The closed-loop system operator generates an exponentially stable C0−semigroup;
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(ii). Let e(t) = y(t)− yr(t) denote the tracking error, then for some α < 0,

e(t) ∈ L2
α[0,∞) (4.10)

Here, L2
α[0,∞) is defined by [72]:

L2
α[0,∞) =

{
f ∈ L2

loc[0,∞)
∣∣ ∫ ∞

0

e−2αt|f(t)|2dt <∞
}

Throughout this chapter, we make the following general assumptions:

Assumption 6. The pair (A,B) is exponentially stabilizable.

Assumption 7. The pairs (Cα,A) and (Cmα,A) are exponentially detectable.

Assumption 8. The spectrum of S is contained in the resolvent set of A, i.e., σ(S) ⊂ ρ(A).

Remark 14. Due to the characteristic of the matrix S in the Assumption 5, for some

unstable systems, Assumption 8 may not hold, i.e., σ(S) 6⊂ ρ(A). In this case, one can first

stabilize the system to shift the spectrum of A away from the spectrum of S such that the

condition in Assumption 8 is guaranteed.

The following lemma presented in Chapter 3 proposed the full state feedback control law

solving the output regulation problems.

Lemma 14. Let Assumptions 6 and 8 hold. The linear state feedback regulator can be

designed if and only if there exist mappings Π ∈ L(Cn, X) with ΠCn ∈ D(A) and Γ ∈

L(Cn, U) satisfying the regulator equations:

ΠS = AΠ + BΓ + GF (4.11)

CαΠ = Q (4.12)

The full state feedback regulator is given by:

u(t) = Kx(t) + Lv(t) (4.13)
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where K ∈ L(X,U) is any exponentially stabilizing feedback gain for the pair (A,B) and the

operator L ∈ L(Cn, U) is given by L = Γ−KΠ.

According to Lemma 14, in the following sections, two regulators are designed to estimate

states of the plant and the exosystem such that the control law (4.13) can be applied to

address the output regulation problem.

4.3 The output feedback regulator

In this section, provided that the measurement ym(t) and the reference signal yr(t) are

available, an output feedback regulator will be designed to estimate the states of plant

(4.1)–(4.3) and the exosystem (4.7)–(4.9). Consequently, the control law in (4.13) can be

applied to achieve the output regulation (i)–(ii). Similar works can be found in [52] and

[53]. The contribution in [52] is the development of an finite-dimensional output feedback

regulator addressing the control of Riesz-spectral systems. While [53] designed the regulator

in the backstepping coordinates. In this chapter, the output feedback regulator is designed

to address the control problems for general infinite-dimensional systems including spectral

and non-spectral systems.

Similar to the above two elaborate works, the configuration of the exosystem in this

section is also given as follows:

v̇d(t) = Sdvd(t), vd(0) = vd0 ∈ Cnd (4.14)

v̇r(t) = Srvr(t), vr(0) = vr0 ∈ Cnr (4.15)

d(t) = Fv(t) = fdvd(t), t ≥ 0 (4.16)

yr(t) = Qv(t) = qrvr(t), t ≥ 0 (4.17)

where the matrix S in (4.7) is a block diagonal diagonalizable matrix: S = bdiag(Sd, Sr) and

the exosystem state is constructed by v = col(vd, vr) with n = nd + nr. (4.14) and (4.16) is

the disturbance model and (4.15) and (4.17) is the reference model. Obviously, eigenvalues
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of Sd and Sr are given by σ(Sd) = {λk}k=1,···,nd and σ(Sr) = {λk}k=nd+1,···,n and one has

F =

[
fd 0

]
and Q =

[
0 qr

]
.

In this section, for the above configuration of exosystem, the following assumption is

made:

Assumption 9. It is assumed that (qr, Sr) is observable and that the eigenvalues of Sd are

distinct.

It is easy to calculate:

Sdvd(t) =

nd∑
k=1

λk 〈vd(t), φdk〉φdk (4.18)

vd(t) = eSdtvd(0) =

nd∑
k=1

eλkt 〈vd(0), φdk〉φdk (4.19)

where {φdk} with k = 1, · · · , nd are eigenvectors of Sd corresponding to eigenvalues of Sd.

In this section, given the measurement ym(t) and the reference signal yr(t), an output

feedback regulator will be designed to estimate the states of the plant (4.1)–(4.3) and the

exosystem (4.7)–(4.9), and then the control law (4.13) can be applied to achieve the output

regulation (i)–(ii).

The abstract form of the regulator is given as follows:

ṙM(t) = RMrM(t) + LM

 ym(t)

yr(t)

 (4.20)

u(t) = KMrM(t), t > 0 (4.21)

on a space XrM , where RM : D(RM) ⊂ XrM → XrM generates a C0−semigroup TRM on

XrM , LM ∈ L(Ym × Y,XrM) and KM ∈ L(XrM , U).

The plant and the output feedback regulator can be written as a closed-loop system on

the composite state space Xcm = X ×XrM :

ẋcm(t) = Acmxcm(t) + Bcmv(t), xcm(0) ∈ Xcm (4.22)
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with xcm(t) =

 x(t)

rM(t)

, Acm =

 A BKM

LCM RM

, Bcm =

 GF
LQM

, LCM = LM

 Cmα
0


and LQM = LM

 0

Q

. The operator Acm generates a C0−semigroup TAcm(t) on Xcm.

We turn to the output feedback regulator design, by writing (4.20)–(4.21) in the following

form:
 ṙm(t)

˙̂vr(t)

 =

 Rm Or

0 Rr


 rm(t)

v̂r(t)

+

 Lmym(t)

Lryr(t)

 (4.23)

u(t) =

[
Km Kr

] rm(t)

v̂r(t)

 (4.24)

with rM(t) =

[
rTm(t) v̂Tr (t)

]T
∈ XrM . In the equation (4.23), the upper equation is used

to estimate plant state x(t) and the disturbance model state vd(t) given the measurement

ym(t). While the lower equation is employed to estimate the reference model state vr(t).

Therefore, we have Rm : D(Rm) ⊂ Xrm → Xrm with Xrm = X × Cnd , Or : Cnr → Xrm,

Rr : Cnr → Cnr , Lm ∈ L(Ym, Xrm), Lr ∈ L(Y,Cnr), Km ∈ L(Xrm, U) and Kr ∈ L(Cnr , U).

Correspondingly, the state rm can be defined by rm(t) =

[
x̂T1 (t) v̂Td (t)

]T
∈ Xrm.

Let xd(t) =

[
xT (t) vTd (t)

]T
∈ X × Cnd and define an operator H̃ =

 I H

0 I

 ∈
L (Xrm, X × Cnd) with H ∈ L(Cnd , X) to be determined and identity operator I with ap-

propriate dimensions, the following lemma provides a choice of the regulator design such that

the state

[
xTd (t) vTr (t)

]T
can be estimated by the weighted state

[
(H̃rm(t))T v̂Tr (t)

]T
.

In particular, the observation error

eM(t) =

[
xTd (t) vTr (t)

]T
−
[

(H̃rm(t))T v̂Tr (t)

]T

decays to zero exponentially.
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Lemma 15. (Observer Design) Define operators: Ad =

 A Pd

0 Sd

 : D(Ad) ⊂ X ×

Cnd → X × Cnd with Pd = Gfd, C̃m =

[
Cmα 0

]
∈ L(X × Cnd , Ym) and B̃ =

 B
0

 ∈
L(U,X × Cnd), then the dynamics of the observation error eM(t) is given by:

ėM(t) = AMeM(t), t > 0 (4.25)

with the initial condition eM(0) ∈ X × Cnd × Cnr , where

AM =

 Ad − H̃LmC̃m 0

0 Sr − Lrqr


if operators in (4.23): Rm, Or and Rr are chosen as: Rm = H̃−1AdH̃−LmC̃mH̃+H̃−1B̃Km,

Or = H̃−1B̃Kr and Rr = Sr−Lrqr. Furthermore, let Rm =

 Rm1 Rm2

Rm3 Rm4

, Lm =

 Lm1

Lm2


and Km =

[
Km1 Km2

]
. Assume that the operator H satisfies the following auxiliary

Sylvester equation

HSd − (A− Lm1CmΛ)H = Pd on D(Sd) (4.26)

with Pd = Gfd and that observer injection gains Lm1, Lm2 and Lr are chosen such that

the operator A − Lm1Cmα generates an exponentially stable semigroup on the space X, and

Sd − Lm2CmαH and Sr − Lrqr are Hurwitz, then the observation error eM(t) decays to zero

exponentially.

Proof. The controller in (4.23) is rewritten as: ṙm(t)

˙̂vr(t)

 =

 Rm Or

0 Rr


 rm(t)

v̂r(t)

+

 LmC̃m 0

0 Lrqr


 xd(t)

vr(t)


with C̃m =

[
Cmα 0

]
. With the substitution of the control law in (4.24), the dynamic
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system for

[
xTd (t) vTr (t)

]T
is given by:

 ẋd(t)

v̇r(t)

 =

 Ad 0

0 Sr


 xd(t)

vr(t)

+

 B̃Km B̃Kr

0 0


 rm(t)

v̂r(t)



with Ad =

 A Gfd

0 Sd

 and B̃ =

 B
0

. Then, a direct calculation shows that the dynamics

of eM(t) are given by the homogeneous differential equation:

ėM(t) =

 Ad − H̃LmC̃m 0

0 Sr − Lrqr

 eM(t), t > 0

with the initial condition eM(0) ∈ X × Cnd × Cnr if the regulator satisfies: Or = H̃−1B̃Kr,

Rr = Sr − Lrqr and Rm = H̃−1AdH̃ − LmC̃mH̃ + H̃−1B̃Km.

Let Adm denote the following operator:

Adm = H̃−1
(
Ad − H̃LmC̃m

)
H̃

=

 A− Lm1Cmα (A− Lm1Cmα)H −HSd + Pd

−Lm2Cmα Sd − Lm2CmαH


Due to the equation (4.26), the exponential stabilities of A− Lm1Cmα and Sd − Lm2CmαH

directly indicate that the semigroup TÃLm(t)generated by
(
Ad − H̃LmC̃m

)
is exponentially

stable and has the growth property
∥∥TÃLm(t)

∥∥ ≤ MÃLme
−κmt, t ≥ 0 for positive constants

M̃ALm and κm. Moreover, the exponential stabilities of
(
Ad − H̃LmC̃m

)
and Sr − Lrqr

imply that the semigroup TAM (t) generated by AM in (4.25) is exponentially stable and

has the growth property ‖TAM (t)‖ ≤ MAM e
−αM t, t ≥ 0, for positive constants MAM and

αM = min
(
κM ,−λ̃o

)
with λ̃o = max

k=1,···nr
Reλ̃rk < 0, where

{
λ̃rk

}
k=1,···,nr

are eigenvalues of

Sr − Lrqr. Therefore, the observation error eM(t) decays to zero exponentially.

From Lemma 15, the exact configuration of operators in (4.23): Rm, Or and Rr is given
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by:

Rm =

 A− Lm1Cmα + BKm1 BKm2

−Lm2Cmα Sd − Lm2CmαH

 (4.27)

Or =

 BKr

0

 , Rr = Sr − Lrqr (4.28)

Compared with existing works in literature such as [52], the observer design in Lemma 15 is

novel and the injection gains design is easier.

Moreover, in Lemma 15, all output injection gains: Lm1, Lm2 and Lr are designed to en-

sure the exponential convergence of the observe in the regulator (4.23)–(4.24). In particular,

due to Assumption 7 and 9, it is possible to find Lm1 and Lr. However, the existence of

the operator H and the detectability of the pair (CmαH,Sd) are essential to the existence of

Lm2. In the following theorem, the conditions for solvability of (4.26) and detectability of

(CmαH,Sd) are provided. Moreover, feedback and feedforward gains are chosen to address

the output regulation problem.

Theorem 14. The conditions for solvability of (4.26) and observability of (Cmα, Sd) are

given in following:

a). (Solvability) H ∈ L(Cnd , X) defined by:

H =

nd∑
k=1

〈·, φdk〉R (λk;A− Lm1Cmα)Pdφdk (4.29)

is the unique and bounded solution of the auxiliary Sylvester equation (4.26), if and only

if the following solvability conditions are satisfied:

I + Cmα(λI −A)−1Lm1 6= 0, ∀λ ∈ σ(Sd) (4.30)

b). (Observability) Finally, the pair (CmαH,Sd) is observable, if and only if the transfer

function Gm(s) in (4.6) from d(t) to ym(t) satisfies:

Gm(λk)fdφdk 6= 0, k = 1, 2, ..., nd (4.31)
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in which φdk are the eigenvectors of Sd with respect to the eigenvalues λk of Sd. Conse-

quently, there exists Lm2 such that Sd − Lm2CmαH is Hurwitz.

In particular, with the configuration of output injection gains Lm1, Lm2 and Lr given in

Lemma 15, the regulator (4.23)–(4.24) solves the output regulation problem, given that Km1,

Km2 and Kr are chosen as: Km1 = K, Km2 = KH + Γd − KΠd and Kr = Γr − KΠr

where K ∈ L(X,U) satisfies that the operator A + BK generates an exponentially sta-

ble C0−semigroup, where the operators Π =

[
Πd Πr

]
∈ L (Cnd × Cnr , X) and Γ =[

Γd Γr

]
∈ L (Cnd × Cnr , U) are defined in Lemma 14.

Proof. We begin by verifying the properties given in parts a)–c) of the theorem.

a). For the expression (4.29), we can easily apply the approach in Chapter 3 or in Re. 3.3

of [59] to obtain it. According to Assumption 5, there exists a similarity transformation

V −1
d SdVd = diag (λ1, λ2, · · · , λnd) with Vd = [φd1, φd2, · · · , φnd ]. Postmultiplying (4.26) by

Vd yields a decoupled set of equations:

h∗k + (λkI −A)−1Lm1Cmαh∗k = p∗k

with h∗k = Hφdk, p
∗
dk = Pdφdk for k = 1, 2, ..., nd. Then, the solution h∗k is uniquely

determined by Cmαh∗k and applying Cmα indicates that Cmαh∗k can be uniquely solved

by (I + CmαR (λk;A)Lm1) Cmαh∗k = Cmαp∗dk if and only if the conditions in (4.30) hold.

Consequently, we have H =
[
h∗1, h

∗
2, · · · , h∗nd

]
V −1
d .

b). In Th. 6.2-5 of [61], the observability of the pair (CmαH,S) can be verified by showing

CmαHφdk 6= 0 for k = 1, 2, · · · , n. Utilizing the solution (4.29) leads to:

CmαHφdk = CmαR (λk;A− Lm1Cmα)Pφdk

= CmαR (λk;A− Lm1Cmα)Gfdφdk = GL(λk)fdφdk

where GL(λ) = CmαR (λ;A− Lm1Cmα)G with λ ∈ C+. By applying the Woodbury

formula and the following formula:

R(λ;A− Lm1Cmα) = R(λ;A)(I + Lm1CmαR(λ;A))−1
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for every λ ∈ ρ(A)∩ρ(A−Lm1Cmα), we have GL(λ) = (I + CmαR (λ;A)Lm1)−1Gm(λ). As

a result, the solvability conditions in (4.30) guarantee the existence of (I + CmαR (λ;A)Lm1)−1

and thus the condition in (4.31) ensures CmαHφdk 6= 0. Due to Assumption 9 that eigen-

values of Sd are distinct, it is possible to guarantee that conditions in (4.31) hold for all

eigenvectors of Sd. Once the detectability conditions are satisfied, it is possible to find Lm2

such that Sd − Lm2CmαH is Hurwitz. If we assume λ̃dk, k = 1, 2, · · · , nd to be eigenvalues

of Sd − Lm2CmαH, then Reλ̃dk < 0.

Once conditions in a)–b) hold, the design of Lm1, Lm2 and Lr in Lemma 15 realizes

lim
t→+∞

eM(t) = 0, i.e., lim
t→+∞

(
xd(t)− H̃rm(t)

)
= 0 and lim

t→+∞
(vr(t)− v̂r(t)) = 0. Now, we turn

to the solving of the following initial value problem (IVP) with r̃m(t) =

 x̃1(t)

ṽd(t)

 ∈ X×Cnd

and ṽr(t) ∈ Cnr :
˙̃rm(t) = Rmr̃m(t) +Orṽr(t) + LmC̃mH̃r̃m(t)

r̃m(0) = rm(0), ṽr(0) = ṽr(0)

(4.32)

Then, a direct calculation yields the solution to x̃1(t) (here Π =

[
Πd Πr

]
and Γ =[

Γd Γr

]
are applied):

x̃1(t) = TK(t)x̃1(0) +
∫ t

0
TK(t− τ) (Π−H) ˙̃v(τ)dτ

+
∫ t

0
TK(t− τ) (− (A+ BK) (Π−H) ṽ(τ))dτ

= TK(t)x̃1(0) +
∫ t

0
d
dτ

(TK(t− τ) (Π−H) ṽ(τ))dτ

= TK(t) (x̃1(0)− (Π−H) ṽ(0)) + (Π−H) ṽ(t)

where TK(t), t ≥ 0 is an exponentially stable strongly continuous semigroup generated by

the operator A + BK and ṽ(t) =
[
ṽTd (t), ṽTr (t)

]T ∈ Cn. In view of (4.23) and (4.32),

lim
t→+∞

(
xd(t)− H̃rm(t)

)
= 0 indicates that lim

t→∞
(x̂1(t)− x̃1(t)) = 0 and lim

t→∞
(v̂(t)− ṽ(t)) = 0.

As a consequence, the output regulation is achieved since the following limitation holds:
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(y(t)− yr(t))

= (Cαx̃1(t) + CαHṽ(t)−Qṽ(t))

= (CαTK(t) (x̃1(0)− (Π−H) ṽ(0)))

+ (Cα (Π−H) ṽ(t) + CαHṽ(t)−Qṽ(t))

( due to CαΠ−Q = 0)

= (CαTK(t) (x̃1(0)− (Π−H) ṽ(0)))

Based on the above equation, the tracking error decays exponentially in the sense that

e(t) ∈ Lα(0,∞) with α < 0, given the admissibility of the observation output Cα. The

remainning part of the proof is to show the exponential stability of the closed-loop system.

By rewriting the operator Acm in (4.22), one has:

Acm =


A BKm BKr

LmCmα Rm Or

0 0 Rr


with Rr = Sr − Lrqr, which is Hurwitz. Let AR denote the matrix:

AR =

 A BKm

LmCmα Rm


Then, the exponential stabilities of AR and Rr directly indicate the exponential stability of

Acm.

By plugging Rm, Km and Lm into AR given in Lemma 15, we have:

AR =


A BKm1 BKm2

Lm1Cmα A− Lm1Cmα + BKm1 BKm2

Lm2Cmα −Lm2Cmα Sd − Lm2CmαH


If we choose a similarity transformation T ∈ L(XAR) with the space XAR = X ×X × Cnd

defined by:
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T =


I 0 0

0 0 I

−I I 0

 and T−1 =


I 0 0

I 0 I

0 I 0


we can define ÃR on XR and compute:

ÃR = TART−1

=


A+ BKm1 BKm2 BKm1

0 Sd − Lm2CmαH −Lm2Cmα

0 0 A− Lm1Cmα


Given the configuration in this theorem, TK(t) has the growth property ‖TK(t)‖ ≤MKe

−βt, t ≥

0 with positive constants MK and β. The operators BKm1, BKm2, Lm1Cmα and Lm2Cmα are

bounded linear operators, and the matrix Rr is bounded. Thus, the operator Acm is an

infinitesimal generator of the C0−semigroup TAcm(t) on Xcm. Furthermore, there exists a

positive constant MAcm such that ‖TAcm‖ ≤MAcme
−αcmt, t ≥ 0 with αcm = min (β, αM) > 0,

where αM is defined in the proof part of Lemma 15. This means that the closed-loop systems

(4.22) is exponentially stable for v(t) ≡ 0.

4.4 The error feedback regulator

Different from Section 3, in this section, it is supposed that only the tracking error e(t) is

available as input to the regulator and similar cases can be found in [57], [73], [74] and [69].

Throughout this section, the configuration of exosystem in (4.14)–(4.17) and Assumption

9 are not applied. Instead, the configuration in (4.7)–(4.9) is applied and the following

assumption on the matrix S for the design of the error feedback regulator is made.

Assumption 10. The matrix S is diagonalizable. The the following pair is exponentially

detectable: 
 A P

0 S

 , [ Cα −Q ]
Due to Assumption 5 and Assumption 10, the following expressions can be obtained:
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Sv(t) =
n∑
k=1

λk 〈v(t), φk〉φk (4.33)

v(t) = eStv(0) =
n∑
k=1

eλkt 〈v(0), φk〉φk (4.34)

where {φk} with k = 1, · · · , n are eigenvectors corresponding to eigenvalues of S.

It should be noted that Assumption 10 is the standard assumption in [57]. In Chapter-

3, constrained operator Riccati equations (OREs) were utilized to construct the injection

gains for the pair in Assumption 10 and especially for the first order hyperbolic systems.

However, due to the constraint, solutions of OREs may not be able to be calculated and the

injection gains will not be obtained. In this chapter, motivated by the proposed approach

in Section 3, a novel method is provided to realize the design of the injection gains. The

detectability of the pair in Assumption 10 is equivalent to the detectabilities of pairs (Cα,A)

and (CαHe − Q,S) and the solvability for He. In particular, this chapter works on the

design of error feedback regulator for general infinite-dimensional systems, e.g. parabolic

and hyperbolic PDE systems.

Given the tracking error e(t), the error feedback regulator has the following form:

ṙe(t) = Rere(t) + Lee(t), re(0) ∈ Xre (4.35)

u(t) = Kere(t), t > 0 (4.36)

on a Hilbert space Xre. Here, the regulator operator Re : D(Re) ⊂ Xre → Xre is a generator

of C0−semigroup, Le ∈ L(Y,Xre) and Ke ∈ L(Xre, U).

The plant and the error feedback regulator form a closed-loop system on the composite

state space Xce = X ×Xre:

ẋce(t) = Acexce(t) + Bcev(t), xce(0) ∈ Xce (4.37)

e(t) = Ccexce(t) +Dcev(t) (4.38)
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with Cce =

[
Cα 0

]
, Dce = −Q, Bce =

 GF

−LeQ

 and Ace =

 A BKe

LeCα Re

, D(Ace) =

D(A)⊕D(Re).

It is straightforward to show that the operator Ace is the infinitesimal generator of a

C0−semigroup TAce on Xce.

Let Xre = X × Cn, re(t) =

[
x̂T2 (t) v̂T (t)

]T
∈ Xre and define an operator H̃e ∈

L(Xre, Xe), following the similar approach in Section 4.3, the following lemma and theo-

rem will provide a parametric choice of the regulator design and conditions such that the

extended state xe(t) =

[
xT (t) vT (t)

]T
can be observed by the weighted regulator state

H̃ere(t) with H̃e =

 I He

0 I

, where I are identity operators with appropriate dimensions,

and the operator He ∈ L(Cn, X) is an unknown operator to be determined. Moreover, the

output regulation (4.10) and the exponential stability of the closed-loop system are achieved,

simultaneously.

Lemma 16. (Observer Design) Define Ae =

 A P

0 S

 : D (Ae) ⊂ X × Cn → X × Cn

with P = GF , C̃e =

[
Cα −Q

]
∈ L (X × C, Y ) and B̃ =

 B
0

 ∈ L (U,X × C), then the

dynamics of observation error ee(t) = xe(t)− H̃ere(t) is given by:

ėe(t) = ÃEee(t), t > 0 (4.39)

with initial condition ee(0) ∈ X×Cn and ÃE = Ae− H̃eLeC̃e, if the operator Re is given by:

Re = H̃−1
e AeH̃e − LeC̃eH̃e + H̃−1

e B̃Ke. In particular, define Le =

 Le1

Le2

 ∈ L (Y,X × Cn),

Ke =

[
Ke1 Ke2

]
∈ L (X × Cn, U). Assume that the operator He satisfies the following
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auxiliary Sylvester equation:

HeS − (A− Le1Cα)He = Le1Q+ P (4.40)

and that the injection gains Le1 and Le2 are chosen such that the operator A−Le1Cα generates

an exponentially stable semigroup and the matrix S − Le2(CαHe − Q) is Hurwitz, then the

observation error ee(t) decays to zero exponentially.

The proof is similar to the proof part in Lemma 15. Obviously, the pair in Assumption 10

can be rewritten as
(
C̃e,Ae

)
and therefore the detectability of

(
C̃e,Ae

)
made in Assumption

10 ensures the possibility of finding injection gains Le1 and Le2. As a consequence, the output

injection gain G =

 G1

G2

 in [57] can be constructed as: G = H̃eLe =

 Le1 +HeLe2

Le2

.

Obviously, this chapter provides an alternative and easy way to establish the output injection

gain for the pair
(
C̃e,Ae

)
.

A direct calculation gives

Re =

 A− Le1Cα + BKe1 BKe2

−Le2Cα S − Le2 (CαHe −Q)


Theorem 15. The conditions for the solvability of (4.40) and the observability of the pair

(CΛHe −Q,S) are given as follows:

a) (Solvability) He ∈ L(Cn, X) is defined by:

He =
n∑
k=1

〈·, φk〉R (λk;A− Le1Cα) (Le1Q+ P )φk (4.41)

that is the unique and bounded solution of the auxiliary Sylvester equation (4.40), if and

only if the solvability conditions hold:

I + Cα(λI −A)−1Le1 6= 0,∀λ ∈ σ(S) (4.42)

b) (Observability) Consequently, the pair (CαHe − Q,S) is observable, if and only if the
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transfer function Gd(s) in (4.5) from d(t) to y(t) satisfies the following observability con-

ditions:

(Gd(λk)F −Q)φk 6= 0, k = 1, 2, · · · , n (4.43)

Then, Le2 is chosen such that the matrix S − Le2(CαHe −Q) is Hurwitz.

Moreover, provided with the configuration of injection gains Le1 and Le2 in Lemma 16, the

output regulation problem can be solved by the regulator (4.35)–(4.36), if the operators Ke1

and Ke2 are chosen as: Ke1 = K and Ke2 = Ke1He + (Γ−Ke1Π) where K satisfies that the

operator A + BK generates an exponentially stable semigroup TK(t) on X. The operators

Π ∈ L(Cn, X) and Γ ∈ L(Cn, U) are defined in Lemma 14.

Proof. We first verify the properties in a)-b).

a). By applying a similar approach, the expression (4.41) can be obtained and the Sylvester

equation (4.40) is decoupled into a set of equations:

h∗ek = −(λkI −A)−1Le1Cαh∗ek + (λkI −A)−1lp∗k

with h∗ek = Heφk and lp∗k = (Le1Q+ P )φk for k = 1, 2, · · · , n. If applying Cα, the value of

Cαh∗ek can be uniquely determined by solving the equation:

(
I + Cα(λkI −A)−1Le1

)
Cαh∗ek = Cα(λkI −A)−1lp∗k

as long as the solvability conditions in (4.42) are satisfied. Finally, He is computed through

He = [h∗e1, h
∗
e2, · · · , h∗en]V −1.

b). The conditions (CαHe −Q)φk 6= 0,∀k = 1, · · ·n indicates the observability property of

(CαHe − Q,S) directly. Then, using the formula (4.41) and Woodbury formula show for

k = 1, 2, · · · , n:
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(CΛHe −Q)φk

= CαR (λk;A− Le1Cα) (Le1Q+ P )φk −Qφk

= − (CαR (λk;A− Le1Cα) (−Le1) + I)Qφk

+CαR (λk;A− Le1Cα)GFφk

= (I + CαR (λk;A)Le1)−1 (Ge(λk)F −Q)φk

Due to Assumption 10, the matrix S has distinct eigenvalues and it is possible to ensure

that conditions in (4.43) hold. Since the solvability condition in a) guarantees the ex-

istence of (I + CαR (λk;A)Le1)−1, then the conditions in (4.43) ensure the observability

of (CαHe − Q,S). Therefore, it is possible to find Le2 such that S − Le2(CαHe − Q) is

Hurwitz.

Similar analysis in Theorem 14 can be applied such that the output regulation (4.10) is

achieved by the regulator (4.35)–(4.36) and the closed-loop stability can be ensured, simul-

taneously.

Remark 15. The conditions in (4.43) means that an estimation of the exosystem state v(t)

is only possible if the transmission of the disturbance d(t) or the reference signal yr(t) to

the error e(t) is not blocked by the corresponding transfer behaviour. More directly, (4.43)

means that each eigenmode of v̇(t) = Sv(t) is observable in d(t) or in yr(t), and therefore

the transmission of disturbance d(t) should not be blocked by the reference signal yr(t).

4.5 Numerical Simulation

Example 1.– Periodic reference Control with Constant Disturbance for a 1–D Heat Equation:

(Output feedback regulator) Consider a controlled heat equation on the interval [0, 1] with

Neumann boundary conditions:

∂tx(z, t) = ∂2
zx(z, t) + b(z)u(t) + d(t) (4.44)

∂zx(0, t) = 0, ∂zx(1, t) = 0 (4.45)
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x(z, 0) = x0(z), y(t) = Cx = x(0.45, t) (4.46)

ym(t) = Cmx = x(1, t) (4.47)

with the initial condition is x0(z) = 4z2(3/2− z). The temperature input is uniform over a

small interval around the fixed point z0 ∈ (0, 1), i.e., b(z) = 1
2ε

1[z0−ε,z0+ε](z), where 1[a,b](z)

denotes the characteristic function of the interval [a, b]: 1[a,b](z) =

 1, z ∈ [a, b]

0, otherwise

. We

choose an actuator with z0 = 3/4 and ε = 1/4. Our design objective in this example is to

construct an output feedback regulator (4.20)-(4.21) that will drive the controlled output y(t)

to track a periodic reference trajectory of the form yr(t) = 5 sin(2t) and reject a constant

disturbance d(t) = d0 as well. The above reference and disturbance can be modelled by

(4.14)–(4.17) with Sd = 0, fd = 1, qr =

[
1 0

]
and Sr =

 0 2

−2 0

.

0 5 10 15

-10

0

10

0

2

Figure 4.2: The reference trajectory yr(t) = 5sin(2t) and the controlled output y(t) =
x(0.45, t). e(t) presents the tracking error.

It should be noted that the operator A = d2

dz2
equipped with D(A) = {h ∈ H2(0, 1),

dh
dz

(0) = 0 = dh
dz

(1)
}

, includes zero eigenvalue in its spectrum σ(A). Then, the Assumption

8 does not hold. To address this problem, the system needs to be stabilized at first. From

Eq.(III.6) in [57], the stabilization gain K can be chosen as KΦ = −β 〈Φ,1(z)〉 with β > 0,

e.g., β = 1. For the stabilized system, a new operator A is obtained: A = d2

dz2
+ b(z)K with
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D(A) = D(A). Obviously, σ(S) ⊂ ρ(A) and Assumption 8 is ensured. To solve the output

regulation problem, the output feedback regulator is constructed through the following steps:

Algorithm 1: Construction of the output feedback regulator
step 1: Solve Sylvester equation (4.11)–(4.12) for Γ and Π;
step 2: Find Lm1 to stabilize the operator A− Lm1Cmα
and solve Sylvester equation (4.26) for H;
step 3: Find Lm2 and Lr to stabilize operators
Sd − Lm2CmαH and Sr − Lrqr;
step 4: Find Km1 to stabilize operator A+ BKm1 and
let Km2 = Km1H + Γd −Km1Πd and Kr = Γr −Km1Πr.

step 5: Construct the output feedback regulator (4.23)–(4.24).

The output injection gain Lr in (4.23) is chosen such that the spectrum σ (Sr − Lrqr) =

{−6,−4} is assigned. For this example, we may choose the stabilizing output injection Lm1

as:

(Lm1ψ) (z) = µψ1[0,1](z), for z ∈ [0, 1], ψ ∈ Y = R

where 1[0,1](z) denotes the characteristic function 1[a,b](z) with a = 0 and b = 1, and µ is a

positive constant µ = 0.5. Then, the auxiliary Sylvester equation (4.26) can be solved for

H(z) and H(z) = 0.6667 and the output injection gain Lm2 = 2 can be selected such that

Sd − Lm2CmαH = −1.333 < 0. Since we have the exponentially stable operator A, bounded

input operator B and admissible operator Cmα, Km1 can be chosen as Km1 = kmCmα and

k ∈ [−k∗m, k∗m],∃k∗m > 0 such that A + BKm1 is still exponentially stable. The results are

shown in Figure 4.2–4.3.

By applying the regulator (4.23)–(4.24), the output, which is the temperature at the point

z = 0.45, converges very rapidly to the desired trajectory yr(t) = 5sin(2t) despite of the

disturbance d0.

Example 2.– Set Point Control with Period Disturbance for a coupled hyperbolic PDE

systems: (Error feedback regulator) We shall consider the following equation:

∂x1(z,t)
∂t

= −∂x1(z,t)
∂z

+ α1(z)x1(z, t)

+α2(z)x2(z, t) + βu(t)
(4.48a)
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Figure 4.3: The evolution of the state x(z, t) for (x, t) ∈ [0, 1]×R+ under the control of the
output feedback regulator (4.20)–(4.21).

∂x2(z,t)
∂t

= −∂x2(z,t)
∂z

+ α4(z)x2(z, t)

+α3(z)x1(z, t) + 0.8ezd(t)

(4.48b)

x1(0, t) = 0, x2(0, t) = 0 (4.48c)

x1(z, 0) = x10(z), x2(z, 0) = x20(z) (4.48d)

y(t) = x2(1, t) (4.48e)

with

 x1(t)

x2(t)

 ∈ L2(0, 1)2, z ∈ [0, 1] and β = 2. The output y(t) is obtained via boundary

point evaluation of the state x2(z, t), the spatial varying coefficients are: α1(z) = 2z2(z+ 2),

α2(z) = −5ez, α3(z) = 3
4
(1 + z) and α4(z) = −3(1 + ez), and the initial values are assumed

as: x10(z) = z2(3
2
− z), x20(z) = −3z(1− z). In this example, we assume that only the error

e(t) = y(t)− yr(t) is available and we are interested in designing an error feedback regulator

(4.35)–(4.36) such that the output y(t) tracks a constant reference trajectory yr(t) = 5

and the disturbance d(t) = 3sin(2t) is rejected simultaneously. The reference signal and

disturbance can be modelled by (4.7)–(4.9) with F =

[
0 3 0

]
, Q =

[
5 0 0

]
and
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S =


0 0 0

0 0 2

0 −2 0

.

We define operators in (4.48) as follows:

A =

 − d
dz

+ α1(z) α2(z)

α3(z) − d
dz

+ α4(z)


with D(A) =

{
h ∈ H1(0, 1)2 : h(0) = 0

}
, B =

[
β 0

]T
and C =

[
0 C̃

]
with C̃h =

1∫
0

δ(z − 1)h(z)dz for h ∈ L2(0, 1). And Λ−extension of C in the on space L2(0, 1)2 is given

by Cα =

[
0 C̃α

]
with C̃αx = αC̃

(
αI − Ã

)−1

x, x ∈ L2(0, 1) and Ã = − d
dz

+α4(z) equipped

with D(Ã) = {x ∈ H1(0, 1) : x(0) = 0}.
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Figure 4.4: The reference trajectory yr(t) = 5 and the controlled output y(t) = x2(1, t) under
the control of the error feedback regulator (4.35)–(4.36). e(t) presents the tracking error.

The construction of the error feedback regulator (4.35)–(4.36) is given as follows:
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Algorithm 2: Construction of the error feedback regulator
step 1: Solve Sylvester equation (4.11)–(4.12) for Γ and Π;
step 2: Find Le1 to stabilize the operator A− Le1Cα
and solve Sylvester equation (4.40) for He;
step 3: Find Le2 to stabilize the operator
Sd − Le2 (CαHe −Q);
step 4: Find Ke1 = K to stabilize operator A+ BKe1

and let Ke2 = KHe + Γd −KΠ.
step 5: Construct the error feedback regulator (4.35)–(4.36).

Since A generates an exponentially stable C0−semigroup, B is bounded and Cα is ad-

missible, there exists a positive constant k∗ such that for each k ∈ [−k∗, k∗] the perturbed

operator A + kBCα generates an exponentially stable semigroup. Therefore, we can choose

K = kCα and Le1 = kB in Theorem 15. In particular, it is easy to see that only the output

feedback y(t) rather than the plant states x1(t) and x2(t) is utilized to achieve the stabiliza-

tion the closed-loop system. The auxiliary Sylvester equation (4.40) can be solved through

the approach in a) of Theorem 15 for He(z). As a consequence, the proposed error feedback

regulator (4.35)–(4.36) can be configured and the resulting tracking behaviour is shown in

Figures 4.4.

4.6 Conclusion

This chapter addressed the output regulation problem for linear infinite-dimensional systems

with bounded input operators and unbounded output operators. In particular, Yosida-type

approximate boundary observation operator is defined to avoid the mathematic difficulties

caused by unbounded output operators. Consequently, two types of observer-based regula-

tors are investigated: the output feedback and error feedback regulators. Weighted regula-

tor states are utilized to estimate the plant and exosystem states. In particular, similarity

transformation and auxiliary Sylvester equations are applied such that the observation er-

ror system can be decoupled into a PDE subsystem and an ODE subsystem. Therefore,

parameters in regulators can be designed independently to realize the stabilization of the

PDE subsystem and the ODE subsystem and thus the observation error system. Based
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on designed observers, full state feedback control law can be applied to achieve the output

regulation (4.10). In addition, to guarantee the feasibility of proposed regulators, the solv-

ability conditions of auxiliary Sylvester equations and relative observability conditions are

studied. Finally, the main results are verified by two types of representative systems: the

heat equation described by a parabolic PDE and the first order coupled hyperbolic PDE,

via computer simulations.
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Chapter 5

The state feedback servo-regulator for

countercurrent heat-exchanger system

modelled by system of hyperbolic

PDEs

5.1 Introduction

With well-developed state feedback regulator in Chapter 3 and based on the good properties

of the considered plant, the output feedback stabilization controller equipped with a feed-

forward controller to solve the output regulation problem in this chapter. The controlled

system in this chapter is a network of countercurrent heat exchangers described by two sets

of hyperbolic PDEs. This class of systems covers packed mass exchange columns [75], coun-

tercurrent heat exchangers [76] and irrigation canals [77]. The system considered in this

chapter consists of two countercurrent heat exchangers connected in cascade and the fluid

flow rates are considered as control variables. Hence, the resulting system is quasi-linear.

Given an equilibrium state profile, by linearizing the quasi-linear system around the equi-

librium state profile, one obtains the linearized system. In particular, the linearized system
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characteristic is that it is a non-minimum phase system: the transfer function from u(t) to

y(t) has zeros in the open right half-plane.

5.2 Problem Formulation

5.2.1 Model description

The countercurrent heat exchanger is an essential equipment broadly utilized as a part of nu-

merous genuine process industry applications. The counter-stream heat exchanger has three

critical advantages over the parallel stream design. First and foremost, the more uniform

temperature contrast between the two liquids minimizes the thermal stresses throughout

the exchanger. Second, the outlet temperature of the cool liquid can approach the most

noteworthy temperature of the hot fluid, see Figure 5.1. Third, a more uniform temperature

distinction creates a more uniform rate of hotness exchange throughout the heat exchanger.

In this chapter, a network of counter flow heat exchangers is considered and modelled by

two sets of hyperbolic PDEs by assuming no diffusion phenomena. In order to deal with the

nonlinearity of the system, an explicit expression of an equilibrium profile is utilized. Then,

a state feedback regulator is designed to control the output of the system to track a reference

signal generated by an exosystem. As shown in Figure 5.2, the heat exchanger includes three

input fluids denoted by FL1, FL2 and FL3. The process of interest to control is to heat the

fluid FL3 by mixing FL1 with FL2.

159



Figure 5.1: Temperature profiles in counter-flow. Note that in a counter-flow heat exchanger
the outlet temperature of the cold fluid can exceed the outlet temperature of the hot fluid
but this cannot happen in a parallel flow system

The fluid FL3 that needs to be heated enters the heat exchanger at x = 0. The hot fluid

FL1 enters the exchanger at x = l1 and is mixed with the fluid FL2 coming from the right

side. Table 5.1 gives the physical properties of three fluids and the geometric description

of the heat exchanger. We assume that the physical properties of the fluids FL1 and FL2

are the same and the flow rate of FL3 is a constant F2. In Table 5.1, s1 = π(r2
1 − r2

2) and

s2 = πr2
2 and l = 2πr2.

Specification FL1 FL2 FL3

Specific weight ρ1 ρ1 ρ2

Specific heat Cp1 Cp1 Cp2
Cross-section of path s1 s1 s2

Contact circumference of exchanger l l l
Temperature

0 ≤ x < l1 T−1 (x, t) T−1 (x, t) T−2 (x, t)
l1 ≤ x ≤ l2 T+

1 (x, t) T+
2 (x, t)

Exchanger coefficient k k k
Mass flow rate αF1(t) (1− α)F1(t) F2

Input temperature T01 T02 T03

Table 5.1: Model Parameters

According to the energy balance, the following PDEs are obtained to describe the two
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parts of the heat exchanger shown in Figure 5.2, respectively.

∂T−1
∂t

= F1(t)
ρ1s1

∂T−1
∂x
− kl

Cp1ρ1s1

(
T−1 − T−2

)
∂T−2
∂t

= − F2

ρ2s2

∂T−2
∂x

+ kl
Cp2ρ2s2

(
T−1 − T−2

)
 0 < x < l1, t > 0 (5.1)

∂T+
1

∂t
= (1−α)F1(t)

ρ1s1

∂T+
1

∂x
− kl

Cp1ρ1s1

(
T+

1 − T+
2

)
∂T+

2

∂t
= − F2

ρ2s2

∂T+
2

∂x
+ kl

Cp2ρ2s2

(
T+

1 − T+
2

)
 l1 < x < l2, t > 0 (5.2)

with boundary conditions:

T+
1 (l2, t) = T02

T−2 (0, t) = T03

 (5.3)

where T±2 denotes temperature distribution of the fluid FL3, T−1 denotes the temperature

of mixed fluid FL1 and FL2 on the left side and T+
1 denotes the temperature of the fluid

FL2. Here the superscripts ± in ‘T±i ’ just denote the different sides of the system, i.e., ‘−’

denotes the left side: 0 < x < l1 and ‘+’ denotes the right side: l1 < x < l2.

The additional conditions at the mixing point x = l1 are given as follows:

T−1 (l1, t) = (1− α)T+
1 (l1, t) + αT01

T−2 (l1, t) = T+
2 (l1, t)

 (5.4)

where T01 denotes the temperature of the fluid FL1 entering the system at x = l1, T02 is the

temperature of the fluid FL2 entering the system at x = l2, and T03 denotes the temperature

of the fluid FL3 entering the system at x = 0. We assume that T01, T02 and T03 are positive

constants and 0 < α < 1.

The initial conditions are given by:

T−1 (x, 0) = f−1 (x)

T−2 (x, 0) = f−2 (x)

 0 < x < l1 (5.5)
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T+
1 (x, 0) = f+

1 (x)

T+
2 (x, 0) = f+

2 (x)

 l1 ≤ x ≤ l2 (5.6)

Therefore, the system (5.1), (5.2) with boundary conditions (5.3), (5.4) and initial conditions

(5.5), (5.6) describes the dynamics of the countercurrent heat exchanger shown in Figure

5.2. In the system (5.1), (5.2) to be controlled, the flow rate F1(t) is the control input and

T+
2 (l2, t) is the output. In other words, the temperature of the fluid FL3 at the outlet x = l2

is controlled by the flow rate F1(t), see Figure 5.2.

Figure 5.2: Heat exchanger systems geometry.

In order to explore when the system exhibits a non-minimum phenomenon, in this chapter

the following conditions are set as:

T02 < T03 < αT01, 0.5� α < 1 (5.7)

According to (5.7), the fluid FL3 is heated at the left side: 0 < x < l1 and heats the fluid

FL2 at the right side: l1 < x < l2. Here 0.5 � α means that the parameter α is larger

than and is not close to 0.5, e.g., α > 0.6. The condition: 0.5 � α < 1 implies that the

temperature of the fluid FL3 at x = l2 will increase.

First, we assume that the system reaches the equilibrium point under the fixed control

input F1(t) = F0. Then, by increasing F1(t) = F0 by a positive unitary step, the fluid FL2

will cool more the fluid FL3 at the right side of the heat exchanger and at the same time, the

mixed fluid of FL1 and FL2 will heat the fluid FL3 at the left side of the heat exchanger.
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This is shown in Figure 5.3, since the fluid FL3 moves from the left side to the right side.

It can be observed that at x = l2, T+
2 (l2, t) first decreases before the left side heated fluid

reaches. Then, T+
2 (l2, t) increases due to the arrival of the heated fluid FL3 from the left

end. This is essentially the non-minimum phase behavior, i.e., the conditions (5.7) guarantee

a non-minimum phase of the plant system.
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Figure 5.3: The non-minimum phase response of the heat exchanger system to a positive
step control.

5.2.2 Temperature equilibrium profiles

In this chapter, we are interested in temperature equilibrium profiles for the model (5.1)–

(5.6):

Te =
[
T−1e(·), T−2e(·), T+

1e(·), T+
2e(·)

]T
(5.8)

in the state space L2(0, l1)2×L2(l1, l2)2, given by a set of parameters T01, T02, T03 and α and

by fixing the control input as F1(t) = F0.

Remark 16. The equilibrium profiles Te must satisfy the boundary conditions (5.3), (5.4).

By selecting different constant control inputs F0, one can obtain different temperature equi-

librium profiles. The temperature equilibrium profiles are given in Figure 5.4.
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Figure 5.4: Equilibrium temperature profiles.

By integrating the equilibrium ordinary differential equations corresponding to (5.1)–

(5.4), one can easily obtain the equilibrium profiles described by:

T−1e(x) =
(

α1

α1−β1

)
C0 exp ((α1 − β1)x) + C1

T−2e(x) =
(

β1
α1−β1

)
C0 exp ((α1 − β1)x) + C1

 0 < x < l1, (5.9)

T+
1e(x) =

( α1
1−α

α1
1−α−β1

)
C̃0 exp

((
α1

1−α − β1

)
x
)

+ C̃1

T+
2e(x) =

(
β1

α1
1−α−β1

)
C̃0 exp

((
α1

1−α − β1

)
x
)

+ C̃1

 l1 ≤ x ≤ l2 (5.10)

where α1 = kl
F0Cp1

, β1 = kl
F2Cp2

and the boundary conditions (5.3), (5.4) can uniquely deter-

mine the constants C0, C1, C̃0 and C̃1, i.e.:

Λ× Ξ = Tα (5.11)

where Ξ =
[
C0, C1, C̃0, C̃1

]T
and Tα = [αT01, 0, T03, T02]T
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Λ =



(
α1

α1−β1

)
exp ((α1 − β1) l1) 1 −

(
α1

α1
1−α−β1

)
exp

((
α1

1−α − β1

)
l1
)
−(1− α)(

β1
α1−β1

)
exp ((α1 − β1) l1) 1 −

(
β1

α1
1−α−β1

)
exp

((
α1

1−α − β1

)
l1
)

−1

β1
α1−β1 1 0 0

0 0
( α1

1−α
α1
1−α−β1

)
exp

((
α1

1−α − β1

)
l2
)

1


In this chapter, in order to make sure that the matrix Λ in (5.11) is invertible, we make the

following assumptions:

α1 6= β1 and α1 6= (1− α) β1

5.2.3 Linearized model

Let us consider the Hilbert state space H := L2(0, l1)2 × L2(l1, l2)2 := L2(0, l1)× L2(0, l1)×

L2(l1, l2) × L2(l1, l2), where X1 × X2 × X3 × X4 denotes the Hilbert space obtained as the

cartesian product of the Hilbert spaces X1, X2, X3 and X4 equipped with the inner product

defined by 〈x, x〉H = 〈x1, x1〉X1
+ 〈x2, x2〉X2

+ 〈x3, x3〉X3
+ 〈x4, x4〉X4

, where [x1, x2, x3, x4]T ∈

X1 × X2 × X3 × X4. L2(q1, q2) denotes the Hilbert space of Lebesgue square integrable

functions f : [q1, q2]→ R on (q1, q2), i.e.,
∫ q2
q1
|f(z)|2dz <∞, for q1 < q2. The inner product

and the norm of L2(q1, q2) are defined by 〈f, g〉2 =
∫ q2
q1
f(z)g(z)dz and ‖f‖2 =

√
〈f, f〉2.

Let us define the following system state R(t) ∈ H:

R(t) :=



R−1 (·, t)

R−2 (·, t)

R+
1 (·, t)

R+
2 (·, t)


=



T−1 (·, t)− T−1e(·)

T−2 (·, t)− T−2e(·)

T+
1 (·, t)− T+

1e(·)

T+
2 (·, t)− T+

2e(·)


(5.12)

and the new input ∆F1(t) = F1(t)− F0.

The linearization of the system (5.1), (5.2) around the equilibrium profiles (5.9), (5.10)
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leads to the following linear PDE system on the state space H:

∂R−1
∂t

= m1
∂R−1
∂x
−m3

(
R−1 −R−2

)
+ 1

ρ1s1

dT−1e(x)

dx
∆F1(t)

∂R−2
∂t

= −m2
∂R−2
∂x

+m4

(
R−1 −R−2

)
 0 < x < l1 (5.13)

∂R+
1

∂t
= (1− α)m1

∂R+
1

∂x
−m3

(
R+

1 −R+
2

)
+ 1−α

ρ1s1

dT+
1e(x)

dx
∆F1(t)

∂R+
2

∂t
= −m2

∂R+
2

∂x
+m4

(
R+

1 −R+
2

)
 l1 < x < l2 (5.14)

with the boundary conditions

R−1 (l1, t) = (1− α)R+
1 (l1, t)

R−2 (l1, t) = R+
2 (l1, t)

R−2 (0, t) = 0

R+
1 (l2, t) = 0

(5.15)

where the physical parameters of the heat exchanger (5.13), (5.14) are defined by

m1 = F0

ρ1s1
,m2 = F2

ρ2s2
,m3 = kl

Cp1ρ1s1
,m4 = kl

Cp2ρ2s2

Then, the equivalent state-space description of the linearized model (5.13)–(5.15) is given

by the following linear time-invariant abstract differential equation on the Hilbert space H:

ż(t) = Az(t) +Bu(t), z(0) = z0 ∈ H

y(t) = Cz(t)
(5.16)

where the state of composite system z(t), the input u(t) and the output y(t) are given by

z(t) =



R−1 (x, t)

R−2 (x, t)

R+
1 (x, t)

R+
2 (x, t)


, u(t) = ∆F1(t), and y(t) = R+

2 (l2, t)
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Here, the system operator A in the spatial interval [0, l1] and [l1, l2] is defined on its

domain as:

D(A) =


h(·) = [h1(·), h2(·), h3(·), h4(·)]T ∈ H :

h is a.c, dh(·)
dx
∈ H,

h1(l1) = (1− α)h3(l1), h2(l1) = h4(l1), h2(0) = 0, h3(l2) = 0


(where a.c means that h is absolutely continuous) by

A =



m1
∂
∂x
−m3 m3 0 0

m4 −m2
∂
∂x
−m4 0 0

0 0 (1− α)m1
∂
∂x
−m3 m3

0 0 m4 −m2
∂
∂x
−m4


(5.17)

The input and output operators are given by

B =

[
1

ρ1s1

dT−1e(x)

dx
0 1−α

ρ1s1

dT+
1e(x)

dx
0

]T
∈ L(U,H),

C =

[
0 0 0 CΛ

]
∈ L(H, Y )

(5.18)

where for all h(·) ∈ D(CΛ), (CΛh)(x) = h(l2). The input space U and the output space Y

are real Hilbert spaces.

An explicit expression of the equilibrium profiles is presented. Based on this expression,

the original nonlinear system with time varying coefficients is linearized and described by

the linear PDEs with constant coefficients. It is easy to show that the system operator A in

(5.17) is an infinitesimal generator of a C0−semigroup TA on H. Therefore, the initial value

problem in the system (5.13)– (5.15) or (5.16) is well-posed and has a unique solution [31].

5.2.4 Transfer function representation of the linearized system

In this section, we compute the explicit expression of the plant transfer function: G(s) based

on the system governed by (5.13)–(5.15). We take the Laplace transform on both sides of
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(5.13)–(5.15) with zero initial conditions and obtain:

 ∂R̂−1 (x,s)

∂x

∂R̂−2 (x,s)

∂x

 =

 α1 + α2s −α1

β1 −(β1 + β2s)


 R̂−1 (x, s)

R̂−2 (x, s)


+

 − 1
F0

dT−1e(x)

dx

0

∆F̂1(s), 0 < x < l1 (5.19)

 ∂R̂+
1 (x,s)

∂x

∂R̂+
2 (x,s)

∂x

 =

 α1+α2s
1−α − α1

1−α

β1 −(β1 + β2s)


 R̂+

1 (x, s)

R̂+
2 (x, s)


+

 − 1
F0

dT+
1e(x)

dx

0

∆F̂1(s), l1 < x < l2 (5.20)

where α1 = kl
F0Cp1

, α2 = ρ1s1
F0

, β1 = kl
F2Cp2

and β2 = ρ2s2
F2

.

The boundary conditions are:

 R̂−1 (l1, s)

R̂−2 (l1, s)

 =

 1− α 0

0 1


 R̂+

1 (l1, s)

R̂+
2 (l1, s)

 ,
 R̂+

1 (l2, s)

R̂−2 (0, s)

 =

 0

0

 (5.21)

For simplicity sake, we set

A1(s) =

 α1 + α2s −α1

β1 −(β1 + β2s)

 , A2(s) =

 α1+α2s
1−α − α1

1−α

β1 −(β1 + β2s)


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The solution of the differential equations (5.19)–(5.21) yields to:

 R̂+
1 (l2, s)

R̂+
2 (l2, s)

 = exp(A2(s)(l2 − l1))

 1
1−α 0

0 1

×
exp(A1(s)l1)

 R̂−1 (0, s)

R̂−2 (0, s)


+
∫ l1

0
exp(A1(s)(l1 − x))

 1

0

(− 1
F0

dT−1e(x)

dx

)
dx∆F̂1(s)


+
∫ l2
l1

exp(A2(s)(l2 − x))

 − 1
F0

dT+
1 (x)

dx

0

 dx∆F̂1(s)

(5.22)

From the previous section, the input and output are known to be ∆F̂1(s) and R̂+
2 (l2, s),

respectively. Naturally, based on the boundary conditions (5.21) the transfer function can

be easily computed from the above solution (5.22) as follows:

G(s) =
R̂+

2 (l2, s)

∆F̂1(s)
= M(s)−1(N1(s) +N2(s)) (5.23)

where M(s), N1(s) and N2(s) are given by

M(s) =

[
0 1

]
exp (−A1(s)l1)

 1− α 0

0 1

 exp (−A2(s)(l2 − l1))

 0

1

 (5.24)

N1(s) =

[
0 1

] ∫ l1

0

exp(−A1(s)x)

 1

0

(− 1

F0

dT−1e(x)

dx

)
dx (5.25)

N2(s) =

[
0 1

]
exp (−A1(s)l1)

 1− α 0

0 1


×
∫ l2
l1

exp (A2(s)(l1 − x))

 1

0

(− 1
F0

dT+
1 (x)

dx

)
dx

(5.26)

The explicit expression of the transfer function is given calculated in the following:
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It is straightforward to compute the following fundamental matrix equation:

exp (−A1(s)x) =

 A1,1(s, x) A1,2(s, x)

A1,3(s, x) A1,4(s, x)

 (5.27)

with

A1,1(s, x) =
a11 + a12s

2p1(s)
(exp(−λ11(s)x)− exp(−λ12(s)x))

+ 0.5 (exp(−λ11(s)x) + exp(−λ12(s)x))

A1,2(s, x) =
α1

p1(s)
(exp(−λ12(s)x)− exp(−λ11(s)x))

A1,3(s, x) =
β1

p1(s)
(exp(−λ11(s)x)− exp(−λ12(s)x))

A1,4(s, x) =
a11 + a12s

2p1(s)
(exp(−λ12(s)x)− exp(−λ11(s)x))

+ 0.5 (exp(−λ11(s)x) + exp(−λ12(s)x))

exp (−A2(s)x) =

 A2,1(s, x) A2,2(s, x)

A2,3(s, x) A2,4(s, x)

 (5.28)

with

A2,1(s, x) =
a21 + a22s

2p2(s)
(exp(−λ21(s)x)− exp(−λ22(s)x))

+ 0.5 (exp(−λ21(s)x) + exp(−λ22(s)x))

A2,2(s, x) =
α1

(1− α)p2(s)
(exp(−λ22(s)x)− exp(−λ21(s)x))

A2,3(s, x) =
β1

p2(s)
(exp(−λ21(s)x)− exp(−λ22(s)x))

A2,4(s, x) =
a21 + a22s

2p2(s)
(exp(−λ22(s)x)− exp(−λ21(s)x))

+ 0.5 (exp(−λ21(s)x) + exp(−λ22(s)x))
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where a11, a12, a21, a22, p1(s), p2(s), λ11(s), λ12(s), λ21(s), and λ22(s) are given by:

a11 = α1 + β1, a12 = α2 + β2

a11 =
α1

1− α
+ β1, a11 =

α2

1− α
+ β2

p1(s) =

√
(α1 − β1)2 + 2a11a12s+ (a12s)2

p2(s) =

√
(
α1

1− α
− β1)

2

+ 2a21a22s+ (a22s)2

λ11(s) = 0.5 (α1 − β1 + (α2 − β2)s+ p1(s))

λ12(s) = 0.5 (α1 − β1 + (α2 − β2)s− p1(s))

λ21(s) = 0.5

(
α1

1− α
− β1 + (

α2

1− α
− β2)s+ p2(s)

)
λ22(s) = 0.5

(
α1

1− α
− β1 + (

α2

1− α
− β2)s− p2(s)

)

By solving (5.24) and (5.28), one can obtain the expressions of M(s), N1(s) and N2(s):

M(s) =
W1(s)

4p1(s)p2(s)
exp (−λ12(s)l1 − λ22(s)(l2 − l1)) (5.29)

N1(s) =
W2(s)

4p1(s)p2(s)
exp (−λ12(s)l1 − λ22(s)(l2 − l1)) (5.30)

N2(s) =
W3(s)

4p1(s)p2(s)
exp (−λ12(s)l1 − λ22(s)(l2 − l1)) (5.31)

where

W1(s) = 4α1β1 (exp (−p1(s)l1)− 1) (1− exp (−p1(s) (l2 − l1)))

+ (a11 + a12s+ p1(s) + (p1(s)− a11 − a12s) exp (−p1(s)l1))

× (a21 + a22s+ p2(s) + (p2(s)− a21 − a22s) exp (−p2(s) (l2 − l1)))
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W2(s) =
4α1β1C0

F0

(
exp ((α1 − β1)l1)− exp (λ12(s)l1)

α1 − β1 − λ12(s)

− exp ((α1 − β1 − p1(s))l1)− exp (λ12(s)l1)

α1 − β1 − λ11(s)

)
p2(s) exp (λ22(s) (l2 − l1))

W3(s) = −2α1β1C̃0 exp(( α1
1−α−β1)l1)

(1−α)F0

× ((1− α) (exp (−p1(s)l1)− 1) (W31 +W32) +W33 (W34 −W35))

W31 = (a21 + a22s+ p2(s))
exp(( α1

1−α−β1−p2(s))(l2−l1))−exp(λ22(s)(l2−l1))
α1
1−α−β1−λ21(s)

W32 = (p2(s)− a21 + a22s+)
exp(( α1

1−α−β1)(l2−l1))−exp(λ22(s)(l2−l1))
α1
1−α−β1−λ22(s)

W33 = (a11 + a12s+ p1(s) + (p1(s)− a11 − a12s) exp (−p1(s)l1))

W34 =
exp(( α1

1−α−β1−p2(s))(l2−l1))−exp(λ22(s)(l2−l1))
α1
1−α−β1−λ21(s)

W35 =
exp(( α1

1−α−β1)(l2−l1))−exp(λ22(s)(l2−l1))
α1
1−α−β1−λ22(s)

Now, one can obtain the explicit expression for the transfer function G(s) through W1(s),

W2(s) and W3(s), see (5.23) and (5.24)–(5.26):

G(s) = W−1
1 (s) (W2(s) +W3(s)) (5.32)

A central objective is to synthesize a closed-loop state feedback regulation such that the

controlled output y(t) tracks a reference signal yr(t) generated by a known finite-dimensional

signal process:

ẇ(t) = Sw(t), t ≥ 0, w(0) ∈ Cn (5.33)

yr(t) = Qw(t), t ≥ 0 (5.34)

where Q is a matrix of appropriate dimensions. S : D(S) ⊂ Cn → Cn is a skew-Hermitian

matrix whose eigenvalues are on the imaginary axis, i.e. iwk where i =
√
−1. Then, we have

Sw =
n∑
k=1

iwk 〈w, φk〉φk (5.35)
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where (φk)k∈N are eigenvectors of S and form an orthonormal basis of Cn. Then, w(t) is

given by

w(t) = eStw(0) =
n∑
k=1

eiwkt 〈w(0), φk〉φk

=
n∑
k=1

(cos(wkt) + i sin(wkt)) 〈w(0), φk〉φk (5.36)

Remark 17. In this chapter, the signal process (5.33) elaborated is the one that can generate

arbitrary reference signals. More precisely, from (5.36), the components of w(t) are the

combination of sin(wkt) or sin(wkt + ϕ). Therefore, if we assign the desired values to wk

and n to be large enough, we can generate arbitrary reference signals yr(t) by selecting the

adequate vector Q in (5.34).

5.3 State Feedback Regulator Design

In this section, we proceed with the design of the state feedback regulator, based on the

infinite-dimensional representation (5.16), (5.17), such that the following tracking error

e(t) = y(t)− yr(t) attenuates exponentially to zero as t→ +∞: i.e.,

lim
t→∞

e(t) = lim
t→∞

(y(t)− yr(t)) = 0,∀x(0) ∈ H,∀w(0) ∈ Cn (5.37)

The system operator A defined by (5.17) is a non-spectral operator, i.e. the spectrum

of A is empty, see [78]. This technical part is major obstacle in proving stability of the

regulator design and the spectrum theory can not be utilized to extend traditional regulator

design methods for spectral systems (e.g., parabolic PDE systems) to first order hyperbolic

PDE systems. In order to proceed with the state feedback regulator problem, we first make

the following assumptions:

Assumption 11. The spectrum of the system (5.33), (5.34) is contained in the resolvent
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set of A: ρ(A), i.e., iwk ∈ ρ(A) for k ∈ N .

Assumption 12. There exists the state feedback gain K ∈ L(H,U) such that A+BK gen-

erates an exponentially stable C0−semigroup TAK(t) on H, i.e, the pair (A,B) is stabilizable.

Based on the above assumptions, the following proposition enables the design of the state

feedback regulator so that the controlled output y(t) tracks the reference signal yr(t).

Proposition 2. Under Assumption 11, Assumption 12 and the assumption that C is A−admissible,

(see Definition 1 in [70]) the state feedback regulator problem is solvable if there exist op-

erators Π ∈ L(Cn, H) with ΠD(S) ⊂ D(A) and Γ ∈ L(Cn, U) such that the following

constrained Sylvester equation holds:

ΠS = AΠ +BΓ (5.38)

CΠ−Q = 0 (5.39)

The state feedback law is given by:

u(t) = Kz(t) + (Γ−KΠ)w(t) (5.40)

where K stabilizes the pair (A,B).

Proof. Plug (5.40) into the system (5.16), the closed-loop system is in the following form:

ż(t) = (A+BK)z(t) + (B(Γ−KΠ))w(t)

Then, the mild solution of the above equation yields to:

z(t) = TAK(t)z(0) +

∫ t

0

TAK(t− τ) (B(Γ−KΠ))w(τ)dτ
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Because of (5.38), (5.39), the mild solution can be rewritten as:

z(t) = TAK(t)z(0) +

∫ t

0

TAK(t− τ) (ΠS − (A+BK)Π)w(τ)dτ

= TAK(t)z(0) +

∫ t

0

TAK(t− τ) (Πẇ(τ)− (A+BK)Πw(τ)) dτ

= TAK(t)z(0) +

∫ t

0

d

dτ
(TAK(t− τ)Πw(τ)) dτ

= TAK(t) (z(0)− Πw(0)) + Πw(t)

Then, the tracking error in (6.65) can be rewritten as:

e(t) = Cz(t)−Qw(t)

= CTAK(t) (z(0)− Πw(0)) + (CΠ−Q)w(t)

TAK(t) is exponentially stable and C is A−admissible on H, thus (5.39) indicates that the

tracking error decays to zero as t→ +∞. In order to ensure that Sylvester equation (5.38),

(5.39) has unique solution, A and S have no common eigenvalues, and this can be realized

by letting the Assumption 11 hold (see [79]).

5.3.1 Stability of the linearized system

In this section, the chapter provides sufficient conditions such that the system (5.13)–(5.15)

is stable in the sense that the transfer function satisfies G(s) ∈ H∞ (belongs to the right

half-plane, Hardy space, see [80]). In particular, it is proved that a classical countercurrent

heat exchanger system is stable in [75].

Lemma 17. The transfer function G(s) ∈ H∞ (right half-plane) if W−1
1 (s) in (5.32) is

analytical in Re(s) ≥ 0.

Proof. From (5.32), W−1
1 (s) is analytic in Re ≥ 0, which implies that G(s) is analytic in

Re(s) ≥ 0. Now, we claim that G(s) is bounded due to the following facts:

First, the exponential terms in W1(s), W2(s) and W3(s) have exponents whose real parts

175



are negative.

Second, the polynomial parts in both p1(s)p2(s)/W1(s) and (W1(s)+W2(s)) are with the

identical order of the numerator and that of the denominator. Therefore, p1(s)p2(s)/W1(s)

and (W1(s) +W2(s)) are bounded in Re(s) ≥ 0.

According to the definition of p1(s) and p2(s), G(s) can be rewritten as:

G(s) =
p1(s)p2(s)

W1(s)
(W2(s) +W3(s))

1

p1(s)p2(s)
(5.41)

From (5.41), G(s) is clearly bounded in Re(s) ≥ 0 and therefore by definition, G(s) ∈ H∞

(right-half plane).

Proposition 3. Assume that α1 6= β1 and α1/(1 − α) 6= β1, then W−1
1 (s) is analytical in

Re(s) ≥ 0 if

w1w2 < 1 (5.42)

where

w1 =
4α1β1

(α1 + β1 + |α1 − β1|)
(
α1

1−α + β1 +
∣∣ α1

1−α − β1

∣∣)
w2 =

(1 + exp(− |α1 − β1| l1))
(
1 + exp

(
−
∣∣ α1

1−α − β1

∣∣ (l2 − l1)
))(

1− 4α1β1 exp(−|α1−β1|l1)

(α1+β1+|α1−β1|)2

)(
1−

4α1β1
1−α exp(−| α11−α−β1|(l2−l1))

( α1
1−α+β1+| α11−α−β1|)

2

)
(5.43)

(5.44)

Proof. In (5.32), W1(s) can be written as:

W1(s) = Q̂1(s)Q̂2(s)− P̂1(s)P̂2(s)

where

Q̂1(s) = a11 + a12s+ p1(s) + (p1(s)− a11 − a12s) exp(−p1(s)l1)

Q̂2(s) = a21 + a22s+ p2(s) + (p2(s)− a21 − a22s) exp(−p2(s) (l2 − l1))

P̂1(s) = 2β1 (1− exp(−p1(s)l1))

P̂2(s) = 2α1 (1− exp(−p2(s) (l2 − l1)))
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From Q̂2(s), we can write:

1

Q̂2(s)
=

1

a21 + a22s+ p2(s)
× 1

1 + (p2(s)−a21−a22s)
a21+a22s+p2(s)

exp(−p2(s) (l2 − l1))

It is easy to see that:

∣∣∣∣(p2(s)− a21 − a22s)

a21 + a22s+ p2(s)
exp(−p2(s) (l2 − l1))

∣∣∣∣ < 1

which implies that 1/Q̂2(s) ∈ H∞. In the same way, we can prove that 1/Q̂1(s)Q̂2(s) ∈ H∞.

In particular,

1

W1(s)
=

1

Q̂1(s)Q̂2(s)
× 1

1− P̂1(s)P̂2(s)

Q̂1(s)Q̂2(s)

where
P̂1(s)P̂2(s)

Q̂1(s)Q̂2(s)
= 4α1β1

(a11+a12s+p1(s))(a21+a22s+p2(s))

× (1−exp(−p1(s)l1))(1−exp(−p2(s)(l2−l1)))(
1+

4α1β1
(a11+a12s+p1(s))

2 exp(−p1(s)l1)

)(
1+

4α1β1/(1−α)
(a21+a22s+p2(s))

2 exp(−p2(s)(l2−l1))

)

Then, the condition (5.42) means
∣∣∣ P̂1(s)P̂2(s)

Q̂1(s)Q̂2(s)

∣∣∣ < 1, i.e., 1/W1(s) is analytic in Re(s) ≥

0.

5.3.2 The stabilization feedback gain

From the previous section, sufficient conditions have been given such that G(s) ∈ H∞, in

the sense that the system generator A defined by (5.17) generates an exponentially stable

C0−semigroup eAt on the state space H, i.e.,
∥∥eAt∥∥ ≤ M0e

−εt where M0 > 0 and ε > 0. In

addition, it is reasonable that −ε ∈ ρ(A), since ε can be chosen such that −ε > w0, where w0

is the growth bound of A. Therefore, once the system generator A is exponentially stable,

Assumption 11 and Assumption 12 hold naturally (see [80]). In this section, the following

theorem provides a sufficient condition that proposes an alternative way to select a simple

novel stabilization feedback gain (‘low gain’) such that A+BK is an infinitesimal generator
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of an exponentially stable C0−semigroup TAK(t) on H.

Lemma 18. Under the fact that A is the generator of an exponentially stable C0−semigroup

on the state space H and with assumption that the operator C is A−admissible. There exists

the stabilization feedback gain K of the form:

K = kC (5.45)

such that the perturbed operator A + BK is an infinitesimal generator of an exponentially

stable C0−semigroup on H for each k ∈ [−k∗, k∗] where k∗ > 0.

Proof. The proof is similar to the proof part of Thm 4.3.7 in [62].

Remark 18. During the proof of Lemma 18, we just need to make sure that the inequality∥∥(I − kBCR(λ;A))−1
∥∥
L(H,H)

< +∞ holds, since sup
Re(λ)≥−ε

‖R(λ;A)‖L(H,H) ≤ M . Then, we

actually can conclude that for any k 6= ± 1
‖B‖HK1

and |k|< +∞,
∥∥(I − kBCR(λ;A))−1

∥∥
L(H,H)

<

+∞. In this chapter, we chose an alternative way to limit the selection of k in a small

range [−k∗, k∗] with k∗ <
1

‖B‖HK1
, i.e, ‘low gain’. In other words, k ∈ [−k∗, k∗] is a suffi-

cient condition ensuring
∥∥(I − kBCR(λ;A))−1

∥∥
L(H,H)

< +∞. In practice, alternatively k

can also be selected outside of the range [−k∗, k∗] as long as (I − kBCR(λ;A)) 6= 0 and

sup
{
‖R(λ;A+BK)‖L(H,H) ; Re(λ) ≥ − ε

2

}
< +∞.

Remark 19. According to the form of the feedback stabilization gain (5.45), the control law

u(t) in (5.40) has the form:

u(t) = ky(t) + (Γ− kCΠ)w(t)

In this case, if the pair (Q,S) is observable, a finite-dimensional observer can be designed

to estimate the exosystem state w(t) through the reference yr(t). Assume that the controlled

output y(t) and the reference signal yr(t) are measurable, actually an output feedback regulator

can be synthesized to realize the tracking control.
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5.4 Numerical Simulations

From the previous section, the dynamical evolution of the linearized system is given as the

variation dynamics around the equilibrium profiles. In this section, we first present the

temperature equilibrium profiles and then the evolution of the linearized system with a set

of physical parameters. Subsequently, the results developed for the state feedback regulator

design are applied.

First, the values of the parameters appearing in the system (5.13), (5.14) are given in

Table 5.2. According to the values in Table 5.2 and the equations (5.9)-(5.11), the equilibrium

Table 5.2: The values of model parameters.

α1 β1 α2 β2 l1 l2 α T01 T02 T03 F0

0.02 0.01 0.1 0.05 100 200 0.65 80 15 20 30

temperature profiles are presented in Figure 5.4. Utilizing the values of parameters in Table

5.2, we can calculate w1 = 0.175 and w2 = 1.6939 which obviously satisfy the inequality in

(5.42), i.e., w1w2 = 0.2964 < 1. Therefore, the operator A is an infinitesimal generator of an

exponentially stable semigroup eAt on H. Moreover, we can see that the linearized system

is stable in Figure 5.5 and Figure 5.6, where we set initial conditions as:

R−1 (x, 0) = 10 cos
(
πx
2l2

)
, R−2 (x, 0) = 5 sin

(
πx
l1

)
, 0 < x < l1

R+
1 (x, 0) = (1− α)10 cos

(
πx
2l2

)
, R+

2 (x, 0) = 5 sin
(
πx
l1

)
, l1 < x < l2

The primary objective of this chapter is to construct a state feedback regulator that will

properly shape the amplitude and phase of the output. Thus, we now proceed with the

design of the operators K, Π and Γ in the state feedback law (5.40). In particular, K is a

stabilizing feedback operator and in addition K together with Π and Γ adjusts the amplitude

and the phase of the output.

First, according to Theorem 18, we choose the stabilization feedback gain as: K = kC.

Therefore, we need first to verify the A-admissibility of the operator C. Since, we can
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Figure 5.5: Evolution of the state of linearized system: R1(x, t) with zero input, i.e., u(t) = 0.

calculate:

∥∥CeAtz(x)
∥∥
Y

=

∥∥∥∥∥∥∥∥∥∥∥∥∥
[

0 0 0 CΛ

] eA1t 0

0 eA2t




R−1 (x, t)

R−2 (x, t)

R+
1 (x, t)

R+
2 (x, t)



∥∥∥∥∥∥∥∥∥∥∥∥∥
Y

=

∥∥∥∥∥∥∥
[

0 CΛ

]
eA2t

 R+
1 (x, t)

R+
2 (x, t)


∥∥∥∥∥∥∥
Y

=

∥∥∥∥∥∥∥
[

0 1

]
eA2t

 R+
1 (l2, t)

R+
2 (l2, t)


∥∥∥∥∥∥∥
Y

(5.46)
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Figure 5.6: Evolution of the state of linearized system: R2(x, t) with zero input, i.e., u(t) = 0.

then, we can rewrite (5.46) as:

∥∥CeAtz(x)
∥∥
Y

=

∥∥∥∥∥∥∥∥∥∥∥∥∥
[

0 0 0 1

]
eAt



0

0

R+
1 (l2, t)

R+
2 (l2, t)



∥∥∥∥∥∥∥∥∥∥∥∥∥
Y

≤
[

0 0 0 1

] ∥∥eAtz(l2)
∥∥
H

≤
[

0 0 0 1

]
M0e

−εt‖z(x)‖H

Thus, C is A−admissible. The performance of a ‘low gain’ controller is investigated in Figure

5.7. Without loss of generality, the temperature evolution R+
1 (·, t) at point x = 10 is chosen

in Figure 5.7. Based on the performance of the controller in Figure 5.7, the range of k can

be set as k ∈ [−1, 1] and we choose k = −0.7 in this example.

Then, we design the exosystem (signal process) of the form (5.33), (5.34) to generate the
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Figure 5.7: The performance of a ‘low gain’ controller according to different values of k,
based on the temperature evolution R+

1 (10, t).

reference signal yr(t), where the matrices S, Q and the initial value w0 are chosen as:

S =


0 0 0

0 0 2

0 −2 0

 , Q =

[
1 1 0

]

w0 =

[
−33 0 10

]T
such that this process gives

w(t) =


w1(t)

w2(t)

w3(t)

 =


−33

10 sin(2t)

10 cos(2t)


and then, yr(t) = −33 + 10sin(2t).

Remark 20. Here, we design the reference signal as: yr(t) = −33 + 10sin(2t). One can

note that in the original nonlinear system, steady output T+
2e(l2) ≈ 33. We design the state

feedback regulator such that the output R+
2 (l2, t) of the linearized system tracks yr(t). From the
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previous section, we know that the output of the original system T+
2 (l2, t) = R+

2 (l2, t)+T+
2 (l2)

which implies under the control of the state feedback regulator, that T+
2 (l2, t) tracks the signal

y′r = 10sin(2t).

We now turn to the calculation of Π and Γ such that the constrained Sylvester equation

(5.38), (5.39) holds. From Proposition 1, since Π ∈ L(C3, H) and Γ ∈ L(C3, U), we set Π

and Γ as:

(Πw) (x) =



Π−11(x) Π−12(x) Π−13(x)

Π−21(x) Π−22(x) Π−23(x)

Π+
11(x) Π+

12(x) Π+
13(x)

Π+
21(x) Π+

22(x) Π+
23(x)




w1(t)

w2(t)

w3(t)

 (5.47)

where Π−ji(x) are defined in 0 < x < l1 and Π+
ji(x) are defined in l1 < x < l2, where j = 1, 2

and i = 1, 2, 3.

Γ =

[
γ1 γ2 γ3

]
∈ L(C3, U) (5.48)

Now, one can rewrite the equation (5.47) as:

Π(x) =

[
Π1(x) Π2(x) Π3(x)

]

According to (5.38), (5.39), one obtains:

AΠ1(x) = −Bγ1 (5.49)

AΠ2(x) + 2Π3(x) = −Bγ2 (5.50)

AΠ3(x)− 2Π2(x) = −Bγ3 (5.51)

CΠ1(x) = 1, CΠ2(x) = 1, CΠ3(x) = 0 (5.52)
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From (5.49) and (5.52), one obtains:

CΠ1(x) = −C(0− A)−1Bγ1 = G(0)γ1 = 1

⇒ γ1 = 1
G(0)

= 6.239
(5.53)

Multiplying (5.51) by i =
√
−1 and adding the results to (5.50), one has:

i (i2− A) Π3(x) + (i2− A) Π2(x) = B (γ2 + iγ3) (5.54)

Recall that i2 ∈ ρ(A), one can write the above equation as:

CΠ2(x) + iCΠ3(x) = C(i2− A)−1B (γ2 + iγ3) = G(i2) (γ2 + iγ3) (5.55)

One can define the notation:

µ1 = Re (G(i2)) , µ2 = Im (G(i2))

where Re and Im are the real part and imaginary part.

Now, one can write (5.55) in terms of µ1 and µ2:

CΠ2(x) + iCΠ3(x) = γ2µ1 − γ3µ2 + i (γ2µ2 + γ3µ1)

From (5.52), one obtains:

γ2µ1 − γ3µ2 = CΠ2(x) = 1

γ2µ2 + γ3µ1 = CΠ3(x) = 0

(5.56)

(5.57)

(5.56), (5.57) provide the explicit expression of γ2 and γ3, namely:

γ2 = µ1
µ21+µ22

= Re(G(i2))

|G(i2)|2 = −5.9872,

γ3 = − µ2
µ21+µ22

= − Im(G(i2))

|G(i2)|2 = 7.3687
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Now, we obtain all the components of Γ and we note that the transfer function G(s) is

essential.

Given γ1, γ2 and γ3, one can solve (5.49)–(5.51) to obtain Π:

 A1 0

0 A2




Π−11(x)

Π−21(x)

Π+
11(x)

Π+
21(x)


= −



1
ρ1s1

dT−1 (x)

dx

0

1−α
ρ1s1

dT+
1 (x)

dx

0


γ1 (5.58)

 A1 0

0 A2




Π−12(x)

Π−22(x)

Π+
12(x)

Π+
22(x)


+ 2



Π−13(x)

Π−23(x)

Π+
13(x)

Π+
23(x)


= −



1
ρ1s1

dT−1 (x)

dx

0

1−α
ρ1s1

dT+
1 (x)

dx

0


γ2 (5.59)

 A1 0

0 A2




Π−13(x)

Π−23(x)

Π+
13(x)

Π+
23(x)


−



Π−12(x)

Π−22(x)

Π+
12(x)

Π+
22(x)


= −



1
ρ1s1

dT−1 (x)

dx

0

1−α
ρ1s1

dT+
1 (x)

dx

0


γ3 (5.60)

It should be noted that according to the definition of D(A), the following boundary

conditions are supposed to be satisfied:

Π−1i(l1) = (1− α) Π+
1i(l1),Π−2i(l1) = Π+

2i(l1),Π+
1i(l2) = 0,Π−2i(0) = 0, i = 1, 2, 3 (5.61)

The equations (5.58)–(5.61) can be solved off-line numerically e.g., finite difference.

Then, we now substitute the operators K, Π and Γ into (5.40) and apply the feedback
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control law to the linearized system:

u(t) = Kz(t) + (Γ−KΠ)w(t)

= kC



R−1 (x, t)

R−2 (x, t)

R+
1 (x, t)

R+
2 (x, t)


+


Γ− kC



Π−11(x) Π−12(x) Π−13(x)

Π−21(x) Π−22(x) Π−23(x)

Π+
11(x) Π+

12(x) Π+
13(x)

Π+
21(x) Π+

22(x) Π+
23(x)




w(t)

= kR+
2 (l2, t) +

[
γ1 − Π+

21(l2) γ2 − Π+
22(l2) γ3 − Π+

23(l2)

]
w1(t)

w2(t)

w3(t)



with C =

[
0 0 0 CΛ

]
. The results are shown in Figure 5.8, Figure 5.9 and Figure

5.10. In Figure 5.8, under the control the proposed state feedback regulator, the output of

linearized system (5.13)–(5.15): R+
2 (l2, t) tracks the reference signal yr(t) = −33 + 10sin(2t)

very well. Moreover, Figure 5.8 also shows that the non-minimum phase phenomenon appears

in the linearized system.
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Figure 5.8: Evolution of the linearized system output: R+
2 (l2, t) tracks the reference signal

yr(t) under the control of the state feedback regulator shown in (5.40).
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Figure 5.9: Evolution of the state of the linearized system: R1(x, t) under the control of the
proposed regulator in (5.40).
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Figure 5.10: Evolution of the state of the linearized system: R2(x, t) under the control of
the proposed regulator (5.40).

As for the states evolution of the original nonlinear system (5.1), (5.2), through the

transformation (5.12) and the input F1(t) = F0 +u(t) = F0 +Kz(t) + (Γ−KΠ)w(t), we can
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figure out that: 

T−1 (x, t)

T−2 (x, t)

T+
1 (x, t)

T+
2 (x, t)


=



R−1 (x, t) + T−1e(x)

R−2 (x, t) + T−2e(x)

R+
1 (x, t) + T+

1e(x)

R+
2 (x, t) + T+

1e(x)


and the output T+

2 (l2, t) will track the reference signal y′r(t) = 10sin(2t).

5.5 Conclusions

This chapter considers the state feedback regulator design problem (in particular a tracking

problem) for the network of countercurrent heat exchangers governed by two sets of hy-

perbolic PDEs. Since the controlled system is nonlinear with respect to the control input,

equilibrium profiles of the states are utilized to deal with the linearization of a nonlinear

system. Then, the explicit expression of transfer function is calculated and is utilized to

analyze the dynamic of the resulting linearized system. Moreover, the sufficient conditions

are given such that the system generator A generates an exponentially stable C0−semigroup

on state space H. With the precondition that the operator C is A−admissible, we proposed

a ‘low-gain’ stabilization feedback controller, i.e., K = kC so that A + BK generates an

exponentially stable C0−semigroup on H. Consequently, in this chapter the state feedback

regulator solves the output regulation problem for the countercurrent heat exchanger system

based on the linearized model. In the simulation part, the proposed controller is applied

in a numerical example. Detailed calculation procedures for all the parameters of the state

feedback controller are provided. The results show the capability of the proposed controller

to ensure satisfactory tracking of the reference signal.
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Chapter 6

Optimal tracking control for the

coupled plug flow reactor system with

temperature output feedback

6.1 Introduction

Boundary control of distributed parameter systems is the most attractive area of design and

control application realizations due to its appealing nature that already build industrial in-

frastructure and/or facilities may be additionally operationally improved by addition of the

actuation power at the domains boundary (see [81], [82] and therein).

In the control literature, the optimal control problem belongs to the class of important

control problems. In [27], variational approach was utilized to developed optimal control

law for finite-dimensional systems and the similar variational method was extended to solve

the constrained optimal state estimation problems for parabolic PDE systems in Chapter 2.

Moreover, in [14], an algebraic operator Riccati equation was solved for LQ optimal control

problem for infinite-dimensional systems and this approach was later applied to a class of

distributed control hyperbolic PDEs, see [37]. Although the LQ optimal control law was ex-

tended to address the boundary control problem for parabolic PDE-ODE systems in [81], the
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considered system has to be pre-proccessed by applying the transformation in [14] such that

the boundary control problem can be transformed into distributed control problem. How-

ever, applying the approach in [81] and [37] may result in a spatial distributed input which

can not be applied at the boundary point. In [83], the variational approach was extended

to deal with stabilization problem for scalar boundary controlled diffusion reaction process

and this approach was utilized in a very restrictive way for 2× 2 hyperbolic systems in [84].

Therefore, the boundary optimal control problem for coupled hyperbolic PDE systems is still

an interesting topic to be addressed. In this chapter, we will construct an optimal boundary

controller without the pre-processing the considered boundary controlled systems.

The output regulation problem or servo-problem is one classical and essential control

problem. The problem is formulated as regulator design for the fixed plant such that the

controlled output tracks a desired reference signal (and/or reject disturbance) generated by

an exosystem. In order to generalize the well-developed theory of finite-dimensional systems

to infinite-dimensional systems, significant efforts have been made: the geometric methods

developed in [45] in finite-dimensional systems were extended to address output regulation

problems for spectral infinite-dimensional systems (see [57] and [31]).

The contribution in this work is that we develop a boundary optimal controller to address

tracking problems of linear coupled hyperbolic PDE systems. The weak variation approach

and full state feedback internal model control (IMC) theory are combined together to realize

the construction of optimal boundary controller. In particular, the reference signal to be

tracked is generated by an exosystem which is well known in IMC theory and we consider

the generation of ramp and even polynomial signals which are non-trivial in nature and in a

literature usually only sinusoidal and step-like signal are considered, see [57] and [53].

In this work, a finite-time optimal tracking controller is designed for linear boundary-

controlled coupled hyperbolic PDE systems via weak variations. This work is organized as

follows: The considered plug flow reactor is introduced in Section 2. Then, the optimal con-

trol and output regulation problems are stated in Section 3. Numerical example is presented
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in Section 4 to verify the performance of the proposed optimal regulator. The last section

includes conclusions.

6.2 System description

6.2.1 Nonlinear PDE model

We consider a nonisothermal plug flow reactor shown in Figure 6.1, with the following

chemical reaction happening:

A→ qB

with the positive reaction stoichiometric coefficient, i.e. q > 0. Generally, based on mass and

energy balance principles, the dynamics of tubular reactors are demonstrated by nonlinear

coupled PDEs. Suppose that the above reaction kinetics are given by first-order kinetics

w.r.t the reactant concentration cA (mol/L) and the temperature T (K), the dynamics of the

reaction process can be described by the following first-order hyperbolic PDEs with TJ and

cB (mol/L) denoting the jacket temperature and the product concentration, respectively,

where Tout is the outlet temperature T (l, τ):

∂τT = −v∂ζT +
∆H

ρCp
k0cA exp

(
− E

RT

)
− 4h

ρCpd
(T − k1Tout − TJ) (6.1)

∂τcA = −v∂ζcA − k0cA exp

(
− E

RT

)
(6.2)

∂τcB = −v∂ζcB + qk0cA exp

(
− E

RT

)
(6.3)

with the boundary and initial conditions given, for (τ, ζ) ∈ R+ × [0, l], by

T (0, τ) = Tin(τ), cA(0, τ) = cA,in, cB(0, τ) = 0,

T (ζ, 0) = T0(ζ), cA(ζ, 0) = cA,0(ζ), cB(ζ, 0) = 0.
(6.4)
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Here and in the following chapter, ∂t and ∂ζ denote the partial derivatives w.r.t temporal

variable t and spatial variable ζ, respectively. In equations (6.1)–(6.4), v, ∆H, ρ, Cp, k0,

E, R, h, d, Tin and cA,in represent the superficial fluid velocity, the heat of reaction, the

density, the specific heat, the kinetic constant, the activation energy, the ideal gas constant,

the wall heat transfer coefficient, the reactor diameter, the inlet temperature, and the inlet

reactant concentration, respectively. The values of these parameters are given in Table 6.1. In

particular, the inlet temperature will be used as control variable of this process. Additionally,

τ , ζ and l are the temporal and spatial variables, and the reactor length, respectively. In this

system, the output temperature Tout is used as a feedback since this setup can help to save

energy for the real industry so that it can reduce the energy consumption for the producing

of the jacket temperature.

Figure 6.1: The sketchy of the plug flow reactor with the temperature output feedback and
this configuration is motivated by [4].

Remark 21. In practice, it is expected that 0 ≤ T (ζ, τ) ≤ Tmax and 0 ≤ cA(ζ, τ) ≤ cA,in,

∀τ ≥ 0 and ∀ζ ∈ [0, l]. Here the temperature upper bound Tmax could possibly be +∞. It

turns out that the case Tmax < +∞ is the most interesting one for the stability analysis of

the open-loop model.

6.2.2 Temperature and Concentration Equilibrium Profiles

In this chapter, we are concerned with equilibrium profiles of the system (6.1)–(6.4) with the

form:

[Te(·), cAe(·), cBe(·)]T (6.5)
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Table 6.1: Process parameters used in the simulation.

process parameters notations numerical values
superficial fluid velocity v 0.25 m/s

length of the reactor l 1 m
activation energy E 11250 cal/mol
kinetic constant k0 106 s−1

inlet reactant concentration cA,in 0.02 mol/L
heat transfer coefficient 4h

ρCpd
0.2 s−1

ideal gas constant R 1.986 cal/(mol.K)
equilibrium temperature Te 340 K

δ̂ 0.25

Given fixed jacket temperature TJ in (6.1), solving the equations (6.1)–(6.4) with zero tem-

perature and concentrations changes, i.e. ∂τT = 0, ∂τcA = 0 and ∂τcB = 0, yields equilibrium

profiles for temperature Te(ζ) and concentrations cAe(ζ), cBe(ζ). In Figure 6.2 and Figure

6.3, equilibrium profiles for Te(ζ) and cAe(ζ) are plotted under different jacket temperatures:

TJ = 200oC and TJ = 300oC.
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Figure 6.2: Given TJ = 200oC: (a) Temperature equilibrium profile; (b) Concentration
profile. In the concentration profiles, we always keep boundary conditions as cAe(0) =
cA,in = 0.02mol/L.

Obviously, It is easy to see that both steady state temperature Te(ζ) and concentration

cAe(ζ) are spatially varying while the jacket temperature TJ is constant. Actually, alternative
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Figure 6.3: Given TJ = 300oC: (a) Temperature equilibrium profile; (b) Concentration
profile. In the concentration profiles, we always keep boundary conditions as cAe(0) =
cA,in = 0.02mol/L.

can be chosen such that the temperature equilibrium profile to be constant, i.e.

Te(ζ) = Te > 0, ζ ∈ [0, l]. (6.6)

Then, equilibrium profiles must satisfy the boundary conditions in (6.4). According to

the continuity of the function Te, we have Te(ζ) = Tine for all ζ ∈ [0, l], in view of (6.5),

where Tine is a constant equilibrium value of Tin(τ) in (6.4). In other word, the constant

inlet temperature determines that of the constant temperature equilibrium profile.

Due to the constant temperature equilibrium profile, it is easy to compute the reactant

and product concentration equilibrium profiles:

cAe(ζ) = cAin exp(βeζ), ζ ∈ [0, l] (6.7)

cBe(ζ) = qcAin (1− exp(βeζ)) , ζ ∈ [0, l]. (6.8)

where βe is the negative constant given by βe = −(k0/v exp(−E/RTe)) < 0. Therefore, the
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corresponding jacket temperature equilibrium profile is as follows:

TJe(ζ) = (1− k1)Te −
vd∆H

4h
βecAin exp(βeζ) (6.9)
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Figure 6.4: Temperature and reactant concentration equilibrium profiles.

6.2.3 Linearized PDE model

In the system (6.1)–(6.4), the product concentration cB can be immediately calculated once

the reactant concentration cA and the temperature T are known. Hence, we only consider the

first two state components, namely the reactor temperature T and the reactant concentration

cA. In following, we transform the system into dimensionless model by defining the state

variables: θ1 and θ2 given by:

θ1 =
T − Te
Te

, θ2 =
cA,in − cA
cA,in

(6.10)

Dimensionless temporal and spatial variables are given by t := τv/l and z := ζ/l. Moreover,

the jacket temperature is assumed to be kept at the equilibrium profile given by (6.9),

i.e., TJ = TJe(ζ). Then, the resulting system has the form with θin = (Tin − Te)/Te and

195



θJe = (TJe − Te)/Te, given by:

∂tθ1 = −∂zθ1 − βθ1 + α̂δ̂(1− θ2) exp
(

µθ1
θ1+1

)
+βk1(1 + θ1(1, t)) + βθJe

(6.11)

∂tθ2 = −∂zθ2 + α̂(1− θ2) exp

(
µθ1

θ1 + 1

)
(6.12)

with boundary conditions given as follows:

θ1(0, t) = θin, θ2(0, t) = 0. (6.13)

and initial conditions:

θ1(z, 0) =
T0(zl)− Te

Te
, θ2(z, 0) =

cA,in − cA,0(zl)

cA,in
(6.14)

In the above equations, the parameters are given by, in terms of the original parameters:

µ = E
RTe

, α̂ = k0l
v

exp(−µ)

β = 4hl
ρCpdv

, δ̂ = ∆H
ρCp

cA,in
Te

.

Therefore, from (6.6)–(6.8) and (6.10), dimensionless equilibrium profiles are given by:

θ1e = 0, θ2e =
cA,in − cAe
cA,in

, θine = 0 (6.15)

Then, let us consider the following transformation:

_
x1 = θ1 − θ1e,

_
x2 = θ2 − θ2e,

_
uin = θin − θine (6.16)

The linearization of the system (6.12)–(6.16) around the equilibrium yields the following
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linear coupled hyperbolic PDE systems:

∂t
_
x1 = −∂z

_
x1 + γ1(z)

_
x1 + δ1(z)

_
x2 + βk1

_
x1(1, t), (6.17)

∂t
_
x2 = −∂z

_
x2 + γ2(z)

_
x1 + δ2(z)

_
x2, (6.18)

_
x1(0, t) =

_
uin(t),

_
x2(0, t) = 0. (6.19)

_
x1(z, 0) =

T0(zl)− Te
Te

,
_
x2(z, 0) =

cAe(zl)− cA,0(zl)

cA,in
(6.20)

where the parameter functions are given by:

γ1(z) = −β + α̂δ̂µ exp(µe)

(1+θ1e)
2 (1− θ2e) , δ1(z) = −α̂δ̂ exp (µe) ,

γ2(z) = α̂µ exp(µe)

(1+θ1e)
2 (1− θ2e) , δ2(z) = −α̂ exp (µe) .

and the function µe is given by µe = µθ1e
1+θ1e

. Since θ1e = 0, µe = 0. Consequently, one has:

γ1(z) = −β + α̂δ̂µ (1− θ2e) , δ1 = −α̂δ̂,

γ2(z) = α̂µ (1− θ2e) , δ2 = −α̂.

Let us apply the following the notations and the new coordinates:

ϕ1(z) = exp
(
−
∫ z

0
γ1(s)ds

)
,

ϕ2(z) = exp
(
−
∫ z

0
δ2(s)ds

)
= exp(α̂z),

ϕ(z) = ϕ1(z)
ϕ2(z)

, β1(z) = β ϕ1(z)
ϕ1(1)

k1

x1(z, t) = ϕ1(z)
_
x1(z, t), x2(z, t) = ϕ2(z)

_
x2(z, t)

α1(z) = ϕ−1(z)γ2(z), α2(z) = ϕ(z)δ1

Then, the system (6.17)–(6.19) is equivalent to the following system:

∂tx1(z, t) = −∂zx1(z, t) + α2(z)x2(z, t) + β1(z)x1(1, t) (6.21)
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∂tx2(z, t) = −∂zx2(z, t) + α1(z)x1(z, t) (6.22)

x1(0, t) = U(t), x2(0, t) = 0 (6.23)

x1(z, 0) = ϕ1(z)
T0(zl)− Te

Te
, x2(z, 0) = ϕ2(z)

cAe(zl)− cA,0(zl)

cA,in
(6.24)

where the input is given by U(t) := ϕ1(0)
_
u(t). In particular, we assume the output to be

controlled is defined by

y(t) = C

 x1(t)

x2(t)

 (6.25)

In this chapter, boundary, pointwise, as well as distributed outputs y(t) are taken into

account, which can be formulated by the formal output operator:

Ch =
m∑
j=1

fTj h(zj) +

∫ 1

0

cT (z)h(z)dz (6.26)

for h ∈ C2 with fj ∈ R2, zj ∈ [0, 1], j = 1, 2, ...,m, and cT (z) = [ci(z)] ∈ R2 with ci(z) ∈

L2(0, 1), i = 1, 2. When considering the case of a pointwise (including boundary) output,

i.e., zj ∈ [0, 1) and c = 0 in (6.26), we assume that the resulting output y(t) in (6.25) is

independent from the BC (6.23).

For the linearized system (6.21)–(6.24), with parameters given in Table 6.1, system pa-

rameters α1(z), α2(z) and β1(z) are shown in Figure 6.5.
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Figure 6.5: The evolution of the state x1(z, t) of the open-loop system (6.21)–(6.24).
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When the parameter k1 is chosen as k1 = 2, with the set of parameters given in Table

6.1 the linearized system (6.21)–(6.24) is unstable as shown in Figure 6.6 and Figure 6.7.

Furthermore, the stability analysis of the model (6.21)–(6.24) is given in the following: Let

us define the operator A:

[Ah](z) =

 −∂z α2(z)

α1(z) −∂z


 h1(z)

h2(z)

+

 β1(z)

0

h1(1)

with the domainD(A) = {h ∈ L2(0, 1)2 : ∂zh ∈ L2(0, 1)2, h(0) = 0}, where h(z) =

 h1(z)

h2(z)

,

α1(z) > 0, α2(z) < 0 and β1(z) > 0.

Now, by assuming λ ∈ C to be eigenvalues of A: one has

Ah(z) = λh(z), h(z) 6= 0

By expanding the above equation, one gets:

∂

∂z

 h1(z)

h2(z)

 =

 −λ α2(z)

α1(z) −λ


 h1(z)

h2(z)

+

 β1(z)

0

h1(1),

 h1(0)

h2(0)

 = 0

Solving the above equation yields the solution:

 h1(z)

h2(z)

 =

∫ z

0

exp

∫ z

s

 −λ α2(η)

α1(η) −λ

 dη

 β1(s)ds

 1

0

h1(1)

Premultiplying the above equation by

[
1 0

]
and evaluating z = 1 yields

h1(1) =

[
1 0

] ∫ 1

0

exp

∫ 1

s

 −λ α2(η)

α1(η) −λ

dη

 β1(s)ds

 1

0

h1(1)
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Namely, one has

1 =

[
1 0

] ∫ 1

0

exp

∫ 1

s

 −λ α2(η)

α1(η) −λ

dη

 β1(s)ds

 1

0


=

[
1 0

] ∫ 1

0


 ex1(s) ex2(s)

ex3(s) ex4(s)

 exp

∫ 1

s

 −λ 0

0 −λ


 dη

 β1(s)ds

 1

0



where

 ex1(s) ex2(s)

ex3(s) ex4(s)

 = exp

∫ 1

s

 0 α2(η)

α1(η) 0

dη
 and exp

∫ 1

s

 −λ 0

0 −λ

dη
 =

 exp(−λ(1− s)) 0

0 exp(−λ(1− s))

. If we define the transformation matrix:

T (s) =

 1
√
−α̂2(s)
α̂1(s)

i√
α̂1(s)
−α̂2(s)

i 1

 , T−1(s) =
1

2

 1 −
√
−α̂2(s)
α̂1(s)

i

−
√

α̂1(s)
−α̂2(s)

i 1


with α̂1(s) =

∫ 1

s
α1(η)dη and α̂2(s) =

∫ 1

s
α2(η)dη, then we have:

T (s)

∫ 1

s

 0 α2(η)

α1(η) 0

dη
T−1(s) =


(
i
√
−α̂1(s)α̂2(s)

)
0

0 −
(
i
√
−α̂1(s)α̂2(s)

)


Therefore, we get

exp

∫ 1

s

 0 α2(η)

α1(η) 0

dη
 = T−1(s)

×

 exp
(
i
√
−α̂1(s)α̂2(s)

)
0

0 − exp
(
i
√
−α̂1(s)α̂2(s)

)
T (s)

=

 ex1(s) ex2(s)

ex3(s) ex4(s)


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where the elements ex1(s), ex2(s),ex2(s) and ex2(s) are given by:

ex1(s) = 1
2

(
exp

(
i
√
−α̂1(s)α̂2(s)

)
+ exp

(
−i
√
−α̂1(s)α̂2(s)

))
= cos

(√
−α̂1(s)α̂2(s)

)
ex2(s) = 1

2
i
√
−α̂2(s)
α̂1(s)

(
exp

(
i
√
−α̂1(s)α̂2(s)

)
− exp

(
−i
√
−α̂1(s)α̂2(s)

))
= −

√
−α̂2(s)
α̂1(s)

sin
(√
−α̂1(s)α̂2(s)

)
ex3(s) = −1

2
i
√

α̂1(s)
−α̂2(s)

(
exp

(
i
√
−α̂1(s)α̂2(s)

)
− exp

(
−i
√
−α̂1(s)α̂2(s)

))
=
√

α̂1(s)
−α̂2(s)

sin
(√
−α̂1(s)α̂2(s)

)
ex4(s) = 1

2

(
exp

(
i
√
−α̂1(s)α̂2(s)

)
+ exp

(
−i
√
−α̂1(s)α̂2(s)

))
= cos

(√
−α̂1(s)α̂2(s)

) .

Finally, we obtain:

1 =

[
1 0

] ∫ 1

0


 ex1(s) ex2(s)

ex3(s) ex4(s)

 exp

∫ 1

s

 −λ 0

0 −λ


 dη

 β1(s)ds

 1

0


=
∫ 1

0
ex1(s)β1(s) exp (λ(s− 1)) ds

From the above equation, it is easy to conclude that for the case ex1(s)β1(s) > 1, the real

part of eigenvalue λ has to be always positive, which indicates that the model (6.21)–(6.24)

is unstable.
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Figure 6.6: The evolution of the state x1(z, t) of the open-loop system (6.21)–(6.24).

In this chapter, the objective is to design boundary controllers such that the following

conditions are satisfied:
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Figure 6.7: The evolution of the state x2(z, t) of the open-loop system (6.21)–(6.24).

(i). the entire closed-loop system is stable;

(ii). the tracking error ey(t) = y(t) − yr(t) decays to zero as t → +∞, for any initial

conditions, i.e.,

lim
t→+∞

ey(t) = 0 (6.27)

where yr(t) is the desired reference signal.

6.3 Optimal state feedback tracking controller

6.3.1 Optimal stabilization controller

In this section, we derive necessary conditions for the open-loop (linear quadratic) LQ opti-

mality problem by applying weak variational approach. Consequently, the differential alge-

braic Riccati equations are developed for the finite-time state-feedback controller design.

6.3.1.1 Open-loop Controller

We are interested in the finite-time open-loop LQ optimal control problem for the system

(6.21)–(6.23). Let us condition the LQ optimal control problem on a finite-time horizon

t ∈ [0, T ]
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J = 1
2

∫ T
0

[〈x1(z, t), q1 (x1(z, t))〉]dt

+1
2

∫ T
0

[〈x2(z, t), q2 (x2(z, t))〉+RU2(t)]dt

+1
2
〈x1(z, T ), Pf1 (x1(z, T ))〉

+1
2
〈x2(z, T ), Pf2 (x2(z, T ))〉

(6.28)

Here, the symbols q1 ≥ 0, q2 ≥ 0, R ≥ 0, Pf1 ≥ 0 and Pf2 ≥ 0 are weighting kernels for

states, input and terminal states of the closed-loop system. In particular, the positivity of

R is used to guarantee the boundedness of control signals. The following theorem provides

necessary conditions for open-loop optimal control problem of (6.21)–(6.23) in finite-time

horizon.

Theorem 16. Consider the linear coupled hyperbolic PDEs given by (6.21)–(6.23) defined

on the finite-time horizon t ∈ [0, T ] and the cost function (6.28). If we define the nominal

states, control and co-states that minimize the cost function as: x∗1(z, t), x∗2(z, t), U∗(t),

λ1(z, t) and λ2(t), then the necessary conditions for optimality are as follows:

∂tx
∗
1(z, t) = −∂zx∗1(z, t) + α2(z)x∗2(z, t) + β1(z)x∗1(1, t) (6.29)

∂tx
∗
2(z, t) = −∂tx∗2(z, t) + α1(z)x∗1(z, t) (6.30)

−∂tλ1 = q1 (x∗1) + ∂zλ1 + α1(z)λ2(z, t) (6.31)

−∂tλ2 = q2 (x∗2) + ∂zλ2 + α2(z)λ1(z, t) (6.32)

with boundary conditions:

x∗1(0, t) = U∗(t), x∗2(0, t) = 0 (6.33)

λ1(1, t) =

∫ 1

0

λ1(z, t)β1(z)dz, λ2(1, t) = 0 (6.34)

and initial/terminal conditions:

x∗1(z, 0) = x10(z), x∗2(z, 0) = x20(z) (6.35)
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λ1(z, T ) = Pf1 (x∗1(z, T )) , λ2(z, T ) = Pf2 (x∗2(z, T )) (6.36)

where the optimal control input is:

U∗ = − 1

R
λ1(0, t) (6.37)

Proof. We introduce the perturbation from the optimal solution:

x1(z, t) = x∗1(z, t) + εδx1(z, t)

x2(z, t) = x∗2(z, t) + εδx2(z, t)

U(t) = U∗(t) + εδU(t)

Plugging the above equations into the cost function:

J (x∗1 + εδx1, x
∗
2 + εδx2, U

∗ + εδU)

= 1
2

∫ T
0

[〈x∗1 + εδx1, q1 (x∗1 + εδx1)〉]dt

+1
2

∫ T
0

[
〈x∗2 + εδx2, q2 (x∗2 + εδx2)〉+R(U∗ + εδU)2]dt

+1
2
〈x∗1(z, T ) + εδx1(z, T ), Pf1 (x∗1(z, T ) + εδx1(z, T ))〉

+1
2
〈x∗2(z, T ) + εδx2(z, T ), Pf2 (x∗2(z, T ) + εδx2(z, T ))〉
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Then, we define a functional:

g (ε) = 1
2

∫ T
0

[〈x∗1 + εδx1, q1 (x∗1 + εδx1)〉]dt

+1
2

∫ T
0

[
〈x∗2 + εδx2, q2 (x∗2 + εδx2)〉+R(U∗ + εδU)2]dt

+1
2
〈x∗1(z, T ) + εδx1(z, T ), Pf1 (x∗1(z, T ) + εδx1(z, T ))〉

+1
2
〈x∗2(z, T ) + εδx2(z, T ), Pf2 (x∗2(z, T ) + εδx2(z, T ))〉

+
∫ T

0
[〈λ1(z, t),−∂zx∗1 − ε∂zδx1 + α2(z)x∗2 + α2(z)εδx2〉]dt

+
∫ T

0
[〈λ1(z, t), β1(z)x∗1(1, t) + β1(z)εδx1(1, t)〉]dt

+
∫ T

0
[〈λ1(z, t),−∂t (x∗1 + εδx1)〉]dt

+
∫ T

0
[〈λ2(z, t),−∂zx∗2 − ε∂zδx2 + α1(z)x∗1 + α1(z)εδx1〉]dt

+
∫ T

0
[〈λ2(z, t),−∂t (x∗2 + εδx2)〉]dt

where last four terms accounts for the system dynamics constraint (6.21)–(6.22) in a La-

grangian form. As a consequence, the necessary conditions for optimality is dg(ε)/dε|ε=0 = 0.

Differentiating g(ε) yields:

d
dε
g (ε) =

∫ T
0

[〈δx1, q1 (x∗1 + εδx1)〉]dt

+
∫ T

0
[〈δx2, q2 (x∗2 + εδx2)〉+R (U∗ + εδU) δU ]dt

+ 〈δx1(z, T ), Pf1 (x∗1(z, T ) + εδx1(z, T ))〉

+ 〈δx2(z, T ), Pf2 (x∗2(z, T ) + εδx2(z, T ))〉

+
∫ T

0

[〈
λ1(z, t),−∂zδx1 + α2(z)δx2 − ∂

∂t
(δx1)

〉]
dt

+
∫ T

0

[〈
λ2(z, t),−∂zδx2 + α1(z)δx1 − ∂

∂t
(δx2)

〉]
dt

+
∫ T

0
[〈λ1(z, t), β1(z)δx1(1, t)〉]dt

(6.38)

By applying integration by parts, some terms in above equation can be simplified:

〈λ1(z, t),−∂zδx1〉

= −λ1(1, t)δx1(1, t) + λ1(0, t)δU(t) + 〈∂zλ1, δx1〉
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〈λ2(z, t),−∂zδx2〉

= −λ2(1, t)δx2(1, t) + 〈∂zλ2, δx2〉

Moreover, we can also compute:

∫ T
0

[〈λ1(z, t), ∂t (δx1)〉]dt

= 〈λ1(z, T ), δx1(z, T )〉 −
∫ T

0
[〈∂tλ1, δx1〉]dt

∫ T
0

[〈λ2(z, t), ∂t (δx2)〉]dt

= 〈λ2(z, T ), δx2(z, T )〉 −
∫ T

0
[〈∂tλ2, δx2〉]dt

Substituting these equations into (6.38) and evaluating it at ε = 0 leads to:

d
dε
g (ε)

∣∣
ε=0

=∫ T
0

[〈δx1, q1 (x∗1) + ∂tλ1 + ∂zλ1 + α1(z)λ2(z, t)〉]dt

+
∫ T

0
[〈δx2, q2 (x∗2) + ∂tλ2 + ∂zλ2 + α2(z)λ1(z, t)〉]dt

+
∫ T

0
[R (U∗) + λ1(0, t)]δUdt

+ 〈δx1(z, T ), Pf1 (x∗1(z, T ))− λ1(z, T )〉

+ 〈δx2(z, T ), Pf2 (x∗2(z, T ))− λ2(z, T )〉

+
∫ T

0
[〈λ1(z, t), β1(z)〉 − λ1(1, t)] δx1(1, t)dt

+
∫ T

0
[−λ2(1, t)δx2(1, t)]dt

Therefore, the following necessary optimality conditions are obtained:

−∂tλ1 = q1 (x∗1) + ∂zλ1 + α1(z)λ2(z, t)

−∂tλ2 = q2 (x∗2) + ∂zλ2 + α2(z)λ1(z, t)

λ1(1, t) =
∫ 1

0
λ1(z, t)β1(z)dz, λ2(1, t) = 0

λ1(z, T ) = Pf1 (x∗1(z, T )) , λ2(z, T ) = Pf2 (x∗2(z, T ))

U∗ = − 1
R
λ1(0, t)

This completes the proof.
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6.3.1.2 State-feedback Controller

Now, we are considering the state-feedback controller design problem. First, we define the

following linear transformation that relates the co-states λ1 and λ2 to the states x1 and x2:

λ1(z, t) =
∫ 1

0
P11(z, y, t)x∗1(y, t)dy

+
∫ 1

0
P12(z, y, t)x∗2(y, t)dy

λ2(z, t) =
∫ 1

0
P21(z, y, t)x∗1(y, t)dy

+
∫ 1

0
P22(z, y, t)x∗2(y, t)dy

(6.39)

Moreover, the terms in previous section are denoted by:

q1 (x∗1(z, t)) =
∫ 1

0
q1(z, y)x∗1(y, t)dy

q2 (x∗2(z, t)) =
∫ 1

0
q2(z, y)x∗2(y, t)dy

Pf1 (x∗1(z, t)) =
∫ 1

0
Pf1(z, y)x∗1(y, t)dy

Pf2 (x∗2(z, t)) =
∫ 1

0
Pf2(z, y)x∗2(y, t)dy

Then, we have the following result for the boundary controlled linear coupled hyperbolic

PDE systems.

Theorem 17. The optimal boundary control in state-feedback form is given by:

U∗(t) = − 1
R

∫ 1

0
P11(0, y, t)x∗1(y, t)dy

− 1
R

∫ 1

0
P12(0, y, t)x∗2(y, t)dy

(6.40)

where the time varying transformation kernel P1(z, y, t) is the solution of the following dif-

ferential algebraic Riccati equations:

−∂tP11(z, y, t) = ∂yP11(z, y, t) + ∂zP11(z, y, t)

+α1(y)P12(z, y, t) + α1(z)P21(z, y, t) + q1(z, y)

− 1
R
P11(z, 0, t)P11(0, y, t)

(6.41)
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Figure 6.8: The evolutions of the P11(z, y, t) and P12(z, y, t).

−∂tP12(z, y, t) = ∂yP12(z, y, t) + ∂zP12(z, y, t)

+α2(y)P11(z, y, t) + α1(z)P22(z, y, t)

− 1
R
P11(z, 0, t)P12(0, y, t)

(6.42)

−∂tP21(z, y, t) = ∂yP21(z, y, t) + ∂zP21(z, y, t)

+α1(y)P22(z, y, t) + α2(z)P11(z, y, t)

− 1
R
P21(z, 0, t)P11(0, y, t)

(6.43)

−∂tP22(z, y, t) = ∂yP22(z, y, t) + ∂zP22(z, y, t)

+α2(y)P21(z, y, t) + α2(z)P12(z, y, t) + q2(z, y)

− 1
R
P21(z, 0, t)P12(0, y, t)

(6.44)

with boundary conditions:

P11(z, 1, t) =
∫ 1

0
P11(z, y, t)β1(y)dy,

P11(1, y, t) =
∫ 1

0
P11(z, y, t)β1(z)dz,

P12(1, y, t) =
∫ 1

0
P12(z, y, t)β1(z)dz,

P12(z, 1, t) = 0

(6.45)
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P21(z, 1, t) =
∫ 1

0
P21(z, y, t)β1(y)dy

P21(1, y, t) = 0,

P22(z, 1, t) = 0, P22(1, y, t) = 0

(6.46)

and terminal conditions:

P11(z, y, T ) = Pf1(z, y), P12(z, y, T ) = 0 (6.47)

P21(z, y, T ) = 0, P22(z, y, T ) = Pf2(z, y) (6.48)

Proof. To proof this theorem, one just needs to evaluate λ1 and λ2 in (6.31), (6.32), (6.34)

and (6.36) using the linear transformation (6.39). (6.42) and three boundary conditions for

P11(1, y, t), P21(1, y, t) and P22(1, y, t) are directly resulted from the boundary conditions in

(6.34) and other three boundary conditions for P11(z, 1, t), P21(z, 1, t) and P22(z, 1, t) arise

from integration by parts.

It is noted that for the infinite-time horizon, the optimal boundary stabilization controller

is given by the following form:

Ū∗(t) = − 1
R

∫ 1

0
P̄11(0, y)x∗1(y, t)dy

− 1
R

∫ 1

0
P̄12(0, y)x∗2(y, t)dy

(6.49)

where P̄11(z, y) is the steady-state solution of the differential algebraic Riccati equations

(6.41)–(6.44) with boundary conditions given in (6.45)–(6.46).

Now, we apply the optimal stabilization control law (6.37) or (6.40) and the results are

shown in Figure 6.9 and Figure 6.10. Moreover, the evolutions of corresponding P11(z, y, t)

and P12(z, y, t) at some sampled time instants are shown in Figure 6.8.

Compared with states shown in Figure 6.6 and Figure 6.7, the closed-loop system is

stabilized by applying the optimal control law (6.40) in Figure 6.9 and Figure 6.10.

Now, we set the initial conditions for the original nonlinear plant (6.1)–(6.4) as T0(ζ) = Te
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Figure 6.9: The evolution of the state x1(z, t) of closed-loop system (6.21)–(6.24) with the
optimal control law (6.40).
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Figure 6.10: The evolution of the state x2(z, t) of closed-loop system (6.21)–(6.24) with the
optimal control law (6.40).

and cA0(ζ) = cA,in. Then, applying the resulting control law (6.40) back to the original plant

(6.1)–(6.4) yields the profiles shown in Figure 6.11 and Figure 6.12.

6.3.2 Tracking controller design

By applying the above technique, the stability of the linearized closed-loop system is ensured.

In this section, the objective is to design a feedforward regulator such that (6.27) can be

realized for the stable closed-loop system. In this work, we assume that the reference signal

yr(t) is generated by a known finite-dimensional exosystem:

v̇(t) = Sv(t), v(0) ∈ Cn (6.50)
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Figure 6.11: The evolution of the state x2(z, t) of closed-loop system (6.21)–(6.24) with the
optimal control law (6.40).
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Figure 6.12: The evolution of the state x2(z, t) of closed-loop system (6.21)–(6.24) with the
optimal control law (6.40).

yr(t) = qTr v(t), t ≥ 0 (6.51)

with qr matrix of appropriate dimensions which is assumed to be known for the regulator

design.

Assumption 13. S : D(S) ⊂ Cn → Cn is a skew-Hermitian matrix having all its eigenval-

ues on imaginary axis: S = bdiag(Sn, Sm). In particular, the matrix Sn is a nn−dimensional

nilpotent block, i.e. σ(Sn) = {0} and the matrix Sm is a diagonalizable matrix with dimen-

sions nm. Note that nn+nm = n. This allows the modeling of steplike, ramp, polynomial-type

and sinusoidal exogenous signals.

In order to solve the boundary controlled output tracking problem, the finite-time optimal
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state feedback controller with a feedforward of the signal model states is considered:

x1(0, t) = U∗v (t)

= − 1
R

∫ 1

0
P11(0, y, t)x1(y, t)dy

− 1
R

∫ 1

0
P12(0, y, t)x2(y, t)dy +mT

v (t)v(t)

(6.52)

The feedback gain P11(0, y, t) and P12(0, y, t) are solutions of Riccati equations in Theorem

17 and the feedforward gain mv(t)
T has to be determined. Consequently, the corresponding

infinite-time optimal tracking control law Ū∗v (t) is given by:

x1(0, t) = Ū∗v (t)

= − 1
R

∫ 1

0
P̄11(0, y)x1(y, t)dy

− 1
R

∫ 1

0
P̄12(0, y)x2(y, t)dy + m̄T

v v(t)

(6.53)

We have the following result which provides a choice of mT
v (t) and m̄T

v .

Theorem 18. The feedforward gain for the signal model states has the following form:

mT
v (t) = 1

R

∫ 1

0
P11(0, y, t)mT

1 (y)dy

+ 1
R

∫ 1

0
P12(0, y, t)mT

2 (y)dy +mT
1 (0)

(6.54)

such that the output regulation (6.27) can be achieved, where the spatial varying vectors

mT
1 (z) and mT

2 (z) are the solutions of the following regulator equations:

dzm
T
1 (z) = −mT

1 (z)S + α2(z)mT
2 (z) + β1(z)mT

1 (1) (6.55)

dzm
T
2 (z) = −mT

2 (z)S + α1(z)mT
1 (z) (6.56)
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with boundary conditions:

mT
2 (0) = 0, C

 mT
1

mT
2

− qTr = 0 (6.57)

Proof. In order to determine the feedforward gain mT
v , we introduce for (6.21)–(6.23) and

(6.50) error states:

 e1(z, t)

e2(z, t)

 =

 x1(z, t)

x2(z, t)

−
 mT

1 (z)

mT
2 (z)

 v(t) (6.58)

where mT
1 (z) and mT

2 have to be found. By applying (6.21)-(6.22), (6.50) and (6.58), one

obtains:

∂te1(z, t) = −∂ze1(z, t) + α2(z)e2(z, t) + β1(z)e1(1, t) (6.59)

∂te2(z, t) = −∂ze2(z, t) + α1(z)e1(z, t) (6.60)

if mT
1 (z) and mT

2 (z) satisfy the following conditions:

dzm
T
1 (z) = −mT

1 (z)S + α2(z)mT
2 (z) + β1(z)mT

1 (1) (6.61)

dzm
T
2 (z) = −mT

2 (z)S + α1(z)mT
1 (z) (6.62)

The boundary conditions (6.23) and (6.52) give:

e1(0, t) = − 1
R

∫ 1

0
P11(0, y, t)e1(y, t)dy

− 1
R

∫ 1

0
P12(0, y, t)e2(y, t)dy

e2(0, t) = 0

(6.63)
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if mT
1 (0) and mT

2 (0) satisfy the following conditions:

mT
1 (0) = mT

v (t)− 1
R

∫ 1

0
P11(0, y, t)mT

1 (y)dy

− 1
R

∫ 1

0
P12(0, y, t)mT

2 (y)dy

mT
2 (0) = 0

(6.64)

Finally, the tracking error e(t) in (6.27) becomes:

e(t) = C

 e1(t)

e2(t)

 (6.65)

if the following condition holds:

C

 mT
1

mT
2

− qTr = 0

According to the illustration in previous sections, the error system (6.59)–(6.60) with (6.63)

is stable optimally and therefore the tracking error e(t) in (6.65) decays to zero optimally,

which proves the output regulation (6.27) is achieved. Moreover, summarizing equations

with respect to mT
1 (z) and mT

2 (z) yields the conclusion of the theorem. This concludes the

proof.

As a result, the corresponding feedforward gain in infinite-time horizon is given by:

m̄T
v = 1

R

∫ 1

0
P̄11(0, y)mT

1 (y)dy

+ 1
R

∫ 1

0
P̄12(0, y)mT

2 (y)dy +mT
1 (0)

(6.66)

The existence of the solutions mT
1 (z) and mT

2 (z) is essential to the feasibility of the feed-

forward controller. Therefore, the following lemma studies the solvability of the regulator

equations (6.55)–(6.57).

Lemma 19. (Regulator Equations) The transfer function of (6.21)–(6.25) from U(t) to y(t)
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is G(s) = C

∆1(s, z)

 1

0

+ ∆2(s, z)

 1

0

∆m(s, 1)

 with ∆1(s, z) = exp
(∫ z

0
Aα(s, ξ)dξ

)
,

∆2(s, z) =
∫ z

0

(
exp

(∫ z
ξ
Aα(s, η)dη

)
β1(ξ)

)
dξ, Aα(s, z) =

 −s α2(z)

α1(z) −s

 and

∆m(s, 1) =

[
1 0

]
∆1(s, 1)

 1

0


1−

[
1 0

]
∆2(s, 1)

 1

0



.

Then, we can find a unique solution mT
1 (z) and mT

2 (z) if the condition G(λ) 6= 0, ∀λ ∈ σ(S)

holds.

Proof. From Assumption 13, we assume the {ψk} with k = 1, · · · , nn are eigenvectors of

Sn with zero eigenvalues and {φk} with k = 1, · · · , nm are eigenvectors of Sm. Moreover,

λk with k = 1, · · · , nm are assumed to be eigenvalues of Sm. As a consequence, equations

(6.61)–(6.62) can be decoupled into:

dzm
T
n1(z) = −mT

n1(z)Sn + α2(z)mT
n2(z) + β1(z)mT

n1(1)

dzm
T
n2(z) = −mT

n2(z)Sn + α1(z)mT
n1(z)

(6.67)

dzm
T
m1(z) = −mT

m1(z)Sm + α2(z)mT
m2(z) + β1(z)mT

m1(1)

dzm
T
m2(z) = −mT

m2(z)Sm + α1(z)mT
m1(z)

(6.68)

with mT
1 (z) =

[
mT
n1(z),mT

m1(z)
]

and mT
2 (z) =

[
mT
n2(z),mT

m2(z)
]
. First, we focus on the

solving of (6.67): postmultiplying (6.67) by {φk} with k = 1, · · · , nn yields (since Snφk = 0):

(
dzm

T
n1(z)− α2(z)mT

n2(z)− β1(z)mT
m1(1)

)
φk = 0(

dzm
T
n2(z)− α1(z)mT

n1(z)
)
φk = 0

(6.69)
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Since (6.69) holds for all {φk} with k = 1, · · · , nn, we can easily obtain:

dz

 mT
n1(z)

mT
n2(z)

 =

 0 α2(z)

α1(z) 0


 mT

n1(z)

mT
n2(z)

+

 β1(z)

0

mT
n1(1)

From boundary conditions (6.64), we have mT
2 (0) = 0 and thus mT

n2(0) = 0. Therefore, the

general solution is given by:

 mT
n1(z)

mT
n2(z)

 = ∆1(0, z)

 1

0

mT
n1(0) + ∆2(0, z)

 1

0

mT
n1(1)

with ∆1(0, z) = exp
(∫ z

0
Aα(0, s)ds

)
, ∆2(0, z) =

∫ z
0

(
exp

(∫ z
s
Aα(0, η)dη

)
β1(s)

)
ds andAα(0, z) = 0 α2(z)

α1(z) 0

. Here ‘0’ in ∆1, ∆2 and Aα denotes zero eigenvalue of Sn. Immediately,

one has:

mT
n1(1) =

[
1 0

]
∆1(0,1)


1

0


1−

[
1 0

]
∆2(0,1)


1

0



mT
n1(0) = ∆m(0, 1)mT

n1(0)

Obviously,

[
1 0

]
∆1(0, 1)

 1

0

 and

[
1 0

]
∆2(0, 1)

 1

0

 are scalars, since ∆2(0, 1)

and ∆2(0, 1) are 2 × 2 matrices. If we assume the vector qTr =
[
qTnr, q

T
mr

]
with qTnr ∈ C1×nn

and qTmr ∈ C1×nm , then applying the output operator C leads to

C (∆1(0, z))

 1

0

+ C (∆2(0, z))

 1

0

∆m(0, 1)

mT
n1(0) = qTnr

Therefore, in order to compute mT
n1(0) uniquely, the sufficient and necessary condition is

that
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C

(∆1(0, z))

 1

0

+ (∆2(0, z))

 1

0

∆m(0, 1)

 6= 0 (6.70)

holds.

Now, we turn to solve the equations (6.68). As defined in previous section, the matrix

Sm is diagonalizable, there exists a similarity transformation V −1SV = diag (λ1, · · ·λnm).

With V = [φ1, · · ·φnm ]. Postmultiplying (6.68) by V leads to a set of decoupled ODEs:

dzm
∗
m1k(z) = −λkm∗m1k(z) + α2(z)m∗m2k(z) + β1(z)m∗m1k(1)

dzm
∗
m2k(z) = −λkm∗m2k(z) + α1(z)m∗m1k(z)

m∗m2k(0) = 0, C

 m∗m1k

m∗m2k

 = q∗mrk

with m∗m1k(z) = mT
m1(z)φk, m

∗
m2k(z) = mT

m2(z)φk and q∗mrk = qTmrφk for k = 1, · · · , nm.

Repeating the similar calculation for mT
n1(z) and mT

n2(z), one has:

 m∗m1k(z)

m∗m2k(z)

 =

∆1(λk, z)

 1

0

+ ∆2(λk, z)

 1

0

∆m(λk, 1)

m∗m1k(0)

Then, by applying the operator C to the above equation, we have:

C

∆1(λk, z)

 1

0

+ ∆2(λk, z)

 1

0

∆m(λk, 1)

m∗m1k(0) = q∗mrk

with ∆1(λk, z) = exp
(∫ z

0
Aα(λk, s)ds

)
, ∆2(λk, z) =

∫ z
0

(
exp

(∫ z
s
Aα(λk, η)dη

)
β1(s)

)
ds, Aα(λk, z) =
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 −λk α2(z)

α1(z) −λk

 and

∆m(λk, 1) =

[
1 0

]
∆1(λk, 1)

 1

0


1−

[
1 0

]
∆2(λk, 1)

 1

0




.

It is only possible to compute m∗m1k(0) when the condition:

C

∆1(λk, z)

 1

0

+ ∆2(λk, z)

 1

0

∆m(λk, 1)

 6= 0 (6.71)

for any λk ∈ σ(Sm) holds. Taking the Laplace transformation of the system (6.21)–(6.23)

leads to:

∂z

 x̂1(z, s)

x̂2(z, s)

 =

 −s α2(z)

α1(z) −s


 x̂1(z, s)

x̂2(z, s)

+

 β1(z)

0

 x̂1(1, s)

 x̂1(0, s)

x̂2(0, s)

 =

 Û(s)

0


Ŷ (s) = C

 x̂1(s)

x̂2(s)


Therefore, the transfer function from U(t) to y(t) is:

G(s) = C

∆1(s, z)

 1

0

+ ∆2(s, z)

 1

0

∆m(s, 1)


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Here functions ∆1(s, z), ∆2(s, z) and ∆m(s, 1) can be obtained via replacement of ‘λk’ by ‘s’

in above functions ∆1(λk, z), ∆2(λk, z) and ∆m(λk, 1).

Combining (6.70) and (6.71), the solvability condition is G(λ) 6= 0 for λ ∈ σ(S). Once

mT
n1(0) and m∗m1k(0) with k = 1, · · · , nm are obtained, mT

m1(0) can be computed through

mT
m1(0) =

[
m∗m11(0),m∗m12(0), · · · ,m∗m1nm(0)

]
V −1. Furthermore, mT

1 (0) =
[
mT
n1(0),mT

m1(0)
]

can be obtained. Consequently, mT
1 (z) and mT

2 (z) are calculated. This completes the proof.

6.4 Numerical simulations

In previous section, the proposed optimal control law given in Theorem 16 and Theorem

17 has been employed to realize the stabilization of the considered linearized system (6.21)–

(6.24) and thus the original nonlinear plant (6.1)–(6.4) around its equilibrium profile.

In this section, we are interested in the realization of the tracking control of the linearized

system through the proposed boundary tracking controller given in (6.52). Without loss of

generality, we are considering the control of x2(0.8, t), i.e., the reactant concentration at the

point ζ = 0.8m. Obviously, the output to be controlled is included in the formulation (6.26),

i.e., C

 x1

x2

 = [0, 1] ×

 x1(·, t)

x2(0.8, t)

. We assume that the reference signal yr(t) for the

system (6.21)–(6.25) to track is the combination of ramp and step-like signal given by:

yr(t) =


0.05t, 0 ≤ t ≤ 4

0.25, 4 ≤ t ≤ 25

0.15, 25 ≤ t ≤ 50

Therefore, it can be modelled by (6.50)–(6.51) with qTr =



[
0 0.05

]
, 0 ≤ t ≤ 4[

0.25 0

]
, 4 ≤ t ≤ 25[

0.15 0

]
, 25 ≤ t ≤ 50

,
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Figure 6.13: The evolution of the controlled output y(t) and the reference signal yr(t).

S =

 0 0

1 0

 and initial condition v(0) =

[
1 0

]T
. Obviously, the matrix S is a nilpotent

matrix with eigenvalues {0, 0} and thus φ1 =

 0

1

 , φ2 =

 0

−1

. Therefore, in order to

achieve the stabilization of the model (6.21)–(6.24) in t ∈ [0 50], we choose the terminal time

T = 60 in (6.47)–(6.48) such that the corresponding Riccati equation can be solved.

From the proof of Lemma 19, the transfer function is essential to the feasibility of the

proposed tracking controller and the existence of feedforward gain mT
v (t) in (6.52). In this

example, only G(0) is needed since the matrix S just has zero eigenvalues. Based on the

formulation of the transfer function in Lemma 19 and the setup of the controlled output

y(t), one can compute G(0) in this example:

G(0) =

[
0 1

]∆1(0, 0.8)

 1

0

+ ∆2(0, 0.8)

 1

0

∆m(0, 1)

 = −0.2966

Consequently, based on the formulation in the proof of Lemma 19, one has:

mT
1 (0) =



[
0 −0.1686

]
, 0 ≤ t ≤ 4[

−0.8428 0

]
, 4 ≤ t ≤ 25[

−0.5057 0

]
, 25 ≤ t ≤ 50
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Figure 6.14: The evolution and distribution of the temperature T (ζ, τ) of closed-loop system
(6.1)–(6.4) with the proposed optimal boundary control law. The red line with ζ = 0 denotes
the evolution of T (0, τ), i.e. Tin(τ).

and thus mT
1 (z) and mT

2 (z) are calculated immediately. From the formulation (6.54), the

time varying feedforward gain mT
v (t) can be obtained. As a result, (6.52) realizes the optimal

tracking, as shown in Figure 6.13. To drive y(t) to track the reference signal yr(t), it directly

means that the reactant concentration at the point ζ = 0.8 tracks the following reference

signal (black dashed line in left subfigure in Figure 6.15):

cA(0.8, τ) =


0.0166− 0.000206τ, 0 ≤ τ ≤ 16

0.0125, 16 ≤ τ ≤ 100

0.0141, 100 ≤ τ ≤ 200

The corresponding optimal tracking input T (0, τ) is shown in Figure 6.14 (red line with

ζ = 0).
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Figure 6.15: The evolution and distribution of the temperature cA(ζ, τ) of closed-loop system
(6.1)–(6.4) with the proposed optimal boundary control law. The line with ζ = 0.8 denotes
the evolution of the output concentration cA(0.8, τ) and the black dashed line is the reference
signal.

6.5 Conclusion

This chapter presented an optimal LQ output regulator to address the tracking control

problem for the boundary controlled linear hyperbolic partial differential equation (PDE)

systems. In the considered hyperbolic systems, a boundary output feedback was taken

into account and the resulting systems are unstable. This can be seen in Figure 6.6 and

Figure 6.7. The proposed optimal boundary control law solved the stabilization problem

via weak variational approach. Consequently, a feedforward boundary regulator equipped

with the optimal stabilization boundary control law realized the optimal tracking control.

The proposed approach was directly applied a plug flow reactor with temperature output

feedback and the simulation results indicated that the performance of the given optimal

boundary regulator was well.
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Chapter 7

Receding horizon optimal operation

and control of a solar-thermal district

heating system

7.1 Introduction

In this chapter, the operation strategies and control policies solar-thermal heating (STDH)

systems are considered. More specifically, the STDH system is composed of solar-collector

system, energy storage system, gas boiler system and district heating system. Moreover,

the mathematical models for different subsystems are provided. Based on the given models,

optimal operation strategies and optimal control policies are investigated. In particular,

the desired temperature tracking problems and the maximization problems of the collected

and stored energy are considered and studied. Receding horizon optimal control approaches

are applied and therein both single objective and multi-objective optimization problems

are formulated. More precisely, the single objective optimization problems are solved using

SQP method and the multi-objective optimization problems are solved by genetic algorithm.

Moreover, for the control of the district heating system, the internal model based servo-

control method and the receding horizon optimal control method are combined to realize the
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desired district temperature tracking.

7.2 System description

Figure 7.1: Plant scheme of the solar thermal district heating system.

7.2.1 Model of distributed solar collector field

A solar collector absorber surface absorbs heat from the solar irradiance and transfers the

heat to the oil flowing through a pipe usually welded to the absorber surface and placed

inside the collector. Therefore, coupled differential equations are employed to describe the

dynamics of the solar collector field [85]. In general, to derive the mathematic model for the

solar collector field, the following assumptions are usually made:

a1. The fluid in the solar collector is assumed to be incompressible and having constant

specific heat capacity and density.

a2. Along the pipe in the solar collector, the pressure in the fluid is assumed to be constant.
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a3. The environmental temperature around the pipe wall changes over time but not over

space.

Consequently, the dynamics of the distributed solar collector field are modelled by the

following system of coupled partial differential equations (PDE) according to the energy

balance:

ρmCmAm
∂Tsol,m
∂t

(t, ζ) = µ0GI(t)−Dmπhl(Tsol,m(t, ζ)− Ta(t))

−Dfπht(Tsol,m(t, ζ)− Tsol,f (t, ζ))

(7.1)

ρfCfAf
∂Tsol,f
∂t

(t, ζ) = −ρfCfvsol,f (t)∂Tsol,f∂ζ
(t, ζ)

+Dfπht(Tsol,m(t, ζ)− Tsol,f (t, ζ))

(7.2)

with the boundary condition:

Tsol,f (t, 0) = Tsol,fin(t) (7.3)

where the subindex m indicates the metal and f means the fluid. All the parameters and

variable in (7.1)–(7.3) are given in Table 7.1.

In addition, a simplified dynamical model neglecting heat losses and metal temperature

was used by several researchers [86][38], given by

ρfCf
∂Tsol,f
∂t

(t, ζ) = −ρfCfvsol(t)
∂Tsol,f
∂ζ

(t, ζ) + µ0GI(t) (7.4)

with the boundary condtion

Tsol,f (t, 0) = Tsol,fin(t) (7.5)

where Tsol,f (t, ζ) is the oil temperature at position ζ along the tube, and Tsol,fin(t) is the inlet

oil temperature. In this work, to fully express the dynamics of the solar collector system,

the mathematic model (7.1)–(7.3) is mainly considered.
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Table 7.1: Solar plant model variables and parameters in (7.1)–(7.3).

Symbol Value and units Description
t s Time t ∈ [0,+∞)
ζ m Space ζ ∈ [0, L]
Lsol 18m Solar collector field length
ρm 1100kg m−3 Metal density
ρf 756kg m−3 Oil density
Cm 440JK−1kg−1 Metal specific heat capacity
Cf 1100JK−1kg−1 Oil specific heat capacity
Am 0.0038m2 Metal cross-sectional area
Af 0.0013m2 Oil cross-sectional area
Tsol,m

oC Metal temperature
Tsol,f

oC Oil temperature
Ta(t)

oC Ambient temperature
I(t) W/m2 Direct solar radiation
η0 0.67 Collector optical efficiency
G 0.9143m Collector aperture
hl 20.773Wm−1K−1 Global coefficient of thermal losses
ht 1283.2Wm−1K−1 Coefficient of metal-oil transmission
Df 0.04m Inner diameter of the pipe line
Dm 0.07m External diameter of the pipe line
Tsol,fin

oC Collector inlet temperature
Tsol,fout

oC Collector outlet temperature
vsol,f (t) m3s−1 Oil pump volumetric flow rate

For the considered solar-thermal collector system, one important objective is to maintain

the outlet temperature in a desired reference set-point. The outlet temperature is given by:

Tsol,fout(t) = Tsol,f (t, Lsol) (7.6)

Inspired by [87], the overall heat collected by the fluid in the solar collector within a certain

time range [t, t+ tf ] is defined by the following relation:

Hsol(t, tf ) =
∫ t+tf
t

Cf (Tsol,fout(τ)− Tsol,fin(τ)) ρfvsol,f (τ)dτ

+
∫ Lsol

0
ρfAfCf (Tsol,f (tf , ζ)− Tsol,f (0, ζ)) dζ

(7.7)
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The effects of the inlet temperature Tfin of the fluid entering the solar collector system and

the fluid volumetric flow rate vsol,f , on the gained heat were studied in a range domain of

1-25 oC of the inlet temperature and using a volumetric flow rate between 1 and 20 m3h−1.
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Figure 7.2: Effect of inlet temperature(oC) and the volumetric flow rate(m3h−1) on the heat
collected Hsol(KJ) by the solar collector field.
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Figure 7.3: Effect of inlet temperature(oC) and the volumetric flow rate(m3h−1) on the
average outlet temperature(oC) of the solar collector field.

From Figure 7.2, it is possible to denote that the hear collected by the solar collector field

increases in proportion to the fluid volumetric flow rate, while it decreases in proportion to

the inlet temperature. In contrast, From Figure 7.3, the outlet temperature decreases while

the fluid flow rate increases, and given a fixed fluid flow rate, the high inlet temperature
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yields the high average outlet temperature. By analyzing Figure 7.2 and Figure 7.3, it can

be affirmed that it is possible to maximum the collected energy and manipulating the outlet

temperature by adjusting the inlet temperature and the fluid flow rate. However, in practice,

it is more realistic to change the fluid flow rate vsol,f (t). Therefore, in the following of this

chapter, we will focus on obtaining a sequence of optimal fluid flow rate such that the outlet

temperature can tracking some desired set-point and the collected energy is maximized.

Figure 7.4: Scheme of the heat exchanger.

7.2.2 Model of heat exchanger system

In this solar-thermal district heating system, the typical counter-current heat exchangers

shown in Figure 7.4, are utilized to transfer the gained heat between the solar collector

field and the storage tanks and between the tanks and the heating loop systems. In Figure

7.1, the following set of hyperbolic partial differential equations are employed to present the

dynamics of fluid temperature in the internal and external pipes respectively:

ρfCfAF1

∂TF1
∂t

(t, ζ) = ρfCfvF1(t)
∂TF1
∂ζ

(t, ζ)

−kϕ (TF1(t, ζ)− TF2(t, ζ))

ρwCwAF2

∂TF2
∂t

(t, ζ) = −ρwCwvF2(t)
∂TF2
∂ζ

(t, ζ)

+kϕ (TF1(t, ζ)− TF2(t, ζ))

(7.8)
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From Figure 7.1, the fluid in the solar collector field collects the heat from the solar irradiance

and transfers the gained heat to the storage hot tank through the heat exchanger: HX-1. In

Figure 7.4, the hot fluid from the solar collector-FL1 entering into the external pipe at the

right side: ζ = Lhe heats the cool water entering the internal pipe at the left side: ζ = 0.

Consequently, we have the following boundary conditions:

TF1(t, Lhe) = Tsol,fout(t)

TF2(t, 0) = TF2in

(7.9)

One of important objectives for the considered heat exchanger is to maintain the water

temperature at the outlet of the internal pipe in some desired reference values. The outlet

water temperature exiting the heat exchanger is given by:

TF2out(t) = TF2(t, Lhe) (7.10)

Moreover, the system parameter descriptions are given in Table 7.2. Since the heat exchanger

HX-1 is connected to the solar collector, the hot fluid flow rate vF1(t) is equal to vsol,f (t).

Another important objective is to maximize the stored energy. Since the inlet oil and

water temperature can not be changed arbitrarily, only the fluid flow rates can be manipu-

lated such that the outlet water temperature can be controlled to the desired value, and the

stored energy can be maximized as well.

From Figure 7.5, it is straightforward to see that The water temperature at the outlet

ζ = Lhe of the heat exchanger decreases in proportional to the cool water flow rate vF2(t),

while it is slightly influenced by the hot oil flow rate vF1(t) at low flow rates vF1(t). The

gained heat by the storage tanks through the heat exchanger shows a hyperbolic functionality

with two flow rates. In particular, at low flow rate vF2 and/or vF1 , the flow rate vF1 and/or

vF2 does not significantly affect the gained heat through the heat exchanger. While at higher

flow rate vF1 and/or vF2 , a significant increase can be seen. By analyzing Figure 7.5, it can be
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Table 7.2: Heat exchanger variables and parameters in (7.8)–(7.10).

Symbol Value and units Description
Lhe 12m Heat exchanger length
r1 0.02m Radius of the inner pipe
r2 0.04m Radius of the external pipe
AF1 = π(r2

2 − r2
1) 0.0038m2 Area of hot oil

AF2 = πr2
1 0.0013m2 Area of cool water

ρf 756kg m−3 Oil density
ρw 1000kg m−3 Water density
Cf 1100JK−1kg−1 Oil specific heat capacity
Cw 4184JK−1kg−1 Water specific heat capacity
k 2000Wm−2K−1 Heat exchanger coefficient
ϕ = 2πr1 0.1257m Contact circumference of heat exchanger
TF1

oC Oil temperature
TF2

oC Water temperature
TF2in 15oC Inlet water temperature
TF2out

oC Outlet water temperature
vF1 m3s−1 Oil pump volumetric flow rate
vF2 m3s−1 Water pump volumetric flow rate

confirmed that it is possible to maximize the stored energy through the heat exchanger and

control the water outlet temperature at the outlet of the heat exchanger by manipulating

flow rate vF1 and vF2 .

7.2.3 Model of district heating loop system

The district heating loop system consists of the natural gas boiler and district heating model.

The gas boiler system has several limitations in time to construct the mathematic model

related the available measurements. The only measurements are fluid flow and its inlet and

outlet temperatures as well as the gas boiler on/off signal. In general, it is not easy to obtain

the information about the internal structure of the gas boiler and any direct measure of

the gas flow and temperatures. Therefore, when modeling the gas boiler, these limitations

have to be taken into account. The following model is employed to describe the transient
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Figure 7.5: Effect of the hot oil volumetric flow rate(m3h−1) and the cool water volumetric
flow rate (m3h−1) on the stored heat into the storage tanks through the heat exchanger.

dynamics of temperature in the gas boiler system:

ρwCwVbol
dTbol
dt

(t) = ρwCwvbol(t)(Tbol,in(t)− Tbol(t))

+HR(t)hfg(Reg(t)Tgas(t)− Tbol(t))
(7.11)

ρwCwAdis
∂Tdis
∂t

(t, ζ) = −ρwCwvdis ∂Tdis∂ζ
(t, ζ), ζ ∈ [0, Ldis] (7.12)

The boundary condition for the district heating loop system is as follows:

Tdis(t, 0) = Tbol(t) (7.13)

where Vbol is the gas boiler fluid volume. Tbol, Tbol,in and Tdis are the gas boiler outlet, inlet

temperatures and district fluid heating temperature, respectively. vbol(t) is the flow rate

entering the boiler system. Moreover, Tgas is the gas combustion temperature. hfg is the

approximated heat transfer coefficient between the fluid and the gas combustion. Reg(t) is

the gas boiler regulator defining the gas boiler power between 0% and 100%. HR(t) is the

gas boiler on/off signal: 1 denotes turning on and 0 denotes turning off. The description of

variables and parameters in the district heating system are provided in Table 7.3.
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Figure 7.6: Effect of the hot oil volumetric flow rate(m3h−1) and the cool water volumetric
flow rate (m3h−1) on the average outlet temperature(oC) of the heat exchanger.

Table 7.3: District heating system variables and parameters in (7.11)–(7.13).

Symbol Value and units Description
Ldis 40m District heating loop length
Adis 0.004m2 Heating system area
vdis 0.02m3s−1 Flow rate of water in heating system
vbol m3s−1 Flow rate of water in boiler
Vbol 0.07m3 Flow volume in boiler
HR − Gas heater on/off signal
hfg 2623W/oC Heat transfer coefficient
Reg − Gas heater regulator
Tgas 133oC Gas combustion temperature
Tbol,in 18 oC Temperature of flow entering boiler
Tbol

oC Temperature of flow in boiler
Tdis

oC Temperature of flow in district system
Cw 4184JK−1kg−1 Water specific heat capacity
ρw 1000kg m−3 Water density

For the district heating loop system, the objective is to control the district system outlet

temperature Tdis,out(t) = Tdis(t, Ldis) to track the desired value. For the case that the stored

energy is enough to support district heating demand, then the gas boiler is exclude, i.e.,

HR(t) = 0. While the tank stored energy can not satisfy the heating demand, then the gas

boiler has to join into the heating system, i.e., HR(t) = 1.
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Figure 7.7: Effect of the boiler volumetric flow rate vbol(m
3h−1) and the value of gas boiler

regulator Reg on the average outlet temperature(oC) of the boiler.

7.3 Optimal operation and control of SDHS

7.3.1 Optimal operation strategy for the solar collector

We are concerned with the optimal temperature tracking control problem and the collected

energy maximization problem within the time interval [t, t+ tf ]. More precisely, the subsec-

tion is focused on obtaining a sequence of optimal fluid flow rate vsol,f (t) in [t, t + tf ] such

that the above objectives can be achieved. It is easy to observe that the considered solar

collector system (7.1)–(7.2), heat exchangers (7.8) and gas boiler system (7.11) are nonlinear

given that fluid flow rates vsol,f (t), vF2(t) and vbol(t) are manipulated variables. For the

control of nonlinear systems, there has been a rapidly growing interest in utilizing receding

horizon/moving horizon control schemes, which is based on solving a finite horizon optimal

control problem over an interval [t, t+ tf ] and then applying a part of the computed control

sequence from [t, t+ ts] where ts < tf . Successive application of this control scheme will yield

a feedback control law since the control action depends on the current state. However, due

to that the optimization problem is solved over finite horizon, the stability is not ensured.

Usually, in practical application, this problem can be addressed by enlarging the prediction
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Figure 7.8: Effect of the boiler volumetric flow rate vbol(m
3h−1) and the value of gas boiler

regulator Reg on the average outlet temperature(oC) of the boiler.

horizon but this brings additional computational mission. Actually, for the stabilization

problem in order to guarantee the closed-loop stability of the receding horizon scheme, dif-

ferent methods have been developed: a terminal stat equality constraint x(t + tf ) = 0 was

introduced by Keerthi and Gilbert [88] to the finite-horizon optimization problem. Addi-

tionally, Chen and Allgöwer [89] proposed an approach using a quadratic endpoint penalty

of the form ax(t + tf )
TQx(t + tf ) for some a > 0 and some positive definite matrix Q. In

this work, since the goal is to achieve desired temperature trajectory tracking, the modified

quadratic terminal penalty (Tsol,fout(t+ tf )− Tdes(t+ tf ))
2 is added in the cost function as

well. In particular, in the following section, the performances are compared for cases that

the cost function is equipped with and without the quadratic terminal penalty.

7.3.1.1 Optimal temperature tracking control of the solar collector

The objective of the optimal control here is to find the input sequence (fluid flow rate vsol(t))

that minimize a cost function, based on a desired temperature trajectory over a prediction

horizon [0, tf ]. First, the simplest cost function is considered including the errors between

the predict model outputs Tsol,fout(t) = Tsol,f (t, Lsol) and the reference trajectory T soldes(t). In
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addition, it includes the change in the input vsol,f as well over a control horizon [0, ts]. This

results in the following optimization problem:

min
vsol,f

J(t, Tsol,f , tf , T
sol
des)

s.t. (7.1)− (7.3), (7.6)

vsolmin ≤ vsol,f ≤ vsolmax

(7.14)

where the cost function is given by

J = s1

∫ t+tf
t

(
Tsol,fout(τ)− T soldes(τ)

)2
dτ

+s2

∫ t+ts
t

(
dvsol(τ)
dτ

)2

dτ

+s1

(
Tsol,fout(t+ tf )− T soldes(t+ tf )

)2

Note that in above cost function, the parameter s1 denotes the weighting to the tracking

reference error in the prediction and the parameter s2 stands for the control increment in the

control horizon. Moreover, the lower bound vsolmin for the flow rate vsol,f (t) is given to ensure

good operation conditions of the solar collector plant and the upper bound vsolmax is due to

the physical limitations of the fluid pump [90].

7.3.1.2 Solar collector outlet temperature tracking and maximization of gained

heat

The practical chemical and mechanical optimal control problems often includes multiple and

conflicting objectives. This usually causes a set of Pareto optimal solutions [91]. The popular

exploited approaches to obtain this set are (a) the weighted sum of the individual objectives

or (b) genetic algorithm [92]. In the former one, the cost function is consisting of different

weighted single-objectives and the optimal control problems are solved using deterministic

optimization routines. While in the latter one, a number of candidate solutions is updated

based on repeated cost computations. In general, a multi-objective optimal control problem
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can be given by:

min
u(t)
{J1, · · · , Jn} (7.15)

subject to:

dx(t)
dt

= f (x(t),u(t),θ, t) , t ∈ [0, tf ] ,

(7.16)

b(x(0),x(tf ),θ) = 0, (7.17)

cp(x(t),u(t),θ, t) ≤ 0, (7.18)

ct(x(tf ),u(tf ),θ, tf ) ≤ 0, (7.19)

where x and u are the state variables and the control variables, respectively. θ denote the

parameters and f represent the dynamic system equations on the time interval t ∈ [0, tf ]

equipped with initial and terminal conditions given by b. The vectors cp and ct are path and

terminal inequality constraints on the states and inputs. The admissible set S is defined to

be a set of feasible inputs u(t) such that the dynamic equation as well as the path, boundary

and terminal constraints in (7.16)–(7.19) are satisfied. A solution u1(t) ∈ S is Pareto

optimization if and only if there exists no other solution u2(t) ∈ S such that Ji(u2(t)) ≤

Ji(u1(t)) for all i ∈ {1, · · · , n} and Jj(u2(t)) ≤ Jj(u1(t)) for at least one j ∈ {1, · · · , n}.

In this chapter, two conflicting objectives optimal control problem will be studied: the

optimal outlet temperature tracking control and the maximization of gained solar heat. To

realize these two objectives simultaneously, two types of optimization problems are consid-

ered: single objective and multi-objective optimization problems in this section.

• Case 1: Single-objective

To simultaneously realize the temperature tracking control and the maximization of gained

heat, we formulate a cost function including tracking cost function J given in (7.14) and

the economic cost function Hsol - gained heat within time interval [t, t + tf ] with different
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weightings w1 and w2. This results in the following single-objective minimization problem:

min
vsol,f (t)

JS
(
t, Tsol,f , tf , T

sol
des

)
s.t. (7.1)− (7.3), (7.6)

vsolmin ≤ vsol,f ≤ vsolmax

(7.20)

where the cost function JS is defined by

JS
(
t, Tsol,f , tf , T

sol
des

)
= w1J(t, Tsol,f , tf , T

sol
des)− w2Hsol(t, tf )

with positive weightings w1 ≥ 0 and w2 ≥ 0. It is straightforward to see that w1 = 0 means

that the target is only to maximize the collected heat while w2 = 0 directly implies that the

temperature trajectory tracking is the primary goal. However, if one wants to realize these

two targets simultaneously, it is required to find a trade-off between them by adjusting the

values of weighting w1 and w2. In practice, actually it is not easy to the ‘best’ decision,

i.e., the values of w1 and w2. Therefore, in following an alternative way is proposed, namely

multi-objective optimization.

• Case 2: Multi-objective

Provided the formulations for the tracking control cost function J(t, Tsol,f , tf , T
sol
des) defined

in (7.14) and the gained solar heat given in (7.7), a multi-objective optimization problem

can be written as follows:

min
vsol,f (t)

{
J(t, Tsol,f , tf , T

sol
des),−Hsol(t, tf )

}
s.t. (7.1)− (7.3), (7.6)

vsolmin ≤ vsol,f ≤ vsolmax

(7.21)

Apparently, the minimization of the tracking cost function J and the maximization of eco-

nomical function Hsol will conflict against each other. In this chapter, genetic algorithm

237



will be employed to provide a set of trade-off optimal solutions, popularly known as Pareto-

optimal solutions.

7.3.2 Optimal operation strategy for the energy storage system

In the process delivering the gained solar heat from the solar collector plant to the storage

tank, the countercurrent heat exchanger HX-1 plays an important role, see Figure 7.1. As

the analysis in Section 7.2, by manipulating flow rates of fluid FL1 and FL2 (see Figure

7.4), one is able to change the temperature of the fluid FL2 at the outlet as well the stored

heat into the storage hot tank. In this subsection, both the solar collector plant and the

heat exchanger HX-1 are considered simultaneously (see Figure 7.9) and optimal operation

strategies will be studied to achieve the fluid FL2 outlet temperature tracking control and

the maximization of the stored heat into the hot tank. Similarly, two different optimization

problems will be formulated as the illustration in Section 7.3.1.2

• Case 1: Single-objective

min
vF1 (t),vF2 (t)

JH
(
t, TF2 , tf , T

F2
des

)
s.t. (7.1)− (7.3)

(7.8)− (7.10)

(7.22)

where the cost function is defined as:

JH
(
t, TF2 , tf , T

F2
des

)
= w1JF2

(
t, TF2 , tf , T

F2
des

)
− w2Hstor(t, tf )

with JF2 and Hstor given by, respectively

JF2

(
t, TF2 , tf , T

F2
des

)
= s1

∫ t+tf
t

(
TF2out(τ)− T F2

des(τ)
)2
dτ

+s2

∫ t+tf
t

(
dvF1 (τ)

dτ

)2

dτ

+s1

(
TF2out(t+ tf )− T F2

des(t+ tf )
)2

(7.23)
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Hstor(t, tf ) =
∫ t+tf
t

Cw (TF2out(τ)− TF2in(τ))ρwvF2(τ)dτ

+
∫ Lhe

0
ρwAF2Cw (TF2(tf , ζ)− TF2(0, ζ))dζ

(7.24)

Figure 7.9: Schematic diagram of the heat exchanger HX-1 coupled with the solar collector
plant.

• Case 2: Multi-objective

min
vF1 (t),vF2(t)

{
JF2

(
t, TF2 , tf , T

F2
des

)
, Hstor (t, tf )

}
s.t. (7.1)− (7.3)

(7.8)− (7.10)

(7.25)

with JF2 and Hstor defined in (7.23) and (7.24), respectively.

7.3.3 Servo-control of the boiler-heating system

In this section, we will consider the case that the stored energy is not enough to support

the heating requirements. Therefore, the boiler system has to joint to supply the energy.

Observe the boiler-heating system (7.11)-(7.13), it is easy to find that the boiler system

(7.11) and the heating system (7.12) are coupled only through the boundary condition in
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(7.13). Moreover, for the boiler system (7.11), the manipulated inputs are the gas boiler

regulator Reg(t) that ranges from %0 to %100 and the flow rate vbol(t), and for the district

heating system (7.13), the input is the gas boiler outlet temperature Tbol(t). Then, based

on the characteristics of the considered boiler-heating system (7.11)-(7.13), we propose the

following algorithm:

A1. Applying Internal Model Principle based servo-control approach to the district heating

system (7.12) generates a sequence of desired input T ∗bol(t) which can be regarded as

the set-point for the boiler outlet temperature Tbol(t) such that the required district

temperature T ∗dis(t) can be achieved, i.e., lim
t→∞

(Tdis(t, Ldis)− T ∗dis(t)) = 0.

A2. Using receding horizon optimal control drives the boiler system (7.11) such that the

boiler outlet temperature Tbol(t) tracks the desired temperature T ∗bol(t).

7.3.3.1 Servo-control of the heating system

Suppose that the district requirements i.e., T ∗dis(t) are known, then we can formulate these

signals through the following signal process:

ẇ(t) = Sw(t) (7.26)

T ∗dis(t) = Fw(t) (7.27)

where the matrix S is a skew-Hermitian matrix and has all its eigenvalues on imaginary

axis. Namely, the spectrum of S can be given by σ(S) = 0 ∪ {iwk} , k = 1, 2 · · · , n − 1 or

σ(S) = {iwk} , k = 1, 2 · · · , n. In fact, this configuration allows the modelling of steplike and

sinusoidal exogenous signals.

In this section, given available T ∗dis(t), our target is to design the following controller:

˙̂w(t) = Sŵ(t) +K(T ∗dis(t)− Fŵ(t))

T ∗bol(t) = mT
wŵ(t)

(7.28)
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such that the outlet district heating temperature Tdis(t, Ldis) can track the required temper-

ature T ∗dis(t).

Theorem 19. Suppose that the pair (F, S) is observable and the spatial-varying vector sat-

isfies the following differential equation:

vdis
Adis

dmT

dζ
(ζ) +mT (ζ)S = 0

mT (Ldis) = F

(7.29)

If the feedforward gain mT
w given by mT

w = mT (ζ = 0) and there exists K such that S +

KF is Hurwitz, then applying the control law in (7.28) can drive the outlet district heating

temperature Tdis(t, Ldis) to track the required temperature T ∗dis(t).

Proof. First, we can define a tracking error variable:

ẽ(t, ζ) = Tdis(t, ζ)−mT (ζ)ŵ(t) (7.30)

Consequently, we will have:

∂ẽ
∂t

(t, ζ) = ∂Tdis
∂t

(t, ζ)−mT (ζ)dŵ
dt

(t)

∂ẽ
∂ζ

(t, ζ) = ∂Tdis
∂ζ

(t, ζ)− dmT

dζ
(ζ)ŵ(t)

Substituting the above equations into (7.12) leads to the following expression:

∂ẽ

∂t
(t, ζ) = − vdis

Adis

∂ẽ

∂ζ
(t, ζ)− vdis

Adis

dmT

dζ
(ζ)ŵ(t)−mT (ζ)

dŵ

dt
(t) (7.31)

According to (7.27), (7.28) and (7.31),

∂ẽ

∂t
(t, ζ) = − vdis

Adis

∂ẽ

∂ζ
(t, ζ)−

(
vdis
Adis

dmT

dζ
(ζ) +mT (ζ)S

)
ŵ(t) +mT (ζ)KF∆w(t) (7.32)
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with ∆w(t) = ŵ(t)− w(t). The boundary condition for (7.31) is given by:

ẽ(t, 0) = Tdis(t, 0)−mT (0)ŵ(t)

= mT
wŵ(t)−mT (0)ŵ(t)

(7.33)

Moreover, the tracking error e(t) = Tdis(t, Ldis)− T ∗dis(t) can be expressed as follows:

e(t) = Tdis(t, Ldis)− Fw(t)

= ẽ(t, Ldis) +
(
mT (Ldis)− F

)
ŵ(t) + F∆w(t)

(7.34)

Subtracting (7.26) from (7.28) gives the dynamical system for ∆w(t):

d∆w

dt
(t) = (S +KF ) ∆w(t)

Since the matrix S + KF is Hurwitz, ∆w(t) decays to zero exponentially. In this case, the

equations (7.32), (7.33) and (7.34) reduce to the following form:

∂ẽ
∂t

(t, ζ) = − vdis
Adis

∂ẽ
∂ζ

(t, ζ)

ẽ(t, 0) = 0

e(t) = ẽ(t, Ldis)

(7.35)

if the conditions in theorem are satisfied, i.e.,

vdis
Adis

dmT

dζ
(ζ) +mT (ζ)S = 0

mT (Ldis) = F

mT
w = mT (ζ = 0)

It is easy to see that the system (7.35) is exponentially stable and therefore the tracking

error e(t) = Tdis(t, Ldis)− T ∗dis(t) will decay to zero exponentially. In other words, the outlet

heating temperature will meet the requirement.
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7.3.3.2 Optimal tracking control of the boiler system

Based on the algorithm A1-A2, through the servo-control applied to the district heating

system (7.12), the desired temperature from the boiler system T ∗bol(t) is obtained. In this

section, the receding horizon optimal control is employed to address the tracking problem of

the boiler system (7.11) such that the boiler outlet temperature Tbol(t) tracks the obtained

set-point temperature T ∗bol(t). As a result, the following optimization problem is formulated:

min
vbol,Reg

Jbol =
∫ t+tf
t

(Tbol(τ)− T ∗bol(τ))2dτ

s.t. (7.11)

0 ≤ Reg ≤ 1

0 ≤ vbol ≤ 1

(7.36)

Solving the above optimization problem provides a sequence of optimal inputs: vbol and Reg.

Additionally, in order to smooth the operations on the flow rate vbol and the regulator Reg,

the cost function can be improved as:

Jbol =
∫ t+tf
t

(Tbol(τ)− T ∗bol(τ))2dτ

+
∫ t+ts
t

(
dvbol
dτ

(τ)
)2
dτ +

∫ t+ts
t

(
dReg
dτ

(τ)
)2
dτ

7.4 Boundary state observer design for the solar col-

lector system

From the previous section, full temperature states of the solar collector Tsol,m(t, ζ) and

Tsol,f (t, ζ) are used to serve the receding horizon controller design. Nevertheless, in practice

it is impossible to apply a distributed sensing to measure the full state information. The

available measurements are those of the solar irradiance I(t) using a pyrheliometer [93], of

the environment temperature Ta(t) and of the output temperature Tsol,f (t, Lsol). To over-

come this restriction, we develop a boundary state observer with the available measurements
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and prove the convergence of the observer.

We propose the state observer with the following form:

ρmCmAm
∂T̂sol,m
∂t

(t, ζ) = µ0GI(t)−Dmπhl(T̂sol,m(t, ζ)− Ta(t))

−Dfπht(T̂sol,m(t, ζ)− T̂sol,f (t, ζ))

(7.37)

ρfCfAf
∂T̂sol,f
∂t

(t, ζ) = −ρfCfvsol,f (t)∂T̂sol,f∂ζ
(t, ζ)

+Dfπht(T̂sol,m(t, ζ)− T̂sol,f (t, ζ))

(7.38)

with the initial and boundary conditions:

T̂sol,f (0, ζ) = Tsol,f0(ζ) (7.39)

T̂sol,f (t, 0) = Tsol,fin(t)− κ∆Tsol,f (t, Lsol) (7.40)

where ∆Tsol,f (t, ζ) = T̂sol,f (t, ζ) − Tsol,f (t, ζ) is the observer error and ∆Tsol,f (t, Lsol) is the

correction term (output error). This state observer is a Luenberger-like observer but the

correction term ∆Tsol,f (t, Lsol) is just injected in the boundary condition T̂sol,f (t, 0) rather

than being injected in the state equation.

Based on the plant (7.1)-(7.3) and the observer (7.37)-(7.40), the observer error system

can be directly given by:

ρmCmAm
∂∆Tsol,m

∂t
(t, ζ) = −(Dmπhl +Dfπht)∆Tsol,m(t, ζ)

+Dfπht∆Tsol,f (t, ζ)

(7.41)

ρfCfAf
∂∆Tsol,f

∂t
(t, ζ) = −ρfCfvsol,f (t)∂∆Tsol,f

∂ζ
(t, ζ)

+Dfπht(∆Tsol,m(t, ζ)−∆Tsol,f (t, ζ))

(7.42)

with the boundary condition:

∆Tsol,f (t, 0) = −κ∆Tsol,f (t, Lsol) (7.43)
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Theorem 20. If κ2 ≤ e−µ where µ is a tuning positive parameter, the proposed boundary

state observer in (7.37)-(7.40) exponentially converges, i.e., the observer error system (7.41)-

(7.43) is exponentially stable.

Proof. Define the following Lyapunov candidate function that was proposed in [33] to study

the exponential stability of hyperbolic systems of conservation laws:

V (t) =

∫ Lsol

0

(
qe−µζ(∆Tsol,m(t, ζ))2 + pe−µζ(∆Tsol,f (t, ζ))2)dζ (7.44)

The derivative of V (t) with respect to time t can be written as:

V̇ (t) =
∫ Lsol

0

(
2qe−µζ∆Tsol,m(t, ζ)

∂∆Tsol,m
∂t

(t, ζ) + 2pe−µζ∆Tsol,f (t, ζ)
∂∆Tsol,f

∂t
(t, ζ)

)
dζ

= −
∫ Lsol

0

(
2q (α1 + α2) e−µζ (∆Tsol,m(t, ζ))2)dζ

+
(

2qα2 + 2pα3
vsol,f (t)

Af

) ∫ Lsol
0

(
e−µζ∆Tsol,m(t, ζ)∆Tsol,f (t, ζ)

)
dζ

−
∫ Lsol

0

(
2p

vsol,f (t)

Af
e−µζ∆Tsol,f (t, ζ)

∂∆Tsol,f
∂ζ

(t, ζ)
)
dζ

−2α3
vsol,f (t)

Af

∫ Lsol
0

(
pe−µζ(∆Tsol,f (t, ζ))2)dζ

(7.45)

where the parameters α1, α2 and α3 are given by:

α1 =
Dmπhl
ρmCmAm

, α2 =
Dfπht
ρmCmAm

, α3 =
Dfπht
ρfCfAf

Obviously, α1, α2 and α3 are positive numbers.

Applying integration by parts, it is straightforward to compute:

V̇ (t) = −
∫ Lsol

0

(
2q (α1 + α2) e−µζ(∆Tsol,m(t, ζ))2)dζ

+
(

2qα2 + 2pα3
vsol,f (t)

Af

) ∫ Lsol
0

(
e−µζ∆Tsol,m(t, ζ)∆Tsol,f (t, ζ)

)
dζ

−pvsol,f (t)

Af

(
(∆Tsol,f (t, Lsol))

2e−µ − (∆Tsol,f (t, 0))2)
−
(

2α3
vsol,f (t)

Af
+

vsol,f (t)

Af
µ
) ∫ Lsol

0

(
pe−µζ(∆Tsol,f (t, ζ))2)dζ

(7.46)
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Using the boundary condition in (7.43) leads to:

V̇ (t) = −
∫ Lsol

0

(
2q (α1 + α2) e−µζ(∆Tsol,m(t, ζ))2)dζ

+
(

2qα2 + 2pα3
vsol,f (t)

Af

) ∫ Lsol
0

(
e−µζ∆Tsol,m(t, ζ)∆Tsol,f (t, ζ)

)
dζ

−
(

2α3
vsol,f (t)

Af
+

vsol,f (t)

Af
µ
) ∫ Lsol

0

(
pe−µζ(∆Tsol,f (t, ζ))2)dζ

−pvsol,f (t)

Af
(e−µ − κ2) (∆Tsol,f (t, Lsol))

2

(7.47)

Observe (7.47), we can conclude that as long as the condition κ2 ≤ e−µ is satisfied, then it is

possible to chose a large positive number µ to ensure V̇ (t) < −αV (t) with α > 0. In other

words, the observer error system (7.41)-(7.43) is exponentially stable.

7.5 Results and discussion

7.5.1 Observer design for the solar collector system

With the parameters given in Table 7.1, we first design the boundary observer the system

(7.1)-(7.3) with the measured outlet temperature Tsol,f (t, Lsol). According to Theorem 20, in

order to guarantee the exponential convergence of the designed observer (7.37)-(7.40), here

the injection gain κ is chosen as κ = 0.5. In Figure 7.10, without lose of generality, the

temperatures at the points ζ = 0.3Lsol and ζ = Lsol are shown. Moreover, the evolutions of

observer error on time scale and space scale are also presented. The estimated temperatures

converge to the real temperature very fast and correspondingly, the observer errors decay to

zero exponentially.

7.5.2 Optimal operation for the solar collector system

7.5.2.1 Optimal outlet temperature tracking control

In this subsection, we formulated the optimization problem in (7.14) to present and address

the optimal outlet temperature tracking problem. In particular, since the prediction horizon
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Figure 7.10: The solar collector temperatures Tsol,f and Tsol,m, the estimated temperatures

T̂sol,f and T̂sol,m and observer errors ∆Tsol,f and ∆Tsol,m.

is always chosen as a finite-time horizon, the following different cases are discussed in this

section:

Case 1. The cost function is formulated with terminal penalty:

J = s1

∫ t+tf
t

(
Tsol,fout(τ)− T soldes(τ)

)2
dτ

+s2

∫ t+ts
t

(
dvsol(τ)
dτ

)2

dτ

+s1

(
Tsol,fout(t+ tf )− T soldes(t+ tf )

)2

Case 2. The cost function is formulated without terminal penalty:

J = s1

∫ t+tf
t

(
Tsol,fout(τ)− T soldes(τ)

)2
dτ

+s2

∫ t+ts
t

(
dvsol(τ)
dτ

)2

dτ
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Figure 7.11: The outlet temperature of the solar collector field under the receding horizon
control with terminal penalty and without terminal penalty, respectively.

In Figure 7.11, it is very clear to see that there are larger vibrations (red dash line) by

applying the optimal control without terminal penalty, when the reference trajectory switches

from one set-point to another set-point. Nevertheless, applying the optimal control involving

the optimization cost function in Case 1 has a better performance.

7.5.2.2 Optimal temperature tracking control and maximization of collected

heat

Based on the formulations in (7.20) and (7.21), the receding horizon optimal control al-

gorithms with single objective and multi-objective are applied. In particular, the single

objective optimal control algorithms with different values of weights: w1 = 10, w2 = 1 and

w1 = 10, w2 = 50 are applied and compared. The results are shown in Figure 7.13. For the

case w1 = 10 and w2 = 1, the control has a better tracking performance while the collected

energy is relatively low, which can be seen in Figure 7.14 (the blue bar), whereas in the case

w1 = 10 and w2 = 50, the control algorithm has a very poor tracking performance but the

solar collector collects higher energy (the grey bar). In other aspect, the genetic algorithm
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Figure 7.12: The outlet temperature of the solar collector field and the solar irradiance.

(GA) is used to solve the multi-objective optimization problem given in (7.21), see [92]. In

Figure 7.13 and Figure 7.14, solving the multi-objective optimization problem leads to a

better tracking performance as well as a relatively high collected energy (the yellow bar).

7.5.3 Optimal operation of the energy storage system

The flow rates control of heat exchanger HX-1 in Figure 7.1 is crucial to the maximization of

stored energy into the storage system as well as the outlet temperature of the heat exchanger.

Since the outlet temperature tracking control and the maximization of the stored energy are

conflict objective, the single objective and multi-objective optimization problems formulated

in Section 7.3.2 are studied and solved to find a trade-off to achieve the maximization of the

stored energy as well as the tracking control of the outlet temperature. Particularly, when

considering the single-objective optimization, two different cases are studied, i.e. w1 = 100,

w2 = 2 and w1 = 100, w2 = 2000. Consequently, in the former case, manipulating the

resulting flow rates vF1 and vF2 yields a better tracking control performance but low stored

energy in the storage system. Nevertheless, the latter case gives a high stored energy but

poor tracking control performance. Finally, the multi-objective optimization problem is
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Figure 7.13: The outlet temperature of the solar collector filed under the receding horizon
control without terminal penalty.

solved using GA. Figure 7.15 and Figure 7.17 shows that multi-objective optimal control

provides a better tracking performance and relatively maximized stored energy.

7.5.4 Servo-control of the boiler-heating system

For the simplicity, we assume that the required district temperature is a periodic signal given

by: T ∗dis(t) = 22 + sin(0.02t). In fact, this signal can be modelled by the exogenous signal

process (7.26)-(7.27) with S =


0 0 0

0 0 0.02

0 −0.02 0

, F =

[
22 1 0

]
and w(0) =


1

0

1

.

As a consequence, solving (7.26) gives w(t) =


1

sin(0.02t)

cos(0.02t)

. It is straightforward to

obtain the feedforward gain mT
w =

[
22 0.9872 0.1593

]
. Moreover, it is easy to see
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Figure 7.14: The collected energy under different control sequences obtained by solving
different optimization problems.

that the matrix S+KF is Hurwitz with K =


1

1

1

. By applying the control law in (7.28),

the desired boiler temperature T ∗bol(t) is obtained such that the district outlet temperature

Tdis,out(t) tracks the desired temperature T ∗dis and satisfies the demand of customers. Given

the resulting desired boiler temperature T ∗bol, the receding horizon optimal control is applied

to achieve the periodical trajectory tracking control. In particular, two control cases are

discussed. In one case, the gas boiler regulator is fixed as Reg = 100% and the optimal

control is applied to generate a sequence of optimal input-boiler water flow rate vbol such

that the boiler outlet temperature Tbol(t) tracks the expected temperature T ∗bol(t). The

performance of the controller and the corresponding water flow rate are shown in Figure

7.20. Moreover, the second case considers a constant water flow rate vbol = 1 m3h−1 and

the receding horizon optimal control provides a sequence of optimal value of the gas boiler

regulator Reg(t), see Figure 7.21.
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Figure 7.15: The outlet temperature of the heat exchanger under the receding horizon control
with single objective and multi-objective, respectively.

7.6 Conclusion

This chapter addressed the optimal operation and control problems for a solar-thermal sys-

tem, more specifically, a solar-thermal district heating system composed of a solar collector

system, heat exchangers, gas boiler, and the district heating system. In particular, single

objective and multi-objective optimization problems are considered in the framework of the

receding horizon optimal control to address the problems on the outlet temperature tracking

and the maximization of the collected/stored energy through the solar collector and heat

exchanger systems. Furthermore, the multi-objective optimization problems were solved us-

ing genetic algorithm and the corresponding receding horizon optimal control can provide

satisfactory results.
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Figure 7.16: The manipulated flow rates vF1(t) and vF2(t) entering the heat exchanger gen-
erated by solving single-objective and multi-objective optimization problems.
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Figure 7.17: The outlet temperature of the solar collector filed under the receding horizon
control without terminal penalty.
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Figure 7.18: The district outlet temperature under the servo-control law in (7.28).
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Figure 7.19: The entire temperature distribution along the length of pipeline and evolution
along the time domain.
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Figure 7.20: The evolution of the boiler outlet temperature Tbol(t) under optimal control
input vbol(t) with Reg = 100%.
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Figure 7.21: The evolution of the boiler outlet temperature Tbol(t) under optimal control
input Reg(t) with constant flow rate vbol = 1 m3h−1.
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Chapter 8

Conclusions and Future work

Partial differential equations (PDE) have been widely used to model large class of systems

and processes in chemical, mechanical, manufacturing, biomedical and pharmaceutical engi-

neering. The state estimation and control of PDE systems have received significant attention

in recent years. In control theory, output regulation problem (also called regulator problem)

is an important control problem in automatic control theory. Roughly stated, the output

regulation problem is a tracking and disturbance rejection problem. The reference trajectory

and disturbances are usually generated by an exosystem that is neutrally stable. There usu-

ally exist two versions of the regulator problem: state feedback and error feedback regulator

problem. All the information of the state of the plant and the exosystem is provided to

the state feedback regulator and only the tracking error is available to the error feedback

regulator. In this thesis, another case was considered such that the novel output feedback

regulators were proposed for the first order hyperbolic PDE systems and more general PDE

systems to account for the situation in which the system is not observable through the

controlled output but the observable measurement is available.

256



8.1 Conclusions

In Chapter 2, this thesis addressed optimal constrained state estimation problem for finite

and infinite-dimensional chemical process systems. More precisely, using the prior informa-

tion as inequality constraint with respect to the systems state, the augmented Hamiltonian

was obtained and improved state estimation equations were developed. Finally, the results

were demonstrated through illustrative examples of chemical process systems.

In Chapter 3, different forms of hyperbolic PDE systems were involved. In particular,

distributed and boundary control problems were considered in Section 3.2, 3.3 and Section

3.4, respectively. Moreover, classical exosystems and extended exosystems were presented

and proposed in this thesis. In order to solve the output regulation problems, different forms

of Sylvester equations were obtained. Correspondingly, sufficient conditions were investigated

and provided to guarantee the solvability of Sylvester equations and thus the feasibility of

the regulators.

To complement the works in Chapter 3, Chapter 4 developed novel output feedback

and error feedback regulators for general distributed parameter systems. In the output

feedback regulator design, the measurements available for the regulator do not belong to

the set of controlled outputs and are able to ensure the observability of the considered

systems. The proposed output feedback regulator with the injection of the measurement

ym(t) and reference yr(t) can realize both the plant and the exosystem states estimation,

disturbance rejection and reference signal tracking, simultaneously. Moreover, new design

approach provides an alternative choice for seeking the output injection gain in a traditional

error feedback regulator design. The regulator parameters are easily configured to solve the

output regulation problems, and to ensure the stability of the closed-loop systems. The

results are demonstrated via computer simulation in two types of representative systems:

the parabolic partial differential equation (PDE) system and the first order hyperbolic PDE

system.

In the aspect of applications, Chapter 5 considered the state feedback regulator problem
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for a network of countercurrent heat exchangers. The system is described by two sets of

hyperbolic partial differential equations (PDEs) and the model is nonlinear with respect to

the control input. To deal with the nonlinearity, the equilibrium temperature profile was

calculated and utilized in the linearization of the original nonlinear system. Then, based

on infinite-dimensional representation, the state feedback regulator problem (in particular

the tracking problem) was considered, where the target is to design a controller that, while

guaranteeing the stability of the closed-loop system, drives the controlled output to track a

reference signal generated by an exosystem with its spectrum on the imaginary axis. Given

the explicit expression of the transfer function, sufficient conditions were provided such that

the resulting linearized system is causal and stable. Given that the controlled system is

stable, a simple and novel method was introduced to provide the stabilization feedback gain

K, such that the controlled system tracks the reference signal.

In Chapter 6, for a plug flow reactor with actuation applied only at the inlet of the

reactor, the optimal linear quadratic (LQ) boundary output regulator was designed. In the

procedure of the regulator design, the weak variational approach was applied. In particular,

the time-varying state feedback gain was determined by solving Riccati-type PDEs and this

thesis introduced the linear quadratic regulator design to the class of boundary controlled

hyperbolic PDE systems. Along the line of LQ design, an optimal boundary tracking reg-

ulator was proposed and designed such that the output of the considered reaction process

tracks the desired reference signal generated by an exosystem. A simulation example was

included to show performance of the proposed approach.

Chapter 7 investigated optimal operation strategy and optimal control for a solar-thermal

district heating system. More precisely, optimal operation strategies on the fluid flow rate in-

side the solar collector tube were studied such that the outlet temperature can be maintained

in a desired reference value and moreover the heat (energy) gained by the solar collector is

maximized within a certain time period. In particular, this target was formulated as a

single-objective optimization problem and a multi-objective optimization problem, respec-
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tively. For the energy storage system, the heat exchanger plays an important role in the heat

transfer process and the maximization of the energy stored. Therefore, two freedoms-fluid

flow rates in the heat exchanger were included and the control policy were explored to realize

the multiple objectives. In the district heating loop system, a gas heater system collaborate

with the solar thermal system to meet the heating demand. For this coupled system, a

receding horizon optimal controller and a state-space based servo-controller were developed

to address the desired district temperature tracking problem.

8.2 Future work

This thesis developed optimal state estimation approach for spectral PDE systems to ac-

count for the problems with equality and inequality constraints on the state and output.

Nevertheless, there remains open questions regarding the optimal control and the optimal

state estimation for non-spectral PDE system such as the first-order hyperbolic PDE sys-

tems. In particular, through the investigation of variational approaches, the constrained

optimal control and state estimation problems will be interesting and possibly solved.

More important part of this thesis is the development of novel servo-controllers for various

distributed parameter systems and the proposed approaches addresses full state, tracking

error and output feedback output regulation problems. However, all developed methods

are based on the continuous plants and exosystems. From the practical perspective, it will

more interesting to consider the output regulation in the framework of discrete systems.

Moreover, the servo-control problems for time-varying and parameter varying distributed

parameter systems with time-delay will be interesting and challenging.

In practice, it is common to meet the case that multiple objectives and/or conflict ob-

jectives may happen at the same time for a real process. This can be seen in Chapter 7.

How to find the trade-off among there objectives is interesting and challenging. Moreover,

the investigations on solving multi-objective optimization problems with PDE constraints

are more attractive works in future.
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