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ABSTRACT

Conventional gas atomization produces droplets and powders that vary widely in
size distribution and microstructure, thus making it very costly to produce powders tailor
made with a narrow size distribution and microstructure. A novel atomization process,
Impulse Atomization Process (IAP), has been developed by the author, that is capable of
producing powders with narrow particle size distribution. With IAP, it is feasible to
produce powders with engineered shape, size, size distribution, and microstructure by
adjusting experimental operating conditions.

In this thesis, both the conventional atomization processes and the capillary
atomization processes are reviewed. The literature about the effect of cooling parameters
on the microstructure is also presented. The experimental apparatus and process of [AP
is described. The effect of operating parameters of IAP on the particle size, size
distribution, production rate, powder shape, and powder microstructure are presented and
discussed. The secondary dendrite arm spacing (SDAS) of two Al-Cu alloy powders
produced by IAP was measured, and a Newtonian cooling model accounting for
undercooling of the droplets was developed. Both measured and predicted SDAS showed
that an increase in droplet superheat and a decrease in droplet size result in a finer powder
microstructure. Furthermore, the SDAS of Al-Ni-Fe alloy powder (2.3 to 4.6 x 10* m)
produced using IAP showed a finer microstructure than would be obtained by either gas

or centrifugal atomization for the same sized powders.
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H enthalpy of the system at temperature T; J

H,, enthalpy of the solid at the melting point; J

subscript for ith step

o

i+1  subscript for (i+1)th step

IAP Impulse Atomization Process, abbreviation

J nucleation rate; s

k wave number; m™

k., k,, k;, k, dummy variables in fourth order Runge-Kutta method
thermal conductivity of ambient atmosphere; W/mK

thermal conductivity of the droplet; W/mK

kinetic growth coefficient; m/sk

length of the jet; m

length of the capillary; m

;o R oFOF

characteristic length; m

mass of the liquid jet; kg

2 X

subscript for metal

=

number of particles

=]

number of particles in ith size range

Nup, Nusselt number of the droplet, dimensionless



P pressure above the capillary; Pa

P2 pressure below the capillary; Pa

Pr Prandtl number, dimensionless

Qn maximum growth rate of a disturbance; m/s
Q volume flow rate; m/s

Qp  diffusion activation energy; J

r radius of the solid; m

critical radius of nucleus; m

jet radius; m

T, orifice radius; m

R droplet or particle radius; m

Re, Reynolds number, dimensionless

specific surface area; m?/g

SDAS secondary dendrite arm spacing, abbreviation
Se subscript for selenium

SEM scanning electron microscope, abbreviation
specific power input; J/kg

S, theoretical specific power required to produce droplets; J/kg

t time; s
T temperature; K
T, ambient temperature; K

H

cooling rate; K/s

i

eutectic temperature; K



T, liquidus temperature; K

Ta melting point; K

T, nucleation temperature; K

Tp pouring temperature; K

T, recalescence temperature; K

u relative velocity between the droplet and the fluid; m/s
y; jet velocity; m/s

u, fluid velocity in the capillary tube prior to the liquid exiting the capillary hole;
m/s

8] growth velocity during solidification; m/s
\' droplet volume; m’®
w weight of droplets, kg

W,  weight of a single droplet, kg

y axis of jet direction; m
z height of droplet position; m
a distance amplitude; m

jump distance of the atom; m

a
o,  thermal diffusivity of ambient atmosphere; m?/s
B correction factor

Y surface tension of the jet; J/m?

% interfacial energy between liquid and solid; J/m?

K Boltzmann's constant; J/K

A wavelength; m



primary dendrite arm spacing; m

secondary dendrite arm spacing (SDAS); m

A
A,
A, tertiary dendrite arm spacing; m
A critical wavelength; m

A, optimum wavelength; m

H, dynamic viscosity of the ambient atmosphere; Pa s

kinematic viscosity; m? s*

VL jump frequency in the bulk liquid, s*

Vis frequency with which atoms jump across the liquid-solid interface, s™
* number of atoms surrounding a critical nucleus

Q atomic volume; m*

vy dimensionless enthalpy, dimensionless

p density of the liquid jet or droplet; kg/m®

P, density of the ambient atmosphere; kg/m’

G, geometric standard deviation
0 dimensionless temperature, dimensionless
Ten  Spherodization time; s

AG® free energy change at standard state; J

AG,° volume free energy change; J

AG.? thermodynamic barrier to forma a critical nucleus; J
AG, activation free energy; J

AH  enthalpy change; J



enthalpy change at standard state; J

effective latent heat of fusion; J

latent heat of fusion in the eutectic transformation stage; J
latent heat of fusion; J

latent heat generated during pro-eutectic transformation; J
latent heat generated due to solidification of a solid fraction f; J
total latent heat; J

entropy change at standard state; J/K

entropy change at melting point: J/K

undercooling or supercooling; K

maximum undercooling or supercooling; K

step size; s

new step size; s



CHAPTER 1: INTRODUCTION

Powders and granules are manufactured for applications such as paints, inks,
catalysts, explosives, food additives, welding electrodes, and plasma and flame spraying.
For each application, different powder characteristics are required such as the mean size,
size distribution, shape, composition, and microstructure [Mills, et al., 1984]. Therefore,
powders having different characteristics have to be produced. For example, spherical
powders are required for metal filter products. On the other hand, irregular shaped
powders are used in powder metallurgy for good compressibility and green strength (green
strength is the strength of the compacts after compaction and before sintering), and
elongated powders for products requiring anisotropic properties. For metals and alloys,
a fine powder microstructure is required for high strength applications and a coarse
microstructure for good ductility [German, 1994].

Therefore, it is very important in general and for powder metallurgy in particular
to control the size, size distribution, shape, and microstructure of the powders produced.
These powder characteristics are generated by the powder-making technique used. No
single powder production process meets all of the requirements of the powder metallurgy
industry. Thus, a number of different powder production techniques have been developed.
For example, there are mechanical milling, electrodeposition, reduction of metal powder

from their oxides, hydro metallurgical processing technologies, and atomization methods



[Mills et al, 1984).

Atomization technology in powder metallurgy has grown steadily, becoming more
sophisticated since World War II. Atomized iron and steel powders occupy about 50%
of the market of the ferrous powder industry. Among all the atomization techniques
which will be described in the next chapter, the most common one is two fluid
atomization. Here, a liquid stream is broken up into fine droplets using a second fluid
(e.g. gas, water or oil). These droplets subsequently either solidify into powders or are
deposited onto a substrate while still liquid or semi-liquid, e.g., spray deposition.
Therefore, any material that can be melted can be atomized into powders and spray
deposited.

Capillary atomization' is another atomization technique but it has only been
developed since the 1970’s. One capillary technique produces monodispersed metallic
droplets from a vibrated continuous jet of the melt (molten metals, ceramics or slags).
One of the main difficulties with this method is that the atomized droplets tend to stick
to one another in flight. This likely occurs because of the close proximity, in direction
of flight, and high injection speed of the droplets. These subsequently decelerate or
accelerate in flight due to turbulence and frictional forces during their free fall trajectory.
A number of techniques are used to overcome this problem. For example, droplets are
charged using a high voltage charging plate to repel and separate droplets from one
another. The use of such additional equipment makes this atomization process more

complex, more costly, and in some cases dangerous for adaption to a large-scale industrial

! also known as one type of single fluid atomization technique.
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plant. Furthermore, with this technique, the control over particle size distribution is
limited [Chun, 1993].

Another capillary atomization technique is the drop-on-demand method. A flexible
diaphragm is vibrated using a high frequency and low amplitude vibration source. The
diaphragm transfers the vibrations to the molten metal placed adjacent to an orifice
[Kawasaki, 1993]. Such a configuration severely limits the application of this technique
to low melting point alloys and their commercialization potential for mass production.
Furthermore, only one drop is generated per pulse per orifice. Thus, the ability to atomize
melts into powder of desired shape, mean size and size distribution at reasonable melt
throughput is still an elusive goal.

Although atomization of melts has been studied intensively, it is still very much
an art. A key step in developing a fundamental understanding of atomization is in
determining the relationship between the atomizing operating conditions and the resultant
powder size distribution and microstructure. It is difficult to study relationships between
the atomization operating parameters and resultant sizes, size distribution, and
microstructure with the conventional gas atomization technique, since it usually generates
powders with a wide size distribution and considerable variation in particle velocity in the
spray.

In order to overcome the problems of the existing atomization processes, a new
technique, the Impulse Atomization Process (IAP) was developed by the author in the
Advanced Materials and Processing Laboratory at the University of Alberta. IAP, which

is of the single fluid atomization type, allows one to produce powders with a tailored size



distribution. The size, size distribution, microstructure, and powder shape can be
controlled better than with the conventional two fluid atomization processes. The powder
characteristics are highly reproducible. It also overcomes many of the drawbacks of
capillary techniques such as the continuously vibrated jet and drop-on-demand method.

The first objective of this study is to develop the apparatus and the process of IAP,
which overcomes the above mentioned disadvantages of other atomization techniques.
The second objective of the thesis is to study the effect of process parameters on powder
characteristics. These variables include frequency and amplitude of impulses, orifice
diameter, number of holes in the nozzle plate, the distances between the impulse
applicator and the crucible bottom, the oxygen content of the atomizing chamber, the
superheat of the molten metal, and the viscosity of the melt. The powder characteristics
evaluated are size, size distribution, shape, and microstructure. The third objective of this
study is to compare powder characteristics produced by IAP with those typically obtained
using conventional gas atomization. The fourth objective of this work is to develop a
model to understand solidification of droplets produced by IAP.

In the following chapters, the literature that relates to this work will be reviewed.
Then a model will be formulated in order to calculate the cooling rate of a droplet
produced by IAP. The experimental results showing the effect of operating parameters
on the powder characteristics including microstructural analysis will be presented. The
results obtained under the above mentioned conditions will be discussed and the
microstructural analysis results will be compared with those predicted by the model and

the literature. Advantages of IAP will be summarized. Finally, future developments for



this promising technique will be proposed.



CHAPTER 2: LITERATURE REVIEW

This chapter summarizes in four sections previous work related to atomization.
The first section will review conventional fluid atomization briefly. A description of the
theory of capillary atomization is presented in the second section. This will include the
disintegration mechanism, the instability of liquid jets, as well as a review of atomization
techniques developed for making monodispersed droplets using a vibrated continuous jet
or drop-on-demand methods. In the third and fourth sections of this chapter, the
fundamentals of solidification and heat transfer relevant to atomization of molten metals

will be presented.

2.1 Overview of Conventional Fluid Atomization

Atomization of melts (moiten metal, alloys, ceramics and slag) involves the
generation of droplets from a melt stream and the solidification of these droplets into
powder particles. Various atomization techniques have been developed, such as two fluid
atomization, vacuum atomization, centrifugal atomization and ultrasonic atomization [Yule
and Dunkley, 1994]. A brief overview of conventional two fluid atomization techniques
will be presented in this chapter since it is one of the dominant methods used for

producing powders. Two fluid atomization is the process which disintegrates a melt



stream using another fluid, such as a gas, water, or oil. Atomization occurs by
transferring energy from the atomizing fluid (gas, water, or oil) to the melt stream. The
efficiency of this energy transfer, and the type of fluid and melt will determine powder
characteristics such as shape, size and size distribution. In this section, two fluid
atomization using a gas as the atomizing fluid (i.e., gas atomization) will be used as an
example to demonstrate the atomization mechanism and process.

See et al. [See et al, 1973] reported that the disintegration mechanism of the melt
stream in gas atomization occurs in three stages (see Figure 2-1). Stage I is the primary
breakup of the liquid stream; in stage II the droplets are still in 2 moiten state, permitting
secondary disintegration and spherodization. Droplets solidify in stage III.

Empirical relationships have been proposed for predicting powder size, size
distribution, and shape given the atomizing operating variables [Lubanska, 1970].
Variables affecting powder size include the gas kinetic energy, the gas jet nozzle-melt
stream distance, and the melt surface tension, viscosity and superheat. Finer powder is
obtained if the kinetic energy of the atomizing media is large and if this kinetic energy
is transferred efficiently to the metal stream. This can be achieved using high gas
pressures, short jet-to-metal-stream distances, higher gas flow rates and high gas to metal
mass flow rate ratio [German, 1994, Huang, 1982].

Melts with a high surface tension yield atomized powder which is more spherical
and coarser than lower surface tension metals. It is also easier to obtain fine powders
from low viscosity melts and using high superheat. The latter is primarily due to a

decrease in melt viscosity and surface tension with increasing temperature. High



superheat also gives molten metal droplets more time to spherodize before solidifying,
therefore, resulting in more spherical powders. Finally, fine powders are more easily
attained using small molten metal stream diameters [German, 1994, Huang, 1982].

Gas atomized powders are typically spherical and have smooth surfaces (except
with air). The chemical composition is normally well-controlled. However, gas
atomization is expensive if gases other than air or nitrogen are used.

The water atomization process is significantly cheaper than gas atomization unless
air is used as the gas medium. Particle cooling rates in water atomization are an order
of magnitude higher than those achieved in gas atomization. Powders produced by water
atomization normally have irregular shapes and have oxidized surfaces. In contrast to gas
atomization, there is no evidence of ligament formation as an intermediate step in particle
formation in water atomization.

Both water atomization and gas atomization have very low efficiency. The
efficiency was defined as the "ratio of the minimum theoretical input power or energy to
actual input power or energy to the atomizer [Yule and Dunkley, 1994]). This minimum
energy is just that required to create the new surface of the atomized powder. For
example, in the production of air atomized zinc powders, a closed nozzle and a gas
pressure of 1x10° Pa air pressure was used yielding an average size of 2.6 x 10° m. The
production rate of zinc was 0.33 kg/s and the energy efficiency was 0.009% excluding the
energy required to heat the melt [Yule and Dunkley, 1994]. Similarly, in the production
of water atomized iron powder an efficiency number of 0.036% was achieved when 7 I/kg

at 1x107 Pa water pressure was used for a production rate of 5 kg/s. These processes also



produce powders with wide size distributions. The typical size distribution is normally
quite large with a standard deviation of 1.8-2.4 for gas atomization [Dunkley and Palmer,
1986]. This standard deviation represents d84/d50 from a log-normal analysis of a size
distribution [Boyko and Henein, 1993].

Satellite formation are common in both processes. Due to the complexities of the
processes, it is hard to control process parameters in order to obtain reproducible and

desired size and size distribution of powders [German, 1994, Huang, 1982].

2.2 Overview of Capillary Atomization

Other atomization processes such as capillary atomization have been developed
and will now be reviewed. In capillary atomization a liquid column is formed from a
capillary or an orifice and subsequently breaks up either by surface tension or by applied
periodical forces. Capillary atomization, also termed single fluid atomization, produces
powder with controlled characteristics of size and distribution. One variation of the
technique produces monodispersed droplets from vibrated continuous jets. This process
is based on Rayleigh's theory of instability of liquid jets [Aldinger et al, 1977]. Another
variation is the drop-on-demand method.

In the following sections, the disintegration mechanisms of liquid jets emanating
from a capillary and Rayleigh's theory of instability of liquid jets will be reviewed. Then

the characteristics of continuous jet and drop-on-demand methods will be illustrated.



2.2.1 Disintegration Mechanisms of Liquid Jets Emanating from a Capillary

As it is important to understand the disintegration mechanism of an atomization
process, this section will briefly review the disintegration mechanisms of liquid jets
emanating from a capillary.

According to Schmidt [Schmidt, 1967], a fluid flowing out of a capillary tube will
disintegrate or atomize by one or by some combination of four mechanisms (see Figure
2-2). They are drip-off, drop disintegration, wave disintegration, and atomization
[Schmidt, 1967].

A fluid at rest in a capillary placed at the bottom of a crucible is subjected to
gravity, surface tension (fluid-gas), and capillary forces (fluid-capillary walls). Under
high capillary forces the fluid will wet the walls of the capillary and flow to the tip of the
tube. The fluid will continue to accumulate at the tip of the capillary until the gravity
force on the fluid segment outside of the capillary overcomes the surface tension on that
fluid segment. Drip-off of fluid will then occur. When a low pressure is applied to the
fluid in the capillary, the same disintegration mechanism will still be operative for small
exiting velocities of fluid and is often termed the drop-on-demand method.

Under a higher applied pressure or a larger exiting fluid velocity, a continuous jet
will be formed at the tip of the capillary. This jet will eventually break up into droplets
with a broad size distribution because the jet is dynamically unstable under the action of
surface tension (see Figure 2-2b). The resultant droplet sizes will be about the same order

of magnitude as the original stream diameter. This phenomenon is termed drop
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disintegration. In wave disintegration, a periodic disturbance of known frequency is
imposed on the continuous jet. The stream will again break up by Rayleigh instability
into droplets having a size distribution which is related to the imposed frequency
[Rayleigh, 1878]. Again the droplet sizes will be of the same order of magnitude as the
stream diameter (see Figure 2-2c). Monodispersed droplets will be formed if the
disturbance imposed in wave disintegration is at the optimum frequency given by
Rayleigh theory (Section 2.2.2.1). The vibrated continuous jet method is characterized
by this mode of operation. The minimum velocity to be attained by the continuous jet
can be calculated and will be presented in Section 2.2.2.2.

The atomization mechanism shown in Figure 2-2d will take place under much
higher jet velocities. The resultant droplet size distribution is wide, with the droplets

having a size smaller than the diameter of the original stream diameter.

2.2.2 Theory of Capillary Instability

In this section, a theory of linear capillary instability will be presented. Then the

minimum velocity required to form stable jets will be discussed. Subsequently, literature

dealing with deviations from linear capillary instability will be summarized.
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2.2.2.1 Theory Based on Linear Capillary Instability

Linear capillary instability theory dates back to the nineteenth century. The
disintegration of liquid jets was first observed experimentally by Savart [Dabora, 1967].
He found that the length of the stable portion of a disintegrating liquid jet is proportional
to the diameter of the orifice. His results were further explained and interpreted by
Plateau [Rayleigh, 1945]. The first theoretical explanation was carried out by Rayleigh
[Rayleigh, 1878] and will now be summarized.

Let us consider a capillary or an orifice with radius r, as shown in Figure 2-3.
There is a cylindrical jet coming out of this capillary with radius r;, Rayleigh [Rayleigh,
1878] considered that the cylinder is subjected to an extremely small amount of sinusoidal
natural disturbance with amplitude o with a wavelength A along its axis direction y. Its
wave number is expressed as k=21/A'. With time, t, the radius, a, of the disturbed surface

of the cylinder will vary along the y-axis, according to:
a=r;+acosky (1)

After calculating the surface energy, E,, from the disturbed condition, and the surface
energy, E,, from the undisturbed condition, an energy balance before and after the

disturbance is applied to the jet. Rayleigh obtained the following equation:

! Symbols are also defined in the Nomenclature Section.
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2
E,-E,,= ’2‘2 (k*ri-1)y (2)

where v is the surface tension of the jet (fluid-gas). From Equation (2), it is obvious that
if kr; > 1, the surface energy is greater after displacement than before. Therefore, if A<
2xr;, the displacement to the system is stable. That is, only when the wavelength of the
displacement is larger than the circumference of the jet, will the disintegration of the
liquid jet take place. This is the lower limit of the operating wavelength for linear
capillary instability.

Rayleigh [Rayleigh 1878] showed that the maximum growth rate, q,, of a

disturbance is given by:

=0.97 J_ 0.5
da (pd3) (3)

where d is the diameter of the jet and p is the density of the liquid. This maximum

growth rate occurs when the wavelength of the disturbance A, is given by:

lm=ﬂ1tx2rj (4)

This is obtained by taking the derivative of Equation (2) with respective to r; to find the
most favourable energy condition. Rayleigh [Rayleigh, 1878] showed that A, =4.508x2r;
using Lagrange's interpolation approximation. The cylindrical jet breaks up most rapidly
with this disturbing wavelength. In other words, at this condition, the jet will break into
ligaments of equal length A,,. When these ligaments spherodize they will become droplets
of equal volume. This is the theoretical optimum operating wavelength for linear

capillary instability to hold monodispersed droplets. The corresponding value obtained
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by Plateau [Rayleigh, 1935] from experiments by Savart [Dabora, 1967] was 4.38x2r,.
Considering the relationships between wavelength. frequency and velocity of the

jet, we have:

vVeRrx2r,

where f,, is the optimum operating frequency to produce uniform droplets and v, is the jet
velocity. In the condition of a ligament of liquid jet with radius of r; and length of A, its

volume is:
V=xrji (6)

It will spherodize into a droplet with a radius R with the volume:

-4 xR3
V- 3 &R (7)
Accordingly, by volume conservation we have (equating Equation (6) to (7)):
3 1
R=LII§A)7 (8)

Substituting Equation (4) into Equation (8) yields the relationship between the droplet
radius and jet radius for optimum jet break-up as given by:

R=1.891r, (9)

That is to say, drops resulting from a liquid jet will break up at the wavelength of
maximum instability and will have a monodispersed diameter which is 1.89 times that of

the jet diameter.
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2,2.2.2 Minimum Velocity for Stable Jet Formation

In this section, the minimum velocity to form a continuous jet will be calculated
[Schneider, 1964]). The main driving force for a stable jet to exit the orifice is the
pressure difference between the top and the bottom of the capillary tube. This driving
force will result in the jet having kinetic energy (i.e. due to the average jet velocity u)
and surface energy (i. e. due to surface tension) upon the jet exiting the orifice. The total
energy (E) due to the work done by the driving force should be equal to the kinetic
energy (E,) and the surface energy (E,) of the jet on exiting the orifice. The driving force
of the jet may be represented by the kinetic energy of the jet just prior to exiting the

orifice. Therefore,

E.=E +E, (10)
and
dE, _dE, dE,
dt dt * dt (11)

In general, the rate of change of kinetic energy is given by:

dE_ d (1ly,2
gt dC(ZMjuj) (12)

where E is energy, t is time, and M; and u; are the mass and velocity of the liquid jet,
respectively.
If the velocity under the fully developed laminar flow conditions in the capillary

tube, u, is assumed to be constant for a small jet of finite length L, and cross-sectional
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area A;, Equation (12) becomes:

%ﬁ'=%pug&j (13)

where A, is the cross section of the jet and p; is the density of the fluid jet. Therefore,

the total kinetic energy of the jet per unit time dE/dt is of the form:

dE, 1 3 = 2,.3
—ﬁf-afpju,dllj-pjuro ug (14)

The rate of increase in potential energy dE,/dt is given by the rate of increase of

area multiplied by the surface tension, ¥,

dE
_cTt:B =2RI;YU, (15)

where u; is the average exit velocity of the jet with radius r; out of the capillary, which
is assumed to be uniform and constant throughout the jet.

The rate of kinetic energy transfer in the jet is:

dEk 1 2..3 1
— k== 6
1 Lt e (16)

Substituting Equations (14), (15) and (16) into Equation (11) yields:
pxr§u§=2urjujy+%pnr}uj3 (17)
Applying continuity to the jet and capillary yields, for incompressible fluids:

u.rs=u;r} (18)
Substituting from the continuity Equation (18) into Equation (17) and solving for
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u? it is found that:

2_2Y,1,:2
Ue rjp+2u-" (19)

If the coefficient of contraction, C, is defined as r*/r%, it is noted from Equation

(18) that

and hence Equation (19) becomes:

2_2Yy, 1 .2
ue 7 2czu; (21)

Solving for C yields:
2-_4Y (22)
r;pué

Since C must be less than or equal to one in order to form a stable jet, Equation

(22) predicts the minimum velocity required to form a stable jet as:

2 41
Uusz 23
t .0 (23)

This equation together with Equation (5) defines the operating limits (minimum

velocity and optimum wavelength) to produce monodispersed droplets.

17



2.2.2.3 Devistion from the Linear Capillary Instability

The linear theories predict that a jet subjected to surface tension and inertia should
break up into uniform-sized droplets, forming one drop per disturbance wavelength. Also,
the linear theory suggests that the form of the disturbed jet surface should be an
expanding sinusoidal curve. However, these ideal conditions are hard to achieve in
practice. Satellite drops, which are small droplets formed during the disintegration of the
liquid jets, are experimentally observed. The formation of satellite droplets is believed
to occur due to non-linear capillary instability [Schummer and Tebel, 1982].

The theory of non-linear capillary instability has been studied by numerous
researchers [Yuen, 1968, Goedde and Yuen, 1970]). The most important result related to
this area is reported by Schneider and Hendricks [Schneider and Hendricks, 1964). Based
on Rayleigh's theoretical results for an optimum wavelength of A,=9r;, Schneider and

Hendricks found experimentally that uniform droplets can still be formed in the range of:
7Tr;<As14r; (24)

This observation is so important that it has been cited by many other authors since
1964. Equation (24) gives the minimum and maximum wavelength limits. Hence, the
interval containing maximum and minimum operating frequencies for a given jet diameter

with a given jet velocity is:

u u
7 “q
14:1-‘&7:,- (25)

where f is an externally applied frequency to the jet. From Equation (8) we can see that
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droplet size is proportional to A'>. Substituting the minimum and maximum wavelength
into Equation (8), we obtain the minimum droplet size of R=1.74r; and the maximum
droplet size of R=2.19r; by varying the frequencies in the range mentioned above, or
2.24nr,SA<4.467r; instead of Equation (4).

However, droplets cannot be made arbitrarily small by making the wavelength of
the disturbance smaller and smaller because the cylinder of liquid is stable with regard
to displacement from equilibrium for disturbances whose wavelength is less than 27, as
shown by Rayleigh's theory [Rayleigh, 1878]. Increasing the wavelength to the above
range will cause the formation of satellite droplets or secondary atomization [Dabora,
1967). Wedding [Wedding, 1975] argued that the relationship proposed by Schneider and
Hendricks is not applicable for all generator aperture diameters. They found that a
monodisperse aerosol could be generated in the range of 2%r,<A<15.56r;, depending on the
orifice diameters.

The growth rate of the surface disturbance measured by some investigators only
agreed qualitatively with Rayleigh's results [Crane et al., 1964]. All the non-linear
instability theories involved complicated mathematical derivations and the details will not

be presented here [Crane et al., 1964, Chaudhary and Redekopp, 1980 a, b, c].

2.2.3 Production of Droplets from Continuous Jets

Numerous experiments were conducted in the 1960's and 1970's based on the

classical theory developed by Rayleigh [Rayleigh, 1878]. However, most of the work was
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done in the field of non-metallic materials, especially for liquid droplets at room
temperature. The theory has been widely used in the following fields: ink-jet printing
[Lavanoni, 1977, Keur and Stone, 1976; Curry and Portig, 1977; Heinzl, 1985]; pesticide
sprays [Bous et al, 1974; Yates and Akesson, 1979, Roth and Porterfield, 1970]; aerosol
generator [Wedding, 197S; Berglund and Liu, 1973; Burgoyne and Cohen, 1952; Strom,
1969]; nuclear technology [Schummer and Tebel, 1982); combustion [Dabora, 1967,
Araki and Masuda, 1979]; and in the field of studying the collision, coalescence and
rebound of small water droplets [Mason et al, 1963; Mason and Brownscombe, 1964], etc.
Of the papers reviewed, only a few deal with metallic systems [Aldinger et al, 1976;
Bienvenu, 1984; Brandau, 1993; Chun, 1992 and 1993].

This section reviews the theory and previous work that has been done to produce

monodispersed droplets and its application to metallic system.

2.2.3.1 Production of Metallic Droplets from Continuous Jets

The production of metallic droplets based on the aforementioned theory is more
complicated than for room temperature liquids, due to the high temperature of operation.
Reactions between the molten metal and other objects, such as crucibles and nozzles,
which are in contact with the molten metal have to be avoided. The atmosphere must be
controlled in order to prevent the metal from oxidizing at high temperatures. Therefore,
work in this field has been rather limited. In this section, the characteristics, advantages

and disadvantages of previous work in this field will be outlined.
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Aldinger, et al. [Aldinger et al, 1976] produced lead, aluminum, copper, mild
steel, astroloy, and beryllium droplets. The crucible material was not mentioned in their
paper. After induction melting, the liquid metal passed through a single orifice at the
bottom of a crucible and a continuous jet was formed by applying an over pressure in the
crucible. Vibrations were applied to the crucible. Uniform-sized (actually a narrow size
range) droplets were obtained, resulting in over 90% of the powders generated being in
the 1.5 to 2 x 10? m size range. They concluded that there was no problem to produce
uniformly sized particles with a diameter of several millimetres, while the production of
fine powder particles of uniform size was rather difficult.

Bienvenu [Bienvenu, 1984] produced tin, calcium, magnesium and aluminum
granules. His method essentially consisted of the formation of a continuous jet of molten
metal, the disintegration of this jet into individuval drops by vibration, and the
solidification of the drops by cooling to form granules. The vibration was supplied
through a rod attached at right angles to the tip of an orifice of a U-shaped tube. The rate
of injection of the molten metal through the vibrating orifice was regulated by adjusting
the pressure difference above and below the melt.

Droplets of molten metal formed at the end of the vibrating orifice were dispersed
within a cooling tower by means of an annular electrode surrounding the jet. This
electrode was electrically charged by a 5000 V electrical power source in order to prevent
the disintegrated droplets from colliding and coarsening. The temperature difference
between the molten metal at the formation point of the jet and the atmosphere into which

the vibrating orifice opens was at least 200 K.
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The particles made by this method were uniform and spherical. However, both
the apparatus and the process are relatively complicated. Examples of tin, calcium,
magnesium, and aluminum powder of 0.5 to 2 x 10° m diameter were presented. The
design and vibration of the orifice dramatically limits the range of orifice materials that
can be used, and makes it difficult to place multiple orifices in the atomizing unit.
Furthermore, because a pressure difference is required, precise timing and control of both
the pressure difference and vibration is needed. Finally, the pressurization of the melt
further complicates continuous operation of the process.

Bradau et al. [Bradau et al, 1993] produced, from a melt, spherical particles with
a narrow particle size range. The droplets were generated by means of vibrating nozzles.
The liquid phase, the nozzle and the drop distance for the droplets were maintained at a
constant temperature of 1 to 10 K above the melting temperature of the melt until the
spherical shape of the falling droplet had stabilized. The formation of tear-drop shapes
and droplet coalescence were thus avoided. The droplets had to be immediately chilled
by a gas or liquid with temperature at least 100 K below the melt temperature. It would
be difficult to control the melt temperature this accurately in mass production.
Furthermore, a very complicated shape of nozzle (tube) was used and since it was
vibrated, its application to ceramic materials is unlikely to be feasible. It is also difficult
to incorporate a multiple hole assembly. Gas over-pressure was needed for the melt to
pass through the feed line. Finally, due to sealing difficulties, the atmosphere in the
cooling part of the chamber could not be controlled as desired.

Chun and Passow [Chun and Passow, 1992 and 1993] developed a process using
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the same basic ideas to produce uniform droplets from a continuous jet except that they
vibrated the melt as opposed to the nozzle. Tin alloy droplets within 5% of the nominal
diameter were generated on a laboratory prototype.

To generate a spray, a continuous liquid jet was forced through an orifice by
applying an over pressure. The jet was then disintegrated into droplets by applying a high
frequency (15 x 10° Hz) vibration in the melt close to the orifice. By varying the
frequency of vibration, the droplet size was varied by as much as 20%. Different sized
orifices further extended the possible range of droplet size. An early problem was that
the droplets tended to stick together in their travelling direction, which is typical of this
technique. To repel the particles from one another, they charged the droplets using a high
voltage of 400 to 850 V, as did Bienvenu [Bienvenu, 1993]. The charged droplets
scattered as they fell down. The spray formed a hollow cone with high spray density
regions at two points across from one another on its rim.

Using this apparatus, droplet deposition experiments were performed to determine
the effect of droplet impact and mass flux on spray deposit characteristics. Since a
pressure differential is needed to form a continuous jet, continuous operation at high
temperatures is a problem. This typically results in poor atmosphere control at these
temperatures. Precisely matching jet formation and jet vibration may also be a problem
(i.e., a premature jet may be formed).

In summary, metallic droplets have been produced using continuous jets.
However, an over pressure is required to form continuous jets, which adds to the

complexity of the equipment. Since droplets were formed by applying high frequency
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vibration to the continuous jets, the disintegrated droplets tended to stick to each other in
flight. For example, accoraing to Raleigh's theory, the minimum velocity to form a stable
molten tin jet with 8.7 x 10° m diameter is 2.6 m/s. An example shown by Chun et al
(1992) was an initial droplet velocity of 7.5 m/s and an impact velocity on the substrate
of about 6 m/s for a solder jet diameter of 8.7 x 10° m. Clearly, the droplets decelerate
in their downward trajectory. Furthermore, when operated at the optimum frequency, the
distance between the individual droplets is between 0 and 1.38d, where d is the diameter
of the droplets. With such a high velocity any uneven acceleration or deceleration due,
say, to turbulence between the droplets or deceleration to the droplet terminal velocity
will further reduce the distance between the droplets, resulting in coalescence. In
practice, the experimental conditions are often far from ideal, which makes the
coalescence even worse. Therefore the droplets are charged with high voltage devices to
avoid this problem. This not only adds complexity to the apparatus, but also makes net
shape control of the mass flux of the spray very complex. The other solution to the
problem of droplet coalescence is to use precise temperature control of the melt. This
requirement makes it impractical to apply to mass production. Furthermore, while this
approach may work for pure metals, difficulties will be encountered when atomizing
alloys. These commonly have a large solidification temperature range (from liquidus to
solidus). Finally, all these methods require specific nozzle construction and design,

making the scale-up of the continuous jet method very difficult.
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2.2.4 Drop-on-Demand Method

2.2.4.1 Production of Droplets by Drop-on-Demand Method

The drop-on-demand method found its first applications in the ink-jet printing
industry [Heinzl and Hertz, 1985]. Ashgriz and Yao [Ashgriz and Yao, 1983] applied the
drop-on-demand technique to combustion. As shown in Figure 2-4, the basic apparatus
of the drop-on-demand method consists of a vibration source, such as a piezoelectric
crystal transducer, a liquid in its container supplied by its reservoir, and a nozzle (or
nozzles). The steps of the drop-on-demand operation are described as follows.

When the liquid in the container is not pressurized, it is in its rest position (Figure
2-4a). The amount of liquid in the orifices of the nozzle plate of the geometry is affected
by the surface tension of the liquid (liquid-gas), the contact angle between the liquid and
the nozzle material, and the geometry of the orifices in the nozzle. In the case of ink-jet
printing, the ink pressure in the container in the rest position is maintained slightly below
atmospheric pressure. This forms a stable concave meniscus within the nozzle, regardless
of whether the plate surrounding the nozzle is wettable or not, thereby, preventing leakage
of ink. When a voltage pulse is applied to the piezoelectric plate, a pressure pulse is
generated in the container (Figure 2-4 b to ¢). As a result, one droplet per orifice is
ejected. When the pulse ends, the plate returns to its original position (Figure 2-4d) and
the orifices in the nozzle are refilled with liquid by the capillarity force, and the liquid

resumes its rest position as in Figure 2-4a. The design parameters, such as the orifice
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length and shape, pulse pressure, and pulse duration were developed by [Beasley, 1977)
for a single orifice system.

In practice, when the meniscus retreats back into the container after the droplet is
ejected, gas bubbles might be sucked into the liquid container and influence the formation
of the next drop. Therefore, thick nozzle plates are used which efficiently eliminate the
formation of gas bubbles in the container. However, the thicker the plate, the more the
viscous force will attenuate the pressure pulse. This problem can be overcome by
tapering the orifice diameter with the larger diameter on the liquid container side as
shown in Figure 2-4.

In this operation the droplet generation frequency could be varied as desired.
However, the generated droplets usually show a wide spectrum of sizes. Since the
orifices at different positions on the plate experience different magnitudes of pressure
pulses. In practice, if there is a liquid film on the top of the orifice plate, the droplet will
have to tear away from the liquid film and will have a different size from that generated
from a hole on a dry plate. This liquid film usually exists due to the minor leakage of
liquid from the slight pressure difference across the orifice plate. Additionally, any
imperfections of the orifice hole will disturb the pressure wave in the hole and cause the

generation of satellite droplets.
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2.2.4.2 Drop-on-Demand Method Applied to Metals

Kawasaki et al. [Kawasaki et al, 1993] applied the drop-on-demand method to
metallic systems. Their experimental apparatus consisted of a piezoelectric transducer
controlled by a function generator, a molten metal container with its metal diaphragm in
contact with the transducer. The nozzle plate had a single orifice drilled in its centre.
The metal diaphragm was made of a stainless steel plate of 1 x 10™ m in thickness and
1.5 x 102 m in diameter. The orifice size was less than 4 x 10* m in diameter.

In their experiments, a bismuth based eutectic alloy, woodmetal, was tested as the
atomized fluid. The tundish container was heated to 420 K which was about 70 K above
the melting point of the alloy. The tundish was connected to a reservoir by a pipe. After
the metal was melted, rectangular waves were generated by a function generator used for
controlling the form of the output wave of a power amplifier. The output power of the
amplifier was applied to the piezoelectric transducer to drive the metal diaphragm in a
clapping action. Molten metal was injected downward to the atomizing chamber. A
droplet of liquid metal was formed at the orifice and was solidified during flight in the
atmosphere. The pulse frequency was varied over the range 0.1 Hz to 100 Hz. The
displacement of the metal diaphragm was varied up to 1.5 x 10° m. The pulse width
ratio of power-on and power-off was 1 to 1.

The results showed that when the injection rate was high, each pressure pulse
yielded one liquid droplet having a size almost equal to the orifice diameter, about 4 x

10*m. A similar result was confirmed in the case of an orifice diameter of about 1 x
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10* m. The standard deviation of the mean diameter of the particles was 15%. In the
low speed range, molten metal was forced out from the orifice without disintegration until
its weight balanced with the surface tension at the operating temperature. This particle
was about six times as large as the pulsated orifice-injected particles. This low speed
range of droplet formation corresponded to the dripping mechanism (Figure 2-2a). Tear-
shaped particles with a surface oxide film were observed when the process was performed
in air, while spherical particles resulted when the melt was injected into an inert gas
atmosphere.

In summary, the drop-on-demand method produces one droplet per pulse. It
requires a flexible diaphragm that is in contact with molten metal. As a result, its
application is very limited since diaphragm materials that are flexible and inert with
molten metals and alloys are quite limited. This process is still in its early developmental

stage for metallic droplet production.

2.2.5 Summary of Atomization Methods

In this section, the principles of both conventional fluid and capillary atomization
were reviewed. Powders produced by two fluid atomization normally have a wide size
distribution. Powders produced by capillary atomization generally have a narrower size
distribution. However, with continuous jet capillary atomization, an over pressure is
required to form a continuous jet. This requires good sealing of the tundish, which is

difficult to achieve in practice, especially for continuous higher temperature operation.
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Specific designs for the nozzle are required, which makes the process difficult to scale
up. Because of the high droplet velocity, longer flight distances are required for droplet
solidification. The process normally requires a high frequency and a low amplitude
vibration source. Because the droplets tend to stick to one another, a high voltage device
is required to charge particles. The drop-on-demand method is in its early stage of
development for metallic droplet applications. The requirement for a flexible diaphragm
severely limits its high temperature applications.

Since atomization involves solidification of droplets, the solidification theory will
be briefly introduced in the next three sections. The relationship between the
microstructure and cooling conditions will be reviewed. The numerical models which

deal with the solidification of a droplet will also be introduced.

2.3 Relationship between Microstructure and Cooling Conditions

Solidification is a phase transformation from liquid to solid. The microstructure
of the solid depends on the cooling conditions of a given alloy. Therefore, it is important
to study the relationship between the microstructure and cooling conditions.

Rapid Solidification Processing enables us to obtain a high velocity of the
solidification front during the transformation from liquid to solid. This high velocity of
the solidification front results from a large amount of undercooling which can in turn
result in large departures from equilibrium composition and produce size-refined and even

segregation-free microstructure. This in turn can yield better material properties. For
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example, using a 55% Al-Zn coating on sheet steel, Cleary [Cleary, 1985] showed that
the rapid cooling which results in a smaller dendrite arm spacing improves the corrosion
resistance of the coating.

A general way to achieve large undercoolings is by the rapid formation of a small
dimension (typically < 1 x 10*m ) of liquid material to minimize the presence of
heterogeneous nuclei. Good contact with an effective heat sink must also be established.
Atomization processing is one of the most effective ways to achieve this objective.

In Section 2.3, the primary parameters, such as cooling rate, superheat,
undercooling, and particle size, that affect the microstructure (in terms of Secondary
Dendrite Arm Spacing) during solidification will be reviewed. The theory of dendritic

growth will presented in Section 2.4.3.

2.3.1 Relationship between Secondary Dendrite Arm Spacing and Cooling Rate

2.3.1.1 Experimental Results

Much experimental results have been reported for the relationship between
Secondary Dendrite Arm Spacing and cooling rate and between grain size and cooling
rate. The primary dendrite arm spacing provides a poor correlation because of the
relatively large primary dendrite spacing. This is further complicated by cooling
conditions within the primary dendrite arms. In the case of tertiary dendrite arm spacing,

these are sometimes too small to be measured, or are not developed during grain growth.
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Therefore, only Secondary Dendrite Arm Spacing results are typically presented
[Flemings, 1974].

Figure 2-5 shows the effect of cooling rate on Secondary Dendrite Arm Spacing
for aluminum, and the degree of structural control which is attainable through various
rapid solidification techniques. According to Equation (26), a plot of Secondary Dendrite
Arm Spacing and the cooling rate on log-log scale follows a straight line (Figure 2-5)
[Grant and Perlloux, 1983]. Coefficients a, and b,, as will be presented in Section 2.3.1.2,
are empirical with as yet no fundamental dependence on alloy properties. However, some
trends are evident. For example, the curve pertaining to copper is steeper but less well-
defined. For highly alloyed materials, the curve can be expected to flatten out because
of the lower thermal conductivity of the liquid metal [Grant and Perlloux, 1983).

Table 2-1 shows the relationship between the Secondary Dendrite Arm Spacing
and cooling rate for a few alloy systems. It can be seen that for most alloys, b, is in the
range of 0.2-0.4, while a, is around 40 in most cases.

The effect of cooling rate on the Secondary Dendrite Arm Spacing of Al-
5.7%wtCu alloy is shown in Figure 2-6 by Taha [Taha, 1979]. Horwath and Mondolfo
[Horwath and Mondolfo, 1962] investigated the relationship between the Secondary
Dendrite Arm Spacing and the cooling rate for a wide range of aluminum-copper alloys
under casting conditions. The various cooling rates and corresponding temperature
gradients were obtained under different conditions. For example, the slowest and
moderate cooling rates were obtained by holding the crucible which contained the melt

within either a sand bath or a metallic beaker inside a furnace whose heat input was
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reduced as desired. The fastest cooling rates were obtained by pouring the alloy into a
metallic mould. The cooling rate was calculated by measuring the pouring temperature
and the time to reach complete freezing. Note that this will underestimate the cooling
rate as the calculated values will include cooling through the superheated liquid.

The cast samples were sectioned vertically. The dendrite arm spacing was
measured on dendrites whose primary stalks were perfectly parallel to the plane of polish.
The distance from centre to centre of each arm was considered to be the primary spacing.
All side arms with observable or reasonably assumable connection to the primary stalk
were also measured. Approximately 60 individual measurements were taken on each
sample and averaged. Variation of spacing between dendrites in the same specimen was
always less than 10 per cent. The results for Al-10wt%Cu, Al-15wt%Cu, and Al-

20wt%Cu are listed in Table 2-2.

2.3.1.2 Empirical Relationship

A commonly accepted empirical relationship between the Secondary Dendrite Arm
Spacing (SDAS), A, (10°m), and the average cooling rate, T, (K/s), which is the average
slope of the time-temperature curve, is given by Equation (26). This slope is taken over
the interval when solid first appears, the liquidus, to when liquid last disappears, the

solidus [Mills et al, 1995]. The relationship between SDAS and the cooling rate is given

by:
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A,=a, (T.) ™™ (26)
where a, and b, are alloy specific constants for a given system [Khedkar and Nash, 1986].
Under steady-state conditions, the cooling rate can also be calculated from the product of
the temperature gradient at the tip of the solidification front and the growth rate of the
front [Minkoff, 1986].

It is obvious from Equation (26) that a finer microstructure will resuit from a
higher cooling rate. The experimental results which support the above formula are shown

in the last section.

For a given alloy, changes in processing conditions will affect the values of SDAS.
These conditions, to be discussed in the following section, include melt superheat,

undercooling and cooling rate.
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Table 2-1 Relationship between the Secondary Dendrite Arm Spacing and Cooling

Rate for a Few Alloys

Alloy

Maraging 300 Frommeyer and Vogt, 1987

Inconel 718 Frommeyer and Vogt, 1987

Al-4.5wt%Cu Frommeyer and Vogt, 1987

Eutectic Fe-C, Ni-hard 04 Frommeyer, 1985

55%Al-Zn 021-0.22 Cleary, 1985
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Table 2-2

Average Values of Cooling Rate, Temperature Gradient and Dendrite

Spacing [Horwath and Mondolfo, 1962)

Cooling rate (K/s)

SDAS (10°m)

54

131.0

124 e
474 59.6
1086 520
102000 15.6
15 45 103.0
138 764
342 540
1116 41.6
102000 14.0
f 20 40 93.2
106 64.0
4.0
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2.3.2 Effect of Superheat and Cooling Rate on the Secondary Dendrite Arm Spacing

The work of Marcantonio and Mondolfo [Marcantonio and Mondolfo, 1974), and
Mondolfo and Barlock [Mondolfo and Barlock, 1975] showed that when aluminum alloys
were superheated after fluxing, the size of the constituents and the interdendritic spacing
were smaller than in castings not superheated. This was attributed to "denucleation”, that
is removal of nucleants, which forced freezing at higher undercooling and therefore at a
faster rate.

In their experiments, the total solidification time, which is defined as the time from
pouring to the completion of solidification, was directly proportional to the superheat. It
was not shown where the temperature measurements were taken in the samples. The
metallographic samples were taken from a surface parallel to the surface of a 7 x 102 kg
sample and 5.5 x 10 m inside the sample.

The results of the effect of superheat on the interdendritic spacing of 3003 alloy
showed that increasing the superheat reduces the interdendritic spacing under three
different cooling conditions: metal mould, brick mould, and furnace cooled respectively
as shown in Figure 2-7a [Mondolfo and Barlock, 1975]. The effect is more obvious under
fast cooling conditions, as in a metal mould. The results were further confirmed by
plotting the superheat versus solidification rate as shown in Figure 2-7b [Mondolfo and
Barlock, 1975]. The cooling rate will increase with increasing solidification rate;
therefore, as the superheat increases, the cooling rate will also increase.

All the data reported are consistent with the hypothesis that superheating produces
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a reduction of size and/or number of nucleants but not their complete elimination, since
at low cooling rates the number and/or size of the nucleants still appears sufficient to
provide all the nucleation needed. At the higher solidification rates the number and/or
size of the nucleants is too small. The heat removal is faster than the latent heat
evolution until some growth of the nuclei has taken place. The higher the superheat or
the longer the holding time at the pouring temperature, the more likely that the molten
metal tends to reduce the quantity of nucleants. Hence the chance of heterogeneous
nucleation becomes smaller, which corresponds to a higher undercooling. However, since
the number, size and possibly the nature of nucleants varies from sample to sample, there
is a substantial amount of scatter in the relationship between undercooling and
superheating. It was not indicated what these nucleants are.

Jackson, et al. [Jackson et al, 1966] cast the ammonium chloride-water system at
various saturated temperatures and superheat. It was found that at a small superheat, i.e.,
for pouring temperatures close to the saturation temperature of a given solution, a "big-
bang nucleation” phenomenon was observed. In this case, the crystals appeared
throughout the liquid during pouring. The crystals swirled as the casting was poured,
producing a snow-storm effect. There was no columnar region in these castings. This
"big-bang” nucleation is eliminated by increasing the superheat before pouring.

At the superheat region away from "big-bang”, ie., in the large amount of
superheat region (225 K), faster cooling was achieved with higher superheat. The crystal
flakes also seem smaller with higher superheat. This result is in agreement with the work

of Marcantonio and Mondolfo in the large superheat range mentioned above.
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2.3.3 Relationship between Undercooling and Dendrite Arm Spacing

Since the growth velocity depends approximately on the square of undercooling
[Liu, 1980]], it follows that extremely fine dendrites can be produced in highly
undercooled droplets. This is, of course, just as valid for pure metals as it is for solid-
solution alloys, but the morphology of fast-growing dendrites can be observed far more
easily in the latter case [Jones, 1972]. As shown in Figure 2-8 for pure copper, the
dendrite element size reduces as the undercooling increases [Jones, 1972].

Skolianos, et al. [Skolianos et al, 1982] plotted the dendrite arm spacing for
dendritic specimen and grain size for both dendritic and nondendritic specimens versus
degree of undercooling for Ni-25%Cu-0.2%S alloy in Figure 2-9. It can be seen that the
dendritic size decreases with increasing undercooling and there is a critical value of
undercooling of about 160 K for this alloy, below which coarsening has an effect on
nondendritic grains but no effect on the grain size of dendritic specimens. In their
experiments, temperatures were directly measured in a cylindrical ingot.

Turnbull and Cech [Turnbull and Cech, 1950] measured undercooling of metallic
droplets by observing them on a hot stage microscope. Metallic particles placed on the
hot stage, and heated above their melting point, became spherical droplets. Upon cooling,
the change of surface of the droplet appearance (a disruption of the smooth surface to one
apparently having many sharp ridges and protrusions) indicated the beginning of
solidification. Another indication of the beginning of the solidification was a sudden

brightening or "blick” occasioned due to recalescence. Thus the amount of undercooling
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was calculated by the difference between the melting point and the recorded beginning
of the solidification temperature.

Another technique to measure undercooling was illustrated by Perepezko, et al.
[Perepezko et al., 1979]. In this technique, droplet dispersions of metals and alloys were
produced by emulsifying a mixture of liquid metal sample and organic carrier fluid with
a high-speed shearing device. After preparation, the emulsion was transferred to a sample
tube of a Differential Thermal Analysis (DTA) apparatus. The DTA thermograms
indicate the nucleation temperature, from which undercooling can be calculated. The
difficulty of this technique is the requirement of a carefully selected carrier fluid with
tolerance to oxidizing atmosphere at temperatures above the melting point of the metal

under study, and an appropriate surfactant agent.

2.3.4 Relationship between Cooling Rate and Undercooling

Reddy and Sekhar [Reddy and Sekhar, 1989] reported the nucleation temperature
at various cooling rates as shown in Figure 2-10 for dimensionless undercooling versus
cooling rate. The ingot size was 0.06 m diameter and 0.12 m long. The experiments
were performed under pressure to achieve fairly high cooling rates. The cooling curve
of the casting was recorded by a specially designed thermocouple assembly with a very
small lag time of 0.5 x 10 s. The nucleation temperature, hence undercooling, was
determined from the cooling curve. In the range of measurements, the undercooling is

seen to increase with increasing cooling rate. The line in Figure 2-10 is a linear-least-
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squares fit for all points up to cooling rates of 2000 K/s. Below 1000 K/s the line is
slightly non-linear to indicate that it should approach the origin [Reddy and Sekhar,
1989]. Caretti and Berfonello showed that for small amount of undercooling, the cooling
rate is directly proportional to the square of undercooling [Caretti and Berfonello, 1983].

Figures 2-11 and 2-12 show the dimensionless undercooling at different cooling
rates for various aluminum alloys of Al-5.6wt%Zn-2.6wt%Mg-1.5%Cu, Al-2.2wt%Cu, Al-
44wt%Cu and Al-33.3wt%Cu respectively. All of the above results show that
undercooling increases with increasing cooling rate.

Cooling rate of the cast metal can be measured directly by embedding a rapid-
response thermocouple in the metal [Duflos, 1987]. However, direct measurement of
cooling rate of atomized powder is difficult. It is often determined using a heat transfer
model [Acrivos, 1976] or by microstructure measurement together with a known

relationship to cooling rate [Frommeyer, 1985].

2.3.5 Relationship between Particle Size and Secondary Dendrite Arm Spacing

There is also a power law relationship between the Secondary Dendrite Arm
Spacing and the atomized particle size:
A,=a,D™ (27)

where A, refers to the Secondary Dendrite Arm Spacing, D refers to the atomized particle
size, and a, and b, are constants. The rationale for this relationship is that the temperature

gradients in a droplet are negligible, therefore all points in a droplet will experience the
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same cooling rate. The coefficients a, and b, in Equation (27) have different magnitudes
of the values of a, and b, in Equation (26) for the same alloy. From Equation (27), we
can see that when the atomized particle size increases, the dendrite arm spacing increases
exponentially in a power law relationship since b, is positive.

Figure 2-13 shows the Secondary Dendrite Arm Spacing as a function of powder
particle diameter for high strength aluminum alloys. The powders were produced by
argon atomization. The data are well correlated over the range 04 <A <6 x 10°m and
0.7 <D < 300 x 10°m. Using Equation (27) the regression coefficients are a, = 0.13 and
b, = 0.67 [Jones, 1986].

Table 2-3 summarizes some experimental results from the literature. From this
table it can be seen that a, = 0.01-0.13 and b, = 0.5-1.3 for most of the alloys. Figure
2-14 shows the relationship between Secondary Dendrite Arm Spacing and particle size
of Al-3.7wt%Ni-1.5wt%Fe alloy atomized both by gas atomization and centrifugal
atomization. Values of a, of 0.016 and b, of 1.036 were obtained after regression for gas

and centrifugal atomization.
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Table 2-3 Relationship between Particle Size and Dendrite Arm Spacing for

Various Alloys

Alloys

References

Ti-6Al-4V
Rotating electrode process

Broderick et al, 1985

IN 792
Rapid Solidification Rate

Cosandey et al, 1982

IN 792
Argon Atomized

Consandey et al, 1982

Eutectic Fe-C, Ni hard
Atomized & quenched in
liquid N, and He

Frommeyer, 1985

Al-3.7wt%Ni-1.5wt%Fe
Air & Centrifugally
atomized*

regression data by digitizing Figure 2-15.
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2.4 Numerical Models

Rapid solidification processing has received an enormous amount of attention in
recent years and continues to be the subject of intensive research. Atomization is perhaps
the process with the highest potential for large-scale exploitation of the microstructural
benefits achieved by rapid solidification.

In order to understand various atomization processes, and thus improve the control
of these atomization processes, many researchers have developed mathematical models
in this area. One of the most interesting and important aspects of this topic in helping
us understand both the fundamentals of rapid solidification and the atomization process
is the thermal history of droplets during atomization.

After being atomized, a molten metal droplet will undergo cooling in the liquid
state, nucleation of a crystallite (due to which, recalescence may be involved), growth of
the crystallite until the droplet is fully solidified, and further cooling in the solid state.
In the meantime, the droplet is accelerating or decelerating towards its terminal velocity.

It is important to understand the basic concepts of solidification and transport
phenomena such as thermodynamics, nucleation theory, microstructure development, heat
transfer, and fluid flow during atomization. This understanding will permit the
development of models which can predict the interrelationship between rapid solidification
processing and the resulting structure. These models, once developed, can in turn be used

to determine the desired atomization conditions required to yield a given microstructure.
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2.4.1 Fundamentals of Heat Transfer of a Droplet

Levi and Mehrabian [Levi and Mehrabian, 1982] carried out the most
comprehensive study of the heat flow model for rapidly solidified undercooled droplets.
The solidification of undercooled spherical droplets of pure material (with a single melting
point) was analyzed using both Newtonian and non-Newtonian cooling models.
Relationships were established between atomization parameters, the growth kinetics, the
interface velocity and undercooling, and other solidification variables. Simulation of the
solidification in an undercooled droplet when a single nucleation event occurred at its
surface was presented. The effect of multiple nucleation events, undercooling, and heat
transfer coefficient on the thermal history of the droplets was also discussed in detail.
The model addressed the solidification process in accounting for cases where the
temperature distribution within the droplets (non-Newtonian model) is important in the
case of a large Biot number. The solidification of an alloy with a range of melting

temperatures was not addressed in their paper, but will be dealt with in this thesis.

2.4.1.1 Newtonian Model

Due to the relatively high thermal conductivity of small droplets and their small
dimensions, the temperature gradient within the droplets can often be neglected.
Therefore, this case can be treated by the lumped capacitance method. The essence of

the lumped capacitance method is the assumption that the temperature of the solid is



spatially uniform at any instant during the transient process. It is also called a Newtonian
model. Now we introduce the Biot number (Bi). It is the ratio of the internal thermal
resistance of a solid to the boundary layer thermal resistance and is defined as: Bi=hL /k,,
where L. is the characteristic length equal to the droplet diameter D in atomization, h the
heat transfer coefficient between the droplet and the gas atmosphere, and k, the thermal
conductivity of the droplet.

When Bi < 0.1, the error associated with using the lumped capacitance method is
small [Incropera and Dewitt, 1981]. When Bi << 1, the resistance to conduction within
the solid is much less than the resistance to convection across the droplet surface
boundary layer. This condition is usually well-satisfied for metal droplets which are less
than 1x10” m in diameter.

Neglecting temperature gradients within the solid, we can now consider the
transient temperature response by formulating an overall heat balance on the droplet. This
balance equates the rate of heat loss at the surface of the droplet to the rate of change of

heat within the droplet. Therefore:

pVe,SL=-ha,(T-T,) (28)

where p is the density of the droplet, V is the volume of the droplet and c, is the specific
heat of the droplet, A, is the surface area of the droplet, T, is the ambient temperature,

and h is the convection heat transfer coefficient, which can be obtained from:
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b=1vu,-%- (29)

where Nuy, is Nusselt number defined as the ratio of convection heat flux to conduction
heat flux that would occur through a droplet of diameter D, k, is the thermal conductivity
of the ambient atmosphere.

Heat transfer correlations for Nu,, have been proposed for spheres and for the case
of convective heat transfer from freely falling liquid drops. Ranz and Marshall proposed

[Ranz and Marshall, 1952]:

Nup=2+0.6Rei/*pr1/? (30)

where 0 < Re,, <200 and 0.69 < Pr < 0.73.
Rey, is the Reynolds number calculated using Equation (31) [Incropera and Dewitt,

1981]:

Re,=Pa40 (31)
Ps

where p, and p, are the density and viscosity of the ambient atmosphere respectively, u
is the relative velocity between the droplet and the fluid, and D is the droplet diameter.
Pr, the Prandtl number, is the ratio of momentum to thermal diffusivity [Incropera and

Dewitt, 1990]:

pr=Je - Sasks (32)
a

where v, is the kinematic viscosity (for momentum transfer) and o, is the thermal

diffusivity of the ambient atmosphere. Thermal diffusivity (a,=k/(p,c,)) measures the
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ability of a material to conduct thermal energy relative to its ability to reach anew
equilibrium condition. Under the experimental conditions tested in this study for Impulse
Atomization, Re, ranged from 20 to 100 and Pr for nitrogen is approximately 0.71. Thus,
these operating conditions are well within the range of applicability of Equation (30).

Radiation can easily be taken into account with a modification of Equation (28),
however it is often found to be negligible in atomization research [Gutierrez-Miravete et
al, 1989].

Substituting Equations (29) to (32) in Equation (28) and solving it simultaneously
with Equation (33), which will be presented in Section 2.4.1.2, the cooling curve of a
droplet can be obtained after taking solidification into account, as will be presented in

Sections 2.4.2 and 2.4.3.

2.4.1.2 The Droplet Velocity

As Guthrie, et al. [Guthrie et al, 1975] proposed, when a solid particle is
accelerated or decelerated during its motion in a fluid, the statement of Newton's second
law (mass times acceleration equals the sum of the forces acting on a particle) takes the

following form:

1ap3pdu_l.p3(9-p ) - 2 -c,Lap3p dU

t
du dr
~4CD? (np 1) 3| = (33)
. 5 dt vyt
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The term on the left-hand side is mass times acceleration. The first two terms on
the right-hand side represent the buoyancy force and the drag force which are always
opposite to the direction of motion, hence, the absolute value sign on one of the
velocities. G, is the dimensionless drag coefficient. It has been found experimentally
that the drag coefficient is a function of both Reynolds number (Equation (31)) and also
the shape of the particle.

The third term on the right hand side of Equation (33) corresponds to the "added
mass”, which allows for the fact that not only the droplet has to be accelerated but also
a portion of the fluid which adheres to the particle. The value of the added mass
coefficient C, was taken as 0.5; alternatively, it has been assumed to depend on the
particle velocity and on the acceleration. This term can be neglected in a low density
fluid such as a gas. The last term on the right-hand side is designated the "history term”
which is an attempt to allow for the dependence of the instantaneous drag on the state of
development of the fluid motion around the droplet. In the classical literature, Cy is
assigned a value of 6.0 while in more recent work C,; was allowed to vary with the
velocity and the acceleration. This term can also be neglected for low viscosity and low
density fluids such as a gas. When (du/dt) in Equation (33) equals zero, the problem will
reduce to the evaluation of the steady-state, or terminal velocity.

Figure 2-15 shows a plot of an experimentally determined relationship between the
drag coefficient, Cp, and the Reynolds number, Re,. This plot may be divided into four
distinct regions as follows:

(i) 10° < Re, < 2. Creeping flow or Stokes' law region. In this region the drag
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force is linearly proportional to the inverse of the particle Reynolds number and may be
written as: Cp=24/Re,,.

(ii) 2 <Rep £500. Intermediate region. In this region the experimental data may
be represented by the following approximate relationship: C,, = 18.5/Re,*S.

(iii) S00 < Re, < 2x10°. Newton's law region. In this region the drag coefficient
is approximately constant and is independent of the Reynolds number: C,, = 0.44.

(iv) Rep > 2x10°. In this region the drag coefficient drops to a rather low value
of 0.09 from which it rises slowly for higher values of the Reynolds number.

When a droplet is accelerating towards its terminal velocity, such as in
atomization, the velocity of the droplet trajectory can be calculated numerically using
Equation (33). The added mass and history terms may be neglected due to the small
density of the gas. This solution coupled with the solidification of the droplet will be

presented in Chapter 3.

2.4.2 Fundamentals of Nucleation

2.4.2.1 Homogeneous Nucleation

When a solid forms within its own melt without the aid of heterogeneous nuclei,
it is said to nucleate homogeneously. This manner of nucleation requires a large driving
force (from undercooling) because the surface energy of the nucleus makes a relatively

large contribution to its total free energy [Flemings, 1974]. In homogeneous nucleation,
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all the potential foreign nucleants should be completely eliminated. As this is impossible
in most production processes, most solidification processes we deal with involve
heterogeneous nucleation. Even so, it is important to understand the fundamentals of
homogeneous nucleation.

The free energy change of a system due to solidification is expressed by:
AG9=AH%-TAS® (34)
At the melting point, the system is in equilibrium. Therefore, AG’=0, i.e.,

AH,,

T, (35)

Asl-=

where AHg, is the latent heat of fusion and T, is the melting point. The free energy
change due to solidification at any temperature other than T, is obtained by substituting

Equation (35) into (34):

aGo=28e(Ta"T) (36)
Tﬂ
or
AG°=% (37)

m

The total free energy of the liquid system that contains some solid crystals consists
of two parts: one is the free energy difference between the volume of liquid and solid,
which is the driving force for solidification, and the other is the surface energy due to the

existence of the liquid-solid interface. The surface energy increases the total free energy
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of the system. Suppose that the solid crystal takes a spherical shape and has a radius r,

then the total free energy change of the system is given by:

AG°=--%1::3AG° yranriy,, . (38)

where AG’y is the free energy difference between the volume of liquid and solid per unit
volume. AG’y decreases with increasing radius and makes the system more stable. ¥,
is the interfacial energy between liquid and solid, which increases with increasing radius,
and makes the system less stable. Therefore, there exists a critical radius r,, which
corresponds to the maximum energy barrier of the system, as shown in Figure 2-16
[Minkoff, 1986]. The particle radiusr, is termed the critical nucleus. Particles larger than
this are stable and grow; particles smaller than r, form spontaneously in the liquid metal
both above and below the equilibrium melting point. They do so because in this way
they increase the entropy of the system; However, they are not stable. This value of .

can be obtained from the first derivative of Equation (38):

2 ls
T amee———
. |°v (39)

The radius r, of a spherical particle which is just stable at an undercooling AT is

given by substituting Equation (37) into Equation (39):

e 2Y18Tn
Ic m (40)

Substituting Equation (40) back into Equation (38) yields:
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3 m2
e = 16%® Yllrl (41)
46%==3 [ (AHg,)2A T3]

The nucleation rate (the number of nuclei per unit time and volume) is governed
by two terms. One is the energy fluctuation factor exp (-AG’/xT), which is a strong
function of undercooling and shows the probability of forming the short range ordering
cluster with critical nucleus in the liquid. The greater the number of these critical nuclei,
the greater the probability that within a given time one will grow and initiate
solidification. The other factor is the diffusion factor, exp (-Qp/XT), where Q, is the
diffusion activation energy. The diffusion factor can be alternatively expressed as @*v,s,
where @* is the number of atoms surrounding a critical nucleus and v, is the frequency
with which atoms jump across the liquid-solid interface. Therefore the nucleation rate can

be expressed as:
J=w"v,exp (~AGZ/XT) (42)
For a spherical nucleus, ©* is approximately given by:

2
._ARI/

@ (43)

ag
The jump frequency of atoms in the bulk liquid is v, = 6D/ o, where o is the
jump distance and D, is the liquid diffusion coefficient. The frequency with which each
atom strikes the liquid-solid interface is usually taken to be one-sixth its jump frequency
in the bulk liquid because it reaches the interface by jumping in only one of six possible

directions. Taking oy=a, we arrive at the expression for v,:
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Vig=—3 (44)

Substituting Equations (41), (43) and (44) into Equation (42), we finally arrive at

the classical expression for homogeneous nucleation in bulk liquid:

_16xmy3,TaQ?
3AH AT*T

4annr 2D
Jz_“’lexp [
aq

(45)

Hirth [Hirth, 1978] used a relationship for the homogeneous nucleation under
nonequilibrium conditions in a similar form as follows:

_ 16®Y3,0°T2

3T, AHZLA T? (46

J=10"%4x% (r./a,)?(a,/Q) D;exp (

where 107 is the so-called nonequilibrium factor, r, is the critical nucleus radius, a, is the
atomic diameter, D, is the liquid diffusivity, ¥, is the solid-liquid interfacial energy, Q
is the atomic volume and x is Boltzmann's constant. Equation (46) is for the rate of
steady-state nucleation.

The thermodynamic barrier to formation of a critical nucleus AG®, decreases
rapidly with increasing undercooling. The nucleation rate is so sensitive to the term
within the exponential that changes of several orders of magnitude in values of the pre-
exponential term do not appreciably affect the calculated undercooling for sensible
nucleation. Figure 2-17 shows schematically the dependence of nucleation rate on

undercooling [Liu, 1980].
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Figure 2-18 shows the dependence of nucleation rate on the critical nucleus value
r. and corresponding critical free energy barrier AG.. It shows the dependence of
nucleation temperature T, on AG.. For large values of AG, as for example in

homogeneous nucleation, T, will give a maximum value to T,-T,.

2.4.2.2 Heterogeneous Nucleation

In liquid metal systems of significant volume, the liquid-solid transformation is
generally nucleated heterogeneously. A new solid phase may start by nucleating at the
surface of a mould, or it may appear on solid surfaces within the melt. Even impurities
in the melt may act as nucleating agents [Minkoff, 1986].

Heterogeneous nucleation greatly reduces the volume of cluster needed to reach
the critical radius of homogeneous nucleation. Therefore, in contrast to homogeneous
nucleation, solidification may proceed with less undercooling.

Figure 2-19 shows the relationship between the nucleation rate and undercooling
under heterogeneous and homogeneous nucleation conditions. The actual amount of
undercooling under heterogenous conditions depends on the solidification material and its
size (which determines the chance of containing an impurity nucleant), the amount of
impurities, the type of impurities and the shape of the impurities.

Although techniques have been developed to measure the undercooling or the
nucleation temperature of a droplet as described in Section 2.3.3, it is limited and difficult

to practice in reality. For example, in the hot stage microscope method, it was found that
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the amount of undercooling varied from particle to particle due to metal purity, despite
efforts to use fairly pure metal. Hence, only the maximum undercooling was reported
[Tumbull, 1950]. With the emulsion technique, it was difficult to find the right organic
carrier fluid and an appropriate surfactant which would not react with the metal, would
be stable above the metal’s melting point, and would make an ideal suspension with the
molten metal [Perepezko et al, 1979].

The actual undercooling of an alloy is mainly dependent on its purity. Hence, the
larger the dimension of the alloy, the greater the chance for it to have heterogeneous
nucleants, and the less the undercooling. Hence, in general, the undercooling of an ingot
is often low, e.g., a few degrees, while the undercooling of small droplets is often high,

a few tens of degrees.

2.4.3 Fundamentals of Growth

2.4.3.1 Grain Growth and Dendritic Microstructure

After nucleation, transfer of atoms from the liquid to a nucleus depends on the
structure of the solid-liquid interface. In turn, the structure of the solid-liquid interface
depends on the chemical properties of the alloy and the thermodynamic environment of
the growing crystal [Liu, 1980].

For pure metals, the solidification front is stable at the melting temperature T,

The growing velocity of the solid crystal interface depends on the temperature of the
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interface. The undercooling in the solid-liquid interface provides the driving force for the
solid crystal to grow. The higher the undercooling, the faster the crystal grows.

The morphology of the crystal is determined by the thermodynamic conditions in
the solidification front. If the temperature gradient in the solidification front is positive,
the interface is isothermal and grows steadily with a flat solidification front. If the
temperature gradient in the solidification front is negative, a protrusion on the interface
will meet a liquid at even lower temperature and grow even faster. Therefore, the
solidification interface is not stable and will grow into branches called dendrites, as shown
in Figure 2-20. This dendritic structure is common in metals.

Dendritic growth is more favourable in alloys. Under a negative temperature
gradient, a dendritic structure will be formed as described above. Even under a positive
temperature gradient, a dendritic structure will still be formed if the alloy is subject to
constitutional undercooling conditions. Dendrites in alloys form with a solute content
significantly different from the average solute content of the alloy. Consequently, the
solute concentration in the dendrite is different from that in the interdendritic region. This
solute segregation pattern is characterized by the primary- and secondary-dendrite
spacings and controls the mechanical properties of solidified alloys [Trivedi, 1989].

Dendrite Arm Spacings were defined by Taha [Taha, 1979] as follows: Primary
Dendrite Arm Spacing is the number of dendrite centres in the cross-section which
intersects a line of fixed length drawn along the direction of closest primary dendrite
packing. Secondary Spacing is the number of secondary arms in the longitudinal section

which intersects a line of fixed length lying perpendicular to the secondary arms and
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parallel to the primary arms. It was already shown in Section 2.3.1 how the Secondary

Dendrite Arm Spacing is related to the local cooling rate of the alloy during solidification.
2.4.3.2 Kinetics of Growth

The classical treatment of continuous growth leads to an expression for the

velocity U of the form:

££ M)] (47)

U= 4 [1-exp( T,

where D, is the self diffusivity in liquid, d is the effective atomic diameter (taken as the
atomic jump distance), AH,, is latent heat of fusion per molecule, AT is undercooling, ¥
is Bolzmann's constant, T is temperature, and T, is the melting temperature.
Determination of the variations in liquid diffusivity with undercooling is difficult,
although extrapolation and interpolation of viscosity data for liquids and metallic glasses
have been attempted [Clyne, 1984]. The above expression reduces to the Wilson-Frenkel
[Clyne, 1984] form at low AT as follows:

U=%ifm_f_f (48)
d.xT,
The introduction of a correction factor, B, has been suggested [Cahn et al, 1964]
to account for the fact that the jump distance across the crystal-melt interface may be
somewhat smaller than that for diffusion in the bulk liquid. It is thus common to see

reference to a kinetic coefficient B (representing the proportionality constant between
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crystal growth velocity and undercooling), given by the expression:

_PD,AH,,

(49)
dxT3

B

The basis for expecting f > 1 is somewhat obscure and its value has been taken as unity
by some authors [Clyne, 1984; Levi and Mehrabian, 1982]). The value of the kinetic
coefficient B may thus be estimated from thermophysical data and, although errors will
clearly arise from the unknown property variations (particularly D, at high AT), these
estimates are at least not prone to the gross uncertainty of the nucleation calculations

(which stem primarily from the ¥,> term and from the effects of nucleants).

2.4.3.3 Recalescence

Recalescence is the rapid heating of an undercooled molten sample resulting from
the nucleation of the solid phase and the subsequent rapid release of the latent heat of
fusion.

The recalescence temperature T, was calculated according to Lavernia, et al.

[Lavernia et al, 1987]:

df, _

AHgV—t

h(T,-T,) A, (50)

where AHy, is the amount of latent heat still within a partially solidified droplet at the end
of recalescence, V is the droplet volume, f, is the fraction of solid, h is heat transfer

coefficient, and A, the surface area of the droplet.
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The rate of growth of a solid phase for the small amount of undercooling

considered here can be estimated from [Coriell and Turnbull, 1982):

df, 3K(T,-T,)
= 1
= > (51)

where T, is the liquidus temperature, T, recalescence temperature, and K the kinetic
growth coefficient, which is the same as B explained in Section 2.4.3.2. Therefore, using
suitable values for K, one can readily estimate T,.

Coriell and Tumnbull [Coriell and Tumnbull, 1982] assumed that the recalescence
was essentially complete within a time interval which was smaller than the time step used
in their thermal calculation. Since the recalescence was driven by undercooling, as the
droplet heats up, the rate of heat release decreases and recalescence terminates when the
rate of heat release becomes comparable to the rate of heat extraction from the outer
surface of the droplet. Therefore, at the end of recalescence, the rate of releasing latent
heat and the rate of heat extraction through the outer surface became equal.

For the cooling of mushy droplets where both solids and liquids coexist, the
relationships between H and T are shown in Figure 2-21 both with and without
undercooling [Lavernia et al, 1987]. For the case without undercooling, the H vs. T
relationship in the mushy zone is linear. With undercooling, the freezing does not start
at the liquidus temperature of an alloy on cooling. The enthalpy curve continues to
decrease along the extrapolation of the liquid enthalpy curve until the nucleation
temperature T, is reached. At this point, recalescence starts and the temperature of the

droplet rises. At the end of recalescence the droplet temperature is T, and the effective
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latent heat content is AH'. Then the droplet will continue to solidify as if it has
experienced an undercooling step, except that the overall solidification time will be
correspondingly shortened. The estimation of the nucleation temperature T, and the
kinetic growth coefficient K could be difficult. It is not clear how they estimated T, and
K. Clyne [Clyne, 1984] presented the formulation for the calculation of K.

For larger amount of undercooling, a model was suggested by Levi and Mehrabian

[Levi and Mehrabian, 1982]:

(H~Hpp) = [AHg#Coy (T-T,) ] (1-£,) +Cop (T-T) £, (52)

where H is the enthalpy of the system at temperature T and fraction solid f,, H_, is the

enthalpy of the solid at the melting temperature, C; and C,, are the specific heat of solid

and liquid respectively, T, is the melting point, and AH,, is the latent heat of fusion.
Equation (52) can be rewritten in terms of dimensionless enthalpy y and

temperature © as:
C
¥=(1+8) (1-g) + g0 (53)
Pl

where y= (H-H,_)/AH,,, and 0= c,, (T-T,)/AH,.

Figure 2-22 [Levi and Mehrabian, 1982] is the enthalpy-temperature diagram
showing the possible solidification "paths”. The system can conceivably follow any
"path" of decreasing enthalpy in the supercooled region (y>1), starting the nucleation
temperature (0,<0) on the liquid line and ending at some point on the solid line. A

vertical path represents isothermal solidification, of which a limiting case is the non-
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undercooling situation of a pure metal. A horizontal path represents isoenthalpic (or
adiabatic) solidification. In a path such as the curve 3, two distinct solidification regimes
can be identified. The first one is the recalescence or "rapid-solidification" stage. A
supercooled droplet absorbs most of the liberated heat of fusion and the heat loss to the
surroundings is more or less irrelevant. The second regime is one of a "slower growth".
It develops after droplet undercooling has been largely relieved, thereby limiting the
progress of solidification to conditions imposed by the external heat flow. This regime
usually involves temperatures close to the melting point of a metal and is roughly

isothermal.

The thermal history reflects the competition between the external rate of heat
extraction and the recalescence rate (release of latent heat). The recalescence rate is
proportional to the solidification rate (change in fraction solid with time, df/dt). The

latter is in turn a product of the solid-liquid interface velocity and its area.

2S5 Summary

In this chapter, conventional fluid atomization and other capillary atomization
theory and techniques were reviewed. The conventional fluid atomization process
produces powder with a wide size distribution with satellite formation and low efficiency.
The method of producing droplets from the vibrated continuous jet requires the
application of overpressure, a charging device, and is impractical for high melting point

systems. The drop-on-demand method is also limited to low melting point systems and
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seems inefficient in producing one droplet per impulse per orifice. Therefore, the Impulse
Atomization Process was developed to overcome these drawbacks.

The solidification theory for the solidification of an undercooled droplet was also
reviewed in this chapter. As heat is extracted from a falling droplet, it undercools. After
the beginning of the nucleation, grain growth starts with recalescence and continues after
reaching its recalescence temperature until the completion of solidification. The SDAS
is the only experimental measure of the cooling rate of an atomized droplet because of
the difficulty of temperature measurement on a fast-moving small droplet. Measurement
of nucleation temperature or undercooling is also very difficult. Estimates are made based

on some literature information.
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CHAPTER 3: NUMERICAL MODEL

In this chapter, a numerical model will be developed to calculate the cooling curve
of a free-falling molten metal droplet. As shown in Figure 3-1a, an alloy was melted in
a crucible. A molten metal droplet emanates from the crucible with an initial velocity u,
and an initial (pouring) temperature T,. While the model is valid for any material, it was
only applied to Al-Cu alloys. The predicted droplet cooling curve will subsequently be
used to estimate the droplet cooling rate during solidification and its undercooling

temperature.

3.1 Assumptions

Consider a drop of molten metal atomized and spherodized immediately upon
exiting the atomizing nozzle. As it falls under gravity to the bottom of the atomization
tower, this spherical droplet will lose heat to the static gas surroundings, as shown in
Figure 3-1b. The assumptions for the model describing the thermal history of the droplet
are:

(1)  The static gas environment in the atomizer is at a constant temperature, T,.

(2)  The droplet spherodizes immediately upon leaving the orifice.
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The initial temperature of the droplet is taken as the molten metal temperature in
the crucible as shown in Figure 3-1a.

No droplet oscillations, distortions or collisions occur. The trajectory of individual
droplets is unaffected by surrounding droplets in the stream.

The densities of liquid and solid are the same and constant.

Radiation is negligible.

Newtonian model cooling occurs, ie., assume the temperature distribution
within the droplet is negligible.

The droplet solidifies with an assumed amount of undercooling.

Solidification begins heterogeneously from a single nucleus in the droplet.

Both solid and liquid solutions behave ideally, i.e., thermophysical properties can
be calculated using a weighted average.

No further phase transformations occur after solidification is complete.

No solute segregation occurs in the droplet during solidification.

In the following text, assumptions (1), (2), and (7) will be justified prior to the

detailed description of the model. It was observed that throughout the duration of an

experiment the temperature in the lower part of the chamber is unchanged. Since

atomization takes place in a relatively static environment, assumption (1) is reasonable.

According to Nichiporenko [Nichiporenko, 1976}, the time taken for a ligament

to spherodize in atomization is:



2
tw=_3£‘.v_7l‘. (R¢-r}) (54)

where T, is the time needed for the droplet to spherodize (in seconds),  is the viscosity
of the molten metal (in N-ssm?), V is the volume of the droplet (in m?), vy is the surface
tension (liquid-gas) of the molten metal (in Nm™), R is the radius of the droplet after the
spherodization and r; is the radius of the cylindrical jet (assume the length to diameter
ratio is 2'rt according to Rayleigh's theory) before spherodization.

For a 5 x 10 m aluminum droplet at 970 K, the surface tension under Ar is 0.875
N/m [Weast, 1968] and the viscosity 1.1x10° Pa s [Szekely, 1979); the spherodization
time is 5x107 seconds according to Equation (54). This is less than the step size (larger
than 0.00001 sec) which was used in this model.

One should keep in mind that assumption (2) is not valid when the solidification
time is shorter than 1., or when the formation of oxides on the surface of the droplet
prevents spherodization. However, it is a very reasonable assumption under most
experimental conditions, i.e., atomization in an inert gas atmosphere.

The Biot number is obtained from Bi=hL /k=hD/k,. For an Al droplet with
velocity of 1 m/s and a diameter of 5 x10 m, the Biot number is calculated to be 2x107,
which indicates that assumption (7) is reasonable.

The mathematical model of the cooling curve of a droplet will now be developed.
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3.2 Model Formulation

The governing equation for the thermal history of the droplet undergoing no phase
change is given by a heat balance shown in Equation (28). Substituting droplet diameter

D and rearranging Equation (28) yields:

dT___ 6h .y
DT IR (55)

where T is the droplet temperature at any time t, T, is the ambient temperature in the
atmosphere, and p and C, are the density and specific heat of the droplet respectively.
h is the convection heat transfer coefficient which can be calculated using Equations (29)
and (30). Subsequently, the Reynolds and Prandtl numbers can be obtained from
Equations (31) and (32) respectively. It is evident that the thermal history of a droplet
will be a function of its free-fall velocity which now must be formulated.

Figure 3-1b shows that a free-falling droplet is subject to gravity, buoyancy, and
drag forces. A model to determine the free-falling droplet velocity from Newton's second

law was proposed by Guthrie, et al. [Guthrie et al, 1975] as follows:

C
Vp%W(p-p.) g- 2""‘9.11z (56)

The effects of the "added force” and the "history term" based on Equation (33) are
not taken into account. The term on the left-hand side is the mass of the droplet times
the acceleration. The first term on the right-hand side is the gravity force minus the

buoyancy force; the second term is the drag force which is opposite to the direction of



motion. Here V is the volume of the droplet, p is the density of the droplet, p, is the
density of ambient gas, g is the gravitational acceleration, u is the relative velocity
between the droplet and the ambient gas (here we take u, = 0, therefore u is taken as the
droplet velocity), A is the cross-sectional area of the droplet, C, is the drag coefficient
which is a function of Reynolds's number, (Figure 2-16) [Szekely, 1979). For the
spherical shape and the Reynolds number range which are dealt with in this particular
problem, C, = 18.5/Re,** for 2 < Rey, < 500 [Szekely, 1979]. The Reynolds number was
20 to 100 for a 3.3x10* m Al-17wt%Cu droplet in the model.

Rearranging Equation (56) and substituting the droplet diameter D for V yields:

gl._l P'P‘ 3 P. cd 2 (57)

g=u (58)

where z is the height of the droplet position.

The numerical solution of Equations (55) and (29) to (32), including the
modelling of the liquid-solid transformation, will be discussed in detail in sections 3.2 and
3.3. The solution of Equations (57) and (58) was solved numerically to define the
complete droplet trajectory, i.e., velocity and free-fall height as a function of time. The
thermal profile, T=T(z), and cooling curve, T=T(t), can then be obtained.

Euler's method was chosen to solve Equations (57) and (58), together with

Equation (31) and the relationship between C, and Re, [Chapra and Canale, 1985] and
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can be expressed as follows:

Uy, =u+ (2 ;"' g-%%-c;—"u}) At (59)

Z;,,5Z5tuAL (60)

C4=1.85/Rep 0.5 (61)
and

Rey;= "‘;‘D (62)

The numerical solution together with phase change will be further discussed in
Section 3.6. The issues of convergence and stability will also be addressed in that

section.

3.3  Phase Change

Figure 3-2 is the phase diagram of the Al-Cu binary system. For the alloys 10%wt
Cu (alloy 1) and 17wt%Cu (alloy 2), two phase transformations take place under
equilibrium conditions. After the molten metal has cooled from the pouring temperature
T, to the liquidus temperature T, solidification begins and an aluminum-rich solid solution

with up to 5.65% Cu in solution is formed as the temperature is cooled further. When
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the droplet temperature reaches the eutectic temperature of 821 K, the eutectic phase

transformation will take place in the remaining liquid with a composition of Al-33.2% Cu.
In practice, under non-equilibrium conditions, solidification undergoes five stages

as shown in Figure 3-3:

(1)  Cooling of the liquid phase from the pouring temperature T, to the nucleation
temperature T,.

(2)  Recalescence due to the latent heat releasing faster than removal of heat at the
droplet surface.

3) Formation of the pro-eutectic phase.

(4)  Eutectic phase transformation.

(5)  Cooling stage in the solid particle after completion of solidification.

3.3.1 Stage I: Cooling in the Liquid Range, T=T,~T,:

In this stage of cooling, the rate of heat dissipation from the droplet to its
immediate vicinity is controlled simply by convection. Thus, the governing equation is
Equation (57), where C, is that of the liquid metal Ca. The equation holds from the
pouring temperature T, until solidification starts at the given nucleation temperature T,,
which corresponds to a certain amount of undercooling AT=T,-T,, where T, is the liquidus

temperature. Therefore the governing differential equation for cooling in stage I is:
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dT__  6h _
Gt DRCL T (T-T,) (63)

Around T,, a partial step size (time) was used so that the temperature at that partial step
size was exactly T,. Similar stepping techniques were used for all of the other stages.

The justification for choosing T, will be discussed in Section 3.5.

3.3.2 Stage II: Recalescence, T=T, ~T_:

In this stage, since solidification starts at a nucleation temperature T, with a certain
amount of undercooling AT, the rate of latent heat generation is very large. This amount
of latent heat cannot be released quickly enough to the environment, through the surface
of the droplet, by convection. As a result, the temperature of the droplet increases.
Therefore, three kinds of heat are competing with each other in the recalescence stage.
The first is the release of the latent heat generated due to the nucleation and growth of
a solid phase from a molten metal. The release rate of latent heat is expressed as dq,/dt.
The second is the rate of heat used to heat up the droplet, dq,/dt. The third one is the
convection of heat to the environment through the surface of the droplet. This convection
rate is dq,/dt. The change of liquid-solid interfacial energy (2nry, dr/dt) is neglected since

it is much smaller than dq,/dt. From the conservation of energy, we have for this stage:

dg, _dq,  dg,
= 4
dt dt dt (64)

The three terms in Equation (64) can be formulated _according to the
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aforementioned three physical processes as follows:

dq,
dt

dAH,, (65)
dt

=pV

or for a given T,, according to equilibrium conditions, a certain solids fraction must be
present. This is directly associated with a quantity of latent heat that must be released

by the droplet for that assumed T, and alloy composition:

dql- da, 66
=pVAH ,—= =t (66)

where p is the density of the droplet, V is the volume of droplet, AH,, is the amount of
latent heat generated due to solidification of a solid fraction f,, and AH, is the total
amount of latent heat per unit mass of droplet. And Equation (67) can be expressed as

[Holliday and Resnick, 1988],

th =pVCpm (T) (67)

where C, is a function of temperature and is the average specific heat of the droplet

which can be calculated from:
Con (T) =Cpg (T) L,4C(T) (1-£,) (68)

where C,, and C, are the specific heat of solid and liquid respectively. And,

d¢,1r3 _
=t =hA (T-T,) (69)

where h is the heat transfer coefficient, A, is the surface area of the droplet, and T, is the

ambient temperature.
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If we assume a single internal nucleation event, then:

o (70)

where r is the radius of the solidified fraction and R is the radius of the droplet including
both solids and liquids, as shown in Figure 3-4.
Substituting Equation (70) into Equation (66) and expressing droplet volume V by

droplet radius R, the re-arrangement of the equation yields:

dQI: 2 dI 7

where dr/dt can be taken as the growth velocity of the solid phase.
For small undercooling (e.g. less than SO K), the growth velocity, dr/dt, can be

calculated from Equations (48) and (49) so that:

i’%qxzzp‘w,,mr (72)

where AT=T,-T and

p=POAHy

73
T (73)

For larger undercooling (e.g. large than 50 K), substitute Equation (48) into
Equation (72). Substitute Equations (71), (67), and (69) into Equation (64), express V and

A, by R, and rearrange to yield:
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dr_3I2BAH. (T,-T) 3h(T-T,) 74)
dt R’C_ RpCp,

Recalescence continues until the rate of heat accumulation in the droplet is equal

to zero. Thus, the end of stage II occurs when:

dq,
= (75)
dat 0
or
drT _
gt 0 (76)

at T=T, (recalescence temperature, which is lower than liquidus T,). At that point, the

droplet temperature does not increase any further.

3.3.3 Stage III: Cooling in the Liquid + Solid Range, T=T,~T,:

As solidification continues, the liquid fraction decreases while the solid fraction
increases. Their proportions are given by the phase diagram. Using the lever rule, the
amount of equilibrium pro-eutectic phase can be calculated from the Al-Cu phase diagram
as f,,, which corresponds to the amount of latent heat, AH,, at a specified temperature for
a given alloy composition. This pro-eutectic phase transformation takes place
preferentially until the semi-solid droplet temperature reaches the eutectic temperature and

the composition of the liquid reaches the eutectic composition. The solidification model
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for this stage is formulated as follows.
At the final moment of recalescence, the solid fraction can be calculated from

Equation (70) as f,. Then the solid fraction which will solidify in stage II, f,, ;. is given
by:

Lo1-0)=Lap=Lor (77)
where f,, is the total solid fraction before eutectic transformation. The corresponding
amount of latent heat of solidification which will be released in stage III is then:

AHg () g)=Lg(1-0)"AHg (78)

Now an effective heat capacity, C,*, is introduced in this stage:

o AQHg; g
= —F-T, (79)

where (T,-T,) is the temperature change during stage III.

If the average specific heat in the liquid-solid range is expressed by C,(T)
considering the liquid-solid proportion change but neglecting the composition change, then
replacing C, in Equation (55) by C,*+C,(T), the goveming equation in stage III is

obtained:

dT 6h
=- (T-T7,)
dt  Dpp(ci+Cy,(T)  °

(80)

The solid fraction is assumed to be linearly proportional to the temperature change:
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T,-T

Lo LartLou-a T, (81)

Thus Equations (80) and (81) apply until the droplet temperature reaches the eutectic

temperature T,.
3.3.4 Stage IV: Eutectic Transformation, T=T,, f =f _~1:

In stage IV, a eutectic phase forms at a constant temperature. Since the latent heat
is released at a constant temperature, the effective heat capacity method used in stage III
is not applicable to the eutectic transformation. The governing equation for stage IV can

be written in a similar way to Equation (28):

dAHy

PVt =-hA,(T,-T,) (82)

where AH, is the latent heat of fusion. In this stage, AH,, < AH, < AH,, where AH, is the

total amount of latent heat and AH,, is as defined in Section 3.2.3, and:

AH['A er

£ fo* (1-£,)

Equations (82) and (83) describe the eutectic solidification which occurs until f;=1.0.
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3.3.5 Stage V: Cooling in the Solid Range, T STST,:

Once solidification is completed, the cooling of the particle in the solid range is

governed by a small modification of Equation (55). Thus,

dT.___ 6h o
dt DR (D) 1 ) (8¢)

where C,, is the specific heat of solid.

3.4 Model Formulation Summary

In summary, this model calculates the thermal profile of a molten metal droplet
in the atomizer, formed at a pouring temperature T, and an initial velocity u,. As the
droplet cools and solidifies, its velocity and trajectory are given by Equations (57) and
(58). The droplet velocity affects the Reynolds number, which in turn affects the heat
transfer coefficient, h. Thus, the droplet velocity and trajectory must be determined prior
to solving for the droplet cooling curve. This was achieved using the following
procedure.

Although the initial velocity of the droplet was not measured directly, the droplet
velocity at the position about 0.33 m below the bottom of the crucible was measured
using a high-speed shutter camera. Figure 3-5 shows the streak of a droplet movement

taken in this manner. The lengths of the streaks were measured at different frames in the
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videotape and averaged. The droplet velocity was obtained by the length of the streak
divided by the shutter speed. Thus, the average droplet velocity corresponding to Figure
3-5 is 2.17 m/s. The accuracy of velocity measurement on the screen was estimated as
0.05 mv/s, which will result in about 2 K/s difference in cooling rate calculation. The
main velocity measurement error from the determination of which streak is for which
particle size. The initial velocity of the droplet can be back calculated accordingly.

From this velocity information, the initial velocity of the droplet was back
calculated using Equations (59) to (62). Figure 3-6 shows the velocity profile of a 3.3
x 10 m Al-17wt%Cu droplet profile. The velocity measured at the camera position was
2.17 m/s, corresponding to an initial velocity of 1.13 m/s. The dropiet almost reached its
terminal velocity at the bottom of the atomization tower. Should more research fund have
been available, more video cameras could have been placed at various positions of the
atomizer to verify the velocity profile.

A droplet emanating from the atomization nozzle cools in the liquid range from
the pouring temperature, T,, until it reaches the nucleation temperature, T,, which
corresponds to a certain amount of undercooling, during the first stage. The thermal
history of the droplet is given by Equation (55). After nucleation, recalescence takes
place until the droplet reaches the recalescence temperature, Tr, where recalescence
ceases, since the rate of heat convected to the environment is equal to the rate of latent
heat released during Stage II. The equation governing heat flow during stage II is given
by Equation (64). Pro-eutectic solidification and cooling, stage III, occurs next, in the

temperature range between T, and the eutectic temperature, T, (Equa}ions (55) & (80)).
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The solidification during eutectic transformation then follows at a constant temperature,
T, (Equation (82)), until the entire droplet is solid. The last stage of the solidification is
simply the cooling of the powder until it reaches the ambient temperature, T,, or the
bottom of the atomizing chamber (Equation (84)). These ordinary differential equations
must be solved numerically. The thermophysical properties of the alloy and the gas
atmosphere must be known as well as the phase diagram of the alloy of interest. In the

next section, the solution of this model will be applied to the Al-Cu alloy system.

3.5 Thermophysical Properties of Alloy and Gas Atmosphere

The droplet velocity and cooling model will now be applied to calculating the
cooling curves of Al-10%wtCu and Al-17wt%Cu droplets. Since not all the
thermophysical property data of these alloys are available, the properties of pure
aluminum and copper will be used by calculating the weighted average of the properties
of these elements (assumption number 10). These properties are listed in Table 3.1

The atomization experiments with Al-Cu alloys were performed in nitrogen

atmosphere. Thus thermophysical properties of nitrogen are listed in Table 3-2:
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Table 3-1 Thermophysical Properties of Al-Cu Alloys

Properties Aluminum Copper Al- Al-
10wt%Cu| 17wt%Cu | *
Density (kg/m’) 2702 8920 3320 3760
Molecular Weight (x10°kg)| 26.98 63.55 1
Latent Heat of Fusion 273079 291304 274902 276177 1
(J/mol)
Thermal Conductivity at 300 237 401 253 265 1
K (W/mK)
Specific Heat of Liquid C,; | 1084.51 493.35 10254 984.0 2
(J/kg/K)
Specific Heat of Solid C, | 76535+ 35587+ 724.4+ 695.7+ 2
(J/kg/K) 0.4586T 0.09867T | 0.4226T | 0.3974T
Liquidus T, (K) 908 884 3
Eutectic TemperatureT, (K) 821 821 3
Solid Fraction of Pro- 0.8421 0.588 3
eutectic f
Latent Heat of Fusion for 319000 215000 1
Pro-eutectic AH,, (J/kg)
AT, (50 x10° m)(K)** 130 236 141 148 4
B 1 1 1 1 5
Activation Free Energy AG,| 4.15x10% | 6.6x10% 5
(J/mol)
Diffusion Coefficient D, | 2.0x107 0.8x107 5
(mzls)ttt

* 1-Weast et al, 1988; 2-Wicks and Block, 1963; 3-Lyman et al. 1973; 4-Tumbull,

1950; 5-Clyne, 1984.

**  Maximum undercooling for 50 x10° m droplets

b2 2

D, is used to calculate D=Dexp(-AG/XT)
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Table 3-2 Thermophysical Properties of Nitrogen at Atmospheric Pressure

Properties

Reference

Density (kg/m’)

1.2506

Weast, 1988

Viscosity (Pa s)

1.781x10°%

Weast, 1988

Thermal Conductivity (W/mK)

0.0261

Weast, 1988

Temperature (T,) (K)

80
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3.6 Numerical Solution of Droplet Cooling

The solution of the thermal profile and the cooling curves of different sizes of
droplets atomized at different temperatures can be readily calculated numerically. A
fourth-order Runge-Kutta method was chosen to solve each of the ordinary differential
equations formulated in Section 3.2. It is a widely used method with the truncation error
proportional to the fourth power of the step size. The discretization and solution of the
ODE's will be discussed using Equation (55) as an example. Using the fourth-order

Runge-Kutta method, Equation (55) is expressed as follows [Chapra and Canale, 1985]:
Ty =T+ [% (ky+2k,+2k;,+k,) ] At (85)

where T, is the temperature at the (i+1)th step, T, the temperature at the ith step, At the

time step size, and

6h,.,

k,ﬁ‘m (T;-T,) . (86)
6h
kz:- '1 (Ti+%k1A t‘T‘) (87)
DpCp, (Ti+ 5k AL)
6h
ky=- 2 (T;+ kA t-T,) (88)

DpCp; (T;+2kyAtL)
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6h,.,

Yo A Y L L (89)

where h;, h,,, and h, are the heat transfer coefficients at the ith step, (i+1)th step, and
(i+1/2)th step respectively. A partial step size was used for the transition from one stage
to the next stage to reduce the amount of error that would occur during the calculation.
Similarly, Equation (74) was discretized for the recalescence range, Equation (80) for the
cooling in the liquid + solid range, Equation (82) for the eutectic transformation, and
Equation (84) for the cooling in solid range using the fourth-order Runge-Kutta method.

The numerical model was written in FORTRAN 77 as shown in Appendix A and
compiled using Microsoft Fortran compiler VS. The program was executed on a 33 MHz
PC running DOS v6.2. The solution conditions required to obtain a convergent and stable
solution were determined. Accuracy increases with decreasing step size from 0.01 s to
0.00005 s for the four stages of cooling other than the recalescence stage. Due to the
very short period of time it takes to complete recalescence, stage II, a much smaller step
size is used in this stage than for the other stages. This new step size, At =Avf, for the
recalescence range is obtained by using the step size, At, divided by a step size factor, f,
which is larger than 1. If the new step size is too large (e.g., At,.,= 1x10™ s), the system
will be unstable. For example, for a 3.3 x 10* m Ai-17wt%Cu droplet with 30 K
undercooling, 100 K superheat, and 1.13 m/sec initial velocity, the system will become
unstable if the new step size in the recalescence range is larger than 1x10* s. The
accuracy increases with decreasing step size until the round off error becomes significant.

This occurs when the new step size is At, < 1x107 sec for this example. It now remains
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to show how the nucleation or undercooling temperature was determined.

3.7 Nucleation Temperature

According to Figures 2-10 to 2-12, the relationship between undercooling, AT, and

the cooling rate, T,, can be approximated by:
lnAT=a,+b,1nT, (90)

Substituting Equation (26) into Equation (90) yields:

lnAT=a, +%’1- lmai-%lnlz (91)

We next obtain Equation (92) by substituting Equation (27) into Equation (91):

lnA T=a3+%lnal-%ln(azbb‘) (92)

which can be re-written as:

lnAT=a,+b,1nD (93)

where a, and b, are constants.

According to Turnbull [Turnbull, 1950], the maximum amount of undercooling,
AT,,,, was measured for 5 x 10”° m diameter pure aluminum and copper metals, while the
amount of undercooling for 1 x 10°° m® droplets was taken as 0.05AT,,,. Substituting the
values of D=5 x 10°m and 1/6xD’=1 x 10°m®, and AT,_, values from Table 3-1, a, and

b, were obtained as -0.385 and 0.543 respectively for Al-17wt%Cu, and -1.428 and -0.644
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respectively for Al-10wt%Cu alloy. AT(D) can then be calculated for each alloy and each
particle size. Considering the impurities in the alloy, the AT(D) values used in the model
were one third of those calculated according to Equation (93).

As will be shown in Chapter 6 and Chapter 2, SDAS is affected by cooling rate.
Figure 3-7 shows the effect of undercooling on the SDAS of a 3.3x10* m Al-17wt%Cu
droplet with 100 K superheat, as a result of the effect of undercooling on the cooling rate.
As shown in Figure 3-7, the SDAS decreases with increasing undercooling. The result
is reasonable since larger undercooling can result in a higher cooling rate, hence smaller
SDAS. Therefore, the model is affected by undercooling and the results have the right
trend. However, the model is not extremely sensitive to the undercooling; a small change
in undercooling does not change the modelling results significantly.

In this model, Equation (48) was used to calculate the growth rate, which is valid
for small undercooling only. The model can be improved by using Equation (47) for
larger undercooling and by the future work proposed in Chapter 7. More representative
modelling results could be obtained when accurate thermodynamic data are available.

Figure 3-8 shows the temperature profile of an Al-17wt%Cu droplet of 3.3 x 10*
m in diameter calculated by a FORTRAN PROGRAM THERMAL (Appendix A). The
amount of undercooling was assumed to be 53 K according to Equation (93). The step
size of stages I and III-V was 0.01 s, while the step size used in stage II was 2x10 s.
Figure 3-9 shows the change of solid fraction at different positions of the tower under the
same conditions as in Figure 3-8. This information is useful for the application of spray

deposition of IAP. It clearly shows at what positions of the tower the droplet begins to
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solidify, finishes solidification, and reaches the desired fraction of solid.

Figure 3-10 shows the change of the heat transfer coefficient with time as the
droplet travels down to the bottom of the atomization tower. It indicates that under IAP
conditions the heat transfer coefficient is smaller than that of gas atomization [Stone and
Tsakiropoulos, 1992).

Figure 3-11 shows the cooling curve of a 33 x 10* m droplet with 100 K
superheat. The amount of undercooling assumed is 53 K. The back calculated initial
velocity is 1.13 m/s, and the step size used in the numerical calculation is 0.01 s for all
of the stages except stage II, where 2x10° s is used. The droplet solidification
corresponds to an average cooling rate of 499 K/s.

The cooling curve of another droplet of a different size (4.6 x 10 m in diameter)
atomized under the same conditions is shown in Figure 3-12. The step size used in this
calculation was the same as that in Figure 3-11; the undercooling used was 44 K
according to Equation (93). The corresponding average cooling rate obtained was 304
K/s.

Similar results for other particle sizes and Al-10wt%Cu alloy were also obtained
using a FORTRAN program as shown in Appendix B. Those results will be presented

in Chapter 6.
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CHAPTER 4: EXPERIMENTAL

In this chapter, the experimental apparatus for the Impulse Atomization Process
will be described. This device was designed and manufactured at the University of
Alberta. The experimental procedure developed for atomization using this apparatus will
then be described, and finally, the methods used for powder characterization,

microstructural explanation, and image analysis will be presented.

4.1 Impulse Atomization A pparatus

In this section, the layout of the Impulse Atomization apparatus will be briefly
explained to provide an overall idea of how the system works; the apparatus design will
then be further described in more detail.

Figure 4-1 is a photograph of the Impulse Atomization apparatus and Figure 4-2
is a schematic drawing of the apparatus. There are five principie components to this
apparatus: (1) the melting part, in which different kinds of metals and alloys are melted;
(2) the vibration system, by which the Impulse Atomization Process is carried out; (3)
the adjusting system, which allows the precise control of conditions under which
atomization occurs; (4) the environmental chamber, in which the atomization takes place

under the desired atmosphere; and (5) the monitoring system, which allows one to
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observe and record the atomization process.

In the melting system, a furnace melts the charge placed inside a crucible. This
furnace can be either a resistance or induction furnace. The crucible is made of an
appropriate ceramic material. In these experiments high density, high purity alumina was
used. A thermocouple is placed inside the crucible to monitor the melt temperature.

Once the material inside the crucible is melted, it can be pushed by the vibration
system through the holes in the nozzle plate using the impulse applicator. A
discontinuous force is repeatedly applied to the fluid in the direction of the openings. The
force is sufficient to impel the fluid through the openings as discrete elongated fluid
segments. The impulse applicator is connected to the plunger by a piece of threaded
aluminum rod. The frequency of the pulsator is controlled by a function generator and
the amplitude of vibration varied using the voltage of the amplifier.

A frame was designed and constructed to hold the furnace, crucible, and pulsator
as well as to precisely control the relative position between the impulse applicator and the
nozzle plate. The stainless steel atomizing chamber can be evacuated and back filled with
the desired gas, such as an inert gas. An oxygen analyzer determines the oxygen content
in the chamber.

Movement of droplets produced by Impulse Atomization Process is viewed and
recorded through viewing ports on the tower using a high-speed shutter video camera.

Powders are collected at the bottom of the tower.

87



4.1.1 Fumace

Either a resistance or induction furnace was used to melt the charge in the
crucible. A heating element for the resistance furnace was wound into a cylindrical shape
and held in place with castable cement. A K type thermocouple was cemented to the
inner wall of the cylindrical heating element. This furnace was controlled by a
temperature controller up to 1070 K.

For melting and atomizing higher melting point alloys, an induction furnace was
used. Since the alumina crucible is a poor heat conductor, a graphite susceptor was
placed between the crucible and the induction coil to ensure more efficient and uniform
heating. In order to avoid direct contact between the induction coil and the graphite
susceptor, alumina powder was cast into a cylindrical shape and this alumina collar was
wrapped around the graphite susceptor. The castable alumina powder contained 90-95%
of alumina. A Locon blanket from Fiberfrax Ceramic Fibre Products was placed around
the induction coil to provide further insulation to the furnace. A piece of fire brick was
used underneath the induction furnace-crucible assembly, in order to insulate the frame

of the tower from the assembly.

4.1.2 Crucible

Since the crucible used for the resistance furnace is different from that for the

induction furnace, two kinds of procedures were used for fabricating the crucibles.



The crucible for the resistance furnace was made of either an alumina tube (44 x
10° m ID, 50 x 10° m OD, and 100 x 10 m long) or an alumina crucible (54 x 10° m
ID, 60 x 10° m OD, and 105 x 10° m long) with a 41 x 10> m diameter hole cut in the
bottom and an alumina disc with holes. These two pieces were cemented together using
an adhesive. The alumina disc with holes is called the nozzle or nozzle plate. This
crucible-nozzle combination is good for the resistance furnace up to 500° C.

Holes of various patterns were drilled in the alumina nozzle plate. A number of
hole patterns can be machined in the nozzle plate, as shown in Figure 4-3 a, b, ¢ and d.
The holes were examined before use. Since the holes were often not perfectly round, the
average hole sizes were calculated based on two measurements taken in perpendicular

directions at the exit end of the orifice.

4.1.3 Impulse Applicator

The impulse applicator consisted of an alumina tube cemented to an alumina disc.
The impulse applicator was dried and cured using a procedure similar to that used for the
crucible. The impulse applicator was then connected to the pulsator. Convective cooling,
as required, was supplied by a fan directed towards the ceramic tube and alumina rod

connection point.
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4.1.4 Pulsator and Its Controlling System

There are a number of mechanisms available to provide the impulse force and
frequency desired for IAP. These devices range from mechanical to electromagnetic in
design. The work described in this thesis is based on the use of an electromagnetic
device with a frequency range from 10 Hz to 20 x 10°Hz. The two pulsators, also called
impulse generators (A and B), were supplied by the same manufacturer but had slightly
different characteristics.

The pulsator was driven by an amplifier which was connected to a function
generator. The amplifier was linked with a regulated power supply. The function
generator can generate different kinds of wave patterns, such as sine and square waves.
Sine waves were used for the present work. The frequency of the pulsator was controlled
by the function generator with an accuracy of 1 Hz. The absolute amplitude of the
pulsator was not measured, however the relative amplitude was recorded as a percentage
of the maximum amplitude supplied by the pulsator together with the power supply and
amplifier at a specific frequency. This relative amplitude was controlled with the aid of

a volt potential meter.
4.1.5 Frame

A frame was designed to hold and align the pulsation system. This frame consists

of three threaded rods connected to three steel plates at different levels. The threaded
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rods were screwed into the bottom plate. The rods then went through the holes in the
middle and top plates. The middle and top plates can be moved up and down and
levelled as desired.

The top plate holds the pulsator and a heat exchanger. A hole in the top plate
allows the pulsator to be clamped to the plate using an adjustable circular clamping band.
The top plate can be moved up and down along the threaded rods to allow precise
adjustment of the relative position between the pushing unit and the crucible both in the
horizontal and vertical directions.

The middle plate holds and clamps the crucible very tightly. A refractory collar
between the crucible and the circular clamp both limits heat conduction and increases the
friction between the crucible and the clamp. The crucible can be positioned in the
horizontal plane as desired.

The third plate holds the furnace as mentioned above. Both induction coils and
some of the cooling tubes also run through this plate. Additional cooling systems were

installed so that the apparatus could be operated at temperatures up to 1900 K.

4.1.6 Shell

The shell of the atomization chamber is mainly made of 3 x 10> m thick stainless
steel. It consists of four parts: a crane-operated removable cap; a centre section with
all the wire connectors and gas and water inlets and outlets; a middle section with

viewing and monitoring equipment; and a bottom section for collecting powder.
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The cap of the atomizing chamber was designed to be easily removed and
reattached to permit access to the top section of the atomizer. It allows the adjustment
of the pulsation system at the upper part of the tower and is crane-operated. A window
of 0.21 m in diameter is open in the cap, can be sealed, and allows quick access, when
needed, to the top part of the tower during or between atomization trials. For example,
it can be used for adding more raw material during a run. A safety valve was installed
on the cap to release the pressure of the tower if the overpressure was above 70 x 10°Pa.
A three-way valve was also installed on the cap; it directs the connection of the tower to
either to the gas supply or the vacuum pump, or it can simply be used to shut the
connection to both vacuum and gas lines.

Connections of thermocouple, pulsator, electrical light source, cooling water inlets
and outlets, cooling gas inlet for the pulsator, and the induction cables enter the tower
through the centre section. Four small windows are located in the top part of this section
for viewing and monitoring the atomization process, with a camera holder installed right
above one of the windows. The glass windows are 9 x 102 m in diameter.

The bottom section of the atomizing chamber consists of a cylindrical-shaped
shell and a stainless cone which was designed to guide the droplets toward the powder
collector at the bottom of the tower. The powder collector is removable. It can also
contain various kinds of fluids for quenching the powder. A two-way valve was installed
on this powder collector to either shut off or connect to a T connector which is connected

to either a gas outlet or the oxygen analyzer.
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4.1.7 Monitoring System

Four small viewing ports are positioned in the middle section of the atomization
chamber as mentioned in the last section. These ports are used for directing light into the
tower, viewing the droplet spray and photographing the spray. Specifically, the droplet
movement is monitored by a SONY high-speed shutter CCD colour video camera, model
number DXC-151. It uses 12 V, 1 A DC which is converted by a camera adaptor
(SONY, CMA-D1) to the regular electrical source of 120 V ac, 60 Hz. The camera has
768 x 493 picture elements, ensuring a high resolution image. A clear picture can be
obtained even when shooting a rapidly moving object or shooting in low light. Its
electronic shutter has nine speed settings: 1/125, 1/250, 1/500, 1/1000, 1/2000, 1/4000,
and 1/10000 second, which enable us to measure the droplet velocity. The video camera
is fixed to the camera holder and operates at a filming rate of 30 frames/second.

The droplet movements are recorded on Super VHS SONY VCR. This VCR can
play the videotape frame by frame to allow the off-line measurement of the droplet speed.
An Amdek monitor (Video-300A) is used to view droplet movement.

Thermocouples are used to measure the temperature of the melt in the crucible,
the temperature inside the tower in the vicinity of the pulsator, or the temperature at other
places such as the powder collector, if needed.

When the atomization chamber is under positive pressure, the valve directing the
gas into the oxygen analyzer is open and oxygen content in the atomization tower can be

measured. The oxygen analyzer (Centorr Model 2A) uses 120 V voltage and 1400 W
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power. The maximum pressure allowed for the analyzer is § x 10° Pa which is well

beyond our working range.

4.2 Impulse Atomization Process

First of all, the distance from the plunger to the nozzle plate was adjusted to the
desired value with the adjusting system described in Section 4.1.5. After a thermocouple
was placed in the crucible at a fixed position, solid metal was put in the crucible. A
piece of stainless steel foil was used to cover the crucible. An insulating cover was then
placed on the stainless steel cover. These covers insulate the junction of the impulse
applicator and aluminum connector and also help keep the temperature of the crucible
more uniform. The third use of these covers is to keep metal or alloy inside the crucible
when splashing occurs under very high amplitude conditions. The atomizer was then
closed, sealed, evacuated, and backfilled with inert atmosphere if desired. The oxygen
level in the atomizing chamber was monitored by an oxygen analyzer (Model 2A).

After turning on all the cooling systems, the metal or alloy was then melted by the
induction or resistance furnace. The furnace was heated at a rate of 0.33 K/s until the
metal was melted to the desired atomization temperature. Normally the furnace was kept
at the atomization temperature for about 1200 seconds before atomization.

The amplitude of the function generator and the potentiometer of the amplifier
were adjusted to the desired degree of relative amplitude. The time for the start of the

experiment was recorded. The photographic recording system was turned on and the
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shutter speed of the video camera was adjusted as desired.

When the shutter speed of the video camera was very high (e.g., 1 picture per
1710000 s), a spherical droplet appeared as a spherical dot on the monitor. However,
when a low shutter speed (e.g., 1 picture per 1/500 s) was used, a streak was visible on
the monitor. The lower the shutter speed, the longer the streak. The length of the streak
is a function of the shutter speed and droplet velocity. Therefore, subsequent to the
experiments, the droplet velocity can be calculated based on measurements of the streaks
on the videotape.

Droplet velocity = streak length (in m)*shutter speed (in s™).

Using a standard grid pattern, it was found that the image at the edges of the
monitor was distorted. The pictures at the centre of the monitor up to within 25 x 10°
m of the edge of the monitor had minimum distortion. Streak measurements were
performed in this area. Furthermore, it was also observed that in this region of minimum
distortion, the streak intensity varied. Since the atomized metal droplets often formed a
cone of droplets, the droplets would frequently have different depths of field at the
filming height thereby reflecting light differently. By choosing the streaks having similar
intensity, it was likely that they would be from droplets at a similar position within the
spray stream. At different depths of field, different magnifications were shown in the
videotaped pictures. By choosing the streaks from a similar position in the spray stream,
the error from different magnifications was minimized. Given a fixed position for the
video camera and the same zoom lens, the magnification was fixed and could be checked

by videotaping a ruler.
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Following atomization, the powders collected at the bottom of the atomizing

chamber were prepared for characterization.

4.3 Powder Characterization

A number of measurements were made to characterize the atomized powder.
These included weight, bulk density, flowability, size distribution, and shape.

Powders collected at the bottom of the atomizer were weighed. The atomization
throughput was calculated by dividing the measured weight by the production time. The
apparent density and flowability were measured according to Metal Powder Industries
Federation Standards Test #04 [MPIF Standard 04] or #28 [MPIF Standard 28] and #03
[MPIF Standard 03] respectively. The apparent density measurement for free-flowing
powders was carried out using a Hall meter [MPIF Standard 04]. However, because some
of powders made by IAP are very big and/or have an irregular shape, the apparent density
had to be measured using the Carney apparatus for non-free-flowing metal powders [MPIF
Standard 28). Flowability was measured only for those samples that could freely flow
through the Hall flow meter.

Sieve analysis was also done according to MPIF Standard 05 [MPIF Standard 05].
Since, in some cases, the total amount of sample was less than 0.1 kg, analysis was
performed using the whole lot rather than 0.1 kg. The sieve analysis results were reported
using Log-normal plots [Boyko and Henein, 1993] to determine the geometric mean size

and the geometric standard deviation of a powder size distribution. Powder shape was
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examined using a Hitachi S-2700 Scanning Electron Microscope (SEM) .

4.4 Microstructure Characterization

To understand the characteristics of this new atomization technique, the
microstructure of the IAP powder was examined and compared with that obtained in other
atomization processes. Most of the powders examined had low melting points, therefore
cold mounting was used to limit the possibility of recrystallization during the preparation
of samples. Sealtronic epoxy resin was mixed with hardener at a ratio of 2:1 by volume
or 2.2:1 by weight and stirred slowly (to eliminate the generation of bubbles) for about
1800 s. The epoxy mixture was allowed to set for about 30 minutes to eliminate any of
the bubbles generated during the mixing process. Powders of different sieving ranges
were placed in separate moulds and then the epoxy mixture was poured into each mould.
The samples were cured for 24 hours. No appreciable increased temperature was
measured during the curing process. After curing, the samples were taken out of the
moulds (this was not necessary if a piece of plastic tube was used) and ground with
successively finer silica-sand paper from 240 to 600 grit. After grinding, a rough
polishing was performed using 6 um diamond paste on an automatic polishing wheel at
low speed for aluminum-copper alloys. For the lead-tin alloy, rough polishing was done
manually on a small polishing wheel with 6 x 10° m diamond paste.

Final polishing was done using 3 x 107 m alumina paste on the automatic

polishing wheel at high speed for aluminum-copper powders. Intermediate polishing was
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performed on a small polishing wheel manually with 3 x 107 m alumina paste for lead-tin
alloy powders. Final polishing for lead-tin alloy powder was done by using colloidal
silica (pH=9.8). After polishing, the surface of the specimen was immediately given a
water wash.

For lead-tin alloy powder, the following etchant was prepared: 80 x 10°m®
glycerol mixed thoroughly with 10 x 10 m? nitric acid and 10 x 10 m® acetic acid. The
mixture was then heated to 311-315 K and the samples etched for about 300 s. For
aluminum-copper alloy powder, diluted Keller's reagent [Lyman, 1973] was used that is,
dilute Keller's reagent 1:1 with water. The Keller's reagent is a mixture of 2 x 10° m’
HF (48%), 3 x 10 m® HCI (concentrated), S x 10° m* HNO, (concentrated), and 190 x
10°m water. The sample was immersed in the reagent for about 10 s.

After etching, samples were examined under an optical microscope. For the
samples that were intended to be examined in the SEM, over etching was necessary.
Samples were then carbon-coated and examined in the SEM. For large powders, the
microstructure in different areas such as in the centre part of the powder, at the edge of
the powder, and in the small section (those powders not ground to the centre section yet)
were examined. Both pictures and digitized images were taken for the areas of interest.
The digitized images were converted into TIFF files which were then used for image
analysis.

Dendrite arm spacings were measured either manually or using an image analyzer.

The procedure of image analysis will be described in the next section.
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4.5 Image Analysis

Image analysis of a microstructure was performed with a software package named
Optimas v3.01 [BioScan, 1991}, an image analysis toolbox. It can be used for both image
processing and image measurement. In order to measure the Secondary Dendrite Arm
Spacing, the digitized image obtained from the SEM was processed so that the eutectic
regions appeared black and the dendrites white. Then the white dendrites were shrunk into
a skeleton of the dendritic structure by the SkeletonizeFilter function in Optimas. This
function reduces background objects (white dendrites) in an image to a series of line
segments by eroding the binary image to single pixel wide line segments. A line was
drawn across a number of Secondary Dendrite Arms. The luminance of the points of
intersection between the line drawn and the Secondary Dendrite Arm skeleton was high,
while in the other parts low. A FORTRAN program, as shown in Appendix D, was
written to distinguish the points of intersection based on luminance measurements made
on the imaging system, to calculate the coordinates of the points of intersection, and to
calculate the Secondary Dendrite Arm Spacings based on the coordinates of the points of
intersections.

These measured Dendrite Arm Spacings were compared with those reported in the
literature from other powder-making techniques, such as gas and centrifugal atomization.
In addition, the measured Secondary Dendrite Arm Spacings were compared with those
predicted from cooling rate calculations from a specific alloy. The predictions were

obtained using the model described in Chapter 3.
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4.6 Summary

The apparatus and the powder characterization described above were used to study
the effect of operating parameters such as applied frequency and relative amplitude (or
acceleration of the impulse applicator), nozzle-impulse applicator distance, orifice size of
the nozzle, viscosity of the melt, melt superheat, and oxygen content, on the following
powder and process characteristics: size, size distribution, alloy throughput, droplet
velocity, microstructure, powder flow rate, apparent density, and powder shape. These

studies will be described in the next chapter.
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CHAPTER §: OPERATING VARIABLES OF IAP - RESULTS AND

DISCUSSION

Operating parameters, such as frequency, relative amplitude, orifice size, nozzle-
impulse applicator distance, superheat, oxygen content, number of orifices, and crucible
bottom to pulsator distance will profoundly influence the quality of powders. However,
the effect of these parameters is more empirical knowledge than theoretical understanding.
In this chapter, the effects of several operating variables on powder size and size
distribution, powder shape, and throughput of droplets produced by IAP will be presented
and discussed. Furthermore, the effect of viscosity for highly viscous melts will also be
presented and discussed. These results will clearly illustrate the flexibility of the IAP to
generate droplets of desired characteristics. The disintegration mechanism of liquid jets
from a capillary will be presented. The disintegration mechanism of IAP will also be
proposed and compared with those for continuous jet and drop-on-demand methods.

Finally the advantages of IAP will be summarized.

5.1 Accuracy in Measuring Atomizing Variation

In this thesis, all geometric mean particle sizes and standard deviations were
calculated using a log-normal spreadsheet procedure developed by Boyko and Henein

[Boyko and Henein, 1993]. In this procedure, the cumulative particle size distribution of
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the screen analysis was calculated using a spreadsheet package. Then the log-normal
probability distribution function was calculated based on a series approximation of 16
terms. The geometric mean particle size, d,, was calculated after the rendition of the
distribution to a "Gaussian" distribution. The geometric standard deviation, O,, was
calculated from the ratio of dg, to dg,.

Figure 5-1 shows two typical log-normal plots of Zn-0.05wt%Pb alloy atomized
by IAP. The nozzles used for both experiments were composed of a linear array of seven
holes as shown in Figure 4-3b with a nominal hole size of 5 x 10* m. The frequency
used was 200 Hz, while the relative amplitude used was 29% of the maximum supplied
by the impulse generator A. The separation distance between the nozzle (bottom of the
crucible) and the impulse applicator was about 1.3 x 10° m. Droplets were atomized at
810 K and 820 K into a nitrogen atmosphere which contained 200 ppm oxygen and 160
ppm oxygen in Figure 5-1a and 5-1b, respectively. The results, presented in Figure 5-1a
and 5-1b, show geometric mean sizes of 6.79 x 10*m and 6.60 x 10* m. They are within
2 x 10° m. The geometric standard deviations of powders from these two runs were 1.44
and 1.46, a difference of 0.02. The results indicate good reproducibility. Droplets were
spherical in both experiments.

Similarly, two experiments for Zn-0.05wt%Pb were performed using a smaller
nominal hole size of 1.5 x 10* m (1 hole in the centre as shown in Figure 4-3a). The
alloy was atomized at 790 K using a frequency of 100 Hz and a relative amplitude of
57% maximum. The droplets were atomized into nitrogen containing 200 ppm oxygen

in one run and 250 ppm oxygen in the other run. The nozzle to impulse applicator
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distance was 1.7 x 10 m in both runs. The corresponding geometric mean size was 3.53
x 10 m for the first run and 3.69 x 10 m for the second, while the geometric standard
deviation was 1.22 and 1.25 respectively. The change of geometric mean size was within
2 x 10°m and the change of geometric standard deviation was 0.03, which agreed with
the results obtained using a larger nozzle size. Therefore, the Impulse Atomization
technique yields good reproducibility of particle size and size distribution within 5%.
The results presented in this section show a good reproducibility of the Impulse
Atomization Process. The experimental parameters can normally be controlled quite
precisely. The accuracy of frequency control is 0.1 Hz and the accuracy of relative
amplitude control is 2% maximum. The oxygen content reading panel is a log scale with
a reading accuracy within 5%. The theoretical value of accuracy for nozzle-impulse
applicator distance is 7 x 10° m as described in Chapter 4. The temperature reading is
% 0.1 K while the control of the temperature in the induction furnace is normally
within 10 K. The orifice size of the nozzle can be manufactured within the accuracy of
+2 x 10 m in most cases in this work and it can normally be measured accurately within

S$x10°m.

5.2 Effect of Frequency

With a nozzle having a nominal hole size of S x 10* m in a square pattern of 37
holes as shown in Figure 4-3c, Pb-12wt%Sn alloy was atomized at 670 K in air. It is

seen in Figure 5-2 that the geometric mean size decreases from 1123 to 899 x 10 m with
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increasing frequency from 120 Hz to 240 Hz, while the geometric standard deviation
increases from 1.34 to 1.49. The experiments were performed at approximately the same
acceleration conditions as will be shown in Section 54.

Only a small range of frequencies were studied (120-240 Hz). Appendix C shows
the resultant acceleration of the impulse generator for each applied frequency. Since the
acceleration of impulse generator B is nearly unchanged in the range of frequencies from
120 Hz to 240 Hz, it was chosen to study the effect of frequency on size and size
distribution of the droplets produced by this vibrator.

The wavelength, A, is obtained from:

A=X (94)
S

where u is the velocity of the discontinuous stream and f is the frequency of the vibrator
applied to the discontinuous stream.

Using high-speed video photography (Chapter 4) and a mathematical model
(Chapter 3), it was determined that the initial velocity of the droplets was of the order of
1 m/s.

It was assumed that the stream diameter is equal to the orifice diameter of the
nozzle. The minimum velocity to form a 5 x 10 m continuous jet is 1.6 m/s according
to Equation (23). The actual jet velocity in these experiments were not measured but was
estimated about 1 m/s. According to Rayleigh's theory (Equation (4)), the optimum
wavelength for a discontinuous stream diameter of § x 10 m is therefore 2.22 x 10° m.

This corresponds to an optimum frequency of about 730 Hz for generating monodispersed
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droplets. Clearly, the neither velocity nor the frequencies used in these experiments were
optimized. As a result, the droplets formed were not monodispersed but had a distribution
as seen in Figure 5-1.

In addition, a discontinuous stream with an exit velocity of 1 m/s at an applied
frequency of 120-240 Hz, yielded a wavelength of 8.3 t0 4.2 x 10°m. This range was
clearly larger than the critical wavelength of 1.5 x 10 m (A =rd). Recall that for A<A,,
the segments of fluid will spherodize into a single droplet. Thus, we would expect that
each segment will break-up into multiple droplets. This will be shown again in Section

5.13.

5.3 Effect of Relative Amplitude

Although the absolute amplitude applied by the pulsator was not measured, the
relative amplitude of the impulse applicator was controlled and recorded as the percentage
of the maximum amplitude achievable by the pulsator at a given frequency. To study the
effect of relative amplitude on the geometric mean size and geometric standard deviation,
Sn-15wt%Pb alloy was atomized at 640 K in a nitrogen atmosphere with 100 ppm oxygen
content. For these experiments the atomizing nozzle was comprised of a single hole in
the centre of the nozzle plate with nominal diameter of 5 x 10* m as shown in Figure 4-
3a. A frequency of 100 Hz was used in these experiments. It is evident from Figure 5-3
that the geometric mean size decreases significantly from 7.5 x 10° m to 4.7 x 10° m

when the relative amplitude increases from 10% to 29%, while the geometric standard
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deviation increases from 1.39 to 1.67.

Although the amplitude of the plunger immersed in the molten metal was not
measured, the amplitude of the impulse applicator in air was estimated as shown in Table
5.1. This was done by placing a ruler marked with reference points next to the plunger.
The amplitude was then estimated by reading how much the marker was moved during
the operation. The amplitude of the plunger in the molten melt is expected to be smaller
than the values shown in Table S.1.

The results also showed that smaller droplets were obtained with higher relative
amplitudes. This result is reasonable because the higher the relative amplitude, the higher
the absolute amplitude, and hence the higher the acceleration of the plunger, that is, the
higher the force applied by the plunger on the melt. It is reasonable to expect that the
higher the plunger amplitude is, the higher the energy supplied to the melt exiting the
orifice. Thus, the discontinuous stream emanating from an orifice would break up into
droplets having a smaller average droplet size and a wider size distribution. This is seen

in Figure 5-3 and will again be discussed in Sections 5.4.
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Table §.1

Estimated Amplitude of the Impulse Applicator in Air

Frequency
(Hz)

Relative Amplitude
(%maximum)

Amplitude in Air (10°m) |

100

19
29
57
86
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5.4 Effect of Acceleration

The acceleration of the impulse applicator is determined by the characteristic of
the pulsator and the voltage of the power supply. These in turn define the combination
of frequency and amplitude that yield a corresponding acceleration. In each experiment,
the voltage and the frequency were recorded, and the acceleration of each impuise
calculated. Two vibrators were used: one for Pb-Sn alloy and another for all the other
alloys. These two vibrators have the same model number, but their specification curves
are slightly different. The relative amplitudes and frequencies used were converted into
acceleration using the impulse generator characteristics shown in Appendix C.

As shown in Appendix C, if a frequency of 100 Hz is used from impulse generator
A, an acceleration of 313.6 m/s? is read from the graph. If 29% of maximum amplitude
is used, then the actual acceleration would be 90 m/s®. Figure 5-4 shows the effect of
acceleration of the impulse applicator on the geometric mean size and geometric standard
deviation for Sn-15wt%Pb alloy atomized at 640 K into nitrogen. Clearly, the geometric
mean size decreases with increasing acceleration while the geometric standard deviation
increases with acceleration.

The effect of plunger acceleration on size and size distribution was plotted in
Figure 5-4. It is evident that the higher the plunger acceleration, the more energy is
supplied to the melt, resulting in a decreased geometric mean size and a larger geometric
deviation. It is also seen from this figure that both the average size and standard

deviation of the powder produced can be varied over a large range. In this instance, the
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geometric average size varies from 7.5 ym to 4.7 x 10* m and the geometric standard

deviation changes from 1.39 to 1.71 by varying the plunger acceleration.

5.5 Effect of Orifice Size

Orifice size is another important variable that can be used to affect the size and
size distribution of droplets generated by IAP. Table 5-2 shows experimental conditions
and results for Zn-0.05wt%Pb alloy atomized at 810-860 K in nitrogen at 200 Hz. The
nozzle design is shown in Figure 4-3b. The nozzle-plunger distance was 1.3 x 10° m.
Pb-12wt%Sn alloy was atomized with an orifice configuration as shown in Figure 4-3¢c
at 670 K in air with 160 Hz. In both runs, 60% of maximum amplitude was used. It can
be clearly seen that the geometric mean size, d,,, increases with increasing orifice size,
while the geometric standard deviation, O,, decreases with increasing orifice size (over
this size range).

The results in Table 5-2 show that the particle size decreases with decreasing
orifice size of the nozzle, but the decreasing trend is not linear. This trend occurs because
for a smaller orifice size, the discontinuous stream generated by the plunger through an
orifice is thinner. Under similar experimental conditions, the length of the ligaments are
assumed to be the same. Thus the smaller hole sizes will yield ligaments of smaller
volume which in turn will yield smaller-sized droplets. Note, however, that the powder
mean size does not decrease monotonically with orifice size. This can be explained using

the following analysis. According to the Hagen-Poiseuille law [Bird et al, 1971],

109



-2 0,2y (95)

where Q is the volume flow rate, p is the dynamic viscosity, r and L are the radius and
the length of the capillary respectively, and p, and p, are the values of the mean pressure
at the two ends of the orifice. In terms of the average fluid velocity, the volume flow rate

can be written as:

Q=nr¥, 6)

where u; is the average jet velocity within the capillary. Equating Equations (95) and (96)

and solving for p,-p,, the pressure difference on either side of the orifice is given by:

8|.|.la[
P Pp= 2 o7
J

Clearly, the pressure difference is inversely proportional to r,-’. Thus, a higher pressure,
force or acceleration is required to achieve flow in a smaller orifice size having the same
capillary length L. In other words, the force needed to push fluid through the capillary
is inversely proportional to the square of the orifice size. However, the force applied for
all three different orifice sizes (Table 5-2) is about the same. Hence the geometric mean

size does not decrease linearly with a corresponding decrease in orifice size.
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Table §-2. Effect of Orifice Size

a: Zn-0.05wt%Pb alloy, 200 Hz, 810-860 K, Nitrogen with 160-400 ppm

Oxygen Content

Nominal Orifice Size (10 m)

130

250

500

Nominal Orifice Size (10°m)

250 775 1.60

500
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5.6 Effect of Nozzle-Impulse Applicator Distance

Figure 5-5 shows the effect of nozzle-impulse applicator distance on the size and
size distribution of spherical Al-10wt%Cu alloy atomized by IAP at 1060 K in nitrogen
containing 80-100 ppm oxygen, using a frequency of 100 Hz and 32% of maximum
amplitude. The nozzle design is as shown in Figure 4-3b. Increasing the nozzle-impulse
applicator distance from 1 x 10 m t0 2.5 x 10 m reduces the geometric mean size from
462 x 10* m t0 4.16 x 10* m, but increases the geometric standard deviation from 1.26
to 1.31. However, when the crucible-piston distance increases further from 2.5 x 10° m
to 3.2 x 10 m, the geometric mean size increases to 4.64 x 10* m and the geometric
standard deviation decreases to 1.26 again. Conceptually, there is a limit to the maximum
nozzle-impulse applicator distance, at which no atomization will occur. Increasing the
plunger-nozzle distance will result in smaller energy transferred to the melt flowing
through the orifice. This results in a larger geometric mean size and a smaller size
distribution. This is consistent with the plunger acceleration results discussed earlier in

Section 54.

5.7 Effect of Superheat

The effect of superheat on the size and size distribution of Al-10wt%Cu alloy and
Pb-12wt%Sn alloy are shown in Figure 5-6. The experiments of Al-10wt%Cu alloy were

carried out using impulse generator A in a nitrogen atmosphere with the oxygen content
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varying from 15 ppm to 110 ppm. The frequency used was 100 Hz and the relative
amplitude was 32% of the maximum of the pulsator. From Figure 5-6 it is noticed that
increasing superhea;t from 50 K to 200 K reduces the geometric mean size only slightly
after the first 50 degree increase of superheat, while the geometric standard deviation is
almost unchanged.

The experiments on Pb-12wt%Sn alloys were carried out using impulse generator
B in air using the nozzle design shown in Figure 4-3c. The nominal diameter of the
nozzle was 5 x 10* m. The frequency used was 160 Hz and the relative amplitude was
set at medium (which is about 50% maximum). As the superheat increases from S0 K
to 150 K, the geometric mean size decreases slightly from 8.5 x 10°mto 7.5 x 10° m.
Similarly to Al-10wt%Cu alloy, the size reduction is more significant in the first 50
degree increase of superheat. The geometric standard deviation is again almost unchanged
(from 1.25 t0 1.29).

These results show that the average droplet size decreases slightly with increasing
temperature or superheat. The slight reduction in mean size is probably due to the
decrease in viscosity and surface tension with increasing temperature, which makes the

molten metal ligaments break up more easily.
5.8 Effect of Oxygen Content on Size, Size Distribution and Powder Shape

Figure 5-7 shows the effect of oxygen content of the gas atmosphere on the

geometric mean size and geometric standard deviation of Zn-Pb alloy powder.
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Atomization was carried out using 100 Hz impulse, 32-38% maximum relative amplitude
(impulse generator A) with 1.7 x 10° m nozzle-plunger distance with seven holes in a
row, except for the run in air, where a 1-hole nozzle design was used. The nominal size
of the nozzle orifice is 2.5 x 10* m. From the figure, it is scen that both the geometric
mean size and geometric standard deviation do not change very much with increasing
oxygen content. The actual change might be larger than what is shown in the graph,
since the larger the oxygen content, the more dripping was observed. The dripped
droplets stuck together with atomized droplets, which could not pass through the sieves.
The higher the oxygen content, the more significant was the dripping. When the
experiments were carried out in inert gas such as nitrogen, spherical powders were
obtained.

Another set of experiments was carried out on two Pb-Sn alloys. The frequency
used was 160 Hz and relative amplitude was about 50% maximum. Figure 5-8a shows
an example of Sn-15wt%Pb droplets produced at 640 K in nitrogen which contained 130
ppm oxygen. A single-hole 5 x 10* m nominal size nozzle was used. The frequency
used was 100 Hz and the relative amplitude was 29% maximum. This is in contrast to
the case when atomization of this alloy was carried out in air. In this case, the solidified
powder had a tear drop shape as shown in Figure 5-8b. It is apparent that the oxide film
formed on the surface of the ejected ligaments impeded further breaking up and
spherodization. Thus, larger and tear shaped powder was obtained. Figure 5-8b is an
example of Pb-12wt%Sn droplets produced at 670 K in air. In this picture, the

spherodized end of the acicular particle was the first metal out of the orifice. It is seen

114



that it started to spherodize. A 37-hole nozzle as shown in Figure 4-3c was used with a
nominal orifice size of 2 x 10° m. The length to diameter ratio of the droplets was up
to 15, and 8 on average, which was larger than 4.4, the optimum length to diameter ratio
given by Rayleigh's theory. This also shows that the elongated segments would break up

further into smaller droplets had the experiment been performed under an inert gas

atmosphere with the segments being allowed to break up before solidification of the

oxidized shell. This will be further addressed in Section 5.13.

5.9 Effect of Number of Orifices

Table 5-3 shows the effect of the number of orifices per nozzle plate of Al-
10wt%Cu alloy atomized at 1060 K in nitrogen by using nozzles with a nominal size of
250 pm. The frequency used was 100 Hz while the relative amplitude used was 30%
maximum. Tiie oxygen content of the atomization atmosphere was 60 ppm for the 1-hole
nozzle plate and 80 ppm for the 7-hole nozzle plate.

It can be seen that both the geometric mean size and the geometric standard
deviation increase with increasing number of holes. The overall change in both geometric
mean size and geometric standard deviation is small.

Since the 7-hole nozzle was constructed in a line, the holes at the edge of the
nozzle may see more damping than the hole in the centre, therefore slightly larger droplets
may be produced from the orifices at the edge of the nozzle than those near the centre of

the nozzle. This is why both the geometric mean size and the geometric standard
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deviation are larger for 7 holes in a row than a single hole at the centre of the nozzle.

Table 5-3

Effect of Number of Orifices per Nozzle Plate on Al-10wt%Cu Alloy

Temperature (K)

Frequency (Hz)

ll Relative Amplitude (%maximum) 30 30
" Actual orifice size (10 m) 285 249
| Oxygen Content in Atmosphere (ppm) 60 80

396 445

" Geometric Mean Size (10° m)

Geometric Standard Deviation
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5.10 Effect of Acceleration on Throughput

Table 5-4 shows the melt throughput of Sn-15wt%Pb alloy under different
accelerations. These experiments were performed at 640 K in a nitrogen atmosphere and
in a crucible with a single x 10“ m orifice. The frequency and relative amplitude used
were 100 Hz and 29% maximum respectively. It can be seen that the alloy throughput
of the IAP increases with increasing acceleration. The last column in Table 5-4 shows
the melt throughput for multiple holes on the basis that the total area of holes is
equivalent to a metal delivery tube of 3 x 10” m diameter.

The acceleration was determined using the data in Appendix C. From Table 5-4,
it is evident that the alloy throughput increases with increasing acceleration provided by
the impulse generator. The throughput per hole is small due to small orifice area of a
hole. Had more orifice areas been available (e.g., using multiple holes), the production
rate would have been increased. Converting the melt throughput per hole to that per a
total orifice area equivalent to a melt delivery nozzle diameter of 3 x 10” m, a production
rate of 0.028 kg/s can be achieved. This is comparable to some conventional gas

atomization systems.
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Table 5-4

Acceleration
(m/s?)

Throughput of Sn-15wt%Pb Alloy

(5 x 10 m orifice size, 640 K, nitrogen)

(10° m)

Rate per Hole
(10 kg/s)

Rate for Equivalent Metal
Nozzle,

for Diameter of 3 x 10°m

(10° kg/s)

1197

16.7

1274

629

149

058

217

118

283




5.11 Effect of Orifice Size on Throughput

Table 5-5 shows the throughput of a Zn-Pb alloy using different orifice sizes. The
experiments were carried out at 810-860 K in an atomizing chamber filled with nitrogen,
with a relative amplitude of 29-100% of the maximum of the pulsator at 200 Hz.
Obviously the production rate per hole decreases with decreasing orifice size due to
smaller cross-section area, higher capillary forces and higher friction forces in the orifices.
Note that less force is needed to overcome the capillary forces in a larger-sized orifice

than in one of smaller diameter.

Table §-§ Throughput of Zn-Pb Alloy (810-860 K, Nitrogen)

Acceleration Rate per Rate for Equivalent Metal

(m/s?) i Hole Nozzle,
(10%kg/s) | for Diameter of 3 x 10° m
(107 kg/s)

4.17

9.67

8.83
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§.12 Effect of Melt Viscosity on the Process

§.12.1 Background

Experiments were made to investigate the feasibility of atomizing high viscosity
melts such as Selenium using the Impulse Atomization Process. Molten metal was fed
into the nozzle at the bottom of the crucible by an impulse applicator (plunger) which
moved up and down in the crucible. It was believed that both the viscosity and plunger
size must play a role in the atomization of high viscosity melts. Molasses, a highly
viscous fluid at room temperature, with a viscosity of 40 Pa s, was chosen as a physical
model of high viscosity melts. The experimental trials with molasses and Selenium will

be described in this section.

5.12.2 Experiment

An alumina crucible and nozzle plates with one hole and 5 x 10 m orifices were
used for the physical modelling experiments with molasses. Different frequencies, relative
amplitudes, plunger diameters, and nozzle-plunger distances were tested with this material.
The results shown in Table 5-6 indicate that it is not possible to atomize highly viscous
pure molasses with a 3.7 x 10 m plunger under the operating conditions shown in the

Table 5-6.
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Table 5-6 Atomization of Pure Molasses with 3.7 x 10? m Diameter Plunger

Nozzle-Plunger Frequency (Hz) | Relative Amplitude
Distance (10 m) (%maximum)

1.7 0-57* not atomized

1.7 38 not atomized

1.7 38 not atomized

1.7 38 not atomized

0.6 not atomized

13 not atomized

25 not atomized

T
[
|
j

*: Maximum relative amplitude to be used in this setting as the plunger will hit the

nozzle.
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Molasses was then mixed with different amounts of water to make fluids with
varying viscosities to determine the maximum viscosity of the fluid that the current
system can atomize. Table 5-7 shows it is possible to atomize viscous liquids with
viscosities as high as 0.06 Pa s (which is 20 times higher than most of the metals) with
2 3.7 x 10“m plunger. The viscosity of Selenium is 0.4 Pas at 620 K and 2 Pa s at 570
K [Hubt, 1994]. As both of these are much higher than 6x10° Pa s, it is not possible to
atomize selenium with a 3.7 x 10° m plunger with the impulse generator used for this
thesis.

As shown in Equation (95), to obtain the same volume flow rate, higher pressure
(p)) is required for a material with higher viscosity. The pressure of the plunger equals
the force of the plunger divided by the cross section area of the plunger A,. Since the
maximum plunger force is the same for both viscous and non-viscous systems, the only
way to achieve a higher pressure (p,) for a viscous system would be to reduce the plunger
cross section area A,

Therefore, a smaller cross section plunger with a diameter of 6.5 x 10° m was
used. Atomization of a mixture of molasses and water was carried out with a 6.5 x 107
m plunger using a 4 x 10™ m single-hole crucible. Tables 5-8 to 5-11 show the physical

model results of this experiment.
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Table §-7

Atomization of Mixtures of Molasses and Water with 3.7 x 10 m Plunger

Observation

began to atomize

began to atomize

Table 5-8

(p)

began to atomize |

Effect of Frequency on the Atomization of Water with a 6.5 x 10° m

Plunger

Water :
Molasses
(by volume)

Nozzle- |Frequency
Plunger (Hz)
Distance

(10° m)

Amplitude
(%maximum)

Observation

1.7

began to atomize

0.009 1:0 17 50 54 began to atomize
0.009 1:0 1.7 100 76 began to atomize |
0.009 1:0 1.7 200 0-100 did not atomize
0.009 1:0 1.7 2000 0-100 did not atomize

1.7

20000
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Since this was an experiment with the small diameter plunger, water was used to
find the optimum operating conditions, as shown in Table 5-8. Different frequencies were
used. It was found that at low frequencies, 25 Hz and 50 Hz, the absolute amplitudes of
the plunger were too large. The plunger hit the bottom of the crucible at higher relative
amplitudes. At higher frequencies of 200 Hz, 2000 Hz, and 20000 Hz, the absolute
amplitudes were too small to initiate atomization. Therefore 100 Hz was still a
reasonable frequency to use. With this frequency of 100 Hz, different nozzle-plunger
distances were attempted, as shown in Table 5-9. From this table, it is clear that the
smaller the nozzle-plunger distance, the smaller the relative amplitude needed to start
atomization. A smaller nozzle-plunger distance was favoured for the runs. However, a
nozzle-plunger distance close to zero is not a good choice, since it limits the absolute
amplitude of the plunger. Therefore, a nozzle-plunger distance of around 0.4 x 10> m
was proper.

A mixture of 25 vol% water and 75 vol% molasses (water:molasses = 1:3,
viscosity = 0.6 p) was then tested, as shown in Table 5-10. This mixture atomized. The
results for different nozzle-plunger distances show a similar trend as those with water.
For a higher viscosity (0.2 Pa s) mixture of 1/6 of water and 5/6 of molasses, atomization
was equally successful (Table 5-11). These results agree with the theory discussed in
Section 5.12.2, confirming the feasibility of atomizing Selenium around 570-620 K. The
results in Table 5-11 show that at 100 Hz and 38% maximum amplitude, atomization
occurred for a fluid with viscosity of 0.2 Pa s, but no atomization occurred for pure

molasses with a viscosity of 40 Pa s.
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Table §-9 Effect of Nozzle-Plunger Distance on the Atomization of Water with a

6.5 x 10° m plunger

Observation

began to atomize j

began to atomize |

began to atomize |

began to atomize

began to atomize
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Table S-10  Effect of Nozzle-Plunger Distance on the Atomization of Mixtures of
Molasses and Water with a 6.5 x 10° m Plunger

Observation

began to atomize

began to atomize

began to atomize

began to atomize

Table 5-11 Effect of Water:Molasses Ratio on the Atomization of Mixtures of

Molasses and water with a 6.5 x 10° m Plunger

Water :
Molasses
(by volume)

Frequency
(H2)

Relative
Amplitude
(%maximum)

Observation

began to atomize |

*: sounds at higher amplitude.
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It is known that the viscosity of Selenium at 620 K is 0.4 Pa s, and 2 Pa s at 570
K [Hudt, 1994]. This means that it is possible to atomize Selenium in the temperature
range from 570 to 620 K. The experimental results shown in Section 5.12.2 and Figure
5-9 agree with the physical model prediction very well.

Based on the results of the physical model, an experimental trial was performed
using selenium. A 1-hole nozzle of 3.5 x 10* m diameter was used together with a 6.5
x 10° m plunger. The crucible-plunger distance was 0.4 x 10° m. Selenium powder was
collected with a one liter-sized beaker filled with 8 x 10 m® water at the bottom of the
atomizer. The atomizer was filled with Argon with 320 ppm oxygen. Dripping was
observed after the temperature reached 590 K. Atomization started at a frequency of 100
Hz and a relative amplitude of 22% of maximum at 610 K. A nice atomized stream was
formed. No dripping and very little fuming were observed during atomization. After
atomization at 610 K for 300 s and while still atomizing, the temperature was gradually
reduced to 580 K when atomization stopped. Figure 5-9 shows the plot of temperature vs.
time for this run. Thus by appropriate modification of the plunger, a highly viscous

material such as Selenium can be atomized at a viscosity of nearly 2 p.

5.13 Proposed Atomization Mechanism of IAP

The differences between the Impulse Atomization technique and other single fluid
methods like the continuous jet and drop-on-demand methods will be described in this

section. First, the formation of discontinuous streams will be described, then the number
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of droplets produced per impulse will be determined and compared with those of the two

methods above.

5.13.1 Formation of Discontinuous Streams by IAP

Figure 5-10 is the schematic drawing of the formation mechanism of discontinuous
streams in I[AP. When the impulse applicator is immersed in the fluid and moves in the
direction of the nozzle with sufficient acceleration as shown in Figure 5-10a, some fluid
is pushed through the orifice in the nozzle, exits and detaches from the fluid in the
crucible. An elongated segment of molten fluid stream is formed. This segment of
stream is longer than =d. From Section 2.2.2.1, such a stream will be unstable and will
break up into smaller fluid segments or ligaments. As shown in Figure 5-8, the length
to diameter ratio of the segments is normally much larger than =, averaging 8. The
ligaments then spherodize into droplets if they are still fluid. Figure 5-8b also shows the
tendency toward break-up and spherodization. Had the droplet surface shown in Figure
5-8b not been oxidized, it would have broken up into smaller droplets as would occur
under an inert gas. Meanwhile, the impulse applicator moves away from the nozzle, as
shown in Figure 5-10b, and another cycle begins to form another elongated segment of
molten fluid as shown in Figure 5-10c. If the segment was oxidized without breaking up,

Figure 5-10d would be observed.
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§.13.2 The Number of Drops per Second

The hypothesis is that discontinuous streams of fluid are produced by the applied
impulses: one stream of discontinuous elongated segments per impulse per orifice. The
purpose of the following analysis is to determine if the stream further breaks up and
spherodizes into several droplets or simply spherodizes into a single droplet. This can be
done by calculating the number of droplets produced per second and comparing this to
the applied frequency. This will determine if multiple droplets were produced per impulse
per orifice.

According to the sieving results, the mass fraction for each sieve corresponding
to a mid-size d, is f;. If a total weight of powder W is atomized during a period of time,
t, the number of particles corresponding to the size range per unit time can be obtained

by the following formula:

A

Ed’et
6:9

n..=

(98)

where p is the density of the material. Accordingly, the total number of droplets, n, can
be calculated by summing the number of droplets in all the size ranges in a sieving test.

Therefore,

5 ¥

i=0 %d,’pt

(99)

A sample run using a single-hole nozzle was selected for this analysis. Al-
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10wt%Cu was atomized at 1060 K in Nitrogen with 60 ppm Oxygen by impulse generator
A. The frequency was 100 Hz. The relative amplitude was 32% maximum. A 496 g
of sample was collected during a period of 1800 s. The orifice size of the nozzle was
285 x 10* m. The geometric mean size was 4 x 10* m and the geometric standard
deviation was 1.19. The sieving results are shown in Table 5-12.

Hence, a total number of 319 droplets were produced per second using an impulse
frequency of 100 Hz. In other words, about three droplets were produced per impulse per
orifice.

As discussed in Chapter 2, the fundamental mechanism of the continuous jet
method is the disintegration of continuous jets by applying a vibration with an optimum
wavelength (Figure 2-2c). A sufficient amount of overpressure is necessary in order to
supply the jet with enough velocity to make a continuous jet. On the other hand, as
discussed in Chapter 2, only a small amplitude of vibration is necessary to disturb the jet.
Therefore, not only is it important to use a sufficient amount of overpressure to ensure
a sufficient amount of jet velocity, but also it is equally important to use the optimum
frequency corresponding to an optimum wavelength to disturb the jet. However, with IAP
the discontinuous streams are produced by an impulée applicator. The streams are
discontinuous since they are produced during each half cycle of the wave, while during
the other half cycle of the wave no fluid emanates from the orifice, as shown in Figure
5-10. The discontinuous streams or jets were formed by the impulses. It has been
observed experimentally that the molten metal head used in the experiments presented in

this thesis was not sufficient to push molten metal through holes. Therefore, it is
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important to ensure that sufficient amount of amplitude of impulses is used to generate
the discontinuous streams.

As discussed in Chapter 2, with the drop-on-demand method, one drop is produced
per impulse. However, with IAP, multiple droplets are produced per impulse as
demonstrated in this section. Table 5-13 shows a few more examples chosen from
various alloys calculated using Equation (98). It is clear that multiple droplets per
impulse were produced. This shows that IAP is fundamentally different from the drop-on-
demand method.

Furthermore, Figure 5-8b shows the segments of Pb-Sn alloy droplets produced
in air which freeze the discontinuous segments before further breaking-up into smaller
droplets. The segments would have broken further up in the necking places, had the

experiments been performed in inert gas atmosphere.

131



Table 5-12  Calculation of Number of Droplets from Sieving Resuits

Sieve Ranges
(10 m)

125-150
150-180
180-212
212-250
250-300
300-355
355425
425-500
500-600
600-710
710-850
850-1000

Total
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Table 5-13

(kg)

Number of Droplets per Impulse Produced by IAP

Number of
Droplets

Number of
Droplets per |
Impulse per
orifice

071492

Pure Zn

100

0.0856

20

1298

13

072092 | Zn-0.05wt%Pb| 200 0.0998 91 835 4
072892| Sn-15wt%Pb 100 0.0826 | 120 3255 33
080492 Sn-15wt%Pb 200 0.1168 | 120 2927 15
060993 | Al-17wt%Cu 100 0.1001 | 1320 374 4

061493

Al-17wt%Cu

062193

Al-10wt%Cu

072393
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§.14 Advantages of Impulse Atomization Process

In this section, the advantages of Impulse Atomization Process will be summarized

and compared with those of other atomization techniques.

5.14.1 Advantages of IAP over Conventional Fluid Atomization

Powders produced by IAP have narrower size distribution than those produced by
conventional fluid atomization. As described in Section 2.1, the typical standard deviation
of gas atomized powders is normally in the range of 1.8-2.4 [Dunkley and Palmer, 1986].
However, the typical standard deviation of IAP atomized powders achieved in this work
is normally in the range of 1.2-15. This is significantly smaller than those achieved
using conventional atomization techniques.

Since the particle size distribution of powders produced by IAP is narrower, the
microstructure produced by IAP is also more uniform than gas-atomized droplets.
Furthermore, the powder microstructure produced by IAP is more uniform than
conventionally atomized powders since the heat transfer coefficient during IAP is much
smaller. This results in a smaller droplet Biot number than in gas atomization.

IAP powder microstructure is finer than that from gas atomization due to the fact
that the molten metal is stirred vigorously by the plunger, which may help reduce the
number of potential nuclei in the melt. Therefore larger undercoolings and high cooling

rates result, as will be described in Chapter 6. Another possible reason for larger
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undercooling for IAP versus conventional gas atomization is the absence or minimization
of turbulence. From SEM observations, no satellites were observed on large powder
particles, while this kind of satellite is very common during the gas atomization process.
This says that turbulence in the gas atomizer is a factor in microstructure.

Since IAP parameters can be controlled more accurately, reproducible atomization
is easily achieved. No fluid is used to atomize the melt.

According to Yule and Dunkley [Yule and Dunkley, 1994), the efficiency, as
defined in section 2.1, of gas atomized zinc in air with a closed nozzle at a molten metal
flow rate of 0.33 kg/s is 0.009%. The average size (D50 ) was 2.6 x 10°m. The
corresponding specific surface area is 50 m*kg, specific powder input is 440 x 10° J/kg,
and the theoretical power requirement is 39 J/kg.

A similar calculation was done for a Sn-15wt%Pb run atomized at 690 K in
nitrogen containing 150 ppm oxygen. The frequency used was 100 Hz. The relative
amplitude was 29% maximum. The nozzle design was 1 hole in the centre of the nozzle
plate. During 120 seconds, 8.26 x 10 kg of powder was collected. The geometric mean
size produced from this run was 4.8 x 10*m with a standard deviation of 1.42. The
power input was estimated at 30 W. The specific surface area, S,, can be calculated

according to the following equation for spherical particles:

nD’-:'—' )
g .xDn_ o =D* 6 (100)
“ W W 15 Dp

6

where D is the diameter of droplets, W is the weight of droplets, n is the number of
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droplets, W, is the weight of a single droplet, and p is the density of the metal.
Substituting D50=4.8 x 10* m and p=7880 kg/m’ yields S,=1.5 m%kg.

The theoretical specific power, S,, required to produce these droplets would be:

5,=S,1 (101)
where v is the surface energy of the droplets. Substituting ¥=0.505 J/m? yields $=0.76
J/kg. The specific power input, S,, can be calculated by multiplying the power input by
the atomization duration time, t, divided by the total weight of powder collected during

that period of time:

_powert
SP-T (102)

Substituting power = 30 Watt, t=86 s and W=0.194 kg yields S,=13 x 10° J/kg. Therefore

the efficiency for this run is S/S,=0.006%, which is the same order of magnitude as that

of gas atomization. With multiple orifice, the efficiency might be higher.

§.14.2 Advantages of IAP over Continuous Jet and Drop-on-Demand A tomization

As discussed in Section 6.1.2.3, with the Impulse Atomization technique no gas
overpressure is used over the melt; as a result, both the process and the apparatus are
simpler. It is easier to control the starting and stopping of the process since it is not
necessary to match the operation of overpressure with vibration. Commercially available
materials such as ceramics, graphite, or metals are used to construct the crucible material

and nozzle. Since discontinuous streams are generated by IAP instead of continuous jets,

136



droplets do not stick to each other, therefore, it is not necessary to use the high voitage
sources as is the case in the continuous jet technique. Furthermore, since multiple
droplets are produced per impuise, IAP is a more efficient technique than the drop-on-
demand method. The simplicity and flexibility of IAP makes it possible to atomize high

melting point materials such as copper, as shown in Figure 5-11.
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CHAPTER 6: EXPERIMENTAL RESULTS AND DISCUSSION OF

MICROSTRUCTURE ANALYSIS OF POWDERS PRODUCED

BY IAP

In Chapter S, the effect of operating conditions on size, size distribution, powder
shape, and throughput of droplets produced by IAP were illustrated and discussed. A
mathematical model of the cooling rate for Al-Cu alloy droplets was presented in
Chapter 3.

In this chapter, the microstructure of these atomized particles will be analyzed.
Using predicted cooling rates obtained using the mathematical model developed in
Chapter 3 and using the correlation between cooling rate and Secondary Dendrite Arm
Spacing (SDAS) for the Al-Cu alloy system, Secondary Dendrite Arm Spacings were
predicted for a few of the experimental conditions. These calculated SDAS results will
be compared with the measured Secondary Dendrite Arm Spacings. In addition, the
Secondary Dendrite Arm Spacing measurements of Al-Ni-Fe alloy droplets will be
compared with those in the literature described in Chapter 2.

Three kinds of alloys were investigated in this study: Al-10wt%Cu, Al-17wt%Cu,
and Al-3.7wt%Ni-1.5wt%Fe. These alloys were chosen because the cooling rate or
particle size versus SDAS relationship is available in the literature and the alloys meet

some of the production needs in the lab. For Al-17wt%Cu alloys, a master alloy was
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prepared in a resistance furnace by using 99.85% pure Al ingots and 99.9% pure Cu strips
(both purchased from Canada Metal Co. Limited, Calgary, AB, Canada) cast into cone-
shaped ingots with sizes which fit into the crucible. For Al-10wt%Cu, 99.9% pure Al and
99.9% pure Cu shot (both were purchased from Alfa Aesar, Ward Hill, MA, USA) were
used and melted directly in the crucible of the impulse atomizer. As for Al-3.7wt%Ni-
1.5wt%Fe, the same aluminum shot was used, with the addition of 99.9% pure nickel and

99.9% pure iron wire, and melted directly in the crucible of the impulse atomizer.

6.1 Calibration of Image Analysis

Before carrying out any image analysis measurements, a calibration of image
magnification was performed to quantify the magnification associated with displaying
SEM digitized images on the stand-alone image analysis system. This was necessitated,
since the magnification marker (micron bar) generated by the SEM was not retained in
the digital image saved by the SEM and since the area of digital image (0.254 m x 0.254
m) did not completely cover the area of the photo image (0.102 m x 0.152 m). The
calibration was carried out as follows. An image of a known grid size (6.4 x 10°m) was
taken in the SEM at a known magnification of 200 times. Figure 6-1a shows the original
image of the standard grids. This image was saved and transferred into a TIFF file
format. The image processing steps on the image analysis system include adjusting the
threshold to 128-255, filtering the image with a 5xS filter, transferring the image into a

black and white file, and inverting the black and white portions on the image. Then a
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skeleton (centre lines of the grid) was obtained as shown in Figure 6-1b.

After the skeleton was obtained, horizontal lines were drawn across the image at
different but regular vertical intervals. The luminance and the (x.y) coordinates of the
intersection points between the vertical grid lines and the horizontal drawn lines were
recorded. These luminance and coordinates were then converted into an ASCII file. A
FORTRAN program (see Appendix D), IMAGE.FOR, was written to read both the (x.y)
coordinates and luminance of the lines. The (x,y) coordinates of the highest luminance
(the intersection between the drawn line and the grid line) were selected. The distance
between the points with highest luminance was calculated in the program. This is the
grid length measured by Optimas™ in centimetres. Similarly, calibration of the vertical
distance was also carried out. The overall average in both directions is 2.17 x 10 m
(with 144 measurements and a standard deviation of 1 x 10 m) for an original grid
length of 64 x 10° m. This result shows that the image magnification with respect to
the actual object on the PC-CRT was 338x, and with respect to the SEM image (200x)
was 1.69x. The latter magnification factor was used on all microstructures to determine

the magnification on the PC-CRT given the magnification from the SEM.

6.2 Uniformity of Microstructure of an Al-Cu Alloy Droplet

In the following example a description is given of image processing of the Al-Cu
microstructure in order to measure the SDAS. Figure 6-2a shows the surface morphology

of a 460 um Al-17wt%Cu alloy powder, Figure 6-2b shows the cross-section of the same
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sized powder and Figure 6-2¢ shows typical micrographs of the particle taken at its centre.
These particles were obtained by atomizing at 970 K with impulses of 100 Hz and 51%
maximum relative amplitude, using a nozzle design as shown in Figure 4-3b. The
average orifice size was 1.6 x 10* m. The powders were atomized in nitrogen with
oxygen content of 45 ppm.

The characteristic dendritic structure of aluminum alloys is evident with Al-rich
dendrites (dark phase) surrounded by an interdendritic eutectic (CuAl,+Al) phase having
a lamellar structure. Figure 6-3a is the original TIFF image corresponding to the
micrograph shown Figure 6-2c, as saved in the SEM. Figure 6-3b is the same image after
processing in the image analysis system to obtain a binary (black and white) image. This
conversion was achieved in a manner similar to the grid described in the previous section.
The threshold and image filtering were carried out to eliminate noise in the digital image.
The image processing settings for threshold and filtering varied from image to image
depending on conditions such as contrast. The purpose here was to obtain a clear binary
image with minimum distortion and noise, which could be converted into a skeleton,
Figure 6-3c. A skeleton set, which appears to be from the same primary dendrite, was
chosen and a line was drawn across the skeleton set, as perpendicular as possible to it.
The luminance and (x,y) coordinates along each line were recorded. The FORTRAN
program IMAGEFOR was again used to select those coordinates along a line with the
maximum luminance. This data corresponds to the intersection points between the lines
and the skeletons (i.e. co-ordinates of SDAS from a primary dendrite). The spacing

between each skeleton (SDAS) was then calculated. Eighty-eight Secondary Dendrite
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Arm Spacings were measured in this picture. The average SDAS was 5.10 x 10 m with
a corresponding standard deviation of 1.16 x 10 m (see Table 6.1).

This procedure of analysis results in a measurement of SDAS at a given region
in a particle. When particles of the same size are mounted and polished, different regions
of a particle may be analyzed. The size of the polished area on a particle is a measure
of the particle depth where the microstructure is being examined. Thus a small and a
large cross-section would be indicative of a region close to the particle surface or close
to the centre of the particle, respectively. This analysis is carried out to determine if these
are significant microstructural variations in a given particle. The results are shown in
Tables 6-1 and 6-2. Figures 6-2c and 6-3 were both taken from the centre of a large
particle cross-section. Similarly, the images were taken at the edge of a large particle
cross-section and a small particle cross-section of a 4.6 x 10* m particle as shown in
Figure 6-4 a and b respectively. Ninety-eight SDAS measurements were taken at the edge
of a large particle cross-section. The average SDAS was 5.43 x 10° m with a standard
deviation of 1.07 x 10° m. Ninety-one SDAS measurements of the small particle section
averaged 542 x 10 m with a standard deviation of 1.32. These SDAS results are listed
in Table 6-1. It is evident that the microstructure variation is not significant throughout
the powder particle. This indicates that there is little segregation and the amount of mass

transfer is minimum. Therefore, Assumption (12) in Chapter 3 is valid.
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Table 6-1 SDAS Measurement of a 4.6 x 10 m Al-17wt%Cu Droplet at Different

Regions of a Particle

SDAS (10 m)| Number of Measurements | Standard Deviation

Centre of a large 5.10 88
particle cross-section

Edge of a large

particle cross-section

Small particle cross-

section

Table 6-2 SDAS Measurement of a 5.5 x 10° m Al-10wt%Cu Droplet at Different

Regions of a Particle

SDAS (10 m) | Number of Measurements | Standard Deviation |

Centre of a large 6.38 66

particle cross-section

Edge of a large

particle cross-section

Small particle cross-

section
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For Al-10wt%Cu alloy, the microstructure are shown in Figure 6-S and the SDAS
data is listed in Table 6-12. From the above result it is clear that the microstructure of
the Al-Cu alloys within one droplet is quite uniform. Therefore, it is suitable to apply the
lumped capacitance model or Newtonian model presented in Chapter 3 for the cooling of

a droplet.

6.3 Reproducibility of Microstructure

Figure 6-6 a and b show the microstructure of droplets from different runs for Al-
17wt%Cu atomized under the same operating conditions. The droplets were atomized at
970 K with an impulse frequency of 100 Hz and a relative amplitude of 32% maximum
by impulse generator A. The average nozzle orifice sizes were 1.4 x 10°m and 1.5 x 10°¢
m, respectively for both runs, with the nozzle design of Figure 4-3b. The atomization
atmospheres were nitrogen with 25 ppm and 40 ppm oxygen content respectively. The
resultant geometric mean size and standard deviation were 396 x 10*m and 1.29
respectively for both runs.

The average SDAS was 5.09 x 10° m with standard deviation of 1.27 from 126
measurements for Figure 6-6a, and 529 x 10° m with standard deviation of 1.01 from
87 measurements for Figure 6-6b, respectively.

During the experiment, inert gas was continuously purged into the atomizing
chamber and bled out of it. The bottom cone was always at room temperature, therefore

the ambient temperature in the tower away from the furnace did not change very much
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from the beginning to the end of the run. Therefore, it is expected that within a single
run the powder microstructure of the same sized particle will be the same at the start and

end of a run when atomized under the same operating conditions.

6.4 Effect of Particle Size on Microstructure of Al-Cu Alloys

Al-17wt%Cu alloy powder was atomized at 970 K in a nitrogen atmosphere
containing 45 ppm oxygen. A 7-hole nozzle design of 1.6 x 10 m in diameter was used.
The average particle size and standard deviation of Al-17wt%Cu alloy were 4.12 x 10*
m and 1.25 respectively. The particle size was taken as the mid-size of the sieve size
range. The measured SDAS at the edge of particle for each size range of particles is
shown in Figure 6-7 and listed in Table 6-3:

Similar results were obtained for Al-10wt%Cu alloy atomized at 1060 K with 100
Hz frequency and 32% maximum relative amplitude. The average nozzle size was 2.5
x 10° m with a nozzle design as shown in Figure 4-3b. The droplets were produced in
nitrogen with 80 ppm oxygen. The nozzle to impulse applicator distance was 1.7 x 107
m. The effect of particle size on the Secondary Dendrite Arm Spacing measured at the
edge of the droplets is shown in Figure 6-8 and in Table 6-4. Clearly, the SDAS
increases with increasing particle size. These results are consistent with the trend in the

literature as shown in Equation (27).
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Table 6-3

Particle Size
(10% m)

Effect of Particle Size on SDAS of Al-17wt%Cu Alloys

Measurement

Geometric Standard
Deviation

Total Number of
Measurement

Under Cooling
Temperature (K)

0.74

120

64

1.22

53

1.07

44 .

Table 6-4

(10° m)

Particle Size

1.50

Effect of Particle Size on SDAS of Al-10wt% Cu Alloys

Measurement

SDAS
(10° m)

Geometric Standard
Deviation

Total Number of| Under Cooling
Measurements | Temperature (K) |

0.94 264 73
200 3.48 0.90 178 58
280 4.81 1.26 95 47
390 5.14 1.29 125 38

1.56
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6.5 Effect of Superheat on Microstructure of Al-10wt% Cu Alloys

Four atomization experiments were carried out with Al-10wt%Cu at four different
melt temperatures. The nozzle design used in all the runs is shown in Figure 4-3b with
a nominal orifice size of 2.5 x 10°m. The nozzle to impulse applicator distance was 1.7
x 10°m. The frequency used was 100 Hz and the relative amplitude was 32% maximum.
The first was atomized at 960 K in nitrogen (100 ppm oxygen) which corresponds to SO
K superheat; the second at 1010 K in nitrogen with 110 ppm oxygen (i.e. 100 K
superheat); the third at 1060 K corresponding to 150 K superheat (nitrogen with 80 ppm
oxygen); and the fourth at 1110 K corresponding to 200 K superheat (nitrogen with 15
ppm oxygen). Figure 6-9 and Table 6-5 show the effect of superheat on SDAS of Al-
10wt%Cau alloys in the size range of 5 x 10*m to 6 x 10*m. The trend shows that the
higher the superheat, the finer the microstructure. This is true even though the error
involved in the SDAS measurement was large because of the varied orientations of
dendrite arms. This result is in agreement with the literature result for an aluminium alloy

described in Section 2.3.2.
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Table 6-5 Effect of Superheat on SDAS of Al-10wt% Cu Alloys

SDAS (10° m) Total Number of Measurement

8.25
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6.6 Microstructural Analysis of Al-Cu Powders

6.6.1 Cooling Rate versus SDAS Relationship Based on Literature

Table 2-2 shows the effect of cooling rate on the SDAS of Al-10wt%Cu, Al-
15wt%Cu, and Al-20wt%Cu alloys respectively [Horwath and Mondolfo, 1962].
Regressions were performed on these results to obtain the relationship between cooling
rate and SDAS for each of the three alloys. Interpolation was performed for Al-
17wt%Cu alloy by using the data of Al-15wt%Cu and Al-20wt%Cu alloys. The

regression results on log A, are:

A,=124T;0-32 (103)
for Al-10wt%Cu alloy with a regression coefficient of 0.99 and

A,=86 T2 (104)

for Al-17wt%Cu alloy with a regression coefficient of 0.99. After the cooling rates, T.
have been calculated using the model described in Chapter 3, the Secondary Dendrite Arm
Spacings can be predicted using Equations (103) and (104) for Al-10wt%Cu and Al-
17wt%Cu alloys respectively. This calculated SDAS is essentially a predicted SDAS
which will be compared with SDAS measured from the atomized powder. These

predicted and measured SDAS results will be shown in the next section and Tables 6-6

and 6-7.
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6.6.2 Calculated Cooling Rates from the Model and Estimated SDAS According to

the Literature

A Newtonian cooling model was developed for Al-Cu binary alloys based on the
following assumptions which were described in Chapter 3. A spherical droplet solidifies
with a given amount of undercooling, crystal growth occurs from a single nucleus, the
thermophysical properties can be evaluated using a weighted average of each element in
the alloy, and radiation losses are neglected.

It was shown in Section 6.2 that the microstructure within a droplet is nearly
uniform. Therefore, the lump capacitance model is valid for treating the solidification of
Al-Cu droplets produced by IAP.

Droplet velocity at a fixed position in the atomizing chamber was measured using
a high-speed shutter video camera as described in Chapters 3 and 4. The initial velocity
of the droplet was back calculated given the position of the camera below the nozzle
plate. Using the cooling model, the cooling curve of a 3.3 x 10 m Al-17wt%Cu droplet
was then calculated as shown in Figure 3-9. The droplet loses its superheat and
undercools until a given assumed nucleation temperature, T, (53 K), is reached, then
solidification begins. Recalescence takes place since the amount of latent heat released
at the beginning of solidification is too large to be completely released to the environment
by convection. Part of this latent heat is used to reheat the droplet until the temperature

reaches the recalescence temperature, T,, at which point the rate of heat convected to the
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environment is equal to the rate of latent heat generated during solidification. After this
more pro-eutectic phase will be formed followed by the eutectic phase transformation at
T.. Finally the temperature of the solidified particle is reduced by convection.

From this calculated cooling curve, the average solidification cooling rate of the
Al-17wt%Cu droplet can be estimated to be 499 K/s. Substituting this cooling rate into
Equation (104) yields a Secondary Dendrite Arm Spacing of 4.80x10° m. Equation (104)
was obtained based on the literature information as shown in Section 6.6.1 [Horwath and
Mololfo, 1962). This is called predicted SDAS. SDAS can also be measured using
image analysis described in Section 6.2. Table 6-6 shows two examples of these results.
From this table it is seen that the predicted SDAS is in good agreement with measured
SDAS, considering many assumptions made in the model.

Similarly, two examples of Al-10wt%Cu alloy droplets of different superheat are
shown in Table 6-7. The predicted SDAS are calculated using Equation (103) from
cooling rates, which were calculated by running the model presented in Chapter 3. The
amount of undercooling was adjusted by particle size but not by superheat, since the
information of how much undercooling is increased with increasing superheat is not
available. As shown before, Figure 3-6 shows that the predicted SDAS decreased 6x10°7
m from 0O to the maximum undercooling.

These results also show a good agreement between predicted SDAS and measured
SDAS and are also in agreement with the results of Marcantonio and Mondolfo
[Marcantonio and Mondolfo, 1974] and Mondolfo and Barlock [Mondolfo and Barlock,

1975). This means at higher superheat, the chances of removing nucleants are higher,
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thereby giving a higher possibility of homogeneous nucleation. The system will freeze
at higher undercoolings and therefore at a faster rate.
Comparing the calculated cooling rates and the assumed undercooling (53 K) with

Figure 2-12b, the results are also in reasonably good agreement.
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Table §-6

Particle Diameter for an Al-17wt% Cu Alloy

Particle Diameter
(x 10°m)

SDAS ( x 10°m)

Comparison between Measured and Predicted SDAS as a Function of

Measured

Predicted

Table 6-7

5.43+1.07
4.74x1.22

of Superheat for an Al-10wt% Cu Alloy

(Particle Diameter = 5.5 x 10 m)

SDAS ( x 10°m)

5.52

Comparison between Measured and Predicted SDAS as a Function

Measured

Predicted

100

6.83x1.41
6.4321.64
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6.7 Effect of Particle Size on the Microstructure of A)l-Ni-Fe Powder

Al-3.7wt%Ni-1.5wt%Fe alloy was atomized by impulse generator A at 1040 K in
nitrogen with 10 ppm oxygen content. A single 2.5 x 10“m hole nozzle (Figure 4-3a)
was used. The nozzle-impulse applicator distance was 1.7 x 10°m. The droplets were
atomized using 100 Hz frequency and 48% maximum relative amplitude impulse into
nitrogen with 10 ppm oxygen. In order to ensure complete dissolution of the solute in
aluminum, the alloys were held for 9000 s and vibrated for 2700 s with low amplitude
above their melting temperature before atomization.

The apparent density of the Al-3.7wt%Ni-1.Swt%Fe powder, was 1.7 x 10° kg/m’
and the flow rate was 55 s/50 x 10 kg determined by the Standard Test Methods for
Metal Powders and Powder Metallurgy Products [MPIF Standard 04 and 05, 1985].
Powders atomized under the above conditions were spherical. Powders atomized by IAP
were sieved and the size distribution plotted using log-normal plots. Figure 6-10 shows
that the average particle size of Al-3.7wt%Ni-1.5wt%Fe is 4.2 x 10* m with a small
standard deviation of 1.14.

Figure 6-11a shows the surface morphology of a 2.5 x 10“ m Al-3.7wt%Ni-
1.5wt%Fe droplet produced in nitrogen. Al-3.7wt%Ni-1.5wt%Fe droplets typically
solidified into a duplex microstructure as shown in Figure 6-11b. This duplex
microstructure indicates that the lumped capacitance model is not valid for this alloy. The
modelling of a ternary alloy would be very complicated and was not attempted in this

thesis. Solidification appears to have initiated in an internal part of th_e droplet and began
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to grow in a cellular eutectic structure as shown in Figure 6-11b. As the solidification
progresses, the dendritic microstructure begins to develop and covers the rest of the
particle (Figures 6-11b and 6-12) [Hildeman, 1982]). SDAS was measured in the dendritic
region of each particle as shown in Figure 6-12 in a similar way to that carried out with
the aluminum-copper alloys. About three hundred measurements were performed on three
to four different micrographs for each data point. The measured results together with

standard deviation are plotted in Figure 6-13.

6.8 Effect of Atomization Atmosphere on Microstructure of Al-Ni-Fe System

Similar microstructural analysis was performed for an atomization run of Al-
3.7wt%Ni-1.5wt%Fe system in helium. A 7-hole nozzle as shown in Figure 4-3b was
used with a nominal hole size of 5 x 10*m. The atomization temperature was 1040 K,
the frequency was 100 Hz, the relative amplitude was 29% maximum.

The particle size distribution is shown in Figure 6-14 which corresponds to a
geometric mean size of 4.12 x 10*m and geometric standard deviation of 1.25. The
powder flow rate was 10.97 s/50 x 10 kg and the apparent density was 1.7 x 10? kg/m’
by using the Carney funnel (it did not flow through the Hall funnel).

Figure 6-15 shows the microstructure of the alloy atomized in helium for different
particle-size ranges. Helium has larger thermal conductivity than nitrogen, hence finer
microstructure was obtained for the same particle size. The measurement results are

shown in Figure 6-13. Similarly about three hundred measurements were performed on
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three to four different micrographs on each data point. Figure 6-16 shows very fine
lamellar eutectic microstructure (about 1 x 107 m spacing) of a 3.3 x 10*m Al-3.7wt%Ni-

1.5wt%Fe droplet produced by IAP in helium.

6.9 Microstructural Analysis of Al-Ni-Fe Powders

The relationship between SDAS and powder size shown in Figure 6-13 for Al-
3.7wt%Ni-1.5wt%Fe alloy powders follows the general relationship of Equation (27)
described in Section 2.3.5. That is, the SDAS increases with increasing particle size
following a power law relationship.

Experimental results of gas atomized powders processed by Alcoa and
centrifugally atomized powders were also plotted [Hildeman et al, 1983]). The straight
lines are the curve fit for these two sets of data. Table 6-8 shows the regression results
using best fit for three of these atomization techniques by assuming a power relationship
between SDAS and the particle size as shown in Equation (27). It is clearly seen that the
slopes for IAP in Figure 6-13 are smaller than that for centrifugal atomization and gas
atomization, which means that for the same particle size produced, especially in the large
particle size range, the microstructure obtained by IAP is finer than that by centrifugal and
gas atomization. The difference was caused by the difference in process conditions. Had
the conditions been the same, same microstructure would have been obtained for the same

particle size.
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The SDAS for a few size ranges of Al-3.7wt%Ni-1.5wt%Fe alloy powders
produced by IAP were also measured and compared with published results obtained by
gas and centrifugal atomization processes. The measured SDAS for three different
particle sizes atomized in nitrogen using IAP were plotted as shown in Figure 6-13.
Because of the difference the dendrite arm orientation, the error bar in SDAS
measurements are fairly large. It is not possible to distinguish the orientation of the
dendrite arms and take the orientation difference into account in the SDAS measurement.
The error bar would be shorter if the number of images taken from each particle size were
statistically large enough and the standard deviation of the measurements were calculated
from the average SDAS of each image. The SDAS of powders made by IAP are finer
than the corresponding ones made by air atomized and centrifugally atomized powders.
For example, for a 3.3 x 10 m particle size, the SDAS is about 6.5 x 10° m by gas and
centrifugal atomization, 4.5 x 10° m by IAP in nitrogen, and 2.8 x 10° m by IAP in
helium. This may be due to intense stirring of the melt, thus reducing the number of
nucleants and involving larger undercooling in IAP atomized powders. Alternatively, the
stagnant gas into which droplets are atomized may enhance the amount of undercooling.
In gas and centrifugal atomization there is a great deal of turbulence in the atomizer,
resulting in many droplet-particle collisions, with large droplets starting to solidify at
lower undercooling than might otherwise be the case in the absence of collisions. In
either case, a finer microstructure results for IAP powders than would occur with similar-

sized powders of gas and centrifugal atomization processes.
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Table 6-8 Linear Regression Results for A,=a,D* for Al-3.7wt% Ni-1.5wt% Cu

from Various Atomization Techniques

Atomization Method

Gas and Centrifugal Atomized

IAP He atomized

IAP N, atomized
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CHAPTER 7: SUMMARY

A novel technique, Impulse Atomization Process (IAP), was develop and patented
[Yuan et. al, 1997]. In IAP, an impulse force is applied at a given frequency t<.> a melt
in a crucible. This force is sufficient to push the fluid through an orifice at the bottom
of the crucible, thereby forming an elongated jet of finite length. The frequency of
generation of these jets corresponds to the frequency of the applied impulse. This same
impulse source also applied a disturbance in the discontinuous jet.

IAP can provide tailored droplet sizes and size distribution and shows good
reproducibility. Both the average size and the standard deviation of the powders produced
by IAP can be controlled over a wide range by changing the atomizing conditions. It
differs fundamentally from both the continuous jet method and the drop-on-demand

method. Unique features of IAP can be summarized as follows:

1. IAP produces droplets with a narrow size distribution. The typical geometric
standard deviation values in this work are between 1.2 and 1.5.

2. [AP produces droplets that are reproducible. The typical geometric mean size is
within 2 x 10°m for 5 x 10* m powder and the typical standard deviation is

within 5%.
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10.

11.

12.

13.

The geometric droplet mean size atomized using IAP decreases and the geometric
standard deviation increases with increasing vibration frequency.

The geometric droplet mean size atomized using IAP decreases and the geometric
standard deviation increases with increasing relative amplitude.

The geometric droplet mean size atomized using IAP decreases and the geometric
standard deviation increases with increasing acceleration.

The geometric droplet mean size atomized using IAP increases and the geometric
standard deviation decreases with increasing orifice size.

Different nozzle-impulse applicator distances also change both geometric mean
size and geometric standard deviation.

Increasing superheat slightly reduces the size of droplets produced by IAP, while
the geometric standard deviation is almost unchanged.

The particle shape can also be controlled.

A narrower size distribution and smaller droplets are produced with a single orifice
at the centre of the nozzle, compared with a nozzle with seven orifices in a row.
Higher throughput is obtained with higher acceleration of the plunger. The
nominal flow rate of moiten metal is comparable to that for gas atomization.
Higher throughput is achieved with a larger orifice siie.

IAP is very flexible. It also works for highly viscous materials such as Selenium.
The mathematical model showed that a smaller diameter plunger was required for
highly viscous material. The physical model predicted under conditions the

molten Selenium can be atomized.
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14.  The microstructure of powders produced by IAP is generally uniform within a
droplet and from one experiment to another under the same atomization conditions.

15. The SDAS of a droplet is finer as the melt superheat is increased from 50 K to
200 K.

16. The SDAS of Al-3.7wt%Ni-15wt%Fe alloy powders atomized using IAP is
smaller than that achieved using gas and atomization. This suggests that for the
same size droplets, larger undercoolings result when using IAP rather than gas
atomization.

17.  Finer SDAS of Al-3.7wt%Ni-1.5wt%Fe droplets are obtained by atomizing them
into helium instead of nitrogen.

18.  Conventional materials are used to construct the crucible and nozzle.

19. Molten fluids at temperatures to 1900 K can be atomized with the current
apparatus.

20.  IAP produces multiple droplets per impulse.

21.  The efficiency of IAP is comparable with that of gas atomization.

Future Work

The development of IAP is far from complete. More research is required in order

to better understand the technique. Some future work is suggested for this Impulse

Atomization Process.

The nozzle plates and the precess should be modified to produce finer droplets.
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In addition to the experimental parameters studied in this thesis, other parameters such
as orifice shape, the interfacial tension of the nozzle, and the melt head should be
investigated.

A non-Newtonian model should be developed, especially for Al-Ni-Fe system
where the microstructure within a droplet is not uniform. The assumption for the amount
of droplet undercooling needs to be further verified and adjusted.

Conditions to produce finer droplets should be also developed.
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Figure 2-1.

Schematic representation of the disintegration of a liquid sheet by a

high velocity gas jet. Stage I Growth of waves on a sheet; stage II:
Fragmentation and formation of ligaments; stage III: Breakdown of

ligaments into drops. [Dombrowski and Johns, 1963]
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Mechanisms of droplet disintegration. [Schmidt, 1967]

Figure 2-2.
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Disintegration of a liquid jet under the action of vibration.

Figure 2-3.

165



—

= e
e— eI —

——cmt_—\_.m plate
o Plezosiactric crystal

Figure 2-4.  Drop-on-demand mode operating sequences: a. rest position; b. early
injecting position; c. later injecting position; d. refilling position.
[Ashgriz and Yao, 1987]. )
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Figure 2-6.  Effect of cooling rate on primary dendrite arm spacing A,, secondary
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5.7wt%Cu alloy. [Taha, 1979]
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1975]
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Figure 2-8.  Relationship between undercooling and dendrite-element size in pure
copper ingots. [Jones, 1972]
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Figure 2-9.  Dendrite arm spacing for dendritic specimens and grain size for both

dendritic and nondendritic specimens versus degree of undercooling.
Ni-25%Cu-0.2%S alloy. [Skolianos et al, 1982]
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Figure 2-10. Dimensionless undercooling (AT/T,x10%) versus cooling rate for
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172



DIMENSIONLESS UNDERCOOLING, (AT/TL)

0.44

040

0.36

0.32

0.28

0.24

0.20

0.16

0.12

Al-56% Zn - 2.6% Mg-1.5% Cu ALLOY

1000

2000 3000 4000 5000 6000
COOIING RATE, K/s

7000

Figure 2-11. Dimensionless undercooling versus cooling rate for Al-5.6%Zn-
2.6%Mg-1.5%Cu alloy. [Reddy and Sekhar, 1989]
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Figure 2-13. Dendrite arm spacing (secondary) as a function of powder particle
diameter for high strength aluminum alloys. [Jones, 1986}
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Figure 2-14. Dendrite arm spacing as a function of powder particle diameter for Al-
3.7wt%Ni-1.5wt%Fe alloy. [Hildeman et al, 1983]
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Figure 2-15. Plot of the drag coefficient against the particle Reynolds number.
[Szekely, 1979]
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Figure 2-16. Free energy change during nucleation. [Minkoff, 1986]
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Figure 2-17. Relationship between nucleation rate and undercooling. [Liu, 1980]
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Figure 2-18. The dependence of nucleation temperature T* on critical energy
barrier AG*. For large values of AG*, as for example in homogeneous

nucleation (AG;*), T* will give a maximum value to undercooling.
[Minkoff, 1986]
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Figure 2-19. Schematic of dependence of nucleation rate on undercooling. [Liu,
1980]
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Figure 2-20. Schematic of a dendrite. [Liu, 1980]
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Figure 2-21. Schematic enthalpy versus temperature diagram for cooling and
solidification of small alloy droplet for (a) equilibrium freezing and (b)
freezing from an undercooled melt. [Lavernia et al, 1988]
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Figure 3-1.  Schematic of a: an atomized droplet by IAP; and b: the forces acting on
a droplet during free fall.
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Figure 3-2.

Phase diagram of Al-Cu alloy. [Massalski et al, 1990]
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Figure 3-3.  Schematic of cooling curve of a Al-Cu droplet in the composition range
between 5.65wt%Cu to 33.2wt%Cu.
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Figure 3-4  Schematic of solidification of a droplet with a radius R and its solidified
fraction with a radius r.
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Figure 3-5. Droplet streaks for velocity measurement taken by video camera with
shutter speed=1/250 sec.
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Figure 3-6.  Velocity profile of a 3.3x10* m Al-17wt%Cu droplet with an initial
velocity of 1.13 m/sec.
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191



N

e
(4]

Height (m)

-d

800 900 1000

Figure 3-8.  Temperature profile of a 3.3x10* m Al-17wt%Cu droplet with an initial
velocity of 1.13 m/sec. The amount of superheat was 100 K. The
amount of undercoohng assumed was 53 K, the time step size was 0.01

sec except in stage II where 2x10® sec was used.
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Figure 3-9.
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Solid fraction profile of a 3.3x10* m Al-17wt%Cu droplet with an
initial velocity of 1.13 m/sec. The amount of superheat was 100 K.
The amount of undercooling assumed was 53 K, the time step size was
0.01 sec except in stage II where 2x10° sec was used.
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Figure 3-10. Heat transfer coefficient of a 3.3x10* m Al-17wt%Cu droplet with an
initial velocity of 1.13 m/sec. )
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Cooling curve of a 3.3x10* m Al-17wt%Cu droplet with an initial
velocity of 1.13 m/sec. The amount of superheat was 100 K. The
amount of undercooling assumed was 53 K, the time step size was
0.01s except in stage II where 2x10” sec was used.
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Figure 3-12. Cooling curve of a 4.6x10* m Al-17wt%Cu droplet with an initial
velocity of 1.13 m/sec. The amount of superheat was 100 K. The
amount of undercooling assumed was 44 K, the time step size was
0.01s except in stage II where 2x10 sec was used.
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Figure 4-2.
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Figure 4-3. Nozzle pattern used in various atomization experiments.
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Figure 5-1.
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Figure 5-8.  Effect of oxygen content on powder shape. a). Sn-15wt%Pb atomized
in nitrogen; b). Pb-12wt%Sn atomized in air.

207



8 88 8

. .
.

.

. (]
. »
1 .
0 .
. .
. .
. .
. .
. .
. .
. 1
. .

. [ M H - i :
£ / ;....| Atomization fooeerdeecennni.| AtoOmiization
/ : | Begins i | Ends

<

0 10 20 30 40 50 60 70 80 90 100 110 120
Time (min)

Temperature (C)
S &

-l
010

w-h

L]

Figure 5-9. Temperature vs. time for the atomization of Se.

208



(d)

Figure 5-10. Schematic drawing of the formation procedure of discontinuous streams
by IAP. (a) formation of a discontinuous stream with application
plunger; (b) break up of the discontinuous stream and retrieve of the
plunger; (c) second cycle of (a); (d) oxidized condition without breaking
up of the discontinuous stream.
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Figure 5-11. SEM photograph of Copper droplets produced by IAP.
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Figure 6-1.  Standard grid taken under SEM. One grid = 6.4x10° m. a). original
picture of the grid; b). skeleton of the grid.
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Figure 6-2. SEM micrographs of Al-17wt%Cu droplet. a). surface morphology of
the droplet; b). microstructure at the centre part of a 4.6x10* m droplet;
¢). microstructure at the centre part of the 4.6x10™* m droplet.
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Figure 6-2.  Continued.
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Figure 6-3.  Transferred images of a 4.6x10* m Al-17wt%Cu droplet. a). original
image; b). processed binary image; c). processed skeleton image.
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Figure 6-3. Continued.
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17wt%Cu droplet. a).

m Al-

SEM micrographs of a 4.6x10*

Figure 6-4.

microstructure at the edge of image shown in Fig.6-2b; b) a
microstructure of a small cross section of another droplet.
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Figure 6-5. SEM micrographs of a 5.5x10* m Al-10wt%Cu droplet. a). overall
microstructure of the droplet; b). microstructure at the centre part of the
droplet; c). microstructure at the edge part; d). microstructure at the
small section of another droplet.
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Figure 6-5. Continued.
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SEM micrographs of a 4.6x10™* m Al-17wt%Cu droplet from two
219

similar runs.

Figure 6-6.



Figure 6-7. SEM micrographs of Al-17wt%Cu droplets in different size ranges.
a). mid size = 660 pm; b). mid size = 4.6x10* m;
c). mid size = 3.3x10* m; d). mid size = 2.3x10* m.
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Continued.

Figure 6-7.
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Figure 6-8. SEM micrographs of Al-10wt%Cu droplets in different size ranges.
a). mid size = 7.8x10* m; b). mid size = 5.5x10* m;
c). mid size = 3.9x10* m; d). mid size = 2.8x10* m;
e). mid size = 2.0x10™ m; f). mid size = 1.4x10™ m.
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Continued.

Figure 6-8.
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Continued.

Figure 6-8.
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Figure 6-9. SEM micrographs of a 5.5x10* m Al-10wt%Cu droplets with different
superheat. a). 50 K; b). 100 K; ¢). 150 K; d). 200 K.
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Continued.

Figure 6-9.
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Figure 6-10. Log-normal plot of Al-3.7wt%Ni-1.5wt%Fe produced by IAP in
nitrogen.
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Figure 6-11. SEM micrograph of an Al-3.7wt%Ni-1.5wt%Fe droplet produced by
IAP in nitrogen. a). surface morphology of the powder; b). cross
section of a powder; c¢). micrograph showing the cellular region of
the powder.
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Figure 6-11. Continued.
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Figure 6-12. SEM micrographs showing dendrite regions of Al-3.7wt%Ni-1.5wt%Fe
droplets in different size ranges produced by IAP in nitrogen. a). mid
size = 5.5x10* m; b). mid size = 3.9x10™* m; c). mid size = 2.8x10™* m.
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Figure 6-12. Continued.
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Figure 6-13. Effect of particle size on the secondary dendrite arm spacing of
Al-3.7wt%Ni-1.5wt%Fe droplets produced by IAP in nitrogen and

helium.
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Figure 6-14. Log-normal plot of Al-3.7wt%Ni-1.5wt%Fe produced by IAP in helium.
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Figure 6-15. SEM micrographs of Al-3.7wt%Ni-1.5wt%Fe droplets in different size
ranges produced by IAP in helium. a). mid size = 1.09x10 m; b). mid
size = 7.8x10™* m; c). mid size = 5.5x10* m; d). mid size = 3.9x10* m;
e). mid size = 2.8x10* m; f). mid size = 2.0x10* m.
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Figure 6-15. Continued.
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Figure 6-15. Continued.
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Figure 6-16. SEM micrograph of Al-3.7wt%Ni-1.5wt%Fe showing very fine
lamellar eutectic microstructure.
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APPENDIX A

FORTRAN PROGRAM TO CALCULATE
THE TEMPERATURE PROFILE OF AN Al-17wt%Cu DROPLET
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* alloy droplet during free falling by using 4th-order Runge-Kutta method.

*

®

*

This program will calculate the thermal profile of a 83%wtAl-17%wtCu *

The units used in calculation are in SI units as shown in the

and are also shown as follows, except for particle size where m is used in

calculation, but 10 m is used in keyboard entry for convenience.

Variables Definitions Units
beta: Cahn's parameter in the kinetic equation

B: kinetic coefficient m/s/K
D: droplet diameter m

RO: droplet radius m
density:  density of droplet kg/m®
densitya: density of nitrogen kg/m’
viscosa:  viscosity of nitrogen Ps

ka: thermal conductivity of nitrogen W/m/K
km: thermal conductivity of metal W/m/K
Pr: Prandtle numble

Ta: temperature of nitrogen K

Tl: liquidius temperature of alloy K

Te: eutectic temperature of alloy K

Tu: undercooling K

Tn: nucleation temperature K

Tr: recalescence temperature K.
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fsr:

fsp:

Hfp:

Cpsource:

Cpold:
Cpm:
deltat:

ReD:
term:

time:
height:

Re:
Nu:

fs:
Hf:

ql:
Um:

Rem:

deltam:
Un:

solid fraction at end of recalescence
solid fraction of pre-eutectic phase

total latent heat of fusion

heat of fusion for pre-eutectic phase
beat of fusion for eutectic phase
effective specific heat for pro-eutectic
effective specific heat for equilibrium
specific heat of mushy metal

step size of time

dummy variable for temperature
dummy variable for Reynolds number
dummy variable

array variable for time

array variable for velocity

array variable for position of droplet
array variable for Reynolds number
array variable for Nusselt number

array variable for heat transfer coefficient
array variable for temperature of droplet
array variable for solid fraction of droplet
array variable for heat of formation
array variable for radius

array variable for rate of heat evolved
array variable for rate of heat extracted
velocity at half step size

Reynolds number at half step size

heat transfer coefficient at half step size
n=1,23,4, variables used in RK method
n=1,2,3, variables for partial step sizes
n=1,2,3, velocities at partial step sizes
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Jkg
Jikg
Jkg/K
J/kg/K
Jkg/K
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* heightn:

n=1,2,3, heights at partial step sizes (pss) m

n=1,2,3, Reynolds number at pss

n=1,2,3, Nusselt number at pss

n=1,2,3, heat transfer coefficient at pss W/K/m*
n=1,2,3, temperature at partial step sizes K
n=1,2,3, solid fraction at pss

n=1,2,3, heat of formation at pss J/kg
n=1, radius at partial step sizes m

-

 J

b 2 2l 222 2 22 22 22 22 2222 2 22 22 222 22 it o2t 2zt i B T

PROGRAM MAIN

REAL D, density, densitya, viscosa, ka, km, Pr, B, beta,

LB T TR B~ B~ B 7 T 7 S 7, )

Ta, T1, Te, Tu, Tn, Tr, RO, fsr, factor, deltaH,

fsp, Hft, Hfp, Hfe, Cpsource, Cpm, deltat, x, ReD, term,
time(10000), U(10000), height(10000), Re(10000),
Nu(10000), h(10000), T(10000), fs(10000), Hf(10000),
r(10000), q1(10000), q2(10000),

Um,Rem,Num,hm, kI, k2, k3, k4,

deltatl, deltat2, deltat3, timel, time2, time3,

Ul, U2, U3, heightl, height2, height3, Rel, Re2, Re3,
Nul, Nu2, Nu3, hl, h2, h3, T1, T2, T3, fsl, fs2, fs3,
Hf1, Hf2, Hf3, rl

INTEGER I
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* Define functions to calculate: 1). specific heat of alloy at

* different temperature ranges, funcCpl for liquid range, funcCpls
* for liquid + solid solution range, and solid solution range;

* 2). drag coefficient from Reynolds number:

funcCpl(x)=984.013
funcCpls(x)=(227.314-0.257143%x)/(197.248-0.206697*x)
$ *(695.738+0.397412%x)+(1-(227.314-0.257143%x)
$ /(197.248-0.206697%x))*984.013
funcCps(x)=695.738+0.397412%x

Cd(ReD)=18.5/ReD**0.6

OPEN(UNIT=8, FILE=THERMAL.OUT', STATUS='0OLD’)

* Assign values for constants:

density=3759
densitya=1.2506
viscosa=1.781e-5
ka=0.0261
km=111.0
B=0.0426
Pr=0.71

beta=1
Ta=293.0
T1=884.0
Te=821.0
fsp=0.588
Hft=276177.0
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WRITE(6,*) ENTER UNDERCOOLING:'
READ(S,*) Tu

WRITE(6,*) 'PLEASE ENTER DIAMETER OF DROPLET IN MICRONS:'

READ(5,*) D
D=326

WRITE(6,*) PLEASE ENTER TIME STEP IN SECONDS ( > 0.0001 sec ):'
READ(S,*) deltat
deltat=0.01

WRITE(6,*) 'ENTER TIME STEP FACTOR:'
READ(S,*) factor

WRITE(6,*) 'ENTER T(1):'
READ(5,*) T(1)
T(1)=973

WRITE(6,*) 'ENTER U(1)'
READ(5,*) U(1)
U(1)=1.13

Tn=TI-Tu
deltaH=984.013*Tu
Hft=Hft-deltaH
Hfp=Hft*fsp
Hfe=Hft-Hfp

D=D*0.000001
R0=D/2.0
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* Assign initial values to the variables:

I=1

time(1)=0.0
height(1)=2.13
fs(1)=0.0
Hf(1)=0.0
r(1)=0.0
ql1(1)=0.0
q2(1)=0.0

term=D*densitya/viscosa

Re(1)=U(1)*term
Nu(1)=2+0.6*SQRT(Re(1))*Pr**(1.0/3.0)
h(1)=Nu(1)*ka/D

* Output titile and the initial conditions:

WRITE(S,*) ' RESULTS USING 4TH-ORDER RUNGE-KUTTA
* METHOD'

WRITE(,*) ' '

WRITE(,*) ' I t()(sec) TAXK)',
$ ' height((m) U()(m/sec) fs HET)(Wkg) b

WRITE(8,100) I, time(), T(I), height(), U), fs@),HE),

$ h(D, rD, q1(D), g2(N)
100 FORMAT( ', 14,' ', F143XJF9.34X F7.4,4XF8.4,4XF74,
$ 4X, F8.0, 4x, F10.2, 4X, F16.14, 4X, F16.8, 4X, F16.8)
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* Loop to calculate variables in liquid range:

10 IF(T().GT.Tn.AND.height(I).GT.0.0) THEN

time(I+1)=time(I)+deltat
U(I+1)=U(I)+(9.8*(density-densitya)/density

$ -3.0/4.0*densitya/density*Cd(Re() YD*U(I)*U())*deltat
height(I+1)=height(I)-U(I+1)*deltat
Re(I+1)=U(+1)*term
Nu(I+1)=2+0.6*SQRT(Re(I+1))*Pr**(1.0/3.0)
h(d+1)=Nu(I+1)*ka/D

Um=U(1)+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re(1))/D*UI)*U(D))*deltat/2.0
Rem=Um*term
Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)
hm=Num*ka/D

k1=-6.0*h(I)*(T(I)-Ta)/(D*density*funcCpl(T(I)))
k2=-6.0*hm*(T(I)+k1*deltat/2.0-Ta)/(D*density

$ *funcCpl(T(T)+k1*deltat/2.0))
k3=-6.0*hm*(T(I)}+k2*deltat/2.0-Ta)/(D*density
$ *funcCpl(T(T)+k2*deltat/2.0))
kd=-6.0*h(1+1)*(T(T)+k3*deltat-Ta)/(D*density
$ *funcCpl(T(I)+k3*deltat))

TA+1)=T(1)+(k1+2.0*k2+2.0*k3+k4)/6.0*deltat

fs(I+1)=0.0
Hf(I1+1)=0.0
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r(I+1) =0.0
ql(d+1)=0.0
q2(I1+1)=0.0

WRITE(8,100) I+1,time(I+1),T(I+1),height(I+1),U(+1),
$ fs(I+1), Hi(I+1), h(I+1), r(I+1), q1(1+1), Q2(I+1)

I=l+1
GOTO 10

ENDIF

* To calculate parameters at nucleation temperature with a partial
* time step:

deltat1=(T(I-1)-Tn)/(T(I-1)-T(I))*deltat

time 1=time(I-1)+deltatl
Ul=U(I-1)+(9.8*(density-densitya)/density-3.0/4.0
$  *densitya/density*Cd(Re(I-1))/D*U(I-1)*U(I-1))*deltat1
heightl=height(I-1)-Ul*deltatl

Rel=Ul*term

Nul=2+0.6*SQRT(Rel)*Pr**(1.0/3.0)

h1=Nul*ka/D

T1=Tn
fs1=0.0

Hf1=0.0
rl =0.0
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WRITE(8,200) timel, Tn, heightl, Ul, fsl, Hfl, hl, rl
write(6,*) NUCLEATION TIME=', timel

200 FORMAT( ', 6X, F14,3XF9.3,4XF7.44XF844XF744XF8.0,
$ 4X, F10.2, 4X, F16.14)

* Reassign step size and calculate 1st step:
deltat=deltat/factor
time(I)=timel+deltat
UM=U1+(9.8*(density-densitya)/density

$ -3.0/4.0*densitya/density*Cd(Re1)/D*U1*U1)*deltat

height(T)=height1-U(I)*deltat
Re(D=U(I)*term
Nu(D)=2+0.6*SQRT(Re(1))*Pr**(1.0/3.0)
h(I)=Nu(I)*ka/D
Cpm=funcCps(T1)*fs1+funcCpl(T1)*(1-fsl)

r(I) =r1+B*(T1-T1)*deltat

k1=3.0*B*Hft*r(1)**2.0/(R0**3.0*Cpm)*(TI-T1)

$ -3.0*h(I)/(R0*density*Cpm)*(T1-Ta)
k2=3.0*B*Hft*r(1)**2/(R0O**3*Cpm)*(T1-T1-k1*deltat/2.0)
$ -3.0*h(I)/(RO*density*Cpm)*(T1+k1*deltat/2.0-Ta)
k3=3.0*B*Hft*r(1)**2/(R0O**3*Cpm)*(TI-T1-k2*deltat/2.0)
$ -3.0*h(I)/(RO*density*Cpm)*(T1+k2*deltat/2.0-Ta)
kd=3.0*B*Hft*r(I)**2.0/(R0**3.0*Cpm)*(T1-T1-k3*deltat)
$ -3.0*h(I)/(RO*density*Cpm)*(T1+k3*deltat-Ta)
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T(MD=T1+(k1+2.0*k2+2.0*k3+k4)/6.0*deltat

fs(D=(r(I)/R0)**3.0

Hf()=Hft*fs(I)
q1(1)=4.0*3.1415926*r(1)*r(I)*B*density*Hft*(T1-T(I))
q2(I1)=4.0*3.1415926*R0*R0O*h(I)*(T(1)-Ta)

WRITE(8,100) Ltime(T),T(I)height(1),U(),
$ fs(D), HE(T), h(D), r(), q1(1), q2(T)

* Calcalate parameters at recalescence range:

20  IF(q1(1).GT.q2(I).AND.height(T).GT.0.0) THEN

time(I+1)=time(I)+deltat
U(I+1)=U(I)+(9.8*(density-densitya)/density

$ -3.0/4.0*densitya/density*Cd(Re())/D*UI)*U())*deltat
height(I+1)=height(T)-U(I+1)*deltat
Re(I+1)=U(I+1)*term
Nu(+1)=2+0.6*SQRT(Re(I+1))*Pr**(1.0/3.0)
h(d+1)=Nu(I+1)*ka/D

Cpm=funcCps(T(I))*fs(I)+funcCpl(T(I))*(1-fs(I))

k1=3.0*B*Hft*r(I)*r(I1)/(R0O**3.0*Cpm)*(T1-T())

$ -3.0*h(I+1)/(R0*density*Cpm)*(T(I)-Ta)
k2=3.0*B*Hft*r(I)*r(1)/(R0**3.0*Cpm)

$ *(T1-T(I)-k1*deltat/2.0)

$ -3.0*h(I+1)/(R0*density*Cpm)*(T(I)+k1*deltat/2.0-Ta)

259



k3=3.0*B*Hft*r(I)*r(I)/(R0**3.0*Cpm)

$ *(T1-T(I)-k2*deltat/2.0)

$ -3.0*h(1+1)/(R0*density*Cpm)*(T(I)+k2*deltat/2.0-Ta)
k4=3.0*B*Hft*r(I)*r(I)/(R0**3.0*Cpm)*(T1-T(I)

$ -k3*deltat)

$ -3.0*h(1+1)/(R0*density*Cpm)*(T(I)+k3*deltat-Ta)

TA+1)=T{)+(k1+2.0*k2+2.0*k3+k4)/6.0*deltat

r(I+1)=r(I)+B*(TI-T(I+1))*deltat
fs(+1)=(r(1+1)/R0)**3.0

Hf(I+1)=Hft*fs(I+1)
q1(1+1)=4.0*3.1415926*r(I1+1)*r(I+1)*B*density*Hft

$ *(T1-T(+1))
q2(1+1)=4.0*3.1415926*R0O*R0*h(1+1)*(T(1+1)-Ta)

WRITE(8,100) I+1,time(I+1),T(I+1)height(d+1),Ud+1),
$ fs(I+1), Hf(1+1), h(+1), r(I+1), q1(d+1), q2(1+1)

I=I+1
GOTO 20

ENDIF

write(6,*) ' [ tr(sec) fsr Hfsr st '

write(6,500) Ltime(I).fs(I), Hf(I), r(I)*1000000

500 format( ', 4,' ', F6.4,2XF6.4,
$ 2X,F8.0,2X,F4.0)
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deltat=deltat*factor
Te=T()
fsr=fs(I)

IF(fs(I) LT fsp) THEN
GOTO 30
ELSEIF(fs(I).LT.1.0) THEN
Hfp=Hf(I)
fsp=fs(l)
GOTO 40
ELSE
GOTO 50
ENDIF

* Calculate parameters at liquid + solid solution range:

30  Cpsource=(Hft-Hf(I)-Hfe)/(Tr-Te)
* write(6,*) 'cpsource=',cpsource

31  IF((T()-1.0).GT.Te.AND.height(I).GT.0.0) THEN

time(I+1)=time(I)+deltat

U®1+1)=UI)+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re(1))/D*U(I)*U(I))*deltat
height(I+1)=height(T)-U(I+1)*deltat
Re(I+1)=U(I+1)*term
Nu(I+1)=2+0.6*SQRT(Re(I+1))*Pr**(1.0/3.0)
h(I+1)=Nu(I+1)*ka/D
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Um=U(0)+(9.8*(density-densitya)/density-3.0/4.0
*densitya/density*Cd(Re(I))/D*U)*U(I))*deltat/2.0
Rem=Um*term
Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)
hm=Num*ka/D

k1=-6.0*h(I)*(T(I)-Ta)/(D*density
*(Cpsource+funcCpis(T(1))))
k2=-6.0*hm*(T(I)+k1*deltat/2.0-Ta)/(D*density
*(Cpsource+funcCpls(T(I)+k1*deltat/2.0)))
k3=-6.0*hm*(T(I)+k2*deltat/2.0-Ta)/(D*density
*(Cpsource+funcCpls(T(I)+k2*deltat/2.0)))
k4=-6.0*h(I+1)*(T(I)+k3*deltat-Ta)/(D*density
*(Cpsource+funcCpls(T(I)+k3*deltat)))

T(A+1)=T()+(k1+2.0*k2+2.0*k3+k4)/6.0*deltat

fs(I+1)=fsr+(Tr-T(I+1))/(Tr-Te)*(fsp-fsr)
Hf(I+1)=Hft*fs(I+1)

WRITE(8,100) I+1,time(1+1),T(I+1)height(I+1),U(+1),
fs(I+1), Hf(A+1), h(I+1)

I=l+1

GOTO 31

ENDIF
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* Calculate parameters at the beginning of eutectic transformation:

delta2=(T(I-1)-Te)/(T(-1)-T(T))*deltat
time2=time(I-1)+delta2
U2=U(-1)+(9.8*(density-densitya)/density-3.0/4.0

$  *densitya/density*Cd(Re(I-1))/D*U(I-1)*U(I-1))*deltat2
height2=height(I-1)-U2*deltat2

Re2=U2%erm

Nu2=2+0.6*SQRT(Re2)*Pr**(1.0/3.0)

h2=Nu2*ka/D

T2=Te

Hf2=Hfp
fs2=fsp

WRITE(8,200) time2, T2, height2, U2, fs2, Hf2, h2

* Recalculate parameters for the first partial time step during

* eutectic transformation:

Um=U2+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re2)/D*U2*U2)*(deltat-deltat2)/2.0
Rem=Um*term

Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)

hm=Num*ka/D

k1=6.0*h2*(Te-Ta)/(D*density)
k2=6.0*hm*(Te-Ta)/(D*density)
k3=6.0*hm*(Te-Ta)/(D*density)
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k4=6.0*h(I)*(Te-Ta)/(D*density)
HE(D=Hf2+(k1+2.0*k2+2.0*k3+k4)/6.0*(deltat-deltat2)

T(M=Te
fs(D)=tsp+(H{(I)-Hfp)/Hfe*(1.0-fsp)

WRITE(8,100) Ltime(D),T(I)height(T),U().fs(), Hf(T), h(D)
GOTO 41
* Calulate parameters during eutectic transformation:

40 Hf(I)=Hfp
fs(I)=fsp

41  IF((Hf(I)-100) LT.(Hft).AND.height(I).GT.0.0) THEN

time(I+1)=time(I)+deltat
UI+1)=U(1)+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re(1))/D*U(I)*U(1))*deltat
height(I+1)=height(I)-U(I+1)*deltat
Re(I+1)=U(I+1)*term
Nu(I+1)=2+0.6*SQRT(Re(I+1))*Pr**(1.0/3.0)
h(I+1)=Nu(I+1)*ka/D

Um=U(I)+(9.8*(density-densitya)/density-3.0/4.0
$ *densitya/density*Cd(Re(I))/D*U(I)*U(I))*deltat/2.0
Rem=Um*term
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Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)
hm=Num*ka/D

k1=6.0*h(I)*(Te-Ta)/(D*density)
k2=6.0*hm*(Te-Ta)/(D*density)
k3=6.0*hm*(Te-Ta)/(D*density)
k4=6.0*h(I+1)*(Te-Ta)/(D*density)

Hf(I+1)=Hf(I)+(k1+2.0*k2+2.0*k3+k4)/6.0*deltat

fs(I+1)=fsp+(Hf(I1+1)-Hfp)/Hfe*(1.0-fsp)
T({+1)=Te

WRITE(8,100) I+1,time(I+1),T(+1)height(I+1),U+1),
$ fs(I+1), Hf(I+1), h(I+1)

I=[+1
GOTO 41

ENDIF

* Calculate parameters at the end of eutectic transformation:

deltat3=(Hf(I-1)-Hft)/Hft*deltat

time3=time(I-1)+deltat3
U3=U(I-1)+(9.8*(density-densitya)/density-3.0/4.0

$  *densitya/density*Cd(Re(I-1))/D*U(I-1)*U(1-1))*deltat3
height3=height(I-1)-U3*deltat3

Re3=U3*term

Nu3=2+0.6*SQRT(Re3)*Pr**(1.0/3.0)
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h3=Nu3*ka/D

T3=Te

Hf3=Hft
fs3=1.0

WRITE(8,200) time3, T3, height3, U3, fs3, Hf3, h3

write(6,*) 'SOLIDIFICATION TIME=', time3
write(6,*) 'COOLING RATE='",(T(1)-Te)/time3

* Recalculate parameters for the first partiai time step in solid

* solution range:

Um=U3+(9.8*(density-densitya)/density-3.0/4.0

$  *densitya/density*Cd(Re3)/D*U1*U1)*(deltat-deltat3)/2.0
Rem=Um*term

Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)

hm=Num*ka/D

k1=-6.0*h3*(T3-Ta)/(D*density

$  *funcCps(T3))
k2=-6.0*hm*(T3+k1*(deltat-deltat3)/2.0-Ta)/(D*density
$  *funcCps(T3+kl*(deltat-deltat3)/2.0))
k3=-6.0*hm*(T3+k2*(deltat-deltat3)/2.0-Ta)/(D*density
$ *funcCps(T3+k2*(deltat-deltat3)/2.0))
k4=-6.0*h(I)*(T3+k3*(deltat-deltat3)-Ta)/(D*density
$  *funcCps(T3+k3*(deltat-deltat3)))
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TM=T3+(k1+2.0*k2+2.0*k3+k4)/6.0*(deltat-deltat3)

fs(M=1.0
Hf(I)=Hft

WRITE(8,100) Ltime(D),T(I),height(1),U),fs(1)HI{T), h()

* Calculate parameters at the solid solution range:

50 IF(T(I).GT.Ta.AND.height(I).GT.0.0) THEN

time(I+1)=time(I)+deltat
Ud+1)=U(I)+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re(I))/D*U(I)*U(I))*deltat
height(I+1)=height(I)-U(I+1)*deltat
Re(I+1)=U(+1)*term
Nu(I+1)=2+0.6*SQRT(Re(1+1))*Pr**(1.0/3.0)
h(I+1)=Nu(I+1)*ka/D

Um=U(I)+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re(I))/D*U1)*U(I))*deltat/2.0
Rem=Um*term
Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)
hm=Num*ka/D

k1=-6.0*h(I)*(T(I)-Ta)/(D*density*funcCps(T(I)))
k2=-6.0*hm*(T(I)+k1*deltat/2.0-Ta)/(D*density

$ *funcCps(T(I)+k1*deltat/2.0))
k3=-6.0*hm*(T(I)+k2*deltat/2.0-Ta)/(D*density
$ *funcCps(T(I)+k2*deltat/2.0))
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k4=-6.0*h(I+1)*(T(I)+k3*deltat-Ta)/(D*density
$ *funcCps(T(I)+k3*deltat))

TA+1)=T(I)+(k1+2.0*k2+2.0*k3+k4)/6.0*deltat

fs(1+1)=1.0
Hf(I+1)=Hft

WRITE(8,100) I+1,time(I+1),T(I+1)height(I+1),U(I+1),
$ fs(I+1), Hf(d+1), h(I+1)

I=l+1
GOTO 50

ENDIF

WRITE(8,*) ' '
WRITE(8,300) D*1000000.0, deltat
300 FORMAT( ', 'Diameter =, F5.0, ' microns', 10x, 'Deltat =',
$ F8.6, ' seconds’)

STOP
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APPENDIX B

FORTRAN PROGRAM TO CALCULATE
THE TEMPERATURE PROFILE OF AN Al-10wt%Cu DROPLET
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pE 222 22 22 2 222t 2 22 22 2232 l2 2242 2222 2tttz it gy Y

This program will calculate the thermal profile of a 90%wtAl-10%wtCu *

*®

*

alloy droplet during free falling by using 4th-order Runge-Kutta method.

The units used in calculation are in SI units as shown in the

and are also shown as follows, except for particle size where m is used in

calculation, but 10 m is used in keyboard entry for convenience.

Variables Definitions Units
beta: Cahn's parameter in the kinetic equation

B: kinetic coefficient m/s/K
D: droplet diameter m

RO: droplet radius m
density:  density of droplet kg/m?
densitya: density of nitrogen kg/m’
viscosa:  viscosity of nitrogen Ps

ka: thermal conductivity of nitrogen W/m/K
km: thermal conductivity of metal W/m/K
Pr: Prandtle numble

Ta: temperature of nitrogen K

TL: liquidius temperature of alloy K

Te: eutectic temperature of alloy K

Tu: undercooling K

Tn: nucleation temperature K

Tr: recalescence temperature K
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fsr:

Cpsource:
Cpold:
Cpm:
deltat:

ReD:
term:

time:

height:
Re:
Nu:

fs:
Hf:

q2:
Um:

Rem:

deltatn:
Un:

solid fraction at end of recalescence
solid fraction of pre-eutectic phase

total latent heat of fusion

heat of fusion for pre-eutectic phase
heat of fusion for eutectic phase
effective specific heat for pro-eutectic
effective specific heat for equilibrium
specific heat of mushy metal

step size of time

dummy variable for temperature

dummy variable for Reynolds number
dummy variable

array variable for time

array variable for velocity

array variable for position of droplet
array variable for Reynolds number
array variable for Nusselt number

array variable for heat transfer coefficient
array variable for temperature of droplet
array variable for solid fraction of droplet
array variable for heat of formation
array variable for radius

array variable for rate of heat evolved
array variable for rate of heat extracted
velocity at half step size

Reynolds number at half step size

heat transfer coefficient at half step size
n=1,2,3,4, variables used in RK method
n=1,2,3, variables for partial step sizes
n=1,2,3, velocities at partial step sizes
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* heightn:

* Ren:
* Nun:
* hn:
* Tn:
* fsn:
* Hfn:

* m:

n=1,2,3, heights at partial step sizes (pss) m
n=1,2,3, Reynolds number at pss
n=1,2,3, Nusselt number at pss

n=1,2,3, heat transfer coefficient at pss W/K/m?
n=1,2,3, temperature at partial step sizes K
n=1,2,3, solid fraction at pss

n=1,2,3, heat of formation at pss J/kg
n=1, radius at partial step sizes m

*

®
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PROGRAM MAIN

REAL D, density, densitya, viscosa, ka, km, Pr, B, beta,

Lo < BRI - TR - B TR . S 7 S I N )

Ta, Tl, Te, Tu, Tn, Tr, RO, fsr, factor,

fsp, Hft, Hfp, Hfe, Cpsource, Cpm, deltat, x, ReD, term,
time(10000), U(10000), height(10000), Re(10000),
Nu(10000), h(10000), T(10000), fs(10000), Hf(10000),
r(10000), q1(10000), q2(10000),

Um,Rem,Num,hm, ki, k2, k3, k4,

deltatl, deltat2, deltat3, timel, time2, time3,

Ul, U2, U3, heightl, height2, height3, Rel, Re2, Re3,
Nul, Nu2, Nu3, hl, h2, h3, T1, T2, T3, fsl, fs2, fs3,
Hf1, Hf2, Hf3, rl

INTEGER I
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* Define functions to calculate: 1). specific heat of alloy at
* different temperature ranges, funcCpl for liquid range, funcCpls
for liquid + solid solution range, and solid solution range;

*

*

2). drag coefficient from Reynolds number:

funcCpl(x)=1025.4
funcCpls(x)=(185.643-0.296432*x)/(162.348-0.245982*x)
$ *(724.4+0.4226*x)+(-23.2946+0.05045*x)
$ /(162.348-0.245982*x)*1025.4
funcCps(x)=724.4+0.4226*x

Cd(ReD)=18.5/ReD**0.6

OPEN(UNIT=8, FILE=THERMAL.OUT', STATUS='OLD")

* Assign values for constants:

density=3324
densitya=1.2506
viscosa=1.781e-5
ka=0.0261
km=155.45
B=0.0426
Pr=0.71

beta=1
Ta=293.0
T1=908.0
Te=821.0
fsp=0.8421
Hft=274902.0
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WRITE(6,*) ENTER UNDERCOOLING:'
READ(S,*) Tu

WRITE(6,*) PLEASE ENTER DIAMETER OF DROPLET IN MICRONS:'
READG,*) D

WRITE(6,*) 'PLEASE ENTER TIME STEP IN SECONDS ( > 0.0001 sec ):'
READ(S,*) deltat

WRITE(6,*) ENTER TIME STEP FACTOR:'
READ(S,*) factor

WRITE(6,*) 'ENTER T(1):'
READ(,*) T(1)

Tn=TI1-Tu
deltaH=1025.4*Tu
Hft=Hft-deltaH

Hfp=Hft*fsp
Hfe=Hft-Hfp
D=D*0.000001
R0=D/2.0
* Assign initial values to the variables:
=1

U(1)=0.55
time(1)=0.0
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height(1)=2.13
fs(1)=0.0
Hf(1)=0.0
r(1)=0.0
q1(1)=0.0
q2(1)=0.0

term=D*densitya/viscosa

Re(1)=U(1)*term
Nu(1)=2+0.6*SQRT(Re(1))*Pr**(1.0/3.0)
h(1)=Nu(1)*ka/D

* Output titile and the initial conditions:
WRITE(S,*) * RESULTS USING 4TH-ORDER RUNGE-KUTTA
METHOD'

WRITE(8,*) ' '

WRITE(8,*) ' I t(I)(sec) TO)(K)',
$ ' heightM)(m) U(I)(m/sec) fs Hf(M(I/kg) hqA)

WRITE(S8,100) I, time(I), T(), height(), U), fs(I),Hf(),
$ h(D), (1), q1(@), q2(1)

100 FORMAT( ' 14,' ', F143XF9.34X F74,4XF844XF74,
$ 4X, F8.0, 4x, F10.2, 4X, F16.14, 4X, F16.8, 4X, F16.8)

* Loop to calculate variables in liquid range:

10 IF(T(I).GT.Tn.AND.height(I).GT.0.0) THEN
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time(I+1)=time(I)+deltat
Ud+1)=U()+(9.8*(density-densitya)/density
-3.0/4.0*densitya/density*Cd(Re(I))/D*UI)*U(I))*deltat
height(I+1)=height(I)-U(I+1)*deltat
Re(I+1)=U(I+1)*term
Nu(+1)=2+0.6*SQRT(Re(1+1))*Pr**(1.0/3.0)
h(I+1)=Nu(I+1)*ka/D

Um=U(1)+(9.8*(density-densitya)/density-3.0/4.0
*densitya/density*Cd(Re(I))/D*U(I)*U(I))*deltat/2.0
Rem=Um*term
Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)
hm=Num*ka/D

k1=-6.0*h(I)*(T(I)-Ta)/(D*density*funcCpl(T(I)))
k2=-6.0*hm*(T(I)+k1*deltat/2.0-Ta)/(D*density
*funcCpl(T(I)+k1*deltat/2.0))
k3=-6.0*hm*(T(I)+k2*deltat/2.0-Ta)/(D*density
*funcCpl(T(I)+k2*deltat/2.0))
kd4=-6.0*h(1+1)*(T(I)+k3*deltat-Ta)/(D*density
*funcCpl(T(T)+k3*deltat))

TA+1)=T(D)+(k142.0*k2+2.0*k3+k4)/6.0*deltat

fs(I+1)=0.0
Hf(I+1)=0.0
r(I+1) =0.0
ql(I+1)=0.0
q2(I+1)=0.0
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WRITE(8,100) I+1,time(1+1),T(+1)height(I+1),U(+1),
$ fs(I+1), Hi(I+1), h(I+1), r(I+1), q1(I+1), q2(1+1)

I=I+1
GOTO 10

ENDIF

* To calculate parameters at nucleation temperature with a partial

* time step:

deltat1=(T(1-1)-Tn)/(T(I-1)-T(I))*deltat
time1=time(I-1)+deltatl
U1=U(-1)+(9.8*(density-densitya)/density-3.0/4.0

$  *densitya/density*Cd(Re(I-1))/D*U(1-1)*U(I-1))*deltat]
heightl=height(I-1)-U1*deltatl

Rel=Ul*term

Nul=2+0.6*SQRT(Rel)*Pr**(1.0/3.0)

h1=Nul*ka/D

Ti=Tn
fs1=0.0
Hf1=0.0
rl =0.0

WRITE(8,200) timel, Tn, heightl, Ul, fsl, Hfl, hl, rl

200 FORMATC( ', 6X, F7.4,3X,F9.3,4X F7.44X F84,4XF1.4,4XF8.0,
$ 4X, F10.2, 4X, F16.14)
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* Reassign step size and calculate 1st step:

deltat=deltat/factor

time(I)=time1+deltat
U@)=U1+(9.8*(density-densitya)/density

$ -3.0/4.0*densitya/density*Cd(Rel)/D*U1*U1)*deltat
height(T)=height1-U(T)*deltat
Re(M)=U()*term
Nu(I)=2+0.6*SQRT(Re())*Pr**(1.0/3.0)
h(I)=Nu()*ka/D

Cpm=funcCps(T1)*fs1+funcCpl(T1)*(1-fs])

r(I) =r1+B*(T1-T1)*deltat

k1=3.0*B*Hft*r(I)**2.0/(R0**3.0*Cpm)*(T1-T1)

$ -3.0*h(I)/(RO*density*Cpm)*(T1-Ta)
k2=3.0*B*Hft*r(I)**2/(R0**3*Cpm)*(T!-T1-k1 *deltat/2.0)
$ -3.0*h(@)/(RO*density*Cpm)*(T1+k1*deltat/2.0-Ta)
k3=3.0*B*Hft*r(I)**2/(R0**3*Cpm)*(T1-T1-k2*delta/2.0)
$ -3.0*h(I)/(RO*density*Cpm)*(T1+k2*deltat/2.0-Ta)
k4=3.0*B*Hft*r(I)**2.0/(R0**3.0*Cpm)*(TI1-T1-k3*deltat)
$ -3.0*h(I)/(RO*density*Cpm)*(T1+k3*deltat-Ta)

T(D=T1+(k1+2.0*k2+2.0*k3+k4)/6.0*deltat

fs(D=(r(1)/R0O)**3.0
Hf(T)=Hft*fs(I)
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q1(1)=4.0*3.1415926*r(I)*r(1)*B*density*Hft*(T1-T(I))
q2(I1)=4.0*3.1415926*R0*RO*h(I)*(T(I)-Ta)

WRITE(8,100) Ltime(I),T(I),height(),U(),
$ fs(), HED), hq), r(), q1(D), q2(N)

* Calcalate parameters at recalescence range:

20 IF(q1(I).GT.q2(1).AND.height(I).GT.0.0) THEN

time(I+1)=time(I)+deltat
U(1+1)=U(1)+(9.8*(density-densitya)/density

$ -3.0/4.0*densitya/density*Cd(Re(1))/D*UI)*U(T))*deltat
height(I+1)=height(I)-U(I+1)*deltat
Re(I+1)=U(+1)*term
Nu(I+1)=2+0.6*SQRT(Re(1+1))*Pr**(1.0/3.0)
h(I+1)=Nu(I+1)*ka/D

Cpm=funcCps(T(I))*fs(T)+funcCpl(T(D))*(1-fs(I))

k1=3.0*B*Hft*r(I)*r(1)/(R0**3.0*Cpm)*(T1-T(I))
$ -3.0*h(I+1)/(RO*density*Cpm)*(T(I)-Ta)
k2=3.0*B*Hft*r(I)*r(I)/(R0**3.0*Cpm)
*(TI-T(I)-k1*deltat/2.0)
~-3.0*h(I+1)/(RO*density*Cpm)*(T(I)+k1*deltat/2.0-Ta)
k3=3.0*B*Hft*r(I)*r(I)/(R0**3.0*Cpm)
*(T1-T(1)-k2*deltat/2.0)
-3.0*h(I+1)/(R0*density*Cpm)*(T(I)+k2*deltat/2.0-Ta)
k4=3.0*B*Hft*r(I)*r(I)/(RO**3.0*Cpm)*(T1-T(I)
$ -k3*deltat)
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500

-3.0*h(I+1)/(R0*density*Cpm)*(T(I)+k3*deltat-Ta)
TA+1)=T(I)+(k1+2.0*k2+2.0*k3+k4)/6.0*deltat
r(I+1)=c(1)+B*(T1-T(I+1))*deltat
fs(I+1)=(r(I1+1)/R0)**3.0
Hf(I+1)=Hft*fs(I+1)
ql(I+1)=4.0*3.1415926*r(I+1)*r(I+1)*B*density *Hft

*(T1-T(A+1))
q2(I+1)=4.0*3.1415926*R0O*R0*h(1+1)*(T(1+1)-Ta)

WRITE(8,100) I+1,time(I+1),T(I+1)height(I+1),Ud+1),
fs(I+1), Hf(I+1), h(I+1), r(I+1), q1(I+1), q2(+1)

I=l+1
GOTO 20

ENDIF

write(6,*) ' I tr(sec) fsr Hfsr rsr '

write(6,500) I, time(), fs(I), Hf(), r(I)*1000000

format(' ', 14,' ', F6.4, 2x, F6.4, 2x, F8.0, 2x, F4.0)

deltat=deltat*factor

Tr=T()
fsr=fs(I)
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IF(fs() LT fsp) THEN
GOTO 30
ELSEIF(fs(I).LT.1.0) THEN
Hfp=Hf(I)
fsp=fs(T)
GOTO 40
ELSE
GOTO 50
ENDIF

* Calculate parameters at liquid + solid solution range:

30 Cpsource=(Hft-Hf(I)-Hfe)/(Tr-Te)
write(6,*) ‘cpsource=',cpsource

31 IF((T()-1.0).GT.Te.AND.height(I).GT.0.0) THEN

time(I+1)=time(I)+deltat
UI+1)=U()+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re())/D*U()*U(I))*deltat
height(I+1)=height(I)-U(I+1)*deltat
Re(I+1)=U(I+1)*term
Nu(+1)=2+0.6*SQRT(Re(I+1))*Pr**(1.0/3.0)
h(I+1)=Nu(I+1)*ka/D

Um=U(I)+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re(I))/D*U(I)*U(I))*deltat/2.0
Rem=Um*term
Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)
hm=Num*ka/D
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k1=-6.0*h(I)*(T(I)-Ta)/(D*density

$ *(Cpsource+funcCpls(T(1))))
k2=-6.0*hm*(T(I)+k1*deltat/2.0-Ta)/(D*density
$ *(Cpsource+funcCpls(T(I)+k1*deltat/2.0)))
k3=-6.0*hm*(T(I)+k2*deltat/2.0-Ta)/(D*density
$ *(Cpsource+funcCpls(T(I)+k2*deltat/2.0)))
k4=-6.0*h(I+1)*(T(1)+k3*deltat-Ta)/(D*density
s *(Cpsource+funcCpls(T(I)+k3*deltat)))

TA+1)=T(+(k1+2.0*k2+2.0*k3+k4)/6.0*deltat

fs(1+1)=fsr+(Tr-T(1+1))/(Tr-Te)*(fsp-fsr)
Hf(+1)=Hft*fs(I+1)

WRITE(8,100) I+1,time(I+1),T(I+1),height(I+1),U(+1),
$ fs(I+1), Hf(I+1), h(I+1)

I=I+1
GOTO 31

ENDIF

* Calculate parameters at the beginning of eutectic transformation:

deltat2=(T(I-1)-Te)/(T(I-1)-T(I))*deltat
time2=time(I-1)+deltat2
U2=U(-1)+(9.8*(density-densitya)/density-3.0/4.0

$  *densitya/density*Cd(Re(I-1))/D*U(I-1)*U(-1))*deltat2
height2=height(I-1)-U2*deltat2

Re2=U2*term
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Nu2=2+0.6*SQRT(Re2)*Pr**(1.0/3.0)
h2=Nu2*ka/D

T2=Te

Hf2=Hfp
fs2=fsp

WRITE(8,200) time2, T2, height2, U2, fs2, Hf2, h2

* Recalculate parameters for the first partial time step during

* eutectic transformation:

Um=U2+(9.8*(density-densitya)/density-3.0/4.0

$  *densitya/density*Cd(Re2)/D*U2*U2)*(deltat-deltat2)/2.0
Rem=Um*term

Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)

hm=Num*ka/D

k1=6.0*h2*(Te-Ta)/(D*density)

k2=6.0*hm*(Te-Ta)/(D*density)
k3=6.0*hm*(Te-Ta)/(D*density)
k4=6.0*n(I)*(Te-Ta)/(D*density)

Hf(N)=Hf2+(k1+2.0*k2+2.0*k3+k4)/6.0*(deltat-deltat2)

T()=Te
fs(=fsp+(Hf(I)-Hfp)/Hfe*(1.0-fsp)
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WRITE(8,100) Ltime(I),T(@),height(D),UM).fs(T), HE(T), h(l)

GOTO 41

* Calulate parameters during eutectic transformation:

40 Hf(D)=Hfp
fs(T)=fsp

41  IF((Hf(1)-100) LT.(Hft).ANDheight(I).GT.0.0) THEN

time(I+1)=time(T)+deltat
UI+1)=U1)+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re(I))/D*U(I)*U(1))*deltat
height(I+1)=height(I)-U(I+1)*deltat
Re(I+1)=U(I+1)*term
Nu(I+1)=2+0.6*SQRT(Re(1+1))*Pr**(1.0/3.0)
h(I+1)=Nu(I+1)*ka/D

Um=U(I)+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re(I))/D*U(@)*U(I))*deltat/2.0
Rem=Um*term
Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)
hm=Num*ka/D

k1=6.0*h(I)*(Te-Ta)/(D*density)
k2=6.0*hm*(Te-Ta)/(D*density)
k3=6.0*hm*(Te-Ta)/(D*density)
k4=6.0*h(I+1)*(Te-Ta)/(D*density)

284



Hf(I+1)=Hf(I)+(k1+2.0*k2+2.0*k3+k4)/6.0*deltat

fs(I+1)=fsp+(Hf(I+1)-Hfp)/Hfe*(1.0-fsp)
T(A+1)=Te

WRITE(8,100) I+1,time(I+1),T({+1)height(I+1),U(+1),
$ fs(I+1), HE(+1), h(I+1)

I=l+1
GOTO 41

ENDIF

* Calculate parameters at the end of eutectic transformation:

deltat3=(Hf(I-1)-Hft)/Hft*deltat

time3=time(I-1)+deltat3
U3=U(I-1)+(9.8*(density-densitya)/density-3.0/4.0

$  *densitya/density*Cd(Re(I-1))/D*U(I-1)*U(-1))*deltat3
height3=height(I-1)-U3*deltat3

Re3=U3*term

Nu3=2+0.6*SQRT(Re3)*Pr**(1.0/3.0)

h3=Nu3*ka/D

T3=Te

Hf3=Hft
fs3=1.0
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WRITE(8,200) time3, T3, height3, U3, fs3, Hf3, h3

write(6,*) 'SOLIDIFICATION TIME=', time3
write(6,*) 'COOLING RATE=', (T(1)-Te)/time3

* Recalculate parameters for the first partial time step in solid

* solution range:

Um=U3+(9.8*(density-densitya)/density-3.0/4.0

$  *densitya/density*Cd(Re3)/D*U1*U1)*(deltat-deltat3)/2.0
Rem=Um*term

Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)

hm=Num*ka/D

k1=-6.0*h3*(T3-Ta)/(D*density

$  *funcCps(T3))
k2=-6.0*hm*(T3+k1*(deltat-deltat3)/2.0-Ta)/(D*density
$  *funcCps(T3+k1*(deltat-deltat3)/2.0))
k3=-6.0*hm*(T3+k2*(deltat-deltat3)/2.0-Ta)/(D*density
$  *funcCps(T3+k2*(deltat-deltat3)/2.0))
k4=-6.0*h(I)*(T3+k3*(deltat-deltat3)-Ta)/(D*density
$  *funcCps(T3+k3*(deltat-deltat3)))

T(M=T3+(k1+2.0*k2+2.0*k3+k4)/6.0*(deltat-deltat3)

fs(DH=1.0
Hf(I)=Hft

WRITE(8,100) Itime(I),T(I).height(X),U(N),fs(T),Hf(T), h(T)
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* Calculate parameters at the solid solution range:
50 IF(T().GT.Ta.AND.height(I).GT.0.0) THEN

time(I+1)=time(I)+deltat
U(I+1)=U(I)+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re(I))/D*U()*U(1))*deltat
height(I+1)=height(I)-U(I+1)*deltat
Re(I+1)=U(I+1)*term
Nu(+1)=2+0.6*SQRT(Re(I+1))*Pr**(1.0/3.0)
h(I+1)=Nu(+1)*ka/D

Um=U(T)+(9.8*(density-densitya)/density-3.0/4.0

$ *densitya/density*Cd(Re(D))/D*UI)*U())*deltat/2.0
Rem=Um*term
Num=2+0.6*SQRT(Rem)*Pr**(1.0/3.0)
hm=Num*ka/D

k1=-6.0*h(I)*(T(I)-Ta)/(D*density*funcCps(T(I)))
k2=-6.0*hm*(T(I)+k1*deltat/2.0-Ta)/(D*density

$ *funcCps(T(I)+k1*deltat/2.0))
k3=-6.0*hm*(T(I)+k2*deltat/2.0-Ta)/(D*density
$ *funcCps(T(I)+k2*deltat/2.0))
k4=-6.0*h(I+1)*(T(I)+k3*deltat-Ta)/(D*density
$ *funcCps(T(I)+k3*deltat))

T+ 1)=T{)+(k1+2.0*k2+2.0*k3+k4)/6.0*deltat

fs(I+1)=1.0
Hf(I+1)=Hft
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WRITE(8,100) I+1,time(I+1),T(I+1),height(I+1),U(1+1),
$ fs(I+1), Hfd+1), h(I+1)

I=I+1
GOTO 50

ENDIF
WRITE(S,*) '’
WRITE(8,300) D*1000000.0, deltat
300 FORMAT( ', Diameter =', F5.0, ' microns', 10x, Deltat =',

$ F8.6, ' seconds’)

STOP
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APPENDIX C

ACCELERATION CHA RACTERISTICS
OF IMPULSE GENERATORS
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Figure C-1.  Acceleration vs frequency of impulse generator A used in Pb-Sn alloy
runs.
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APPENDIX D

FORTRAN PROGRAM TO CALCULATE
SECONDARY DENDRITE ARM SPACING
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PROGRAM IMAGE

e g a2 22 22 3222 22 22 22 22 2122 224222232t 22 2222222 iRttt e o e
* This program calculate dendrite arm spacing from the data measured by Optimas.
RREEEEEERESEERE LB ELREEEE LR EBE S E SR S SR E LSS ELLE S LS L LR EEERBERER S
* Before this program is used, [LnSampledPoints]' were replaced by integers of
* 1000s between intensity and coordinate data, a character line (e.g. END) and a
* number of 2000 had to be added to the end of the data file.

bt 22 2 2 22 222 2 22 2 22 2 2222 2222 222 2Rl sttt g Y
* I.  counter of intensity (luminance)

* J.  counter of x, y coordinates

* K. counter of intensity peaks

* L:  counter for calculating dendrite arm spacing

* M: counter for calculating average dendrite arm spacing

*  INT: array variable for intensity (luminance)

*  IMAX: array variable for intensity (luminance) peak

* SUM: sum of dendrite arm spacing

*  AVG: average of dendrite arm spacing

*  SMAG: magnification of dendrite arm spacing

* X: array variable for x coordinates

* Y: array variable for y coordinates

*  SPACING: array variable for measured dendrite arm spacing

*  RSPACING: array variable for real dendrite arm spacing

RRREREEESERREEE SRR LIRS SRR EEERER LR LR EEEERRERERBREEEEEE LB RS KRR ER SRR R

INTEGRR I, J, K, L, M, INT(1000), IMAX(100)

293



REAL SUM, AVG, SMAG, X(1000), Y(1000), SPACING(100),
$ RSPACING(100)

OPEN (UNIT=7, FILE=TMAGE.ASC', STATUS='OLD")
OPEN (UNIT=8, FILE=TMAGE.OUT', STATUS="UNKNOWN)

SUM=0.0
M=0
I=1
J=1
K=1
*  for magnification=508, micron bar=60 micron
SMAG=33.84306/60*150/1000

*  dummy read statement to jump the character line [Lnluminance]
READ(7, *)

READ(7, *) INT(I)
WRITE(8,*) DENDRITE ARM SPACING (micron)’

1  IF (INT(I).NE.2000) THEN

I=l+1
READ(7,*) INT(I)

10 IF (INT().NE. 1000) THEN
I=l+1
READ(7.*) INT(I)
IF (INT(I-2) LTINT(1-1). AND.INT(-1).GEINT()) THEN
IMAX(K)=I-1
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K=K+1
ENDIF
GOTO 10
ENDIF

DO 20 J=1, I-1
READ(7.*) X(), Y(J)
20 CONTINUE

*  dummy read statement to jump the character line [Lnluminance]
READ(7,*)

DO 30 L=1,K-2
SPACING(L)=SQRT((X(IMAX(L+1))-X(IMAX(L)))**2
$ +HY(IMAX(L+1))-Y(IMAX(L)))**2)
RSPACING(L)=SPACING(L)/SMAG
SUM=SUM+RSPACING(L)
WRITE(8,*) RSPACING(L)
30 CONTINUE

M=M+K-2
I=1

J=1

K=1

READ(7,*) INT(I)

GOTO 1
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ENDIF

AVG=SUM/M

WRITE(8,*) 'AVERAGE=', AVG

STOP

END
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