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Abstract 

Introduction: Upper limb prostheses aim to restore the complex capacities of the human hand. 

Coordinated hand and arm function relies on an intact visuomotor system during object interaction. 

However, unlike individuals with intact arm function, prosthesis users face additional challenges due to an 

absence of the natural channels for motor control and feedback sensations from the amputated limb. These 

challenges necessitate constant visual monitoring of the prosthesis and lend to disruptions to normal 

patterns of eye-hand coordination. Novel prosthetic interventions are thus developed to facilitate increased 

functionality, while also minimizing the attentional demand associated with operating these devices. To 

evaluate this visual demand, eye tracking is a technology that has enabled researchers to delve into our 

understanding of the visuomotor behaviours of upper limb prosthesis users and provides the potential of 

quantifying the usability of prosthetic devices. 

Objectives: The first objective of this thesis was to employ a scoping review in order to understand 

how eye tracking metrics have been used in the literature to date to describe the visual behaviours of upper 

limb prosthesis users. The review aimed to characterize the visuomotor behaviours of upper limb prosthesis, 

summarize the eye tracking metrics and variables used to describe these behaviours, and identify gaps in 

the literature and potential areas for future research. Building on the research gaps presented in the scoping 

review, the second objective of this thesis was to explore the relationship between gaze behaviour and 

prosthesis skill level using measures of hand movement. The goal was to understand whether improved 

motor planning, as reflected by eye gaze behaviour, was associated with more efficient hand movement 

patterns when performing object manipulation tasks with a prosthesis. Finally, the third objective of this 

thesis was to investigate the effects of an advanced myoelectric control strategy on the visuomotor 

behaviours of upper limb prosthesis users. That is, to determine whether a more reliable control strategy 

could reduce the visual demand associated with prosthetic control. 
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Methods: To tackle the first objective, a scoping review was performed, in which five online databases 

were searched for academic literature that involved the use of eye tracking and the assessment of visuomotor 

behaviours for upper limb prosthetic use. Data on the level of amputation, type of prosthetic device, type 

of eye tracker, primary eye metrics, secondary outcome metrics, experimental task, aims, and key findings 

were extracted to understand the ways in which eye tracking has been used to evaluate upper limb prosthesis 

use. For the second objective, participants without limb difference used a simulated myoelectric prosthetic 

device to perform an object manipulation task, while eye tracking and motion capture data were collected. 

Correlational analyses were carried out to investigate the relationship between measures of gaze behaviour 

(percent fixation and eye latencies) and measures of hand kinematic function (hand distance travelled, hand 

trajectory variability, number of movement units, and phase durations). Lastly, to accomplish the third 

objective, two myoelectric control strategies were compared, a baseline control strategy and an advanced 

control strategy that was designed to be more reliable in multiple limb positions. Participants without limb 

difference controlled a simulated myoelectric prosthesis on two separate days, with either the baseline or 

advanced control strategy. Eye tracking and motion capture data were collected, and the resulting 

visuomotor metrics were compared between control strategies.  

Results: The research findings in this thesis indicated that prosthesis users have a characteristic 

visuomotor behaviour that differs from individuals with intact arm function, such that prosthesis users fixate 

more towards their hand and less towards target objects or locations. Additionally, measures of gaze 

behaviours were shown to be related to measures of hand kinematic function, which suggests that a reduced 

reliance on visual attention and improved motor planning is associated with improved grasp control. 

Furthermore, modulating prosthetic control demonstrated to be successful in improving the visuomotor 

behaviours of myoelectric prosthesis users.   

Recommendations: Eye tracking technology has contributed significantly to our understanding of 

the visuomotor behaviours of upper limb prosthesis users. This thesis demonstrated, for the first time, the 



iv 

 

sensitivity of eye metrics in response to prosthetic control interventions. Future work should thus consider 

the inclusion of eye tracking as an outcome measure when evaluating novel prosthetic control strategies to 

ensure that research work is guided towards developing prostheses that are both functional and useable.   
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Chapter 1: Introduction 

 

1.1 Motivation 

Upper limb prostheses provide individuals with upper limb difference a solution for restoring hand function 

and independence. Technological advances in recent decades have progressed the development of 

myoelectric prostheses and pattern recognition control systems to enable increased dexterity and 

functionality. However, despite ongoing research, the adoption of these devices remains low, as the high 

visual demand needed to operate these devices poses as a barrier to user acceptance1. While researchers 

continue to improve upper limb prostheses, through more reliable control strategies, integration of sensory 

feedback, and surgical interventions2, there is a need for the accompanying assessment of visuomotor 

behaviours to determine the efficacy of these new technologies in reducing visual attention. Several studies 

to date have investigated the visuomotor behaviours of upper limb prosthesis users. Therefore, this thesis 

aims to first, understand the visual behaviours of upper limb prosthesis users and then, to address the 

research gaps pertaining to the visuomotor behaviours of these individuals.  

  

1.2 Research objectives 

The first objective of this thesis was to understand the ways in which eye tracking metrics have been used 

to evaluate the visual behaviours of upper limb prosthesis users. A scoping review was undertaken to 

identify the literature surrounding the visuomotor behaviours of prosthesis users. These behaviours, along 

with the eye tracking metrics used for analyses were summarized, and research gaps in the literature were 

identified. Two research gaps presented in the scoping review were selected for further investigation and 

are addressed in chapters 4 and 5. 

 

To address the first research gap, the next objective of this thesis was to determine the relationship between 

gaze behaviour and prosthesis skill level, as it is unknown whether increased functionality is also associated 

with improved eye-hand coordination. To test this, measures of eye gaze behaviour and hand movement 

behaviour were collected during an object manipulation task performed with a myoelectric prosthetic hand. 

This approach served to provide an understanding of the measures of proficiency in the eye domain that 

correlate with the measures of proficiency in the hand movement domain of prosthesis users.  
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The last objective of this thesis addressed the second research gap – to determine whether addressing the 

unpredictability of myoelectric control can alleviate the visual demand of prosthesis users. An advanced 

myoelectric control strategy that was designed to address the limb position effect was tested in real-time. 

Eye tracking and motion capture data were recorded and analyzed to examine the effects of this control 

intervention in changing visuomotor behaviours of upper limb prosthesis users.  

 

1.3 Chapter summary 

Chapter 2 provides the relevant background information necessary for understanding the research 

objectives of this thesis. The chapter begins with an overview of the motor control of human grasping, 

which is then contrasted with the control of upper limb myoelectric prostheses and some of the challenges 

associated with these devices. This is then followed by a broad overview of the assessment tools used to 

evaluate novel prosthetic technologies, including the Gaze and Movement Assessment. Finally, a summary 

of experimental findings of eye gaze behaviour of individuals with intact arm function are presented.  

 

Chapter 3 presents the manuscript titled A Scoping Review of Eye Tracking Metrics Used to Assess the 

Visuomotor Behaviours of Upper Limb Prosthesis Users published in the Journal of NeuroEngineering and 

Rehabilitation. This review paper characterized the visuomotor behaviours of upper limb prosthesis users, 

summarized the eye tracking metrics used to describe prosthetic behaviour, and identified gaps in the 

literature and potential areas for future research. Findings from this review guided the research presented 

in chapters 4 and 5.  

 

The contents of Chapter 4 were published as Spatiotemporal Coupling of Hand and Eye Movements When 

Using a Myoelectric Prosthetic Hand in the 2022 proceedings for IEEE International Conference on 

Rehabilitation Robotics. The purpose of this study was to explore whether improved motor planning, as 

reflected by eye gaze behaviour, was associated with more efficient hand movement patterns. The 

introduction, methods, results and discussion pertaining to this research objective are presented in this 

chapter. 
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Chapter 5 presents the manuscript titled The Effect of an Advanced Myoelectric Control Strategy on the 

Visuomotor Behaviours of Upper Limb Prosthesis Users in preparation for submission. This chapter 

introduces the limb position effect and the potential for advanced myoelectric control strategies to reduce 

the reliance on vision when operating a prosthetic device. Introduction, methods, results and discussion 

sections are presented in this chapter to answer the question as to whether eye gaze behaviour is sensitive 

to prosthetic control interventions.  

 

Chapter 6 summarizes and joins together the major contributions of this thesis. The implications of these 

research findings are discussed within the broader scope of the upper limb prosthesis research field in this 

chapter.  
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Chapter 2: Background  

 

2.1 Motor control of human grasping  

In humans with intact arm function, successful object manipulation relies on both feedforward and feedback 

control mechanisms3. Feedforward control operates in a predictive manner to program the necessary grip 

forces to grasp objects based on their physical properties4. Vision plays an important role in guiding the 

actions of the hand. Visual information about an object’s location, size and texture inform the motor system 

to generate an appropriate motor plan5. Sensory feedback then plays an essential role in updating 

feedforward control mechanisms6. Discrepancies between expected sensory events and actual feedback 

information enable the motor command to be automatically adjusted in order to generate accurate grip 

forces6. In the absence of somatosensory feedback, anticipatory force control is maintained, however, the 

regulation of grip force magnitude according to actual loading demands is disrupted3,7. Instead, individuals 

rely on alternate feedback channels, such as vision to predict grip force levels, resulting in excessive or 

unstable grip forces3. 

 

2.2 Feedforward and feedback control of myoelectric prostheses 

With upper limb prosthesis users, the natural feedback pathways from the hand are lost with amputation. 

Unlike normal arm function, myoelectric prostheses allow for feedforward control, however, lack feedback 

control. These devices operate on an open-loop control system, such that feedforward commands generated 

by the user are translated into actions of the prosthetic hand. However, feedback information about grip 

aperture, grip force, hand distance to the object, and properties of the object are not relayed back to the user 

through the hand to update the motor plan. Consequently, prosthesis users may face challenges with 

controlling their prosthesis and often rely on vision to monitor the activity of their prosthetic device8–10. In 

fact, Saunders et al.11 demonstrated that visual and tactile feedback were required to successfully grasp 

objects when feedforward control was disrupted. However, when the control was optimized, feedback was 

not necessary to accurately control grip force11. Therefore, feedforward and feedback control demonstrated 

complementary roles in grasp performance11, and continue to be areas of interest for prosthetic research and 

development12. 
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2.3 Challenges associated with myoelectric control 

Myoelectric prostheses are controlled using electromyography (EMG) signals that are generated by the 

muscles in a person’s residual limb. Surface electrodes placed on the surface of the skin record EMG signals 

from the underlying muscles, which are then translated into specific movements of the prosthesis. Direct 

control is a simple myoelectric control method, in which the muscle signals from individual electrode 

channels are mapped directly to prosthetic movements, such as to activate hand open and close13. The 

prosthesis can either be activated at a constant speed when the signal amplitude exceeds a certain threshold, 

or can operate proportionally to the intensity of the signals generated by the user. However, this type of 

control is limited by the number of control signals available for multiple prosthetic functions and would 

require users to switch between activating different degrees of freedon14. As such, pattern recognition has 

become popular in recent years as a control method that combines information recorded from multiple 

electrodes to provide natural control with a high level of dexterity and functionality14.  

 

Pattern recognition leverages machine learning algorithms to recognize and interpret the complex patterns 

of muscle activity13. This approach comprises feature extraction from EMG signals to classify specific 

prosthetic movements13. Despite ongoing research, the robustness of recorded EMG signals remains a 

challenge for myoelectric control14. Numerous factors, such as changes in limb position15, varying 

contraction intensity15, and fluctuations at the skin-electrode interface16–18, can affect the reliability of 

myoelectric control. Therefore, to overcome these challenges, researchers have been interested in advancing 

machine learning algorithms to accurately decode movement intent and effectively execute control 

commands19. The goal of these advanced machine learning algorithms is to develop control strategies that 

are adaptable to variations in EMG signals with different contraction strengths, limb positions, electrode 

placement, etc., while minimizing the burden on the user to repeatedly calibrate their device12.  

 

2.4 Current assessments  

With the progression of more advanced technologies, there is a demand for accompanying outcome 

measures that adequately measure the efficacy and benefits of such technologies. Clinical assessments, such 

as the Southampton Hand Assessment Procedure20, Assessment of Capacity for Myoelectric Control21, 

Activities Measure for Upper Limb Amputees22, Box and Blocks Test23, and Clothespin Relocation Test24 

are commonly employed to provide a global measurement of function, and rely on rater-based measures or 

time-based measures to score performance25. These clinical assessments however, often do not include 
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specific hand function metrics, such as grip aperture and movement variability26, or corresponding measures 

of gaze behaviour that are important in understanding visuomotor behaviours during grasp control27,28. In 

the context of research developments, quantitative measurements of visuomotor behaviours can further 

enhance our understanding a user’s functional abilities and aid in identifying specific areas for further 

research developments. 

 

The Gaze and Movement Assessment (GaMA) is a repeatable and reproducible assessment tool that 

quantifies upper limb movements26,29 and visual fixations28 during functional tasks. GaMA involves 

collecting motion capture and eye tracking data, that are then synchronized and segmented into discrete 

movements and phases for detailed analysis of upper limb and hand kinematics, as well as visual behaviour 

during object interaction. Eye metrics inform as to visual attention and provide insights into movement 

planning. Since one of the primary goals of advanced prosthetics research is to reduce the attentional 

demand associated with prosthetic use1, eye tracking provides a meaningful evaluation of novel 

interventions to reduce the visual attention towards the prosthetic hand. Overall, GaMA provides a 

collection of outcome measures that enable a comprehensive approach to evaluate eye and hand movements 

of upper limb prosthesis users.   

 

2.5 Eye gaze behaviour of individuals with intact arm function  

Head-mounted eye trackers have enabled researchers to study natural gaze behaviours during a wide variety 

of goal-directed tasks30–32. The eyes have consistently been shown to precede the actions of the hands and 

move in a predictive manner to direct and guide the hands towards the object30–32. The eyes have also been 

shown to rarely fixate the hand or task irrelevant objects, and shift away from grasped objects to allow 

haptic and proprioceptive feedback to take over33. In a study using GaMA, Lavoie et al.28 combined eye 

tracking and motion capture to automate the data analysis process for a comprehensive assessment of eye 

gaze behaviour throughout the entire object manipulation task. Findings from this study further revealed 

that on average, participants fixated task relevant areas for 73% to 80% of the task, with the remainder 

consisting of blinks and saccades28. In addition, participants maintained their fixation on one location at a 

time, instead of shifting between target areas28. The eyes led the hand by an average of 0.53s to 0.90s and 

fixations towards the hand were maintained into the beginning of the transport phase before touch and 

proprioceptive feedback could take over28. In comparison to these findings involving intact limb 

individuals, the application of GaMA in an upper limb prosthesis user population could provide meaningful 

insights into the challenges and adaptations unique to prosthesis use8.    
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Chapter 3: Literature Review 

 

The material presented in this chapter was published in the Journal of NeuroEngineering and Rehabilitation 

as the article titled “A Scoping Review of Eye Tracking Metrics Used to Assess the Visuomotor Behaviours 

of Upper Limb Prosthesis Users”:  

Cheng KY, Rehani M, Hebert JS. A scoping review of eye tracking metrics used to assess 

visuomotor behaviours of upper limb prosthesis users. J NeuroEngineering Rehabil. 2023;20(1):1–

22. 

The contents of this chapter are identical to the material presented in the published manuscript. Tables from 

the original manuscript are presented in the Appendix of this thesis.  

 

3.1 Abstract 

Advanced upper limb prostheses aim to restore coordinated hand and arm function. However, this objective 

can be difficult to quantify as coordinated movements require an intact visuomotor system. Eye tracking 

has recently been applied to study the visuomotor behaviours of upper limb prosthesis users by enabling 

the calculation of eye movement metrics. This scoping review aims to characterize the visuomotor 

behaviours of upper limb prosthesis users as described by eye tracking metrics, to summarize the eye 

tracking metrics used to describe prosthetic behaviour, and to identify gaps in the literature and potential 

areas for future research. A review of the literature was performed to identify articles that reported eye 

tracking metrics to evaluate the visual behaviours of individuals using an upper limb prosthesis. Data on 

the level of amputation, type of prosthetic device, type of eye tracker, primary eye metrics, secondary 

outcome metrics, experimental task, aims, and key findings were extracted. Seventeen studies were 

included in this scoping review. A consistently reported finding is that prosthesis users have a characteristic 

visuomotor behaviour that differs from that of individuals with intact arm function. Visual attention has 

been reported to be directed more towards the hand and less towards the target during object manipulation 

tasks. A gaze switching strategy and delay to disengage gaze from the current target has also been reported. 

Differences in the type of prosthetic device and experimental task have revealed some distinct gaze 

behaviours. Control factors have been shown to be related to gaze behaviour, while sensory feedback and 

training interventions have been demonstrated to reduce the visual attention associated with prosthesis use. 

Eye tracking metrics have also been used to assess the cognitive load and sense of agency of prosthesis 

users. Overall, there is evidence that eye tracking is an effective tool to quantitatively assess the visuomotor 
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behaviour of prosthesis users and the recorded eye metrics are sensitive to change in response to various 

factors. Additional studies are needed to validate the eye metrics used to assess cognitive load and sense of 

agency in upper limb prosthesis users.  

 

3.2 Introduction 

The goal of advanced upper limb prostheses is to restore the highly dexterous and complex capacities of 

the human hand. Vision is among one of the most important senses in controlling the hand during object 

interaction34. Both individuals with an anatomical hand28 and prosthetic hand8 use vison to preplan 

movements by gathering information about the external environment. Visual fixations are directed at areas 

of interest prior to generating a motor command. As such, visuomotor coordination is required to achieve 

coordinated hand and arm function. Prosthesis users have an additional requirement to visually monitor the 

prosthesis, given the lack of feedback sensations that are typically provided by the anatomical hand. Novel 

prosthetic interventions are developed to facilitate increased functionality, while also minimizing the 

attentional demand associated with operating these devices. However, attentional demand can be difficult 

to quantify. When the gaze is focussed on a target of interest, information is processed through the fovea 

with high visual acuity35. Generally, the direction of gaze corresponds with the location of overt attention, 

however, does not consider covert attention that is processed through the peripheral vision35. Nevertheless, 

this principle has enabled researchers to use eye movement behaviours to measure the allocation of overt 

visual attention and provide insights into movement planning. Indeed, it wasn’t until recently that eye 

tracking research has become popular as a diagnostic tool aimed at measuring visual attention27. 

 

Eye tracking is a technology used to record eye movements to provide objective and unbiased insights into 

human gaze behaviour36. Modern video-based eye trackers use digital cameras to capture a series of images 

of the eyes. Different approaches have been employed to detect the pupil location in order to calculate the 

point at which the eyes are fixated37. By quantifying the timing and location of visual fixations, the 

coordination between eye and hand movements can be studied under different conditions to reveal 

important aspects of object interaction28. With the anatomical limb, the eyes precede the actions of the 

hands to provide movement planning information to successfully reach and grasp for target objects33,38–40. 

Eye tracking has been applied to identify biomarkers for cognitive impairment, as well as to track treatment 

progress in clinical populations such as autism spectrum disorder, schizophrenia, attention deficit 

hyperactivity disorder, and fetal alcohol spectrum disorder41. More recently, eye tracking has been utilized 

to evaluate the visuomotor behaviours of upper limb prosthesis users. Research in this area has further 
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contributed to our understanding of human-machine interaction with prosthetic devices and provides a new 

way of potentially quantifying the usability of these devices. Currently, there is an absence of any review 

of eye tracking metrics within the upper limb prosthetic population. Therefore, with this growing body of 

literature surrounding the visuomotor behaviours of prosthesis users, there is an emergent need for a review 

of the literature.   

 

A scoping review was designed to answer the question: what is known about the visuomotor behaviour of 

upper limb prosthesis users and which eye metrics have been used to evaluate prosthesis use? The aim of 

this scoping review was to identify the literature on the use of eye tracking to evaluate the behaviour of 

individuals using an upper limb prosthesis. In doing so, visual behaviours of prosthesis users were 

summarized, as well as the eye metrics used to describe these behaviours. Additionally, the literature search 

uncovered novel eye metrics beyond eye-hand coordination that show promise in assessing other features 

of prosthetic behaviour. This review paper serves to provide an understanding of how eye tracking metrics 

have been used to date in upper limb prosthetics research and to guide future research.  

 

3.3 Methods 

A scoping review protocol was published on the University of Alberta Education and Research Archive 

website detailing the methods for this scoping review42. The specific aims of this scoping review were: (i) 

to characterize the visuomotor behaviours of upper limb prosthesis users reported in the literature that have 

utilized eye tracking technology, (ii) to summarize the eye tracking metrics and variables commonly used 

to describe behaviours when manipulating a prosthetic hand, and (iii) to identify gaps in the literature and 

potential areas for future research. Five online databases: Medline, Embase, PsycInfo, ProQuest, and 

Google Scholar were searched for relevant academic literature published from the dates of their inception 

until December 1, 2021. The search strategy consisted of terms related to (i) upper limb amputation and 

prostheses and (ii) assessment of visuomotor behaviour using eye tracking technology. An example of the 

complete search strategy for Medline is included in the Appendix of the published protocol. Reporting for 

this scoping review follows the recommendations as outlined by the PRISMA-ScR statement and 

checklist43.  

 

Inclusion criteria were peer-reviewed journal articles in which (i) individuals with an upper limb amputation 

used a prosthesis or individuals with intact arm function used a simulated upper limb prosthesis, (ii) to 

accomplish an experimental task, (iii) while eye tracking data were collected. Conference papers and 
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dissertations were included, however literature was excluded if the work was preliminary and later 

published in a peer-reviewed format, or if there were insufficient details to extract the required data. 

Literature reviews were excluded, as these were found to be summaries of included original papers on other 

topics, and no review papers were found on this review topic. Studies were excluded if eye tracking was 

not used as an outcome metric to describe visual behaviour, but rather for control in computer vision. 

Research on lower limb amputation or prosthesis use, and non-English articles were also excluded.    

 

Title and abstract screening was performed independently by two reviewers (KC and MR). Although 

literature reviews were excluded from this scoping review, the reference list of two identified review papers 

were manually searched for relevant literature. This process was to ensure that the original literature was 

included in the review process. In addition, the following manual searches were conducted in Google 

Scholar: (i) upper limb prosthesis eye-tracking thesis, (ii) visuomotor control upper limb prosthesis, (iii) 

cognitive workload artificial limb, (iv) eye tracking artificial limb. All relevant literature was then selected 

for screening. Two reviewers (KC and MR) completed a full-text review to assess the eligibility of all 

retained literature. Any conflicts were resolved in consultation with the third reviewer (JH). 

 

Data on the level of amputation, type of prosthetic device, type of eye tracker, primary eye metrics, 

secondary outcome metrics, experimental task, aims, and key findings were extracted to understand the 

ways in which eye tracking has been used to evaluate upper limb prosthesis use. Only data pertinent to the 

research question of this scoping review were reported in the results. Key themes from the literature were 

identified by grouping together common research goals and experimental methods. Subtopics were 

subsequently described as related to the overarching theme.  

 

 

3.4 Results 

 

3.4.1 Selection of sources of evidence  

A database search in Medline, Embase, PsycInfo, ProQuest and Google Scholar produced a total of 204 

articles. 65 duplicates were removed, resulting in 139 articles for further screening. After a title and abstract 

screening, 81 articles were excluded, and a full-text review was conducted on the remaining 58 articles. 

One article was added manually after reviewing the full text of identified literature. Once the articles were 
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assessed for eligibility, a total of 17 studies were included in the review. The PRISMA diagram (Figure 3-

1) serves to illustrate this process visually and it includes the details of the reasons for exclusion.  

 

 

 

Figure 3-1: PRISMA flow chart 

 

3.4.2 Characteristics of sources of evidence  

Appendix A provides a summary of included study characteristics. All studies quantitatively assessed the 

behaviour of participants using eye tracking technology. Ten studies consisted of a cross-sectional 

design8,10,44–51, 3 studies included a repeated-measures study design9,10,52, 2 were crossover studies53,54, and 

4 were case studies52,55–57. Of the included literature, 1 was a conference paper51 and 2 were dissertations45,49.  
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3.4.3 Synthesis of results 

Participant characteristics were diverse and are summarized in Appendix B. A total of 10 studies involved 

individuals with a limb difference, including 9 studies that tested individuals with transradial amputation8,45–

48,52,53,56,57, 3 with transhumeral amputation8,45,55 and one with shoulder disarticulation55. Participants with 

an amputation had a myoelectric prosthesis in 8 studies8,46–48,52,55–57, while others had a body-powered 

prosthesis in 2 studies8,45. Nine studies evaluated the visual behaviour of individuals with intact arm 

function. Of those, 7 studies had individuals perform tasks using a simulated myoelectric prosthesis9,10,50–

52,54,57. The simulated device used myoelectric signals to control a terminal device that bypassed the 

anatomic hand. Alternatively, a simulated body-powered prosthesis was employed in one study44 and a 

myoelectrically-controlled virtual reality arm was used in another study49 with participants who had intact 

arms. Figure 3-2 summarizes the type of prosthetic device and level of amputation of participants.  

 

 

Figure 3-2: Type of prosthetic device and level of amputation of participants 
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Appendix C summarizes the experimental data collection methods. In general, object manipulation tasks 

were performed with the prosthetic hand while eye tracking data were collected. Tasks involved the 

Southampton Hand Assessment Procedure (SHAP)20, as well as tasks modified from the SHAP9,10,52. Other 

experimental tasks included a dual task activity53,54, a clothespin relocation task50,51,56, a cylinder task47,48,57, 

a cup transfer task8,45,55, and a pasta box task8,45,55.  

 

To characterize the visual behaviours of participants, several eye metrics were recorded and are summarized 

in Appendix C. The direction of gaze was recorded to determine the location of overt visual attention35. 

Key areas of interest (AOI) were defined in each study that were relevant to the specific task demands. 

Since areas unrelated to the goal of the task are rarely fixated33,38,39, areas such as the hand, start location, 

end location and objects being manipulated were usually defined as AOIs. Eye metrics used to describe 

prosthetic visuomotor behaviour included both spatial and temporal information, such as when and where 

someone was looking. In the spatial domain, these metrics included the number of fixations, gaze sequence, 

duration of fixation, percent fixation and target locking strategy (TLS), and in the temporal domain, these 

metrics included eye latency measures. Figure 3-3 presents the distribution of eye metrics that are reported 

in the literature.  
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Figure 3-3: Eye metrics reported in the literature to evaluate prosthetic visuomotor behaviour   

 

To describe the spatial allocation of gaze, the number of fixations referred to the frequency of visual 

fixations to defined AOIs and was used to indicate how often the gaze switched between the hand and the 

target to monitor the trajectory of the prosthetic hand45,46,48,49,52,53,57. While the number of fixations only 

reported the frequency of fixations, gaze sequence provided additional information about the order of visual 

fixations to AOIs in addition to the location, and demonstrated the pattern in which visual fixations occurred 

throughout each trial52. Fixation duration referred to the absolute time in seconds that the gaze fixated onto 

an AOI49. This metric is useful in comparing the absolute amount of attention towards an AOI during fixed 

time trials. However, for trials that are variable in length, percent fixation was generally used as a preferred 

metric to compare the relative allocation of visual attention to the hand and target areas. Percent fixation 

was defined as the amount of each phase that was spent fixating a given AOI and was represented as a 
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percentage of each phase8,9,44–48,52–55,57. Additionally, TLS was the difference between the percentage of 

time spent fixating the target and the hand9,10. Using this metric, a more positive value reflected more time 

spent fixating the target, whereas a more negative value indicated more time spent fixating the hand9,10. A 

score close to zero represented a gaze switching strategy, in which equal amounts of time were spent 

fixating the target and the hand9,10. Together, these metrics provide a detailed description of the efficiency 

of gaze control and where upper limb prosthesis users predominantly focus their attention.  

 

To describe the temporal relationship between eye and hand movements, eye latency measures were defined 

as the time in seconds that the eyes precede or follow the movement of the hand8–10,45. Eye arrival latency 

described the timing in which the eyes fixated the target location before the arrival of the hand28. Eye leaving 

latency referred to the timing to disengage gaze from the target of interest28. Note that Parr et al.9,10 described 

the same metric which they referred to as gaze shifting. A negative time indicated that the eyes were ahead 

of the hand, while a positive time reflected the time in which the eyes lagged behind the hand. This metric 

is useful in understanding human-machine interactions, as it uncovers the temporal dynamics between the 

location of visual attention and the location of the prosthetic hand and objects.  

 

Additional eye metrics described in the literature measured pupil dilation to describe the cognitive workload 

associated with prosthetic use. These metrics included pupil size, percent change in pupil size, and number 

of pupil size increases. Pupil size was measured as the average diameter of the pupil in millimeters during 

a trial56. Percent change in pupil size was measured as the difference between the maximum pupil diameter 

and minimum pupil diameter at baseline, relative to the baseline pupil diameter51. This metric did not 

account for differences in individual pupil sizes, which may not be appropriate for a between-subject 

design51. Number of pupil size increases, therefore, measured the number of times that the pupil diameter 

increased per second50, as an index of cognitive activity58 and was less susceptible to environmental 

factors50.  

 

 

3.4.4 Thematic synthesis 

Three main themes were identified in the reviewed literature: (i) general visuomotor behaviours of 

prosthesis users, (ii) different experimental conditions across research groups, and (iii) changes in gaze 

behaviour in response to various factors. In addition, other exploratory areas of eye tracking in prosthesis 

research were uncovered in the literature that do not coincide with the aforementioned themes. Early studies 

aimed to characterize the visuomotor behaviours of upper limb prosthesis users. Across research studies, 
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differences in experimental protocols revealed significant differences in these behaviours. Later work began 

to use eye tracking as an outcome measure to assess the effectiveness of novel prostheses interventions. 

Lastly, two additional areas of prosthetic behaviour, cognitive workload and sense of agency, used eye 

metrics for evaluation.  

 

 

3.5 Discussion 

 

3.5.1 Characteristics of Visuomotor Behaviours of Upper Limb Prosthesis Users  

3.5.1.1 Eye-Hand Coordination of Prosthesis Users 

When reaching and grasping with the anatomic limb, the eyes tend to fixate on a target ahead of the hand 

movement and maintain fixation on that target while executing the task. Thus the eyes rarely fixate on the 

hand33. Prosthesis users, however, have been shown to exhibit different patterns of visuomotor behaviour. 

The literature consistently demonstrated that when reaching and grasping for an object with the prosthetic 

hand, the eyes fixated more towards the hand and less towards the target8–10,45,46,52. Other studies further 

revealed increased fixations to the prosthetic hand when transporting an object8–10,45. The reliance on vision 

to monitor the hand was described to be due to grip insecurity and deficits in sensory feedback8–10,45,57. In 

addition, a gaze switching strategy was identified, in which prosthesis users continuously switched between 

visually monitoring the hand and the target, as indicated by an increased number of fixations46,52 and a low 

TLS score9,10. Some studies further showed that there was a significant delay for the eyes to disengage from 

the current target and shift to the next target when manipulating objects with a prosthesis8–10,45.  

 

Disruptions to normative eye-hand coordination that have been highlighted in the literature are reflective 

of an increased visual dependency to compensate for difficulties associated with prosthetic use. The 

increased attentional demand that is needed to visually monitor the activity of the prosthesis can be one 

factor that is cognitively demanding and is often reported to be the primary reason for device dissatisfaction 

and rejection1,59. Since haptic and proprioceptive feedback are lost with amputation, it is likely that vision 

is used as a feedback mechanism to ensure a stable grip11. This reliance on vision prevents the eyes from 

looking ahead towards target objects to plan for upcoming actions9,10. Therefore, adjustments to the hand 

need to be actively controlled and can place a high cognitive demand on the user10. 
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3.5.1.2 Gaze Behaviour as an Indicator of Skill Level 

The development of eye-hand coordination during human development phases is well-defined. In the initial 

stages of motor learning, vision is used as a feedback mechanism to monitor the actions of the hands60. As 

skill develops, vision shifts to be predictive of hand movements and the eyes are able to look ahead towards 

the target60. Presumably then, the reliance on vision to monitor the prosthesis would decrease with 

experience and more highly skilled prosthesis users would demonstrate eye-hand coordination typically 

observed in individuals with intact arm function. Some studies9,46,52 have suggested that more experienced 

prosthesis users behave similarly to individuals with intact limbs, however findings have been inconsistent.  

 

Parr et al.9 suggested that prosthetic eye and hand movements remain temporally coupled. Results of their 

study revealed that the timing of gaze shifts was a significant predictor of task performance time, therefore 

the ability to shift vision away from the hand towards the target resulted in faster movements9. Another 

study however, showed that the gaze strategies of experienced prosthesis users are highly variable46. While 

some experienced users fixated predominantly towards the target, others switched between monitoring the 

hand and the target. Measures used to describe the spatial allocation of visual attention, including percent 

fixation and number of fixations, thus were not related to skill level46 or everyday usage47. Despite clear 

differences in the visuomotor behaviours of individuals with intact arm function and prosthesis users, it is 

unclear from the findings to date, whether behaviours that more closely resemble normative eye-hand 

coordination are indicative of a higher prosthesis skill level. 

 

Disruptions to the development of typical patterns of eye-hand coordination reported in upper limb 

prosthesis users can also be attributed to the unreliability of prosthetic devices. A multitude of factors, such 

as electrode shift, electrode impendence, and fatigue affect the reliability of myoelectric control14, 

preventing typical sensorimotor mapping rules from developing61. As a result, it is likely that vision 

maintains fixated on the prosthetic hand, even as skill progresses to compensate for the unpredictable 

control. Future work should investigate the relationship between gaze behaviour and skill level, and whether 

addressing the unpredictability of myoelectric control can alleviate demand on the visual system.  

 

3.5.2 Experimental Conditions Can Influence Visuomotor Behaviours  

The visuomotor behaviours of prosthesis users has been characterized across multiple research groups that 

have employed different experimental conditions. The general findings were largely in concordance with 

one another, apart from a few studies that indicated that the type of prosthetic device and experimental task 

produced notable differences in prosthetic behaviour.  
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3.5.2.1 Type of Prosthetic Device 

Participants with intact arm function using a simulated prosthesis and individuals with amputation using a 

prosthesis have demonstrated similar eye and hand movement patterns when using a prosthetic device. 

Sobuh et al.52 demonstrated that participants using a simulated myoelectric prosthesis and experienced 

myoelectric prosthesis users had similar gaze fixations, movement times, and SHAP scores. In addition to 

similarities in visuomotor behaviours between the two groups, the compensatory movement patterns of 

individuals using a simulated device have also been shown to be similar to individuals with an upper limb 

amputation when using a myoelectric prosthetic device62. Although this evidence suggests that the use of a 

simulator prosthesis is an acceptable proxy for studying upper limb prosthesis use, considerations should 

be made concerning the translatability of results to prosthesis users. The attachment of a terminal device to 

a simulated prosthesis presents several challenges. The position of the terminal device can affect the centre 

of mass or obscure the view of the prosthesis63, which may affect visuomotor behaviour. In addition, the 

long-term use of a simulated prosthetic device has yet to be explored, therefore it is unknown whether 

visuomotor behaviours observed during initial testing sessions are representative of long-term device use 

for prosthesis users. However, recruiting participants with intact arm function as an alternative to upper 

limb prosthesis users allows a larger sample size to increase the statistical power of the results. Novice users 

are also assumed to have no experience with operating a prosthetic device, whereas prosthesis users 

typically have varied experience levels46. Using naïve participants allows researchers to control for level of 

experience when evaluating novel research interventions.   

 

In general, myoelectric and body-powered prosthesis users demonstrated similar visuomotor behaviours. 

Both  myoelectric and body-powered prosthesis users took longer to complete tasks with the prosthetic 

hand compared to the anatomical hand and a disproportionate amount of time was spent fixating the 

prosthesis when reaching and transporting objects8,45,52. However, some notable differences in gaze 

behaviour were observed that were unique to body-powered prosthetic use. A gaze switching strategy was 

not evident in transradial body-powered prosthesis users likely due to the mechanics of these types of 

devices45. Unlike the unreliable nature of myoelectric control that may cause the prosthetic hand to 

unexpectedly open, a voluntary open hook was used, which remained closed on objects once grasped. Since 

a relatively stable grasp can be achieved with this type of terminal device, vision was not required to monitor 

the prosthetic hand. This device, along with an intact elbow providing some proprioceptive feedback, 

enabled users to look ahead towards the drop-off target within a normative range of behaviour45. However, 
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transhumeral body-powered prosthesis users faced an additional visual demand with increased fixations to 

the terminal device in transport that prevented the ability to look ahead to the drop-off target45. Researchers 

should therefore consider how the type of prosthetic device as well as the level of amputation might affect 

overall research outcomes.   

 

 

3.5.2.2 Experimental Task Conditions 

Across research groups, different experimental tasks were employed to study the visuomotor behaviours of 

prosthesis users. Interestingly, despite these differences, the observed gaze behaviours were consistent 

across studies9,10,45,46,52. This finding is in accordance with non-disabled eye-hand coordination studies that 

have also shown remarkable agreement across various functional tasks, which has led to important 

generalizations about human behaviour33,38–40. The majority of studies included in this review paper 

involved relatively simple tasks that were performed in a seated position and largely limited to the task 

space directly in front of the participant9,46–48,52,57. Individuals with upper limb amputation are known to use 

their prosthesis for a broad range of activities of daily living (ADL). The prosthesis is most frequently used 

in bimanual tasks to assist the intact limb64. In addition to desk procedures, similar to the experimental tasks 

of the included studies, common ADLs involving prosthetic use include housework, shopping, eating and 

cooking65. Therefore, the limited movements of these experimental tasks may, not be generalizable to 

prosthesis user functionality in everyday tasks47.  

 

Only one study specifically addressed the different task demands of two goal-oriented object manipulation 

tasks on the visuomotor system8. A pasta box task and a cup transfer task were developed to represent daily 

activities26 and validated to quantify gaze behaviour28. The pasta box task required gross movements to 

transport a pasta box from various shelf heights, whereas the cup transfer task involved transporting 

compliant cups filled with beads26. The different task demands revealed differences in visuomotor 

compensatory strategies, in which the cup transfer task required more visual attention to the hand than the 

pasta box task during reach and transport phases. Since the cups are deformable, the authors explained that 

visual attention towards the hand was likely a cautious strategy to ensure contents of the cup were not 

spilled8. Therefore, the cup transfer task was applicable in evaluating gaze strategy in relation to grasping 

skills (including maintaining grasp during transport), whereas, the pasta box task challenged users in 

various planes of movement that required users to adapt their visual behaviours8. These findings highlight 

the importance of considering the task being used when measuring visual behaviour. Experimental 
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conditions should include scenarios that represent activities of daily living, as lab-based tasks may not be 

representative of eye movement behaviours in the real world66.  

 

In addition to experimental task selection, the type of eye tracker should also be considered in the 

experimental design. Remote eye trackers restrict head and body movements to the area directly in front of 

the eye tracker for reliable gaze recording. Such postural constraints have been shown to affect gaze 

behaviour, specifically, the velocity of saccades was shown to increase when the head was restricted67. 

When the head was unrestrained and could move freely in the recording area of the remote eye tracker, data 

loss and spatial accuracy errors were apparent68. Head-mounted eye trackers, on the other hand, maintain 

ecological validity and allow for natural eye movements. In accompanying more functional tasks of daily 

living, researchers should consider preferentially using a head-mounted eye tracker to allow for natural eye, 

head, and hand movements that are representative of real-world scenarios.  

 

 

3.5.3 Responsiveness of Eye Metrics to Various Factors 

To date, the use of eye tracking technology has enabled researchers to establish a characteristic visuomotor 

behaviour of upper limb prosthesis users that differs from the behaviours of individuals with intact arm 

function. However, the question remains whether eye tracking metrics are sensitive enough to effectively 

assess functional improvements, such as to reduce the visual demand associated with prosthetic use. The 

following section will explore the effects of control systems, sensory feedback, and training on gaze 

behaviour and provide evidence that eye metrics are sensitive to various factors.  

 

 

3.5.3.1 Prosthetic Control Chain 

Myoelectric prostheses are challenging to control as there are many factors involved in controlling a 

prosthesis, which can explain why vision is drawn towards the prosthetic hand. Minimizing uncertainty in 

the controller can improve grasp performance11 and also has the potential to reduce visual attention towards 

the hand. Research on the prosthetic control chain has investigated factors such as signal generation, signal 

acquisition, and device response47,48,57.  

 

To understand which control factors may contribute to improving user functionality, Chadwell et al.47,48,57 

investigated the relationships between each of these control factors and measures of functionality and 

everyday prosthesis usage. Their results showed that gaze behaviour was significantly disrupted by 
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mechanical issues, such as unpredictability and electromechanical delay, and was not related to skill in 

controlling the electromyography (EMG) signal48. Unpredictability, as defined by a higher number of 

unwanted EMG activations, was significantly correlated to lower success rate, longer task duration, higher 

temporal kinematic variability, increased fixations to the hand, decreased fixations to target areas during 

reach to grasp, and increased gaze switches48. Longer electromechanical delay was also related to improved 

performance, such as shorter task duration, shorter length of aperture plateau, decreased fixations to the 

hand during transport, increased fixations to target areas during transport, fewer gaze switches, and longer 

prosthesis wear time48. This finding was in contrast to their hypotheses and is counterintuitive. The effect 

of device delay on user performance is not well understood, however the authors speculate that increased 

mechanical delays may actually reduce undesired activations of the prosthesis. Additional research is 

needed to investigate the interactions between mechanical issues and their influence on visuomotor 

behaviours. 

 

The addition of a prosthesis introduces unpredictable control, which appears to drive the dependency on 

vision to monitor the hand. Gregori et al.69 revealed that when individuals with a transradial amputation 

were asked to grasp and manipulate objects with their missing limb rather than their prosthesis, they 

demonstrated similar visuomotor behaviours as individuals with intact arm function. Therefore, it is likely 

that the complexities of translating muscle signals into actions of the prosthesis is what introduces the 

disruptions to gaze behaviours. Together, these findings point towards a need to address factors affecting 

control reliability and future work should consider including eye tracking as an outcome measure to assess 

the usability of novel control systems.  

 

 

3.5.3.2 Sensory Feedback Systems 

The integration of sensory feedback systems in myoelectric prostheses have shown promise in improving 

performance70, and some researchers have investigated whether adding supplementary feedback can reduce 

the visual attention on the hand. One research group studied the potential of adding supplementary sensory 

feedback to normalize gaze behaviour53,54. In their testing paradigm, vibrotactile feedback had no effect on 

gaze behaviour in participants using a simulated myoelectric prosthesis54 or myoelectric prosthesis users53. 

A dual-task was used to test differences in gaze behaviour, whereby performance on a primary task assessed 

the amount of cognitive effort exerted for that task, while performance on a secondary task assessed the 

remaining cognitive capacity71. This testing paradigm may not have been appropriate for discriminating 

differences between conditions with and without feedback, as the authors suggested that the secondary task 
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was too simple and may not have adequately challenged the user53,54. In addition, the location of gaze may 

not discern attentional demand in a dual task, as the locus of attention can differ from the location of gaze, 

particularly when information is processed through the peripheral vision35. In the included studies, the 

effectiveness of sensory feedback was not tested over multiple training sessions. Markovic et al72 

demonstrated that the relevance of feedback is related to the prosthesis user’s experience level. Feedback 

was only beneficial in reducing task completion time after subjects trained over multiple sessions to learn 

to control a prosthesis72. Therefore, the integration of supplemental feedback into the motor control loop 

may require time before feedback becomes useful in reducing the reliance on visual feedback.  

 

Although prosthesis users lack touch and proprioceptive feedback, incidental feedback is relayed to the user 

through visual and auditory cues. Many studies have compared supplementary feedback to baseline 

conditions where vision is occluded. This method provides a means of isolating the effects of supplementary 

sensory feedback and has been shown to be useful in controlling grip aperture, grasping force, joint position, 

and object size and stiffness discrimination73. However, few of these studies have considered if 

supplementary feedback provides additional benefits in the presence of visual feedback. Sensinger and 

Dosen73 recommended that the modality of feedback should be purposeful in relaying variables to the user 

that are not redundant with the information that is already provided through visual feedback. There is 

currently an absence of evidence to determine whether supplementary feedback is beneficial in reducing 

the reliance of vision to monitor the prosthesis.  

 

However, one study55 has demonstrated that restoring sensory feedback through natural channels can restore 

typical patterns of visuomotor behaviour. Targeted reinnervation is a surgical technique that provides 

intuitive bidirectional control by rewiring nerves from the amputated limb to new target sites in the muscles 

and skin74. Tactors were integrated into the prosthesis to provide physiologically matched touch and 

kinesthetic feedback to the reinnervated skin and muscle sites55. Compared to no feedback, providing 

kinesthetic and tactile feedback reduced fixations to the prosthetic hand when reaching and transporting 

objects, and increased visual fixations to the next target location55. In this study, eye tracking was shown to 

objectively assess visuomotor behaviours of prosthesis users during a goal-directed task and was sensitive 

to detect functional changes in response to a novel sensory feedback intervention. Given these findings, 

future work should incorporate the use of eye tracking to ascertain the ability for sensory feedback systems 

to reduce the burden on the visuomotor system.   
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3.5.3.3 Training Interventions  

The goal of training is to improve functional outcomes of prosthesis users. Although training can improve 

speed75 and performance52, less is known about the effects of prosthetic training on gaze behaviour. The 

reviewed literature reveals that there are notable differences in the way in which persons learning to use an 

upper limb prosthesis are trained, which can affect functional outcomes. For example, different implicit 

gaze strategies were developed when observing an instructor with amputation demonstrate a task using a 

body-powered prosthesis, as opposed to an instructor with intact arm function who demonstrated the same 

task using their anatomic limb44. Those who were trained with observing the body-powered prosthesis user 

focussed primarily on the path of the prosthesis and the shoulders, which may have facilitated kinematic 

improvements when executing the task44. Therefore, guiding users to adopt gaze fixation patterns that are 

task specific may be beneficial in promoting more efficient motor learning during prosthesis use.  

 

In fact, one study10 explored the use of gaze training to teach novice prosthesis users. Gaze training is an 

implicit learning strategy that teaches users to adopt eye movement behaviours that are similar to expert 

users by encouraging users to look ahead towards the target instead of monitoring the hand. In contrast, 

traditional movement training instructs users on how to move their limbs, which can place a high attentional 

demand on using the prosthetic device. Gaze training resulted in greater fixations towards the target, shorter 

latencies for the eyes to shift to the next target and shorter performance times than movement training10. 

Not only did gaze training reduce the attentional demand that is associated with prosthetic hand use, but 

also the cognitive demand, as measured by EEG connectivity between T7 and Fz regions. The interaction 

between motor planning (Fz) and verbal-analytical (T7) regions of the brain were reduced with training, 

which reflected a reduction in conscious movement control10. Therefore, encouraging users to fixate the 

target improved neural efficiency and the usability of the prosthetic device. Importantly, those who received 

traditional movement training demonstrated no improvement in gaze behaviour, despite significant 

improvements in performance time10. The authors indicated that prosthesis users appear to maintain an 

overreliance on vision to compensate for prosthesis unpredictability and may not be capable of achieving 

feedforward gaze control through repeated practice. These results suggest that specific focus should be 

placed on teaching cognitive strategies during training that are aimed at reducing visual attention to improve 

functional outcomes.  
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3.5.4 Other Uses of Eye Tracking to Evaluate Prosthetic Behaviour  

3.5.4.1 Pupil Dilation Used to Measure Cognitive Load 

Eye tracking has also been applied to measure changes in pupil size during prosthesis use to assess cognitive 

workload. Previous studies have attributed visual attention towards the hand as a proxy for cognitive 

demand but did not provide a direct measure of this experience9,52. Pupil dilation could provide a direct, yet 

relatively unobtrusive method of measuring the cognitive workload associated with controlling a prosthesis. 

The pupils have been shown to dilate during mentally demanding activities, such as thinking and memory 

recall, and return to baseline following the mental task76. The benefit of measuring pupil dilation is that it 

is an objective and unbiased measure. Changes in pupil size are not voluntarily controlled by the user77 and 

an eye tracker allows for natural movements. The drawback however is that pupillary size can respond to 

changes in light and can be confounded by other physiological factors such as anxiety and stress78. Other 

physiological measures (e.g. electroencephalography) require laborious experimental setup that can be 

obtrusive to the individual, can hinder their functional abilities, and may be susceptible to movement 

artefacts79.  

 

Measures of pupil diameter have been commonly used to measure cognitive load in the general 

population78. Recently, these metrics have also been applied to quantify cognitive load in the context of 

prosthesis use. Cognitive load was evaluated to compare the usability of two different control schemes: 

direct control and pattern recognition. Pattern recognition was determined to be less cognitively demanding 

than direct control, as indicated by a smaller change in pupil size51 and fewer pupil size increases50. Since 

direct control requires additional mental steps to switch between control modes, the authors concluded that 

pattern recognition was more intuitive to use50,51. In addition, task performance increased across trials for 

both control modes50,51, however pattern recognition was easier to learn and led to superior performance 

compared to direct control50. Zahabi et al.56 further performed a cognitive modelling study using the average 

pupil size to predict the cognitive load of the two different control modes. Their predictions corroborated 

with the findings of previous studies50,51 and indicated that fewer cognitive processes and motor commands 

were required for the pattern recognition control, making it less cognitively demanding than direct control. 

Evidently, pupil dilation shows promise as a means to non-invasively measure cognitive workload. Future 

work should address the reliability and validity of pupil dilations in quantifying cognitive workload of 

prosthesis users.  
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3.5.4.2 Fixation Duration Used to Measure Sense of Agency  

The sense of agency towards a prosthetic limb can be described as the experience of voluntary control over 

a prosthetic limb to reliability perform movements as intended by the user80. This experience of agency is 

essential for the prosthesis to be embodied as part of one’s own body80. Typically, to assess agency, explicit 

and implicit measures have been defined81. For example, questionnaires are used to explicitly report the 

experience of an experiment, but self-report relies on users to retrospectively recall the experiment and 

phrasing of the questions can influence outcome measures81. An example of an implicit measure is the 

intentional binding effect, in which the perceived time interval between a voluntary action and a resulting 

cue appear shorter than when the action is involuntary81.  

 

One preliminary feasibility study investigated the use of eye tracking to measure the sense of agency 

towards a prosthetic limb. Using gaze behaviour and reaction time in a simple detection task was shown to 

be feasible in assessing the perceived sense of agency49. Participants in this study simultaneously controlled 

four virtual onscreen arms that portrayed active grasp using EMG signals. Different noise levels were 

introduced to these virtual arms, to randomly reclassify the intended movements. Findings demonstrated 

that participants spent more time fixating on myoelectric-controlled virtual arms that were most controllable 

and corresponded to the actual movement intent recorded by EMG signals (i.e. no random noise)49. The 

authors suggested that visual attention is directed towards the virtual arm that provides the best sense of 

agency49. Although there was a significant difference in the allocation of visual attention to different virtual 

arms, the translatability of such evidence should be considered during functional tasks where visual 

monitoring of the prosthetic hand is undesirable8–10,45,46,52. Visual and proprioceptive cues about our bodily 

movements are needed to perceive control over one’s voluntary actions82. In this experimental design, 

where a virtual arm was controlled, vision was the only mode of feedback, as participants did not receive 

proprioception from a physical arm to perform a functional task. It is therefore reasonable that participants 

fixated the most controllable virtual arms, however, the sense of agency cannot be confirmed with vision 

alone. To the best of our knowledge, eye tracking has not been otherwise implemented in prostheses 

research to measure the experience of agency. As this study is very preliminary, future work is needed to 

understand the role of vision towards the sense of agency and to test the validity of fixation duration as a 

metric to evaluate prosthetic agency.  
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3.5.5 Limitations and Future Work 

Although this scoping review has compiled a collection of studies that have used eye tracking to assess the 

visuomotor behaviours of upper limb prosthesis users, we have not provided the reader with a critical 

discussion around the eye tracking technology itself. Many of the included studies provided limited details 

on their eye tracking setup. As such, future work should consider providing additional details on eye data 

collection, processing, and analysis methods for a more comprehensive insight into the technology. A 

review of the eye tracking technology applied to a wider population would serve useful in highlighting the 

limitations of eye trackers and the implications in understanding visuomotor behaviours.  

 

To describe the visuomotor behaviours of prosthesis users, researchers have utilized visual fixations to infer 

cognitive effort. However, this metric only captures overt visual attention and does not encapsulate all of 

the cognitive, physical and emotional workload characteristics experienced by prosthesis users. Presently, 

only pupil dilations have been explored as an eye metric to directly quantify the cognitive workload of 

prosthesis users, although additional work is needed to verify the validity of this metric. Recent work has 

shown promise in developing a valid measure of cognitive workload and using eye tracking to correlate 

workload with visual attention83. Fixations towards the hand were related to a multitude of factors that 

represent mental workload, such as mental demands, physical demands, visual demands, conscious 

processing, frustration, etc.83 This prosthesis user-specific workload measure may serve useful in future 

research to better understand the multifaceted challenges of prosthetic use. 

 

An additional eye metric that has not yet been explored in prosthetics research is blink rate. Eye blink 

metrics have revealed cognitive processes in non-disabled populations, as these are known to be dependent 

on levels of mental activity84. In healthy humans, blinks occur around 15-20 times per minute85 and have 

been shown to be reduced in mentally demanding tasks or when engagement levels were high86. Therefore, 

eye blink metrics may potentially provide researchers with another marker of cognitive effort in prosthesis 

users that could be explored in future work. 

 

 

3.6 Conclusion 

The literature revealed a remarkably characteristic visuomotor behaviour of upper limb prosthesis users 

across research studies. In contrast to the visuomotor behaviour of individuals with intact arm function, 

prosthesis users fixate more towards their hand and less towards target objects or locations. The reliance on 



27 

 

vision to monitor the prosthetic hand prevents users from looking ahead towards future targets to plan for 

subsequent actions. Despite visuomotor behaviours that were mainly consistent, considerations should be 

made regarding the type of prosthesis and experimental task, as these may challenge the visuomotor system 

differently. Early work could not demonstrate that visuomotor behaviour was related to skill level or 

everyday usage. Therefore, it is unknown whether greater functionality is also marked by improved gaze 

behaviour and future work should investigate this gap in our knowledge.  

 

Evidence has shown that gaze behaviour is related to prosthetic control and can be modulated with 

interventions, such as sensory feedback and training protocols. Importantly, eye tracking is a tool that 

provides a quantitative means of assessing human visuomotor behaviour and facilitates the understanding 

of the impact of prosthetic interventions to alleviate visual and cognitive demands. Research should thus 

consider including eye tracking as an outcome measure when evaluating novel interventions. Overall, the 

findings are promising, although more studies are needed with larger sample sizes to substantiate the 

repeatability and validity of the current findings. Eye metrics have also been used to study the cognitive 

load and sense of agency of upper limb prosthesis users. The literature to date suggests promising results 

in quantifying these phenomena, however more work is needed to validate the use of these eye metrics in 

an upper limb prosthesis user population.  
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Chapter 4: Relationship Between Eye and Hand Movements  

 

The material presented in this chapter was published in the 2022 proceedings for IEEE International 

Conference on Rehabilitation Robotics as the article titled “Spatiotemporal Coupling of Hand and Eye 

Movements When Using a Myoelectric Prosthetic Hand”:  

Cheng KY, Chapman CS, Hebert JS. Spatiotemporal Coupling of Hand and Eye Movements When 

Using a Myoelectric Prosthetic Hand. In: 2022 International Conference on Rehabilitation 

Robotics (ICORR). Rotterdam, Netherlands, 2022. p. 1–6.  

The contents of this chapter are identical to the material presented in the published manuscript, with the 

exception of Figures 4-1 and 4-2, which have been added to the body of the text for clarification of the 

methods.   

 

4.1 Abstract 

Upper limb prosthesis users have disruptions in hand-eye coordination, with increased fixations towards 

the hand and less visual allocation for feedforward planning. The purpose of this study was to explore 

whether improved motor planning, as reflected by eye gaze behaviour, was associated with more efficient 

hand movement patterns. Participants without limb difference wore a simulated prosthesis while performing 

a functional object movement task. Motion and eye tracking data were collected to quantify the eye gaze 

and hand movement during object interaction. The results of this study demonstrated that the latency of the 

eye to precede the hand at pick-up was correlated with measures of hand function, including hand 

variability, movement units, and grasp time, but not reach time. During transport and release, longer latency 

to disengage gaze from the grasped object and look ahead towards the target was correlated to hand 

kinematics of hand variability, distance travelled, and transport time. In addition, the latency of the eye to 

disengage the drop-off location was correlated to release time. Together these may point to control issues 

with opening and closing the prosthetic hand. Overall, increased feedforward fixations towards the target 

and reduced feedback fixations towards the hand were related to improved measures of hand function. 

Hence, coordination between eye and hand movements when using a myoelectric prosthesis may prove to 

be a useful metric to assess motor planning. 
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4.2 Introduction 

Hand-eye coordination is fundamental to the way in which humans interact with the world around them. In 

normal reaching activities, it is well established that the eyes guide the actions of the hand. The eyes fixate 

on task-relevant objects and serve as a feedforward mechanism in motor planning prior to the hand 

movement87. Visual fixations are directed predominantly towards target objects and rarely towards the 

hand33,38–40. Once objects are grasped, feedback from another sensory modality such as touch, allows the 

eyes to disengage from the task and shift towards a future target33,38,39. Eye and hand movements are likely 

driven by a common neural mechanism88 and have been shown to correlate with one another89–91. These 

studies demonstrated a temporal coupling between eye and hand movements across varying task demands. 

However, the experimental protocols were relatively simple and involved tasks where sensorimotor 

mapping rules were already learned.  

 

When learning a novel skill, patterns of hand-eye coordination differ across different stages of learning. 

Sailer et al. described that in the early exploratory stage of motor learning, gaze tends to lag behind the 

movement of an onscreen cursor60. As skill acquisition progressed, the eyes retrieved feedforward control, 

and the ability to look ahead towards the target aligned with improved performance60. Similarly, motor 

learning during novel tool use is characterized by an initial monitoring of the hand and tool, that later shifts 

towards anticipatory visual fixations directed at the target92. This shift in gaze distribution was positively 

associated with improved performance92. However, unlike the relationship between skill level and 

visuomotor behaviour during motor learning, upper limb prosthesis users of varying skill level appear to 

employ different gaze strategies46.  

 

Disruptions to normal hand-eye coordination have often been reported in upper limb prosthesis users. Due 

to a lack of tactile and proprioceptive feedback, these individuals have the tendency to rely on visual 

feedback to monitor the prosthetic hand, a behaviour that is not typically observed with the anatomic hand. 

This behaviour is characterized by increased visual fixations towards the hand and reduced fixations 

towards the next target location8,9,46,52. The reliance on vision prevents users from looking ahead to plan for 

future actions, thereby shifting the use of vision for feedback control. Studies have suggested that there 

remains a temporal coupling between prosthetic hand and eye movements, however, findings have been 

inconsistent – visuomotor behaviour appears to be unrelated to functional performance46 or everyday 

usage47. Chadwell et al. have attributed these inconsistent findings to the unreliability of myoelectric 

prostheses48,57. Unlike learning to use a simple tool, an upper limb prosthesis is a much more complex 
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device. Many factors influence the reliability of the device and prevent normal motor learning from 

occurring48,57. Reduced learning, in combination with lack of inherent feedback, require users to rely on 

vision for feedback to monitor the activity of the prosthetic hand and to ensure the device performs as 

intended. 

 

Although these previous studies have investigated the relationship between gaze behaviour and function or 

performance, investigation of the interaction of eye gaze and hand movement at specific timepoints of 

object manipulation could further elucidate the underlying mechanisms of prosthetic hand-eye 

coordination. Therefore, the aim of the present study was to explore whether improved motor planning, as 

reflected by eye gaze behaviour, was associated with more efficient hand movement patterns when 

performing object manipulation tasks with a prosthesis. This approach may provide further understanding 

of which measures of proficiency in the eye domain correlate with measures of proficiency in the hand 

domain in prosthesis users.  

 

It was hypothesized that increased visual fixations towards the current target, reduced fixations towards the 

hand, as well as a shorter latency for the eye to disengage from the object and fixate the next target, would 

be associated with improved hand kinematics (i.e., shorter hand distance travelled, reduced hand trajectory 

variability, fewer number of movement units, and shorter phase durations).  

 

4.3 Methods 

4.3.1 Experimental Protocol 

The data collected for this study follows the procedures as outlined by Williams et al.62. A bypass prosthesis 

(Figure 4-1) developed by Kuus et al.93 was worn on the right forearm of right-handed participants without 

limb difference (11 male, 1 female; mean=23.8 years, SD=3.4 years). The device was meant to simulate a 

myoelectric upper limb prosthesis that is worn by an individual with a transradial amputation. The hand 

and wrist were immobilized in a brace, and a terminal device (MyoHand VariPlus Speed model: 8e38 = 9-

R7 1⁄4; Otto Bock Healthcare Products) was attached on the palmar side with a radial offset. Electrodes 

(electrode model: 13E200=60; Otto Bock Healthcare Products; Duderstadt, Germany) were placed over the 

wrist extensor and flexor muscles to detect electromyography signals that were used to control the hand 

open and close of the device.  
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Figure 4-1: Bypass prosthesis worn on the right forearm of an intact limb participant. Motion capture 

markers were placed on the thumb, index finger, and on the medial side of the prosthetic hand.  

 

A Gaze and Movement Assessment26,28,94 was used to quantify eye fixations during object interaction. 

Participants performed a standardized Pasta Box Transfer Task that was meant to mimic activities of daily 

living26,94. The task consisted of three movements. Movement 1 involved moving a pasta box from a lower 

table on the right side of the body to a shelf in front of the participant. In movement 2, the pasta box was 

then moved around a barrier across the midline to a second higher shelf. Movement 3 consisted of a cross-

body movement to return the pasta box to the initial starting point. All movements began and ended when 

the hand moved to a ‘home’ position. Refer to Figure 4-2 for a schematic of the Pasta Box Transfer Task. 

Participants were first trained to use the device and could practice the task until comfortable with executing 

it. Each participant performed 5 trials of the Pasta task. The data from one participant was discarded 

altogether due to poor data quality, resulting in data from 11 participants. If an error was made, the data 

from that trial was discarded. Each participant had a total of 3 to 5 trials that were included in the analyses, 

resulting in a total of 46 trials that were analyzed.  
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Figure 4-2: The Pasta Box Transfer Task involves three distinct movements to transport a pasta box to 

different locations. Each movement consists of a reach, grasp, transport, and release phase. Image 

reproduced from Valevicius et al.26. 

 

4.3.2 Experimental Setup  

A 12 camera Vicon Bonita motion capture system (Vicon Motion Systems Ltd, Oxford, UK) was used to 

measure the 3-dimensional prosthetic hand movements at 120 Hz. Reflective markers were attached to the 

index finger, thumb, and the medial side of the prosthetic device as shown in Figure 4-1. Additional markers 

were placed on task-relevant areas of the workspace (pasta box, shelving unit, and side table) as described 

in Valevicius et al.26. A head-mounted binocular eye tracker (Dikablis Professional 2.0, Ergoneers GmbH, 

Manching, Germany) recorded pupil movements at 60 Hz. Two gaze and motion calibration trials were 

collected prior to the first trial to construct a gaze vector that represented the location of the participant’s 

gaze in the task space.   
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4.3.3 Data Processing  

Before motion capture and eye tracking data could be synchronized, the data were first cleaned to fill any 

gaps. Second-order, low-pass Butterworth filters with a cut-off frequency of 6 Hz for motion capture26 and 

10 Hz for eye tracking28 were then applied to remove any noise that may have been introduced during data 

collection. The synchronized motion capture and eye data were divided into ‘Reach’, ‘Grasp’, ‘Transport’ 

and ‘Release’ phases as described in Lavoie et al.28. In addition, hand function measures were calculated 

according to ‘Reach-Grasp’ and ‘Transport-Release’ movement segments as defined in26. Precise 

segmentation of movements into object-related ‘Pick-up’ and ‘Drop-off’ events afforded the ability to 

reveal the temporal dynamics between the location of visual fixation and the hand and object, to provide 

insights into movement planning. 

 

4.3.4 Data Analysis   

All statistical analyses were performed in SPSS Statistics (Version 28.0; IBM, Armonk, NY, USA). 

Correlational analyses were carried out to investigate the relationship between gaze behaviour and hand 

kinematics. In reach and grasp, eye metrics (eye arrival latency (EAL) at pick-up and percent fixation to 

current) were correlated with hand kinematics (hand distance travelled, hand trajectory variability, number 

of movement units, reach time, and grasp time). In transport and release, eye metrics (eye leaving latency 

(ELL) at pick-up, EAL at drop-off, eye ELL at drop-off, percent fixation to current, and percent fixation to 

hand) were correlated with hand kinematics (hand distance travelled, hand trajectory variability, number of 

movement units, transport time, and release time). Mean values across trials for each participant were 

correlated between measures within each movement. The Pearson correlation coefficient was reported for 

measures that had no outliers and were determined to be normally distributed by the Shapiro-Wilk test. For 

measures that had outliers or a non-normal distribution, the Spearman rank correlation was reported. 

Correlations were significant if the p-value was less than 0.05. Within-subject variability for all measures 

had a minimum relative standard deviation of 0.003 and a maximum of 2.24.  
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4.3.5 Eye Metrics 

Eye arrival latency refers to the time of eye arrival to the target location relative to the start of transport 

time for pick-up and relative to the end of transport time for drop-off. EAL at pick-up is related to the reach-

grasp segment. EAL at drop-off is related to the transport-release segment.28 

 

Eye leaving latency refers to the time of the eye leaving the target location relative to the start of transport time for pick-

up and relative to the end of transport time for drop-off. A more positive number is attributed to a shorter ELL, whereas 

a more negative number is attributed to a longer ELL. ELL at pick-up relates to the transition point from grasp to 

transport and ELL at drop-off is related to the transport-release segment28. 

 

Percent fixation is the amount of time spent fixating either the hand or the current target in reach and transport phases 

as a percentage of the duration of that phase. During the reach phase, the current target refers to the pasta box and its 

starting location. During the transport phase, the current target refers to the drop-off location.  

 

4.3.6 Hand Kinematics 

Hand distance travelled was the total distance that the terminal device travelled. Hand trajectory variability 

was calculated as the maximum of the mean three-dimensional standard deviation at each time-normalized 

point. Number of movement units referred to the number of times that the hand acceleration profile crossed 

zero to produce a local velocity peak. The hand kinematic measures were calculated for reach-grasp and 

transport-release segments. Phase durations were the time for each phase of reach, grasp, transport, and 

release. 

 

4.4 Results 

 

4.4.1 Reach-Grasp  

During the reach-grasp segment, EAL at pick up of the object had strong correlations to number of 

movement units (Figure 4-3a), hand trajectory variability (Figure 4-3b), and grasp times (Figure 4-3c). 

Specific positive correlations were found with the number of movement units in movement 1 (r(9) = 0.908, 

p = <0.001), movement 2 (r(9) = 0.809, p = 0.003), and movement 3 (r(9) = 0.900, p = <0.001) (Figure 4-
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3a); and hand trajectory variability in movement 1 (r(9) = 0.690, p = 0.019) and movement 2 (r(9) = 0.749, 

p = 0.008) (Figure 4-3b). No significant correlations were shown between EAL and reach time. However, 

there was a strong positive correlation between EAL and grasp time in movements 1 (r(9) = 0.971, p = 

<0.001), 2 (r(9) = 0.923, p = <0.001), and 3 (r(9) = 0.845, p = 0.001) (Figure 4-3c). Percent fixation to 

current was not found to have any correlation to measures of hand function in reach-grasp. These 

correlations indicate that a longer EAL at pick-up is related to increased movement units, hand variability, 

and grasp time. 

 

a)  

 

 

 

 

 

 

 

 

0

5

10

15

20

25

30

0 1 2 3 4 5 6

N
u

m
b

er
 o

f 
m

o
v
em

en
t 

u
n

it
s

Eye arrival latency (s)



36 

 

b)  

c)  

Figure 4-3: Relationship between eye arrival latency at pick-up and (a) number of movement units, (b) hand 

trajectory variability, (c) grasp time for movement 1 (blue circle), movement 2 (orange square), movement 

3 (green triangle). Each data point represents the mean for each participant. Only significant correlations 

are shown in the figures. 
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4.4.2 Transport-Release  

During the transport-release segment, ELL at pick-up was negatively correlated to transport time in 

movements 2 (r(9) = -0.809, p = 0.003) and 3 (r(9) = -0.973, p = <0.001) (Figure 4-4a). In addition, ELL 

at pick-up was positively correlated to hand distance travelled (r(9) = 0.645, p = 0.032) in movement 2. At 

drop-off, EAL did not correlate with the hand kinematic variables, with the exception of a weak correlation 

to release time in movement 3 (r(9) = 0.620, p = 0.042). However, ELL at drop off showed a significant 

negative correlation to release times for all movements (movement 1 (r(9) = -0.736, p = 0.01); movement 

2 (r(9) = -0.845, p = 0.001); movement 3 (r(9) = -0.891, p = <0.001) (Figure 4-4b). These correlations 

indicate that shorter ELL at pick-up and drop-off are related to shorter transport and release times, 

respectively.  
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b)  

c)  

Figure 4-4: (a) Relationship between eye leaving latency at pick-up and transport time, (b) eye leaving 

latency at drop-off and release time, (c) percent fixation to hand and transport time for movement 1 (blue 

circle), movement 2 (orange square), movement 3 (green triangle). Each data point represents the mean for 

each participant. Only significant correlations are shown in the figures. 
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Percent fixation to the hand during transport showed positive correlations to the corresponding transport 

time for each movement (movement 1 (r(9) = 0.727, p = 0.011); movement 2 (r(9) = 0.745, p = 0.008); 

movement 3 (r(9) = 0.808, p = 0.003)) (Figure 4-4c). In addition, for movement 1, the percentage of hand 

fixation was positively correlated to the number of movement units (r(9) = 0.673, p = 0.023) and hand 

trajectory variability (r(9) = 0.709, p = 0.015), while percent fixation to the current target was negatively 

correlated to hand trajectory variability (r(9) = -0.622, p = 0.041) (Figure 4-5a). In contrast to the positive 

relationship between percent fixation to hand and transport time, percent fixation to current was negatively 

correlated to transport time in movement 3 (r(9) = -0.800, p = 0.003) (Figure 4-5b). The percentage of hand 

fixation showed a positive association with hand kinematic variables and the percentage of target fixation 

showed a negative association with hand kinematic variables in movements 1 and 3. In movement 2, the 

opposite relationships were observed to be significant. Percent fixation to hand was negatively correlated 

to hand distance travelled (r(9) = -0.691, p = 0.019) and percent fixation to current was positively correlated 

to hand distance travelled (r(9) = 0.655, p = 0.029) (Figure 4-5c). Participants that had greater hand 

trajectory variability, transport time, and hand distance travelled had longer fixations to the hand and 

correspondingly shorter fixations to the target.  
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b)  

c)  

Figure 4-5: Relationship between percent fixation to current (blue circle) and hand (orange square) and (a) 

hand trajectory variability in movement 1, (b) transport time in movement 3, (c) hand distance travelled in 

movement 2. Each data point represents the mean for each participant. Only significant correlations are 

shown in the figures.  
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4.5 Discussion 

The present study demonstrated that there is a correlation between the location and timing of gaze fixation 

and measures of improved hand function. Eye arrival and eye leaving latencies are temporal measures of 

gaze that describe the timing in which the eyes precede or follow the movement of the hand. Spatial 

measures of gaze refer to the location of visual fixation and include measures such as percent fixation to 

hand or to the next target. Both spatial and temporal measures of gaze showed significant correlations to 

kinematic hand metrics. Hand kinematic metrics such as hand trajectory variability, movement units, and 

phase durations are indirect indicators of motor control95,96 and may represent motor skill (i.e. how well 

someone performs with their prosthesis).  

 

4.5.1 Temporal Measures of Gaze Associated with Hand Function in Reach-Grasp   

Eye arrival latencies inform as to the temporal allocation of gaze. In a normative population, the eyes 

generally fixate on the object half a second before the arrival of the hand28,33,38–40. Previous studies have 

shown that prosthesis users are often unable to look ahead when reaching and grasping for an object9,46,52,57. 

Here, participants demonstrated longer EAL at pick-up that deviated from normal28. Prolonged look-ahead 

fixations to the object were associated with greater hand trajectory variability and number of movement 

units, indicating worse motor control. A shorter EAL at object pick-up was associated with fewer movement 

units, reduced hand trajectory variability, and shorter grasp times, reflecting more efficient performance.  

 

The temporal coupling of hand and eye movements that has been demonstrated in  individuals with intact 

arm function89–91 appears to prevail here, when using a myoelectric prosthesis to reach for and grasp an 

object. It should not be surprising that eye latencies were related to phase duration as these are both time-

based measures that are inherently linked. Interestingly, the current study demonstrates that EAL is related 

to grasp time but not reach time. Parr et al. demonstrated that the timing of gaze shifts was a significant 

predictor of task performance time9. In line with their findings, the current study further highlights that the 

relationship between the eye gaze shift to the current object and the duration is pertinent to the grasp phase. 

The duration of grasp phase was likely influenced by difficulties in controlling the close of the prosthetic 

hand around the pasta box, whereas the reach time would not be affected by hand control issues as it 

involves proximal intact joint movements of the shoulder and elbow, hence the ability to maintain a 

feedforward gaze strategy. 
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4.5.2 Temporal Measures of Gaze Associated with Hand Function in Transport-Release 

During the transport-release segment, shorter ELL at pick-up correlated to shorter transport times; whereas 

a longer ELL indicated a longer time for the gaze to shift away from the grasped object, which was 

associated with a longer transport phase. With the intact hand, the eyes are able to disengage from the 

current object when another sensory modality, such as touch, is able to confirm that the object has been 

grasped33,38,39. This usually occurs just after the object is adequately grasped and begins to move28. 

Prosthesis users lack the sensory feedback necessary to confirm the grasp of the object and tend to have 

longer eye leaving latencies8. Thus, a shorter ELL at pick-up indicates that the user was more confident in 

the prosthetic grip, which likely reflects improved motor control. An improved ability to disengage visual 

attention from the currently grasped object then allows the user to spatially attend to the next target.  

 

Similar to the relationship between EAL at pick-up and grasp time, shorter ELL at drop-off correlated to 

shorter release times, while a longer latency for the eye to disengage from the drop-off location was 

associated with a longer release phase.  A prolonged ELL at drop-off indicates that the eyes lingered on the 

pasta box after the object arrived at the drop-off location. This prolonged gaze time may have been needed 

to ensure that the box was placed correctly in an upright position. Analogous to the relationship between 

EAL at pick-up, a prolonged ELL at drop-off may also have been provoked by difficulties with controlling 

the opening of the prosthetic hand.   

 

4.5.3 Spatial Measures of Gaze Associated with Hand Function in Transport-Release 

Spatial allocations of gaze (locations of gaze fixation) had specific relationships to hand function during 

the transport-release segment of object manipulation. During transport and release, longer fixations on the 

drop off target location were associated with lower hand trajectory variability and shorter transport time, 

while longer fixations towards the hand were associated with an increased number of movement units, hand 

trajectory variability and transport time. These findings suggest that more effective motor planning, as 

indicated by greater target-fixations and less hand-fixations97, are associated with better stability of control 

during transport of an object, as indicated by fewer movement units, reduced hand variability, and shorter 

transport times95,96.  

 

The highly variable movement patterns of prosthesis users stem from an uncertainty of the hand in space, 

as well as difficulties with controlling the prosthetic hand48. Chadwell et al. demonstrated that increased 
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fixations towards the hand were correlated to undesired hand activations in reach and grasp48. In addition, 

we have shown that a cautious behaviour is adopted to monitor the hand through transport, likely to ensure 

that the hand remains closed on the grasped object. One factor contributing to visual monitoring of the hand 

is known to be the absence of sensory feedback. Indeed, prior study has shown that restoring touch and 

kinesthetic feedback for a prosthesis user can normalize gaze fixation patterns during transport55. In the 

current study, we have uniquely highlighted that an improved ability to maintain grasp of the object during 

transport is also related to the allocation of visual attention, with vision directed more towards the target 

and less towards the hand.   

 

Contrary to our predictions, longer fixations towards the target and shorter fixations towards the hand 

during transport were associated with longer hand distance travelled in movement 2. This opposite 

relationship may have occurred due to an obstacle avoidance strategy uniquely required for movement 2; 

in which the box must be moved off the shelf, then around a barrier and on another shelf. To avoid hitting 

the barrier while moving from the pick-up location to the drop-off location, individuals that maintained 

feedforward gaze towards the target likely overcompensated by moving the hand further away from the 

barrier to reach the target location. Individuals that displayed a more conservative feedback strategy likely 

monitored the trajectory of the hand, thus able to take the shortest path towards the drop-off location. 

Although the hand travelled a longer distance when fixating the drop-off target, reduced fixations towards 

the hand, as well as the ability to disengage the gaze to fixate the next target resulted in a shorter transport 

time. 

 

4.5.4 Limitations and Future Directions 

These exploratory findings revealed important potential relationships between hand and eye movements 

while using a prosthetic hand. However, these correlational relationships do not point to causation. 

Furthermore, eye and hand metrics are known to be inter-related and with a larger data set, the specific 

weighting of each metric to hand or eye function could be more thoroughly explored. It would also be 

compelling to explore whether addressing variables of gaze through training could improve prosthetic hand 

kinematics and performance. Encouraging users to fixate on the target rather than the hand has been shown 

to improve learning and neural efficiency and may be a promising rehabilitation technique10. The 

participants of this study were free of any upper limb pathology and performed a functional task using a 

simulated prosthesis. Evidence suggests that individuals using a simulated prosthesis are an acceptable 

proxy for upper limb prosthesis users52,62. Moreover, we did not compare task performance both with 
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without and the prosthetic hand. The assumption was that participants of the present study would exhibit 

similar hand-eye coordination strategies as those previously reported from a larger normative dataset. 

Future work should investigate whether similar relationships between hand and eye movements occur in 

upper limb prosthesis users of varying skill level, as evidence suggests that kinematics may vary in 

prosthesis users of different skill levels98.  

 

4.6 Conclusion 

To summarize, in reach and grasp, the latency of the eye to precede the hand was related to hand trajectory 

variability, movement units, and grasp time. In transport and release, longer target-fixations and reduced 

hand-fixations were related to measures that reflected improved prosthetic grip during object transport. A 

corresponding ability to disengage visual attention from the grasped object enabled the gaze to fixate the 

next target in a feedforward manner and was associated with reduced phase duration time. Together, these 

correlations suggest a relationship of visual allocation with grasp control skill and reinforce the 

spatiotemporal coupling of hand and eye movement behaviours during prosthesis use. Key metrics of gaze 

behaviour (i.e., increased target fixations, reduced hand fixations, and shorter eye latencies) are identified 

as promising indicators of feedforward motor control, and future studies could explore these measures as a 

relevant metric of motor planning.  
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Chapter 5: Sensitivity of Eye Metrics to Control Interventions  

 

The material presented in this chapter is in preparation for submission as the article titled “The Effect of an 

Advanced Myoelectric Control Strategy on the Visuomotor Behaviours of Upper Limb Prosthesis Users”.  

 

5.1 Abstract  

Prosthesis users rely on vision to monitor the activity of their prosthesis, which can be cognitively 

demanding for the user. This compensatory behaviour may be attributed to an absence of feedback 

sensations from the missing limb or the unreliability of myoelectric control. Myoelectric prostheses behave 

unreliably due to variations in electromyography signals that can occur when the arm moves through 

different limb positions during functional use. Deep learning methods have been explored to include both 

arm position and movement intent predictions in order to provide users with a more robust control system. 

However, it is unknown to what extent control interventions can modulate gaze behaviours as previous 

work has not yet demonstrated the sensitivity of eye metrics to such interventions. The aim of this study 

was to evaluate the effects of an advanced myoelectric control strategy on the visuomotor behaviours of 

upper limb prosthesis users. Participants without limb difference controlled a simulated myoelectric 

prosthesis with a baseline control strategy and a novel transfer learning control strategy that was designed 

to address the limb position effect in real-time.  Eye tracking and motion capture data were collected during 

an experimental task to assess the effectiveness of the novel transfer learning control strategy. The transfer 

learning control had shorter phase durations, increased smoothness of movements, and less visual attention 

towards the hand, compared to the baseline control. Differences between control strategies were revealed 

specifically in fully extended, cross-body arm positions. These findings indicated that a more reliable 

control strategy alleviated the reliance on vision to monitor the prosthesis as users had increased confidence 

in the prosthetic control.  

 

5.2 Introduction 

With amputation, the natural channels for motor control and feedback from the hand and arm are lost. 

Prosthesis users therefore need to compensate with vision to monitor the activity of their prosthesis, causing 

disruptions to normative patterns of eye-hand coordination9,10. Typically, the eyes lead the movement of 

the hands in a feedforward manner, thus individuals with intact arm function rarely fixate on the hand33,38–
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40. In contrast, prosthesis users typically show increased visual fixations towards the prosthetic hand and 

reduced fixations towards target areas8–10,46,52. In addition, prosthesis users have a significant delay to 

disengage visual attention from objects when picked up or dropped off8–10. The need to visually attend to 

the hand is often regarded by prosthesis users as being cognitively demanding and is one of the contributing 

factors to device dissatisfaction and rejection1,59. In fact, visual fixations towards the hand have been shown 

to encompass multiple workload factors, such as mental demand, physical demand, visual demand, 

conscious processing, and frustration83. Therefore, current prosthetic interventions should aim to reduce the 

attentional demand associated with prosthetic use while also increasing movement functionality.  

 

Sensory feedback interventions have demonstrated the potential to alleviate this reliance on vision for 

prosthesis users. By restoring the natural feedback channels and providing users with touch and kinesthetic 

feedback, visual fixations towards the hand have been shown to be reduced55. Such evidence lends support 

to the hypothesis that a lack of sensory feedback contributes to the high visual demand associated with 

prosthetic use. However, the contribution of motor control cannot be understated. Chadwell et al.48 revealed 

that a higher frequency of undesired activations (e.g. hand opening/closing when unintended, incorrect 

prosthesis response, or no prosthesis response) was linked to poor visuomotor behaviours, including 

increased fixations towards the hand, decreased fixations towards the target and an increased number of 

gaze switches, as well as decreased functionality. This evidence suggests that vision is continually drawn 

towards the prosthesis to ensure that the hand performs as intended. Therefore, addressing the 

unpredictability of myoelectric prosthesis control could potentially reduce the reliance on vision and 

thereby improve the usability of these devices.  

 

One major factor affecting the accuracy and reliability of myoelectric control is the alteration of 

electromyography (EMG) signal patterns caused by limb positioning99–101. These variations in EMG signals 

can degrade prosthesis control and can cause unwanted hand and wrist movements to occur99. With a pattern 

recognition-based control, the user’s muscle signals are decoded to generate control commands for the 

prosthesis. This method requires a training routine to learn the muscle signals of the user and relies on 

distinct, repeatable muscle contractions. Usually, individuals perform this training routine in one limb 

position that is comfortable for the user (i.e., with the arm resting at the side). However, when moving 

through a variety of limb positions to perform daily activities, changes in muscle recruitment to stabilize 

the limb, and changes in the shape and length of muscles can cause the original signal source to shift with 

respect to the electrodes100. As such, the EMG signals used to generate prosthesis commands during 
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functional use differ from those used originally to train the control system. This problem is known as the 

limb position effect.  

 

To overcome the challenges associated with the limb position effect, pattern recognition systems that are 

trained in multiple limb positions have been investigated to improve the classification accuracy and 

usability of prosthetic devices99,100,102–107. One caveat of using pattern recognition systems that are capable 

of accounting for multiple limb positions is that longer training routines are required, placing an additional 

burden on the prosthesis user108. Previous work has investigated the use of deep learning methods, namely 

transfer learning, to provide a promising solution for highly reliable movement predictions, while reducing 

the lengthy training process109. This deep learning model combines individual training data with a pre-

trained model on a general dataset of defined hand gestures in multiple limb positions. The benefit of such 

a model is the potential to accurately predict movement intent when moving through different limb 

positions, while also shortening the time required to train the control system. Moreover, transfer learning 

has the potential to be highly individualized to the user, yet generalizable to a larger population of upper 

limb prosthesis users.   

 

Williams et al.109,110 previously demonstrated the feasibility of a transfer learning control strategy by 

reducing the time required to train the controller. This advanced control strategy improved overall task 

performance in real-time, suggesting the potential benefits of training in multiple limb positions to mitigate 

the limb position effect110. In addition to these performance measures, it would be valuable to assess 

whether such an advanced control strategy could also alleviate visual demand, as it is ultimately the 

usability of prosthetic devices that will determine whether users will adopt these devices. To date, no studies 

have investigated whether prosthetic control interventions have beneficial effects on modulating the gaze 

behaviour of prosthesis users111  Therefore, we additionally propose visuomotor measurements to capture 

the user experience of upper limb prosthesis users. 

 

In the current research, we aimed to investigate the effects of an advanced myoelectric control strategy in 

changing the visuomotor behaviours of myoelectric prosthesis users. Importantly, no studies to date have 

explored the impact of modulating prosthetic control on gaze behaviour. As such, this study is the first of 

its kind to demonstrate the sensitivity of eye metrics in response to prosthetic control factors. We further 

aimed to uncover limb positions in which control was challenging and to confirm the benefits of an 
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advanced control strategy to improve functionality in these positions. It was hypothesized that an advanced 

control strategy that improves the accuracy and reliability of myoelectric control in various limb positions 

during functional use would also reduce the performance time, improve the efficiency of hand movements, 

and reduce the visual attention associated with prosthetic use. To test these hypotheses, collection of eye 

and hand movement data was used during an experimental task that challenged the user in various planes 

of movement when testing the effectiveness of a novel transfer learning control strategy that was designed 

to address the limb position effect in real-time.  

 

5.3 Methods 

 

5.3.1 Participants 

A total of 9 participants with no upper limb pathology or history of neurological or musculoskeletal 

impairment were recruited. The data from one participant was incomplete due to technical issues. The eye 

data from another participant was considered to be poor quality as outlined in section 5.3.4. Therefore, two 

participants were removed from this study and the data of the remaining 7 participants were included for 

analyses. All participants were considered to be novice myoelectric prosthesis users, with little to no 

experience with controlling a prosthetic hand using EMG pattern recognition. Four of the included 

participants had normal or corrected-to-normal vision, while three individuals performed the tasks with 

uncorrected vision in order to wear the eye tracker without the interference of eye glasses. These individuals 

reported that their uncorrected vision was adequate to perform the tasks. The mean age was 23.4 ± 4.3 years 

and the mean height was 178.8 ± 6.4cm. Two participants were female and one individual self-reported to 

be left-handed. All participants provided written informed consent. This study was approved by the 

University of Alberta Health Research Ethics Board (Pro00086557). 
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5.3.2 Experimental setup  

5.3.2.1 Simulated prosthesis 

A simulated prosthesis originally developed by Hallworth et al.112, was modified to be used in this study. 

The device was designed to simulate a myoelectric prosthesis that is worn by an individual with a transradial 

amputation. The simulated prosthesis consisted of 3D printed parts that were secured to the right forearm 

of intact limb individuals and a brace that restricted hand and wrist movements. A terminal device with two 

degrees of freedom (hand open/close and wrist rotation) was attached to the palmar side at the approximate 

location of the participant’s anatomical hand, as shown in Fig 5-1a. A Myo armband (Thalmic Labs, 

Kitchener, Canada) was placed around the participant’s right forearm, an average of 7.1 ± 1.2 cm distal to 

the medial epicondyle of the humerus (Fig 5-1b). The Myo armband collected EMG data from 8 embedded 

surface electrodes sampled at 200 Hz and positional data from one inertial measurement unit (IMU) 

sampled at 50 Hz. EMG data and accelerometer data from the IMU were collected and used to control the 

terminal device. Participants activated their wrist extensors to open the prosthetic hand and their wrist 

flexors to close the prosthetic hand. Wrist supination was performed to rotate the wrist motor clockwise 

and wrist pronation was performed to rotate the wrist motor counterclockwise. 

 

 

Figure 5-1: (a) Simulated prosthesis worn by an individual with an intact arm and (b) Myo armband worn 

around the forearm underneath the simulated prosthesis. 

 

a) b) 
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5.3.2.2 Motion capture and eye tracking setup 

Gaze and Movement Assessment (GaMA) was performed to quantify hand kinematics and gaze behaviour 

during object interaction26,28,29,94. An 8-camera Optitrack Flex 13 motion capture system (Natural Point, 

OR, USA) was used to measure the 3-dimensional movements of the hand sampled at 120 Hz. Eight 

individual motion capture markers were attached to the prosthetic device on the thumb, index finger, and a 

rigid surface of the hand, as shown in Fig 5-2a. Additional individual markers were placed on task-relevant 

areas of the workspace (pasta box, shelving unit, and side table), as outlined in the supplementary materials 

of Valevicius et al.26. A head-mounted binocular eye tracker (Pupil Labs GmbH, Berlin, Germany) with 4 

affixed motion capture markers (Fig 5-2b) was placed on the participant to record pupil movements sampled 

at 120 Hz. The cameras were optimally positioned, such that the pupils remained in frame when the eyes 

moved around the task space.  

 

Figure 5-2: (a) Motion capture marker placement on the simulated prosthesis and (b) motion capture marker 

placement on the head-mounted eye tracker. 

 

5.3.2.3 Pasta box task 

A standardized Pasta Box Task, developed by Valevicius et al.26, involved moving a pasta box from shelves 

at different heights to mimic a kitchen scenario. The task required participants to manipulate objects in 

different planes of movement. There were three movements: Movement 1 involved moving a pasta box 

from a lower table on the right side of the body to a shelf directly in front of the participant; Movement 2 

involved moving the pasta box across the midline around a barrier to a second higher shelf; and Movement 

3 consisted of a cross-body movement to return the pasta box to the initial starting position. Each movement 

began and ended when the hand was moved to a neutral ‘home’ position, which allowed for the motion 

a) b) 
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capture and eye tracking data to be segmented into discrete movements. Each movement consisted of 4 

phases: ‘Reach’, ‘Grasp’, ‘Transport’ and ‘Release’, which are defined in section 5.3.4. Fig 5-3 illustrates 

the movements and phases of the Pasta Box Task.  

 

Figure 5-3: The pasta box task involves three movements in which a pasta box is moved to three different 

target locations. Each movement consists of a Reach (red arrow), Grasp (yellow arrow), Transport (blue 

arrow), and Release (green arrow) phase. The hand is moved to the labelled Home location between each 

movement. Image reproduced from Valevicius et al.26. 

 

5.3.3 Experimental procedure 

On two separate days, participants performed functional tasks using the simulated prosthesis with either a 

baseline control strategy or a transfer learning control strategy. Testing sessions were separated by an 

average washout period of 27 ± 9 days to avoid any learning effects. Additionally, the order in which 

controllers were tested was randomized to counterbalance any potential learning effects. Four participants 

used the baseline strategy first, while the other three participants used the transfer learning strategy first.  
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5.3.3.1 Controller training  

Before participants began controlling the prosthetic device, a controller training routine was performed to 

learn the muscle signals of the participant. EMG and IMU data were collected and streamed into Matlab 

using Myo Connect software. Custom Matlab scripts captured the data to learn an individual’s intended 

movements from muscle patterns that were later used to send control signals to the prosthesis. Participants 

were instructed to perform moderate forearm muscle contractions while following onscreen instructions for 

specified wrist movements (rest, flexion, extension, pronation, supination). 

 

The baseline control strategy used a statistical model (linear discriminant analysis) that was trained in one 

limb position. This training routine involved wrist at rest, flexion, extension, pronation and supination with 

the elbow bent at 90o, holding each muscle contraction for 5 seconds. This series of wrist movements were 

repeated twice. The EMG data resulting from this routine, along with the corresponding labels of wrist 

positions, were used to train the baseline control model.  

 

The transfer learning control used a recurrent convolutional neural network (RCNN) model, developed by 

Williams et al.109. This model was originally trained with data from a large group of 19 individuals without 

upper limb impairment. These individuals performed a training routine involving each of the wrist 

movements in 4 arm positions (arm at side, elbow bent at 90°, arm out in front at 90°, and arm at 45o above 

shoulder height), as shown in Fig 5-4. Muscle contractions were maintained for 5 seconds and movements 

in each limb position were repeated twice. The EMG and accelerometer data from all 19 participants, along 

with the corresponding labels of wrist positions, were used to pre-train the transfer learning control model.  

 

The transfer learning control model could then be retrained with data collected from each participant in this 

current study. The controller training routine involved repeating each of the wrist movements in 3 different 

arm positions (arm at side, elbow bent at 90o, arm at 45o above shoulder height), as shown in Fig 5-4. 

Muscle contractions were maintained for 2 seconds. Wrist movements in all 3 limb positions were repeated 

twice. Individual training data were then combined with the previously recorded larger training dataset to 

predict movement intent in different limb positions using deep learning models. The EMG and 
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accelerometer data resulting from this routine, along with the corresponding labels of wrist positions, were 

used to train the transfer learning control model.  

 

Figure 5-4: (a) Wrist movements and (b) arm positions used to perform controller training.  

 

5.3.3.2 Prosthesis usage training 

Each participant took part in a device usage training session to learn how to control the prosthetic hand 

using muscle activity. This training was completed for each testing session once the control strategy was 

trained. Participants progressed through a structured training protocol and were given the opportunity to 

practice functional tasks (including the Pasta Box Task) before the first trial where data was collected. 

There were 3 stages of training. Participants practiced controlling one degree of freedom (DOF) at a time 

– first, hand open and close only, followed by wrist rotation only. When successful with controlling each 

DOF separately, control over both DOFs was introduced in the last stage. A variety of picking up and 

placing objects, and object rotation tasks were presented to participants. As they carried out these tasks, 

verbal cues were given to help improve control of their device. Breaks were provided after each stage of 

training or as required. Full details of the prosthesis training protocol are outlined in Appendix D. To ensure 

that participants had sufficient control of the prosthesis, participants needed to demonstrate that they could 

successfully pick up a cup containing a ball and pour the ball into another cup. A 75% success rate after at 

least 10 trials within a 10-minute time period was required to continue onto the rest of the data collection.  

 

a) 

b) 
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5.3.3.3 Data collection 

Prior to the first trial and immediately after the last trial of the Pasta Box Task, two gaze calibrations were 

collected to construct a gaze vector that represented the location of the participant’s gaze in the task space. 

Participants were instructed to fixate on a motion capture marker attached to the tip of a calibration wand 

as the experimenter moved the wand through the task space. Additional details about the calibration process 

can be found in Appendix E. To synchronize the eye and motion tracking data, custom software was used 

to trigger the start and end of the recordings to temporally align the two data streams. Each participant 

performed 10 trials of the Pasta Box Task. If an error was made, the data from that trial was discarded. 

Errors included dropping the box, incorrect grasp, incorrect box placement, missing the drop off target, 

incorrect task sequence, hitting the task cart frame, movement hesitation, or undesired movements, such as 

a sneeze.  

 

5.3.4 Data processing  

Motion capture and eye tracking data were first cleaned to fill any gaps. Second-order, low-pass 

Butterworth filters with a cut-off frequency of 6 Hz for motion capture26 and 10 Hz for eye tracking28 were 

applied to remove any noise that may have been introduced during data collection. The motion capture and 

eye tracking data were then synchronized and divided in ‘Reach’, ‘Grasp’, ‘Transport’ and ‘Release’ phases 

for analysis, as described by Lavoie et al.28 and Valevicius et al.26.  

 

The Reach phase began when the hand started moving away from the Home position and ended at the onset 

of Grasp. The Grasp phase began when the hand fell within a distance threshold to the pasta box and ended 

at the onset of Transport. The Transport phase began when the pasta box started moving and ended when 

the pasta box stopped moving. The Release phase began at the end of Transport and continued as the hand 

moved away from the pasta box, past a distance threshold, until the hand returned to the Home position. 

Distance thresholds values between the hand and the pasta box are defined in Lavoie et al.28. For hand 

kinematic measures, reach and grasp phases were combined into a reach-grasp segment, and transport and 

release phases were combined into a transport-release segment. Eye latency measures were defined relative 

to two key events: ‘Pickup’, which referred to the transition between grasp and transport as the object began 

moving and ‘Drop off’, which referred to the transition from transport to release as the object stopped 

moving. Using these object-related ‘Pickup’ and ‘Drop off’ events afforded the ability to reveal the 

temporal dynamics between the location of visual fixations and the location of the hand and object.  
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To ensure the accuracy and validity of the eye data, a set of rules were defined describing the quality of the 

best gaze vector and whether fixations were towards relevant areas of interest (AOIs). Firstly, a trial was 

removed if more than 15% of the best gaze vector data was missing or if the average distance to relevant 

AOIs for the best gaze vector was greater than 50mm. Secondly, a trial was removed if the total percent 

fixation (sum of percent fixation to current, hand and future) for any phase, except Reach in Movement 1 

was less than 50%. In addition, a trial was removed if the total percent fixation in Reach of Movement 1 

was less than 30%, as it is known that objects outside the field of view are fixated less28. Lastly, if more 

than 50% of a participant’s trials from one testing session were removed, data from that participant was 

removed altogether. Therefore, one participant was removed due to poor quality of eye data. Fig 5-5 

illustrates the steps taken to remove trials with poor eye data.  
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Figure 5-5: Flowchart outlining the steps taken to check the quality of the eye data. These criteria verified 

the amount of data loss and spatial accuracy of the best gaze vector that was constructed for each trial. A 

total of 25 trials out of 148 collected trials were removed (17% data loss). An average of 9 trials were 

retained for each participant for both control strategies. 
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5.3.5 Outcome metrics  

5.3.5.1 Duration 

Total task duration consisted of the total time in seconds to complete an entire trial. Phase duration was the 

time in seconds for each phase of reach, grasp, transport and release. Relative phase duration was the length 

of each phase represented as a percentage of the total movement time.  

 

5.3.5.2 Hand kinematics 

Peak hand velocity was defined as the maximum speed of the end effector (in any direction), given in mm/s. 

Number of movement units referred to the number of times that the hand acceleration profile crossed zero 

to produce a local velocity peak. Hand trajectory variability was calculated as the maximum of the mean 

three-dimensional standard deviation at each time-normalized point in millimetres. Grip aperture plateau 

was defined as the time in seconds between the end of hand opening and the start of hand closing. This was 

calculated when the grip aperture was < 90% of maximum and when the hand opening or closing velocity 

was < 20% of maximum. The definition for grip aperture plateau was adapted from Bouwsema et al.46. 

 

5.3.5.3 Gaze behaviour 

Number of fixations referred to the number of continuous fixations (> 100 ms) to either the current target 

or the hand. Percent fixation was the amount of time spent fixating either the hand or the current target in 

reach and transport phases as a percentage of the duration of that phase. During the reach phase, the current 

target referred to the pasta box and its starting location. During the transport phase, the current target 

referred to the drop off location. A detailed description of the areas of interest for each phase of the pasta 

box task can be found in the supplementary materials of Lavoie et al.28. Eye arrival latency (EAL) was 

calculated as the difference between the time of eye arrival to the target location relative to the start of 

transport time for pickup and relative to the end of transport time for drop off. EAL values were positive if 

the eyes began fixating the target before the object was picked up or dropped off and negative if the eyes 

began fixating the target after the object was picked up or dropped off. EAL at pick-up was related to the 

reach-grasp segment. EAL at drop off was related to the transport-release segment. Eye leaving latency 

(ELL) was calculated as the difference between the time of the eye leaving the target location relative to 

the start of transport time for pick-up and relative to the end of transport time for drop off. A more positive 

number was attributed to a shorter ELL, whereas a more negative number was attributed to a longer ELL. 
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ELL at pick-up related to the transition point from grasp to transport and ELL at drop off was related to the 

transport-release segment.  

 

5.3.5.4 General performance 

The number of successes indicated the number of trials that were successfully completed without any errors, 

such as dropping the pasta box or an incorrect movement sequence. The NASA TLX113 was administered 

to participants to measure subjective mental workload. The assessment involved rating the mental demand, 

physical demand, temporal demand, effort, performance, and frustration level involved in the Pasta Box 

Task on a 100-point scale. Participants then chose the factor that was perceived to be most relevant to 

workload and an overall task load index could then be calculated.  

 

5.3.6 Statistical analysis  

For each participant, the dependent measures were averaged across trials for each baseline control and 

transfer learning control. To investigate the within-subject differences between baseline and transfer 

learning, a series of repeated measures analyses of variance (RMANOVA) were conducted for each 

outcome measure. Significant interaction effects or main effects were followed up with additional 

RMANOVAs or pairwise comparisons. Only significant effects involving strategy were further 

investigated, as the primary focus was to determine whether different strategies had an effect on visuomotor 

performance. If the assumption of sphericity was violated, the Greenhouse-Geisser correction was used for 

the interpretation of results. Interaction effects or main effects were considered to be significant if the p 

value was less than 0.05 or if the Greenhouse-Geisser corrected p value was less than 0.05. Pairwise 

comparisons were considered to be significant if the Bonferroni corrected p value was less than 0.05. A 

detailed description of the statistical analysis methods can be found in Appendix F.  
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5.4 Results 

 

5.4.1 Duration 

5.4.1.1 Total task duration 

There was no statistically significant difference in total task duration between control strategies t(6) = 1.629, 

p = .154, d = 0.616. Participants had an average total task duration of 28.6 ± 7.8s with the baseline controller 

and a total task duration of 24.0 ± 4.9s with the transfer learning controller, a mean difference of 4.6s (95% 

CI, -2.3 to 11.6s) [Table 5-6]. Although no difference was shown in the total task duration, there was a 

trend for movement times to be shorter with transfer learning. In movement 1, there was a mean difference 

of 1.0s (95% CI, -1.3 to 3.2s), in movement 2 there was a mean difference of 1.5s (95% CI, -0.5 to 3.4s), 

and in movement 3, there was a mean difference of 2.2s (95% CI, -0.6 to 4.9s) between baseline and transfer 

learning.  

 

5.4.1.2 Phase duration 

Overall, phase durations were reduced across all movement phases, with disproportionately large reductions 

in release time for movement 2 and grasp time for movement 3 with transfer learning compared to baseline, 

as shown in Fig 5-6. A significant three-way interaction (F(1.974, 11.843) = 4.587, p = 0.034) between 

strategy, movement and phase was revealed for phase durations. Simple two-way interactions were run for 

strategy x movement and strategy x phase. There was a statistically significant simple two-way interaction 

between strategy and movement for release (F(2, 12) = 4.688, p = 0.031). Pairwise comparisons revealed a 

mean difference of 0.866s (95% CI, -0.083 to 1.854s), p = 0.066 in release of movement 2 between baseline 

and transfer learning. Despite a non-significant difference at a Bonferroni adjusted p < 0.05, the magnitude 

of difference was large compared to other phases. In addition, a simple two-way interaction between 

strategy and movement for grasp was not found to be significant (F(2, 12) = 3.080, p = 0.083), however 

there was a large mean difference of 1.322s (95% CI, - .407 to 3.050s) in grasp of movement 3 between 

baseline and transfer learning, which was not observed in any other phases (Table 5-1). Therefore, release 

in movement 2 and grasp in movement 3 demonstrated trends towards shorter phase durations with the 

transfer learning controller compared to the baseline controller.  
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Figure 5-6: Mean phase durations with baseline (purple) and transfer learning (blue) control strategies for 

each movement and phase (R = Reach, G = Grasp, T = Transport, RL = Release) of the pasta box task. 

Normative values are represented by yellow lines. Error bars represent the standard deviation.  

 

5.4.1.3 Relative phase duration 

To accompany the changes in phase duration for release in movement 2 and grasp in movement 3, there 

was a corresponding decrease in relative duration for these phases. There was a trend in which transfer 

learning had a shorter relative duration of release in movement 2, which closely matched the normative 

value for relative release time as shown in Fig 5-7. A 3-way RMANOVA revealed a significant three-way 

interaction between strategy, movement and phase (F(6, 36) = 3.313, p = 0.011). Simple two-way 

interactions for strategy x movement and strategy x phase were run. There was a statistically significant 

simple two-way interaction between strategy and movement for release (F(2, 12) = 7.756, p = .007). 

Pairwise comparisons revealed there was a mean difference of 6.686% (95% CI, -.095 to 13.467%), p = 

.052 in release for movement 2 between baseline and transfer learning, although not significant at a 

Bonferroni adjusted p < 0.05 (Table 5-1).  

 

In movement 3, the relative grasp duration was significantly reduced with transfer learning compared to the 

baseline control strategy. There was a statistically significant simple two-way interaction between strategy 

and phase for movement 3 (F(3, 18) = 8.514, p < 0.001). Pairwise comparisons revealed that there was a 
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mean difference of 7.707% (95% CI, 4.276 to 11.138%), p = 0.002 between baseline and transfer learning 

for grasp in movement 3 (Table 5-1).  

 

Similar to the differences in absolute phase durations, no other relative phase durations were found to be 

significantly different between transfer learning and baseline strategies. The large decrease in absolute 

release time for movement 2, in combination with a shorter total movement 2 duration of 5.5 ± 1.1s with 

transfer learning compared to 6.9 ± 2.2s with baseline, contributed to the trending decrease in relative 

release time for movement 2. A large mean difference in absolute grasp time for movement 3, together with 

a shorter total movement 3 duration of 6.9 ± 1.7s with transfer learning compared to 9.1 ± 2.9 with baseline, 

resulted in the significant decrease in relative grasp time for movement 3.  

 

Figure 5-7: Mean relative phase duration with baseline (purple) and transfer learning (blue) control 

strategies for each movement and phase (R = Reach, G = Grasp, T = Transport, RL = Release) of the pasta 

box task. Normative values are represented by yellow lines. Error bars represent the standard deviation. 

Significant differences between control strategies are marked with asterisks with p < 0.05. 
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Table 5-1: Duration values for all movements and phases of the pasta box task with pairwise comparisons 

of baseline and transfer learning control strategies. A p value < 0.05 was considered to be significant, p 

values were given for observed trends, and ns indicates a p value that was not significant. Values are given 

as mean ± standard deviation.  

  
Phase duration (s) Relative phase duration (%) 

Movement Phase p Baseline Transfer Learning p Baseline Transfer Learning 

1 

Reach ns 1.46 ± 0.48 1.38 ± 0.33 ns 21.6 ± 4.2 22.8 ± 2.0 

Grasp ns 2.18 ± 1.57 1.87 ± 0.72 ns 29.1 ± 10.9 28.7 ± 4.0 

Transport ns 2.16 ± 0.68 2.08 ± 0.50 ns 31.8 ± 5.0 34.8 ± 4.4 

Release ns 1.30 ± 0.77 0.81 ± 0.25 ns 17.4 ± 5.9 13.8 ± 4.1 

2 

Reach ns 1.06 ± 0.36 1.01 ± 0.15 ns 15.7 ± 1.5 18.5 ± 1.2 

Grasp ns 1.43 ± 0.67 1.22 ± 0.73 ns 19.7 ± 4.1 20.8 ± 7.3 

Transport ns 2.68 ± 0.67 2.36 ± 0.44 ns 41.3 ± 5.7 44.0 ± 5.2 

Release 0.066 1.78 ± 1.10 0.90 ± 0.28 0.052 23.3 ± 7.6 16.7 ± 4.9 

3 

Reach ns 1.88 ± 0.75 1.56 ± 0.30 ns 22.0 ± 5.4 24.3 ± 3.1 

Grasp ns 3.40 ± 1.87 2.08 ± 1.44 0.002 32.8 ± 8.8 25.1 ± 9.0 

Transport ns 2.77 ± 1.04 2.35 ± 0.58 ns 32.6 ± 4.8 36.9 ± 4.9 

Release ns 1.00 ± 0.40 0.88 ± 0.41 ns 12.6 ± 4.5 13.8 ± 6.0 

 

 

5.4.2 Hand kinematic measures 

5.4.2.1 Number of movement units 

There were fewer movement units in all movement segments with the transfer learning controller than the 

baseline controller, however these differences were most notable in transport-release of movement 2 and 

reach-grasp of movement 3 (Fig 5-8). A 3-way RMANOVA revealed a statistically significant three-way 

interaction between strategy, movement and segment (F(1, 6) = 10.622, p = 0.002). Simple two-way 

interactions were run for strategy x movement and strategy x segment. A simple two-way interaction 

between strategy and movement for reach-grasp (F(2, 12) = 4.730, p = 0.031) was shown to be statistically 

significant, while there was no significant interaction between strategy and movement for transport-release 

(F(2, 12) = 2.068, p = 0.169). Pairwise comparisons revealed a trending mean difference of 9.860 (95% CI, 

-0.169 to 19.889), p = 0.053 movement units in reach-grasp of movement 3 between baseline and transfer 

learning (Table 5-2). In addition, although not significant, there was a disproportionately large mean 

difference of 8.341 (95% CI, -.552 to 17.235) movement units in transport-release of movement 2 (Table 

5-2). These values represented large differences in movement units that were not observed in any other 
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movement segments, therefore when using transfer learning, participants likely had increased smoothness 

of hand movements in transport-release of movement 2 and reach-grasp of movement 3. 

 

Figure 5-8: Mean number of movement units with baseline (purple) and transfer learning (blue) control 

strategies for each movement and movement segment (R-G = Reach-Grasp, T-RL = Transport-Release) of 

the pasta box task. Normative values are represented by yellow lines. Error bars represent the standard 

deviation. 

 

5.4.2.2 Other hand kinematic measures 

There were no significant interaction effects or main effects for hand trajectory variability, peak hand 

velocity and grip aperture plateau (Table 5-2).  
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Table 5-2: Hand metric values for all movements and phases of the pasta box task with pairwise 

comparisons of baseline and transfer learning control strategies. A p value < 0.05 was considered to be 

significant, p values were given for observed trends, and ns indicates a p value that was not significant. 

Values are given as mean ± standard deviation.  

  
Peak hand velocity (mm/s) 

Movement Segment  p Baseline Transfer Learning 

1 
Reach-Grasp ns 817.8 ± 159.7 789.2 ± 142.9 

Transport-Release ns 851.1 ± 295.2 854.7 ± 220.5 

2 
Reach-Grasp ns 714.4 ± 185.5 668.4 ± 170.0 

Transport-Release ns 617.4 ± 158.9 644.5 ± 93.6 

3 
Reach-Grasp ns 1002.4 ± 203.4 979.8 ± 147.5 

Transport-Release ns 1097.4 ± 261.2 1158.6 ± 198.3 

  
Hand trajectory variability (mm) 

Movement Segment  p Baseline Transfer Learning 

1 
Reach-Grasp ns 69.4 ± 22.5 62.2 ± 31.7 

Transport-Release ns 62.9 ± 35.1 52.9 ± 15.8 

2 
Reach-Grasp ns 36.1 ± 14.1 35.4 ± 15.2 

Transport-Release ns 65.0 ± 24.5 43.3 ± 15.3 

3 
Reach-Grasp ns 95.8 ± 28.4 73.4 ± 43.9 

Transport-Release ns 89.4 ± 33.2 81.5 ± 36.0 

  
Number of movement units 

Movement Segment  p Baseline Transfer Learning 

1 
Reach-Grasp ns 13.8 ± 10.4 11.0 ± 5.3 

Transport-Release ns 11.0 ± 7.7 6.5 ± 2.4 

2 
Reach-Grasp ns 9.2 ± 4.6 7.6 ± 5.7 

Transport-Release ns 17.7 ± 9.9 9.3 ± 1.8 

3 
Reach-Grasp 0.053 23.7 ± 11.5 13.8 ± 9.8 

Transport-Release ns 10.0 ± 5.4 6.3 ± 2.3 

  
Grip aperture plateau time (s) 

Movement Segment p Baseline Transfer Learning 

1 Reach-Grasp ns 1.87 ± 0.71 1.54 ± 0.61 

2 Reach-Grasp ns 1.49 ± 0.51 1.37 ± 0.60 

3 Reach-Grasp ns 2.66 ± 0.98 2.09 ± 0.95 
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5.4.3 Eye gaze metrics  

5.4.3.1 Percent fixation  

With transfer learning, there was a significant decrease in percent fixation to hand in movement 3 with 

transfer learning compared to baseline (Table 5-3). A 3-way RMANOVA revealed no significant three-way 

interaction between strategy, movement and phase (F(2, 12) = 1.367, p = 0.292). However, there was a 

statistically significant two-way strategy x movement interaction (F(2, 12) = 5.231, p = 0.023) and no 

significant strategy x phase interaction (F(1, 6) = 1.339, p = 0.291). Pairwise comparisons revealed a 

significant mean difference of 5.544% (95% CI, 0.448 to 10.639%), p = 0.037 between baseline and transfer 

learning in movement 3 (Table 5-3). Figure 5-9 demonstrates the decrease in percent fixation to hand 

occurred in both reach and transport phases in movement 3, while there was no difference in fixations 

towards the hand between controllers in any other movement. Therefore, when using the transfer learning 

controller, participants had a reduced reliance on vision to monitor the hand in movement 3. Decreased 

fixations towards the hand were not accompanied by increased fixations towards the current target. A 3-

way RMANOVA revealed no other significant interaction effects or main effects for percent fixation to 

current (Table 5-5).   

 

Figure 5-9: Percent fixation to hand with baseline (purple) and transfer learning (blue) control strategies for 

reach and transport phases of each movement of the pasta box task. Normative values are represented by 

yellow lines. Error bars represent the standard deviation. 
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Table 5-3: Percent fixation to hand values for individual movements collapsed across reach and transport 

phases of the pasta box task with pairwise comparisons of baseline and transfer learning control strategies. 

A p value < 0.05 was considered to be significant, p values were given for observed trends, and ns indicates 

a p value that was not significant. Values are given as mean ± standard error.   

 
Percent fixation to hand (%) 

Movement p Baseline Transfer Learning 

1 ns 15.2 ± 2.8 14.6 ± 2.7 

2 ns 15.2 ± 2.7 14.7 ± 1.5 

3 0.037 26.2 ± 4.4 20.7 ± 3.1 

 

5.4.3.2 Eye leaving latency 

In general, transfer learning resulted in shorter eye leaving latencies compared to the baseline control 

strategy (Table 5-5). A 3-way RMANOVA revealed no significant three-way interaction between strategy, 

movement and event (F(2, 12) = 3.625, p = 0.059). There was no significant two-way interaction between 

strategy and movement (F(2, 12) = 3.274, p = 0.073)  or strategy and event (F(1, 6) = 0.411, p = 0.545). 

However, there was a significant main effect of strategy (F(1, 6) = 6.419, p = 0.044) with a mean difference 

of -0.468s (95% CI, -0.920 to -0.016s), p = 0.044 (Table 5-4). Figure 5-10 reveals that eye leaving latencies 

were consistently shorter across all movements and events with transfer learning compared to baseline, with 

a disproportionate difference of -1.081s (95% CI, -1.926 to -.236s) at drop off in movement 2. Therefore, 

the transfer learning control strategy required a shorter time for the eyes to disengage visual attention from 

pick up and drop off targets than the baseline control strategy.  
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Figure 5-10: Mean eye leaving latency with baseline (purple) and transfer learning (blue) control strategies 

for each movement and event (pick up and drop off) of the pasta box task. Normative values are represented 

by yellow lines. Error bars represent the standard deviation. 

 

Table 5-4: Eye leaving latency values collapsed across all movements and phases of the pasta box task with 

pairwise comparisons of baseline and transfer learning control strategies. A p value < 0.05 was considered 

to be significant, p values were given for observed trends, and ns indicates a p value that was not significant. 

Values are given as mean ± standard error.   

Eye leaving latency (s) 

p Baseline Transfer Learning 

0.044 -1.54 ± 0.28 -1.07 ± 0.14 

 

5.4.3.3 Other eye gaze metrics  

There were no other significant interaction effects or main effects for number of fixations to current or to 

hand, eye arrival latency at pick up, eye arrival latency at drop off, or eye leaving latency at drop off (Table 

5-5).  
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Table 5-5: Eye metric values for all movements and phases of the pasta box task with pairwise comparisons 

of baseline and transfer learning control strategies. A p value < 0.05 was considered to be significant, p 

values were given for observed trends, and ns indicates a p value that was not significant. Values are given 

as mean ± standard deviation.   

  
Number of fixations to current Percent fixation to current (%) 

Movement Phase p Baseline Transfer Learning p Baseline Transfer Learning 

1 

Reach ns 1.05 ± 0.09 0.99 ± 0.04 ns 60.5 ± 11.8 58.3 ± 13.8 

Grasp ns 1.17 ± 0.26 1.11 ± 0.30 ns 97.6 ± 5.3 98.4 ± 4.3 

Transport ns 1.11 ± 0.13 1.14 ± 0.18 ns 61.9 ± 7.7 60.9 ± 6.2 

Release ns 1.04 ± 0.11 1.00 ± 0.00 ns 98.3 ± 3.2 98.1 ± 3.1 

2 

Reach ns 1.19 ± 0.23 1.03 ± 0.05 ns 94.3 ± 6.2 96.3 ± 3.2 

Grasp ns 1.10 ± 0.17 1.03 ± 0.05 ns 98.3 ± 2.6 99.3 ± 1.1 

Transport ns 1.18 ± 0.15 1.07 ± 0.08 ns 67.1 ± 10.8 65.7 ± 6.9 

Release ns 1.07 ± 0.13 1.00 ± 0.00 ns 99.0 ± 1.3 99.2 ± 1.3 

3 

Reach ns 1.06 ± 0.10 1.04 ± 0.06 ns 87.4 ± 8.1 90.5 ± 6.8 

Grasp ns 1.57 ± 0.98 1.10 ± 0.18 ns 98.1 ± 3.7 98.2 ± 3.7 

Transport ns 1.08 ± 0.11 1.04 ± 0.06 ns 42.1 ± 9.1 45.5 ± 12.9 

Release ns 1.01 ± 0.04 1.00 ± 0.00 ns 97.8 ± 3.1 98.0 ± 2.1 

  
Number of fixations to hand Percent fixation to hand (%) 

Movement Phase p Baseline Transfer Learning p Baseline Transfer Learning 

1 
Reach ns 0.19 ± 0.34 0.15 ± 0.29 ns 2.5 ± 5.1 2.7 ± 4.8 

Transport ns 1.21 ± 0.23 1.18 ± 0.39 ns 27.9 ± 13.2 26.5 ± 10.5 

2 
Reach ns 0.05 ± 0.09 0.05 ± 0.06 ns 1.1 ± 2.0 0.4 ± 0.7 

Transport ns 1.21 ± 0.18 1.13 ± 0.16 ns 29.4 ± 13.4 28.9 ± 8.2 

3 
Reach ns 0.16 ± 0.22 0.15 ± 0.25 ns 4.6 ± 8.1 2.0 ± 3.7 

Transport ns 1.26 ± 0.27 1.30 ± 0.32 ns 47.8 ± 18.4 39.3 ± 15.5 

  
Eye arrival latency (s) Eye leaving latency (s) 

Movement Event p Baseline Transfer Learning p Baseline Transfer Learning 

1 
Pickup ns 3.07 ± 1.54 2.66 ± 0.74 ns -0.73 ± 0.47 -0.65 ± 0.31 

Dropoff ns 1.26 ± 0.35 1.19 ± 0.19 ns -1.69 ± 0.87 -1.28 ± 0.64 

2 
Pickup ns 2.42 ± 0.83 2.18 ± 0.85 ns -1.28 ± 0.98 -0.74 ± 0.30 

Dropoff ns 1.60 ± 0.14 1.46 ± 0.26 ns -2.38 ± 1.17 -1.30 ± 0.45 

3 
Pickup ns 4.56 ± 1.26 3.48 ± 1.52 ns -1.91 ± 1.35 -1.38 ± 0.92 

Dropoff ns 1.07 ± 0.22 1.01 ± 0.18 ns -1.26 ± 0.63 -1.09 ± 0.52 
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5.4.4 General performance 

There was no significant difference in the number of successful trials, t(6) = .354, p = .736, d = .134. On 

average, participants completed 9.6 ± 0.5 trials with the baseline control strategy and 9.4 ± 0.8 trials with 

the transfer learning control strategy. There was no significant difference in mental workload rating, as 

assessed by the NASA TLX, t(6) = -.211, p = .840, d = -0.080. Participants had a weighted rating of 47.0 ± 

10.7 for baseline and 47.8 ± 10.8 for transfer learning (Table 5-6).  

 

Table 5-6: General performance metrics values with pairwise comparisons of baseline and transfer learning 

control strategies. A p value < 0.05 was considered to be significant, p values were given for observed 

trends, and ns indicates a p value that was not significant. Values are given as mean ± standard deviation.   

 p Baseline Transfer Learning  

Task duration (s) ns 28.6 ± 7.8 24.0 ± 4.9 

Number of successes ns 9.6 ± 0.5 9.4 ± 0.8 

NASA TLX ns 47.0 ± 10.7 47.8 ± 10.8 

 

 

5.5 Discussion 

This study aimed to investigate whether the visuomotor behaviours of myoelectric prosthesis users could 

be improved with a novel advanced control strategy. In general, findings from the present study 

demonstrated that visuomotor performance was improved to more closely resemble normative behaviour 

with a transfer learning control strategy compared to a baseline control strategy. Visual attention towards 

the hand was reduced with the advanced control strategy, as demonstrated by a significant reduction in eye 

latencies throughout the task and percent fixation to hand in movement 3.  The advanced control strategy 

also demonstrated trends in which performance time was reduced and hand kinematic function was 

improved. These improvements were only observed when the arm was in a cross-body position that was at 

or above the participant’s shoulder height. When the arm was oriented in this position, variations to the 

EMG signals recorded from the forearm likely rendered the control challenging when using the baseline 

controller. To address the limb position effect, an advanced control strategy that used transfer learning 

methods, likely remedied this issue by improving the reliability of myoelectric control in an extended arm 

position and thereby reduced the reliance on vison to monitor the prosthetic hand.  
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5.5.1 General performance metrics provide an incomplete analysis of movement behaviour  

General performance metrics, including total task duration and number of successes, demonstrated no 

significant difference between baseline and transfer learning control strategies. This finding was in contrast 

to studies that demonstrated a reduction in task completion time with novel control strategies aimed at 

mitigating the limb position effect114–116. Although researchers have commonly reported completion times 

and success rates to assess the functional performance of myoelectric prostheses117–119, these metrics do not 

provide a complete understanding of the quality of hand, wrist and arm movements, or inform about the 

underlying mechanisms driving these changes in overall performance26,29. Therefore, this rationale lends 

motivation for an assessment of the visuomotor performance to examine patterns of eye and hand 

movements during functional task performance. With GaMA, this assessment tool further affords the ability 

to analyze participant’s behaviour in individual movements and phases to reveal the nuances of various 

types of movements in order to identify specific instances of the limb position effect.     

 

5.5.2 Advanced myoelectric control outperformed baseline control  

Differences between hand kinematic measures suggest that the advanced control strategy performed better 

than the baseline control strategy, as shown by trends towards shorter phases durations and smoother 

movements. Despite a non-significant difference in total task duration between control strategies, shorter 

durations were revealed at the phase level. Specifically, there was a trend towards shorter release times and 

relative release times in movement 2 with the advanced control strategy. There was a large but non-

significant reduction in grasp time and a significant reduction in relative grasp time in movement 3 

compared to baseline. In line with previous work, grasp and release phases were disproportionately 

prolonged for prosthesis users8. With an advanced control strategy, we have shown that these phase 

durations could be reduced. In addition, there were smoother movements, such as fewer unwanted wrist 

rotations and changes in grip aperture, as evidenced by trends towards fewer movement units in transport-

release for movement 2 and reach-grasp for movement 3. Together these findings demonstrate that the 

advanced control strategy improved hand kinematic performance in phases where the pasta box was moved 

to and from the highest shelf of the pasta box task with a myoelectric prosthesis.  

 

Differences in performance between control strategies provide evidence of the limb position effect. The 

baseline controller had poorer control than the advanced control strategy when the elbow was fully extended 
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and the arm was raised at or above shoulder height. In this position, different muscle activation patterns 

may have contributed to these myoelectric control issues120,121. Teh et al.114 previously demonstrated that 

positions in which the elbow was fully extended, yielded the poorest performance for both subjects with 

intact limbs and amputation. When the elbow is extended, the brachioradialis is activated to stabilize the 

arm122,123. As the brachioradialis is also involved in forearm pronation and supination124, activation of this 

muscle may have contributed to unwanted wrist movements and an increased number of movement units, 

which rendered the control difficult. However, the advanced control strategy included both hand motion 

and arm position predictions in the model to improve the accuracy and reliability of movement predictions 

in multiple limb positions. Prosthetic control was therefore improved when using this controller in positions 

where the elbow was fully extended, effectively mitigating the limb position effect.  

 

5.5.3 Improving myoelectric control reduced reliance on vision 

We additionally demonstrate, for the first time, that improving the reliability of myoelectric control reduced 

the reliance on vision to monitor the prosthetic hand. With an advanced control strategy, visual fixations 

towards the hand were significantly reduced in movement 3, which involved cross-body reaching and 

transporting actions. It was likely that significant changes stemmed from a large decrease in percent fixation 

in transport because participants trusted that the hand would not open unexpectedly while transporting the 

pasta box from the pick up location to the drop off location. An increased difficulty to release objects using 

the baseline controller led to an inability to disengage visual attention from drop off locations, whereas with 

the advanced control strategy, an improved ability to release objects, most notably in movement 2, also 

reduced the latency for the eyes to shift away.  

 

The unpredictability of myoelectric control draws visual attention towards the prosthesis to ensure that the 

hand performs as intended and cannot be alleviated even with higher skill level or traditional movement 

training. Bouwsema et al.46 have shown that some experienced prosthesis users with high functional skill 

level had gaze behaviours that were consistent with novice users. Parr et al.10 demonstrated that when novice 

prosthesis users were provided with explicit movement-based training instructions, no changes in gaze 

behaviour were observed over multiple training sessions, despite faster movements. Interestingly, in our 

cohort of novice users of myoelectric prostheses, limited training with an advanced myoelectric control 

revealed initial improvements in visuomotor performance. Without any additional training over multiple 

testing sessions, participants adopted more proficient control with transfer learning than baseline, which 

was able to alleviate visual attention towards the hand.  



72 

 

 

Parr et al.61 proposed that the unreliable nature of prosthetic devices continually prevents normal 

sensorimotor mapping rules from developing. Typically, individuals with intact limb function rely on vision 

in the initial stages of motor learning, however the reliance on vision can usually be overcome as skill 

acquisition progresses and sensory feedback information becomes integrated into the motor control 

loop90,92. In contrast to intact limb function, which responds to reliable motor commands, there can be 

unreliable responses in myoelectric prostheses due to variations in EMG signals in different arm position. 

Moreover, prosthesis users lack the tactile and proprioceptive feedback pathways that are typically provided 

by the anatomical limb. By implementing a more reliable control system that takes into account multiple 

limb positions, we have been able to alleviate the visual demand experienced by prosthesis users, likely 

revealing an increased confidence in the prosthetic control. 

 

5.5.4 Relevance of real-time functional testing with the inclusion of eye tracking  

In this research, we have aimed to quantify the visuomotor behaviours of prosthesis users in response to 

control interventions during an experimental task that closely resembles everyday tasks. Although many 

studies have developed new methods to mitigate the limb position effect, the majority of these studies 

evaluated offline performance100,101,125–128, while a few studies investigated the real-time effects during a 

simple target achievement task114–116. Offline classification accuracy may not be a sufficient metric, as it 

does not always translate to the usability of myoelectric devices129,130. In an attempt to close the gap between 

lab-based research findings and actual clinical use, we employed a functional task that was designed 

specifically to challenge users in multiple planes of movement, while testing the real-time performance of 

a novel control strategy. In doing so, we have highlighted the challenges of cross-body movements, while 

no other movements demonstrated any difference in visuomotor performance between control strategies. 

Importantly, the use of eye tracking has enabled us to further assess the usability of myoelectric prostheses. 

Reduced visual fixations towards the hand suggests that the mental workload was reduced83, thus making 

the prosthesis more useable. Therefore, future work should consider the practicality of the experimental 

task and the translatability of research findings, particularly as the work relates to implementing solutions 

meant to overcome the challenges encountered with the physical attachment of a prosthesis. Moreover, we 

recommend the inclusion of eye tracking metrics in control comparison studies, as these metrics have 

presently been shown to be sensitive to control interventions.  
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5.5.5 Limitations 

Firstly, the number of significant findings were limited in power. Although we observed many trends in 

transport-release for movement 2 and reach-grasp for movement 3, these findings likely were not significant 

due to a small sample size of 7 that were included in the statistical analyses. In addition, participants of this 

study were without limb difference and performed experimental tasks using a simulated myoelectric 

prosthesis. Limb loading has been shown to differ in intact limb individuals and individuals with 

amputation, which can be explained by anatomical differences114. Individuals with intact limbs have greater 

moments across the elbow to support the weight of the anatomical hand, resulting in different muscle 

activation patterns than individuals with a transradial amputation that no longer have forearm muscles 

crossing the wrist joint114. Future work should investigate whether the visuomotor behaviours of individuals 

with upper limb amputation would likewise be sensitive to myoelectric control interventions. 

 

In this experimental design, participants were given the opportunity to practice using the prosthesis prior to 

the recorded trials, but training over multiple days was not provided. It is unknown to what extent 

participants were able to learn to use the prosthesis within a short amount of time. However, we postulate 

that the observed visuomotor behaviours may have been representative of mid-skilled prosthesis users62. 

Given a more reliable control, it is possible that with repeated testing over multiple days, participants may 

have been able to learn to develop a more reliable feedforward control strategy, as with normal patterns of 

motor learning, thereby further reducing the reliance on vision. Presently, we have only described the 

effects of modulating prosthetic control on improving visuomotor behaviour without considering the role 

of sensory feedback. However, successful object manipulation relies on both feedforward and feedback 

control mechanisms3. Notably in prosthesis use, control is not often optimal, thus sensory feedback may 

provide an equally important role in determining prosthesis performance11,73,131 and may further aid in 

developing typical patterns of visuomotor behaviour. Therefore, future work could explore the potential 

benefit of combined control and feedback interventions and whether these combined effects can further 

improve gaze behaviour and the usability of myoelectric prostheses. 

 

Although we have demonstrated that an advanced control strategy can alleviate the need to visually monitor 

the prosthesis, we did not see a corresponding improvement in participant’s subjective mental workload 

ratings, as indicated by the NASA TLX. The objective of measuring gaze behaviour was to understand 

whether improvements in prosthesis control would result in more natural visuomotor behaviours and hence 

provide an indicator of usability. Therefore, we would have expected reductions in visual fixations towards 
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the hand and shorter eye leaving latencies to relate to a decrease in overall workload rating, including factors 

such as mental demand, effort and frustration. However, the NASA TLX that was employed in the current 

study may not have been appropriate for this cohort of participants using a simulated prosthesis132. Recently, 

a prosthesis user-specific task load index (PROS-TLX) was developed and validated, demonstrating the 

relationship between visual fixations and mental workload factors83. Future work could consider the 

inclusion of the PROS-TLX to capture the user experience of upper limb prosthesis users, as it is ultimately 

users’ satisfaction that will determine whether prosthetic devices will be well-adopted.  

 

 

5.6 Conclusion 

This work investigated the effect of different myoelectric control strategies on visuomotor behaviours and 

provided a novel contribution – that eye metrics are sensitive to control interventions. The advanced 

myoelectric control strategy proved to be more reliable than the baseline control strategy. As a result, a 

more reliable control likely increased users’ confidence in the prosthesis and enabled users to visually fixate 

less on their prosthesis. In addition, the baseline controller highlighted the challenges with controlling a 

prosthesis in a fully extended cross-body arm position. The implementation of a novel control strategy, that 

included both arm position and movement intent predictions, essentially mitigated the control challenges 

associated with the limb position effect. Therefore, a more reliable prosthesis that performs as intended has 

the potential to reduce the visual demands associated with prosthetic use, thereby making myoelectric 

prostheses more useable for the users. Moreover, eye tracking served as a purposeful tool in understanding 

the changes in gaze behaviours of prosthesis users. Future work should thus consider the inclusion of eye 

tracking in future prosthesis control comparison studies.  
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Chapter 6: Summary of Contributions  

In Chapter 3 a literature review was undertaken to provide a comprehensive overview of the existing 

literature on the visual behaviours of upper limb prosthesis users. The findings in this research presented a 

detailed understanding of how prosthesis users visually interact with their devices. Prosthesis users have a 

characteristic visuomotor behaviour, such that the eyes fixate more towards the hand and less towards target 

objects or locations, compared to intact limb individuals. Some studies have suggested that more 

experienced prosthesis users demonstrate patterns of eye-hand coordination that are more typical with 

individuals with intact arm function, however these findings have been inconsistent. Therefore, the link 

between gaze behaviour and prosthetic skill level remained unknown. The reviewed literature additionally 

demonstrated that eye tracking metrics were sensitive to sensory feedback interventions, providing evidence 

that advancements in prosthetics research is beneficial in alleviating the visual and cognitive demands of 

prosthesis users. However, there was little evidence on the impact of modulating prosthetic control factors, 

such as novel control strategies, on the visuomotor behaviours of prosthesis users.  

 

In Chapter 4, the relationship between gaze behaviour and skill level was confirmed, using hand kinematics 

as a measure of skill. Eye gaze behaviours that were reflective of improved motor planning were associated 

with more efficient hand movement patterns and indicated increased prosthetic functionality. This 

understanding of the complex coordination between eye and hand movements of upper limb prosthesis 

users has the potential to guide the development of more effective prosthetic technologies that are likewise 

more intuitive and user-friendly solutions. More specifically, in Chapter 5, the next step was to determine 

whether addressing the unpredictability of myoelectric control could alleviate the demand on the visual 

system.  

 

In Chapter 5, an advanced myoelectric control strategy was implemented in real-time to address the limb 

position effect and to provide users with a more reliable control strategy. A fully extended, raised arm 

position was identified as a challenging limb position in which control was unreliable. Using a novel control 

strategy, that included both arm position and movement intent predictions, these control challenges were 

mitigated. As a result, a more reliable control strategy alleviated visual monitoring of the prosthetic hand, 

suggesting that users had increased confidence that the prosthesis would perform as intended.    
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Altogether, this work has highlighted the importance of eye tracking as an evaluation tool for upper limb 

prosthesis users. Importantly, this thesis provided a novel contribution – that eye metrics are sensitive to 

control interventions. Given the research findings highlighted in this thesis, future work should consider 

the inclusion of eye tracking as an outcome measure when evaluating novel prosthetic interventions. This 

is to ensure that research work is guided towards developing more user-centered prostheses that are both 

functional and useable, as it is ultimately the usability that will determine the acceptance of these devices 

and the impact on the quality of life of prosthesis users.  
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Appendix A: General study characteristics of the included literature 

 

Table A-1: General study characteristics of the included literature 

Reference Study design Source of literature Population Number of participants 

Bouwsema et al. 
(2012)46 

Cross-sectional study Journal article Upper limb amputation 6 

Sobuh et al. (2014)52 
Repeated-measures study 
(Experiment 1) 
Case study (Experiment 2) 

Journal article 
Intact arm (Experiment 1) 
Upper limb amputation 
(Experiment 2) 

7 (Experiment 1) 
4 (Experiment 2) 

Chadwell et al. (2016)57 Case study Journal article 
Intact arm 
Upper limb amputation 

1 
2 

Zhang et al. (2016)51  Cross-sectional study Conference paper Intact arm 20 

Raveh et al. (2017)54 Crossover study Journal article Intact arm 43 

White et al. (2017)50 Cross-sectional study Journal article Intact arm 20 

Chadwell et al. (2018)47 Cross-sectional study Journal article 
Intact arm 
Upper limb amputation 

20 
20 

Parr et al. (2018)9 Repeated-measures study Journal article Intact arm 21 

Raveh et al. (2018)53 Crossover study Journal article Upper limb amputation 12 

Bayani et al. (2019)44 Cross-sectional study Journal article Intact arm 20 
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Boser et al. (2019)45 Cross-sectional study Thesis Upper limb amputation 8 

Hebert et al. (2019)8 Cross-sectional study Journal article 
Intact arm 
Upper limb amputation 

16 
8 

Parr et al. (2019)10 

Cross-sectional study 
(Experiment 1) 
Repeated-measures study 
(Experiment 2) 

Journal article Intact arm 
20 (Experiment 1) 
24 (Experiment 2) 

Zahabi et al. (2019)56 Case study Journal article Upper limb amputation 1 

Kaspersen et al. 
(2020)49 

Cross-sectional study Thesis Intact arm 6 

Chadwell et al. (2021)48 Cross-sectional study Journal article Upper limb amputation 20 

Marasco et al. (2021)55 Case study  Journal article Upper limb amputation 2 
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Appendix B: Participant characteristics of the included literature 

 

Table B-1: Participant characteristics of the included literature 

Reference Sex ratio (M:F) Age* 
Level of 

amputation 
Type of 

prosthetic device 
Number of years 

using a prosthesis*  
Cause of 

amputation 

Bouwsema 
et al. (2012)46 

3:3 36 ± 18 (19 to 59) Transradial 
Myoelectric 
prosthesis 

3.8 ± 2.3 (1 to 7) 
(calculated) 

Accident (3), 
congenital (3), 
illness (1) 

Sobuh et al. 
(2014)52 

4:3 (Experiment 1) 
3:1 (Experiment 2) 

36 ± 10 (26 to 48) 
(Experiment 1) 

49 ± 10 (35 to 56) 
(Experiment 2) 

Transradial 

Myoelectric 
simulator 
prosthesis 
(Experiment 1) 
Myoelectric 
prosthesis 
(Experiment 2) 

20 ± 13 (2 to 32) Not reported  

Chadwell et 
al. (2016)57 

1:0 
2:0 

21 
(44 to 45) 

Transradial 

Myoelectric 
simulator 
prosthesis (1) 
Myoelectric 
prosthesis (2) 

(1.5 to 35) Congenital 

Zhang et al. 
(2016)51  

10:10 23.5 ± 2.36 N/A 
Myoelectric 
simulator 
prosthesis 

N/A N/A 

Raveh et al. 
(2017)54 

18:25 26 ± 6.6 N/A 
Myoelectric 
simulator 
prosthesis 

N/A N/A 
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White et al. 
(2017)50 

10:10 23.5 ± 2.36 N/A 
Myoelectric 
simulator 
prosthesis 

N/A N/A 

Chadwell et 
al. (2018)47 

9:11 
14:6 

43 (23 to 61) 
53 (18 to 75) 

Transradial 
Myoelectric 
prosthesis 

20 (1.5 to 39) 
Congenital (11), 
amputation (9) 

Parr et al. 
(2018)9 

13:8 25.3 ± 5.05 N/A 
Myoelectric 
simulator 
prosthesis  

N/A N/A 

Raveh et al. 
(2018)53 

11:1 65 ± 13† Transradial 
Myoelectric 
prosthesis 

15.5 ± 6†§ Not reported  

Bayani et al. 
(2019)44 

10:10 
24.7 ± 3.39 (18 to 

34) 
N/A 

Body-powered 
simulator 
prosthesis 

N/A N/A 

Boser et al. 
(2019)45 

7:1 (31 to 64) 
Transradial (5) 
Transhumeral (3)  

Body-powered 
prosthesis (8)  

10.6 ± 4.3 (2 to 14) 
(calculated) 

Not reported  

Hebert et al. 
(2019)8 

8:8 
8:0 

26 (18 to 43) 
45 (30 to 64) 

Transradial (5) 
Transhumeral (3)  

Body-powered 
prosthesis (6), 
myoelectric 
prosthesis (1), 
hybrid hand (1) 

11 ± 3.4 (4 to 14) 
(calculated) 

Not reported  

Parr et al. 
(2019)10 

12:8 (Experiment 1) 
12:12 (Experiment 2) 

Experiment 1: 
25.3 ± 5.05 

Experiment 2: 
24.4 ± 7.23 

N/A 
Myoelectric 
simulator 
prosthesis  

N/A N/A 

Zahabi et al. 
(2019)56 

1:0 42 Transradial 
Myoelectric 
prosthesis 

2 Accident 

Kaspersen et 
al. (2020)49 

3:3 
26.8 ± 3.1 (23 to 

32) 
N/A 

Myoelectric 
controlled virtual 
reality arm  

N/A N/A 
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Chadwell et 
al. (2021)48 

14:6 53 (18 to 75) Transradial  
Myoelectric 
prosthesis 

20 (1.5 to 39) 
Congenital (11), 
amputation (9) 

Marasco et 
al. (2021)55 

1:1 (38 to 40) 
Shoulder 
disarticulation (1) 
Transhumeral (1) 

Myoelectric 
prosthesis with 
touch and 
kinesthetic 
feedback tactors 

Not reported Not reported  

*Values are given as the mean, with or without the standard deviation, in years, with or without the range in parentheses. 

†These data are given as the median with the interquartile range. 

§These data are given in hours per day. 
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Appendix C: Context and key findings of included studies 

 

Table C-1: Context and key findings of included studies 

Reference Aims 
Type of eye 

tracker 
Eye metrics 

Other outcome 
metrics 

Experimental task Key findings 

Bouwsema 
et al. 
(2012)46 

1) To provide a 
description of 
prosthetic control 
and performance  
2) To relate clinical 
outcomes to 
kinematic measures  
3) To identify 
parameters that 
characterize the 
skill level of a 
prosthesis user  

Head-
mounted 
(model RK-
826PCI, iScan 
Online, Inc; 
Dallas, Texas) 

Number of 
fixations and 
percent 
fixation  

End point 
kinematics, joint 
angles, grasp 
force control and 
SHAPa 

Performed direct and 
indirect grasping tasks 
with prosthesis and 
object manipulation 
with the intact hand. 
Objects were solid or 
compressible. 
Participants also 
performed the SHAPa. 

Two types of gaze behaviours were 
observed: 1) Visual fixations directed 
towards the object at the start of the 
trial and maintained; 2) Visual 
fixations switched repeatedly 
between the hand and object. 
Participants who did not use their 
prosthesis frequently had a higher 
total number of fixations, lower 
percent fixation to the object and 
higher percent fixation to the hand 
than frequent myoelectric prosthesis 
users. SHAPa scores did not correlate 
to measures of gaze behaviour.   
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Sobuh et 
al. (2014)52 

1) To characterize 
the visuomotor 
behaviours of  
participants with 
intact arm function 
learning to use a 
prosthesis simulator  
2) To compare the 
visuomotor 
behaviours of 
participants with 
intact arm function 
and individuals with 
an upper limb 
amputation using a 
prosthesis  

Head-
mounted 
(iView X™ 
HED 2, 
SenseMotoric 
Instruments 
GmbH, 
Tellow, 
Germany) 

Gaze 
sequence, 
percent 
fixation and 
number of 
fixations  

Movement time 
and SHAPa 

A carton pouring task 
using the anatomic or 
the prosthetic hand. 
The SHAPa was 
performed as training 
between testing 
sessions.  

When using the prosthesis simulator 
for carton pouring, gaze was more 
fixated to the hand in reach and 
rarely fixated the glass, compared to 
gaze when using the anatomic hand. 
During manipulation, similar critical 
areas were focused on regardless of 
using the anatomic or prosthetic 
hand. There were significantly 
greater fixations and a lower SHAPa 
when using the prosthesis simulator, 
compared to using the anatomic 
hand. Training significantly improved 
SHAPa for prosthesis simulator users 
but had no significant effect on gaze 
behaviour. Percent fixations, number 
of fixations during reach, movement 
times and SHAPa scores were similar 
between subjects with normal arm 
function and prosthesis users. The 
number of fixations were higher for 
prosthesis users during 
manipulation.  

Chadwell 
et al. 
(2016)57 

1) To assess factors 
of the prosthesis 
control chain, 
including EMG skill 
and electrode 
reliability   
2) To evaluate 
performance, 
including kinematic 
and gaze patterns 

Head-
mounted 
(Dikablis 
Professional, 
Ergoneers) 

Number of 
fixations, 
percent 
fixation and 
percent of 
look-ahead 
fixations  

Success of task 
completion, task 
duration, 
aperture onset 
delay, plateau 
time during 
reach to grasp, 
kinematic 
variability and 
symmetry of 

Participants began by 
reaching and grasping 
for a cylinder rotating it 
90o, then placing and 
releasing it into a tube. 
If over 80% of trials 
were successful, the 
same task was repeated 
with a smaller diameter 
cylinder. If less than 

Prosthesis User 1 was able to look 
ahead to the cylinder and tube, 
whereas Prosthesis User 2 spent 
most of the time monitoring the 
hand and cylinder during reach to 
grasp. Prosthesis User 1 looked 
ahead of the hand 76% of the time, 
while Prosthesis User 2 looked at the 
hand for over 50% of the time.  
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and myoelectric 
prosthesis usage  

real-world arm 
use 

80% of trials were 
successful, the cylinder 
was placed vertically 
into a vertical tube. 

Zhang et 
al. (2016)51  

To compare the 
cognitive workload 
of individuals with 
intact arm function 
when using a 
myoelectric 
prosthesis simulator 
with direct control 
or pattern 
recognition control.  

Remote 
(Facelab 5.1, 
Seeing 
Machines, 
Australia) 

Percent 
change in 
pupil size  

Number of 
clothespins 
successfully 
relocated  

Clothespin relocation 
task. Participants 
moved as many 
clothespins as possible 
between the horizontal 
and vertical bars within 
a 2-minute trial.  

The pattern recognition group had a 
greater task performance and lower 
cognitive load, as shown by a smaller 
increase in pupil size, than the direct 
control group. Task performance 
increased while cognitive workload 
decreased in later trials.  

Raveh et 
al. (2017)54 

To evaluate the 
effects of adding 
vibrotactile 
feedback on visual 
attention and 
performance of 
individuals with 
normal arm 
function using a 
myoelectric 
prosthesis simulator 
in a dual task 
paradigm.  

Remote (GP3 
Desktop eye 
tracker, 
Gazepoint, 
Canada) 

Percent 
fixation to 
the screen  

Task completion 
time and 
percentage of 
error in 
secondary task  

Dual task involved using 
the left hand to toggle 
arrow keys to navigate a 
virtual car while 
grasping activities were 
performed with the 
prosthesis simulator. 
Dual tasks were 
performed with and 
without vibration.  

Adding vibrotactile feedback had no 
effect on visual attention and task 
performance in a dual task.  
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White et 
al. (2017)50 

To compare the 
usability of direct 
control and pattern 
recognition control 
for individuals with 
intact arm function 
using a transradial 
myoelectric 
prosthesis 
simulator.  

Remote 
(Facelab 5.1, 
Seeing 
Machines, 
Australia) 

Number of 
pupil size 
increases per 
second  

Number of 
clothespins 
successfully 
relocated and 
learning 
percentage  

Clothespin relocation 
task. Participants 
moved as many 
clothespins as possible 
between the horizontal 
and vertical bars within 
a 2-minute trial.  

Participants that used pattern 
recognition had a lower cognitive 
workload as shown by fewer 
increases in pupil size, greater task 
performance and an improved ability 
to learn compared to direct control. 
There was also a trend for task 
performance to increase across trials 
for both groups 

Chadwell 
et al. 
(2018)47 

1) To report real-
world activity of 
prosthesis users and 
participants with 
intact arm function 
2) To investigate 
whether measures 
of kinematic and 
gaze behaviour 
during a goal-
directed task 
correlate to 
measures of upper 
limb activity. 

Head-
mounted 
(Dikablis 
Professional, 
Ergoneers) 

Percent 
fixation 

Prosthesis wear 
time, balance of 
activity between 
arms, success of 
task completion, 
task duration, 
delay plateau, 
reach plateau, 
acceleration 
temporal 
variability  

Participants began by 
reaching and grasping 
for a cylinder rotating it 
90o, then placing and 
releasing it into a tube. 
If over 80% of trials 
were successful, the 
same task was repeated 
with a smaller diameter 
cylinder. If less than 
80% of trials were 
successful, the cylinder 
was placed vertically 
into a vertical tube. 

Prosthesis users relied on their 
anatomical side to perform daily 
activities whereas participants with 
intact arm function relied more on 
both dominant and non-dominant 
arms. There were no significant 
correlations between any measures 
of everyday use and measures of 
task performance.  

Parr et al. 
(2018)9 

To explore the 
spatial and 
temporal 
disruptions to eye-
hand coordination 
during prosthetic 
hand use in a fine 
motor task.  

Head-
mounted 
(Mobile Eye 
XG, Applied 
Science 
Laboratories, 
Bedford, MA) 

Percent 
fixation, 
target 
locking 
strategy and 
gaze shifting 

Task completion 
time 

Four coins on a board 
were sequentially 
picked up from right to 
left and placed in a jar 
located in the centre of 
the board. The task was 
first performed with the 
anatomic hand then the 
prosthetic hand.  

When using the prosthetic hand, 
significantly greater visual attention 
was directed towards the hand and 
coin and less visual attention to 
other target areas, when compared 
to the anatomic hand. In all phases, 
more time was spent fixating the 
hand than the target when using the 
prosthetic hand. There was a 
significant delay for the eyes to 
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disengage from the current target 
and shift to the next movement.  

Raveh et 
al. (2018)53 

To evaluate the 
effects of adding 
vibrotactile 
feedback to 
myoelectric 
prostheses on visual 
attention and 
performance in a 
dual task paradigm.  

Remote (GP3 
Desktop eye 
tracker, 
Gazepoint, 
Canada) 

Number of 
fixations to 
the hand and 
percent 
fixation to 
the screen  

Task completion 
time and 
percentage of 
error in 
secondary task  

Dual task involved using 
the left hand to toggle 
arrow keys to navigate a 
virtual car while 
grasping activities were 
performed with the 
prosthesis. Dual tasks 
were performed with 
and without vibration. 

Adding vibrotactile feedback 
reduced task performance time in a 
dual task activity performed by 
myoelectric prosthesis users. There 
was no effect of adding vibrotactile 
feedback on gaze behaviour.  

Bayani et 
al. (2019)44 

To identify gaze 
strategies that 
develop implicitly 
during matched and 
mismatched limb 
training during 
action observation  

Head-
mounted 
(Pupil Labs, 
binocular, 
Berlin, 
Germany) 

Percent 
fixation 

Movement time, 
number of 
errors,  type of 
errors, peak 
height, peak 
velocity, peak 
lateral trunk 
movement, 
variability in 
lateral trunk 
movement and 
smoothness  

The task involved 
reaching and grasping 
for a disc and 
transporting it over a 
barrier to be placed in 
an open slot. 
Participants watched an 
instruction video 
performed either by an 
actor with a body-
powered prosthesis 
(matched) or with the 
anatomic limb 
(mismatched). After 
watching the video, 
participants performed 
the task with the 
prosthetic hand.  

In the mismatched group, gaze 
fixations were directed towards the 
start and endpoints of the action, 
whereas for the matched group, 
gaze was focussed on the path of the 
prosthesis and the shoulders. With 
matched action observation, the 
allocation of gaze shifted from the 
start and end locations towards 
monitoring the trajectory of the 
prosthesis across trials. There was a 
progressive improvement in motor 
control in the matched group.  
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Boser et al. 
(2019)45 

To characterize the 
visuomotor 
behaviour of 
transradial and 
transhumeral body-
powered prosthesis 
users  

Head-
mounted 
(Dikablis 
Professional, 
Ergoneers) 

Percent 
fixation, 
target 
locking 
strategy, 
number of 
fixations and 
eye latencies 

Task completion 
time, hand 
distance 
travelled, hand 
trajectory 
variability, 
number of 
movement units, 
peak hand 
velocity, percent 
to peak hand 
velocity, percent 
to peak hand 
deceleration, 
percent to peak 
grip aperture 

A cup transfer task 
involved moving two 
cups sequentially across 
a partition to two target 
locations then returning 
the cups to their 
starting locations. A 
pasta task involved 
moving a pasta box 
from a starting location 
on the side of the body 
to a centre shelf, then 
around a barrier to a 
second higher shelf, 
then to its starting 
location. 

Transradial body-powered prosthesis 
users had longer task completion 
times, increased fixations to their 
prosthetic hand during reach and 
transport phases, and movements 
that were not as smooth compared 
to individuals with normal arm 
function. Look-ahead fixations to the 
drop-off target were within a 
normative range.  Transhumeral 
body-powered prosthesis users had 
similar movements as transradial 
body-powered prosthesis users, 
however increased fixations to the 
hand in transport prevented the 
ability to look ahead to the drop-off 
target. In the cup transfer task, there 
were longer fixations to the terminal 
device during reach than the pasta 
task.  

Hebert et 
al. (2019)8 

To determine 
whether different 
tasks performed by 
prosthesis users 
would result in 
different 
visuomotor 
behaviours. 

Head-
mounted 
(Dikablis 
Professional, 
Ergoneers) 

Percent 
fixation and 
eye latencies  

Movement time 
and upper body 
range of motion 

A cup transfer task 
involved moving two 
cups sequentially across 
a partition to two target 
locations then returning 
the cups to their 
starting locations. A 
pasta task involved 
moving a pasta box 
from a starting location 
on the side of the body 
to a centre shelf, then 
around a barrier to a 
second higher shelf, 

The cup transfer task required more 
visual attention to the hand than the 
pasta task during reach and 
transport phases, likely due to the 
risk of spilling the contents of the 
cup. In both tasks, users had 
prolonged eye latencies and less 
fixation on the current target 
compared to a normative group.  
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then to its starting 
location.  

Parr et al. 
(2019)10 

1) To explore the 
spatial and 
temporal 
disruptions to eye-
hand coordination 
during prosthetic 
hand use in a fine 
motor task.  
2) To explore the 
efficacy of a novel 
gaze training 
intervention on 
prosthetic hand skill 
learning and 
retention compared 
to movement 
training. 

Head-
mounted 
(Mobile Eye 
XG, Applied 
Science 
Laboratories, 
Bedford, MA) 

Target 
locking 
strategy and 
gaze shifting 

Task completion 
time, number of 
errors, alpha 
power and high 
alpha 
connectivity  

Experiment 1: picking 
up a jar filled with water 
over a barrier to a 
location on the other 
side of the board. The 
task was performed 
with the anatomic hand 
first followed by the 
prosthetic hand.  
Experiment 2: Four 
coins on a board were 
sequentially picked up 
from right to left and 
placed in a jar located in 
the centre of the board.  
A tea making task 
involved placing a mug 
on a place mat, adding 
and then stirring 
contents with a spoon.  

With the prosthetic hand, 
participants focused significantly 
more on the hand and had a time 
delay to disengage visual attention in 
all phases of the jar task. There was 
also a global decrease in alpha 
power, indicating increased cortical 
activation and mental effort. Gaze 
training increased fixations to the 
target and speed of gaze shifts, 
reduced performance time, and 
improved neural efficiency 
compared to movement training. 
These improvements were 
transferred to a more complex tea-
making task. Target locking strategy  
and faster gaze shifting were 
significant predictors of T7-Fz 
connectivity (indicates less conscious 
control) at retention and delayed 
retention with gaze training. 

Zahabi et 
al. (2019)56 

To assess the 
validity of using a 
cognitive model to 
assess the mental 
workload of upper 
limb prosthesis use 
under direct control 
and pattern 
recognition control.  

Remote 
(Facelab 5.1, 
Seeing 
Machines, 
Australia) 

Pupil size  

Task completion 
time and number 
of clothespins 
successfully 
relocated 

A single subject 
performed the 
clothespin relocation 
task with two different 
control modes on two 
separate days. A 
cognitive performance 
model was then 
constructed to compare 

Significantly more clothespins were 
moved with pattern recognition 
compared to direct control. Using 
pattern recognition also resulted in a 
smaller pupil size, indicating lower 
cognitive load. The cognitive model 
indicated that there were fewer 
cognitive and motor operators with 
pattern recognition than direct 
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the demands of using 
different control modes.  

control and no difference in the 
number of perceptual operators. The 
model underestimated task 
completion times.  

Kaspersen 
et al. 
(2020)49 

To evaluate the 
feasibility of using 
an eye tracker to 
quantify the sense 
of agency towards a 
virtual limb 
controlled using 
myoelectric pattern 
recognition.  

Head-
mounted 
(Tobii Pro 
Glasses 2, 
Tobii AB, 
Stockholm, 
Sweden) 

Duration of 
fixations and 
number of 
fixations  

Reaction time  

Four onscreen virtual 
reality arms were 
controlled using 
myoelectric control. 
Different levels of noise 
were introduced to 
randomly reclassify 
movements to 3 of the 
4 virtual arms, making 
them less controllable. 
Random arms would 
flash red at two random 
time points during each 
trial and participants 
were instructed to press 
a key when they 
detected a red flash.  

Two types of gaze behaviours were 
observed. Participants either fixated 
on the centre of the screen and used 
peripheral vision to detect red 
flashes, or they moved around to 
fixate on each quadrant. Significantly 
more time was spent fixating on the 
most controllable virtual arm, 
however noise level did not affect 
the time taken to react to a red 
flash. Results suggest that visual 
attention is directed to the virtual 
arm that provides the best 
experience of agency to the 
participant.  

Chadwell 
et al. 
(2021)48 

To establish the 
relative impact of 
control factors 
(signal acquisition, 
signal generation 
and device 
response) on user 
functionality (task 
performance, 
kinematics and gaze 
behaviour) and 

Head-
mounted 
(Dikablis 
Professional, 
Ergoneers) 

Percent 
fixation and 
number of 
fixations 

EMG signal, 
reaction time, 
number of 
undesired 
activations, 
electromechanic
al delay, number 
of successes, 
task completion 
time, reach 
aperture 

Participants began by 
reaching and grasping 
for a cylinder rotating it 
90o, then placing and 
releasing it into a tube. 
If over 80% of trials 
were successful, the 
same task was repeated 
with a smaller diameter 
cylinder. If less than 
80% of trials were 

A higher number of unwanted EMG 
activations was significantly 
correlated to lower success rate, 
longer task duration, higher 
temporal kinematic variability, 
increased fixations to the hand, 
decreased fixations to grasp critical 
areas during reach to grasp and 
increased gaze switches. Longer 
electromechanical delay was 
significantly correlated to shorter 
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everyday prosthesis 
usage 

plateau, 
movement 
variability, 
prosthesis wear 
time and balance 
of activity 
between arms 

successful, the cylinder 
was placed vertically 
into a vertical tube. 

task duration, shorter length of 
aperture plateau, decreased 
fixations to the hand during 
transport, increased fixations to 
location critical areas during 
transport, fewer gaze switches and 
longer prosthesis wear time.  

Marasco et 
al. (2021)55 

To quantify the 
performance of 
individuals who 
received targeted 
sensory and motor 
reinnnervation 
using metrics such 
as visual attention, 
cognitive demand, 
fine motor dexterity 
and ownership.  

Head-
mounted 
(Pupil Labs, 
binocular, 
Berlin, 
Germany) 

Percent 
fixation  

Prosthesis 
Efficiency and 
Profitability, 
Dynamic 
Prosthesis 
Incorporation, 
Grasping 
Relative Index of 
Performance, 
Adaptation rate 

A cup transfer task 
involved moving two 
cups sequentially across 
a partition to two target 
locations then returning 
the cups to their 
starting locations. A 
pasta task involved 
moving a pasta box 
from a starting location 
on the side of the body 
to a centre shelf, then 
around a barrier to a 
second higher shelf, 
then to its starting 
location. 

Providing touch and kinesthetic 
feedback to prosthesis users with 
targeted sensory and motor 
reinnervation reduced fixations to 
the hand in reach and transport 
phases, and increased fixations to 
the next target location. Overall, the 
integration of bidirectional control 
allowed users to adopt more natural 
behaviours.  

a Southampton Hand Assessment Procedure 
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Appendix D: Simulated Prosthesis Training Protocol  

 

The goal of this training is to first, provide participants with a conceptual understanding of the technologies 

used in this research and thus to create a shared vocabulary between participant and researcher. Secondly, 

it allows for participants to practice using pattern recognition while receiving verbal feedback prior to 

performing the recorded tasks.  

 

1. Explain to the participant that a controller training routine is required to learn the muscle signals of 

the individual, which will then be used to control the prosthetic hand. 

2. Play the instruction video demonstrating each hand gesture (wrist flexion, extension, pronation, 

and supination) that is performed in each arm position (arm at side, elbow bent at 45°, arm out at 

shoulder height, and arm at 45° above shoulder height).  

3. Have participants demonstrate wrist flexion/extension and forearm pronation/supination with 

their non-dominant hand. 

4. Explain that while their hand is in the brace, they won’t be able to move their wrist. Instead, they 

will perform isometric contractions, where the joint does not move when the muscles are 

contracted. 

5. Ensure that the correct muscle contractions are being performed by holding the participant’s hand 

statically while they perform isometric contractions. 

a. Ask the participant to flex their wrist. Restrict the participant’s movement and ensure that 

they are pushing with the palmar side of their hand.  

b. Ask the participant to extend their wrist. Restrict the participant’s movement and ensure 

that they are pushing with the dorsal side of their hand. 

c. Ask the participant to turn their palm up for supination. Restrict the participant’s 

movement and ensure that they are pushing with the palm on the ulnar side. 

d. Ask the participant to turn their palm down for pronation. Restrict the participant’s 

movement and ensure that they are pushing with the palm on the radial side. 

6. Instruct the participant to make each movement as distinct as possible when training the 

controller. The same strength of muscle contractions performed during training are later used to 

control the prosthetic hand. 

7. Ensure that the thumb is not involved in these contractions, especially extension, and remind 

participants to keep their thumb in a neutral position. 
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While the controller is being trained (2-3 min), briefly explain how the simulated prosthesis is controlled 

and used to perform tasks. 

 

1. The bypass prosthesis is controlled using pattern recognition, so the same pattern of muscle 

signals produced to train the controller will be recognized and translated to functional hand 

movements. 

a. Wrist flexion will translate to hand close. 

b. Wrist extension will translate to hand open. 

c. Forearm supination will translate to wrist rotation, i.e. palm up. 

d. Forearm pronation will translate to wrist rotation, i.e. palm down. 

2. There are a series of electrodes in the Myo band that record electrical signals from muscle activity 

to control each movement of the prosthesis. 

3. Consistent, moderate contractions like those performed during the training routine should be 

reproduced when using the prosthesis as these same muscle signals are what will allow for 

control of the prosthesis. 

4. The robotic hand has 2 degrees of freedom, i.e. there are two axes of rotation or two joints that 

can be moved – hand open/close and wrist rotation. 

5. Movements can only be performed one at a time so contractions need to be done sequentially. 

 

Start by training the participant to use one degree of freedom. Turn on the torque for hand open/close.  

 

1. Remind the participant that wrist flexion will close the hand and wrist extension will open the 

hand. 

2. Start by instructing the participant to flex and extend their wrist and observe that the correct 

movements are achieved. 

3. Once the participant understands how to control opening/closing of the hand and full range of 

motion is successfully achieved, ask them to close the hand halfway, then fully.  

4. Ask the participant to then open the hand halfway, then fully. 

5. Repeat 2-3x until successful  

6. Next, instruct the participant to close the hand as slow as possible.  
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7. Then instruct the participant to open the hand as slow as possible.  

8. Repeat 2-3x until successful.  

9. Next, instruct the participant to close the hand as fast as possible. 

10. Then instruct the participant to open the hand as fast as possible. 

11. Repeat 2-3x until successful. 

12. Note that the control has a fixed speed, but this exercise allows participants to focus on 

controlling grip aperture in small increments.  

13. Inform the participant that some movements that are being asked of them will be easier to 

perform than others but to try their best to follow the given instructions. 

14. Once the participant has demonstrated full control of the one degree of freedom, they can then 

practice with a functional task – shape sorting. 

15. Place the shape sorting task on the side table. 

16. Instruct participants to pick up each object (1 through 4) and place them into the corresponding 

wells (Fig D-2a). 

17. Remove the objects from the wells and reset them on the starting platform 

18. Have participants repeat the same shape sorting task. 

19. Next, place the starting platform on the raised shelf on the centre cart (Fig D-2b). Remove objects 

from wells and reset them on the starting platform. 

20. Have participants repeat shape sorting task 2x from the raised shelf. 

 

 



104 

 

 

 

Figure D-1: (a) Each object is picked up and placed into the corresponding well; (b) objects are then picked 

up from a shelf on the centre cart and placed into the corresponding well. 

 

Take a 2-minute break. Continue with training only one degree of freedom (wrist rotation). Turn off torque 

for hand open/close, turn on torque for wrist rotation.  

 

1. Remind the participant that turning the palm up will rotate the wrist clockwise and turning the 

palm down will rotate the wrist counterclockwise.  

b) 

a) 
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2. Start by instructing the participant to supinate and pronate their forearm and observe that the 

correct movements are achieved. 

3. Once the participant understands how to control wrist rotation and full range of motion is 

successfully achieved, ask them to rotate the wrist clockwise halfway, then fully. 

4. Ask the participant to then rotate the wrist counterclockwise halfway, then fully. 

5. Repeat 2-3x until successful. 

6. Next, instruct the participant to rotate the wrist clockwise as slow as possible.  

7. Then instruct the participant to rotate the wrist counterclockwise as slow as possible. 

8. Repeat 2-3x until successful. 

9. Next, instruct the participant to rotate the wrist clockwise as fast as possible. 

10. Then instruct the participant to rotate the wrist counterclockiwise as fast as possible. 

11. Repeat 2-3x until successful. 

12. Note that the transfer learning controller has a fixed speed, but this exercise allows participants to 

focus on controlling wrist rotation in small increments.  

13. Inform the participant that some movements that are being asked of them will be easier to 

perform than others but to try their best to follow the given instructions. 

14. Once the participant has demonstrated full control of this degree of freedom, they can then 

practice with a functional task – cup pouring. 

15. Set up 2 cups on the centre table with a ball in one cup. 

16. Participants will have to pour the ball from one cup to the other using wrist rotation while 

opening/closing of the hand is controlled by a researcher. 

17. Have the participant pour the ball from one cup to another. 

18. Repeat until 4 successful trials are completed. 

19. Then move one cup to the raised shelf on the centre cart. 

20. Have the participant repeat the same cup pouring task at the raised shelf. 
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21. Repeat until 4 successful trials are completed. 

 

 

 

Figure D-2: (a) The ball is poured between cups; (b) the ball is then poured between a cup on the centre 

cart and the raised shelf. 

a) 

b) 
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Take a 2-minute break. This next stage will incorporate both degrees of freedom: hand open/close and wrist 

rotation. Participants will repeat previously performed shape sorting and cup pouring tasks with full control 

of the prosthetic hand, as well as 3 additional tasks. Turn on torque for all degrees of freedom.  

 

1. Remind the participant that flexion is hand close, extension is hand open, palm up and palm down 

are wrist rotation in the corresponding direction. 

2. Have the participant move through each movement (hand open/close, wrist rotation) until the full 

range of motion for all movements are successfully achieved. 

3. Shape sorting task  

a. Perform at side table only (not on raised shelf). 

b. Instruct participants to pick up each object (1 through 4) and place them into the 

corresponding wells. 

4. Cup pouring task  

a. Perform at centre table only (not on raised shelf). 

b. Have the participant pour the ball from one cup to another.  

c. Repeat for 4 successful trials.  

5. Picking up balls task  

a. Disperse 4 balls at various locations on the centre table (i.e. on shelf, under shelf, 

different location on centre table). 

b. Place an empty cup on the shelf. 

c. Instruct the participant to pick up each ball one at a time and place them into the cup 

located in the centre of the shelf. 

Figure D-3: Balls are picked up and placed into the cup. 
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6. Nesting cups task 

a. Place the small red cup next to the shelf 

b. Place the medium green cup under the shelf  

c. Place the large green cup on the shelf  

d. Instruct the participant to place the small cup into the medium cup, then place the nested 

cups into the large cup  

 

Figure D-4: The small cup is placed into the medium cup, then both cups are placed into the large cup. 

 

7. Rotating letters task  

a. Place the ‘H’ block and ‘W’ block on the centre table  

b. Instruct the participant to pick up and rotate the blocks, then place them on the shelf such 

that the ‘H’ block becomes an ‘I’ and the ‘W’ becomes an ‘E’  

c. Next, place the ‘I’ block and ‘E’ block on the raised shelf 

d. Instruct the participant to pick up and rotate the blocks, then place them on the centre 

table such that the ‘I’ block becomes an ‘H’ and the ‘E’ block becomes a ‘W’  
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Figure D-5: (a) Letter blocks are rotated and placed on the higher shelf. (b) From the shelf, letters are then 

rotated again and placed on the centre table.  

 

Reminders and tips: 

● Note that participants will have greater difficulty with control when 2 degrees of freedom are 

introduced  

● Suggest returning to a neutral/rest position if unintended movements persist as fatigue can 

influence signal generation 

● Remind participants to produce moderate, consistent contractions like those used when training 

the controller 

o Producing stronger contractions that differ from training will not improve control  

o Remember that flexion is hand close, extension is hand open, palm up is clockwise wrist 

rotation and palm down is counterclockwise wrist rotation  

● Have participants verbalize their intended movement if they are having difficulties  

● Have participants mirror movements with their non-dominant hand  

● Ensure that participants are not trying to produce one movement that requires sequential 

contractions  

o Remind them that movements can only be performed one at a time and that these 

contractions need to be done sequentially 

● Tips for flexion/extension: relax fingers and perform movements at the wrist only  

● Tips for supination: abduct and push down with the pinky finger  

a) b) 
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Appendix E: Gaze Calibration 

In order to construct the gaze vector, two gaze calibrations (stationary and sweep) were performed. While 

standing, the participant was instructed to maintain fixated on a motion capture marker attached to the tip 

of a gaze calibration wand (Fig E-1) as the experimenter moved the wand around the task area. These gaze 

calibrations were collected after the eye tracker and motion capture set-ups were complete, and before the 

first and after the last pasta box task trials. 

 

Figure E-1: Gaze calibration wand  

 

Stationary gaze calibration 

For the stationary gaze calibration, the calibration wand was held directly in front of the participant. 

Participants were instructed to perform the following head movements while they kept their gaze fixated 

on the tip of the wand. Participants should move their head until they are just about to lose sight of the 

marker.  

1. Tilt the head up. 

2. Tilt the head down. 

3. Turn the head to the right. 

Motion capture 
marker at the 
tip of the wand 
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4. Turn the head to the left. 

5. Rotate the head in clockwise circles, starting with small circles that gradually get bigger. 

6. Rotate the head in counterclockwise circles, starting with small circles that gradually get bigger. 

 

Sweep gaze calibration 

For the sweep gaze calibration, the experimenter stood directly in front of the participant and moved the 

calibration wand in large S-shaped sweeping motions that covered the task area, as shown in Fig E-2. The 

experimenter followed the sequence of movements as described below.  

1. Start by holding the tip of the calibration wand at the home position for 2 seconds. 

2. Perform four large S-shape sweeping movements from left to right from the top of the task space, 

parallel to the participant’s frontal plane (Fig E-2a). 

3. Move the tip of the calibration wand to the home positon for 1 second.  

4. Perform four large S-shape sweeping movements moving up and down in the task space, parallel 

to the participant’s frontal plane (Fig E-2b). 

5. Move the tip of the calibration wand to the home positon for 1 second.  

6. Perform four large S-shape sweeping movements moving back and forth along the depth of the 

cart at a height approximately 4 inches above the cart (Fig E-2c).  

7. Return the tip of the calibration wand to the home position for 2 seconds.   
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Figure E-2: Sweep gaze calibration routine: (a) left-to-right wand movements, (b) up-and-down wand 

movements, and (c) front-to-back wand movements, from Boser45 used with permission.   

  

a) b) 

c) 
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Appendix F: Statistical Analysis of Within-Subject Comparison of 

Control Strategies  

To investigate the within-subject differences between control strategies, a series of repeated measures 

analyses of variance (RMANOVA) and pairwise comparisons were conducted for each outcome measure. 

For each measure that was analyzed, the design of the RMANOVA was dependent on the number of 

movement subsets. Number of fixations to current, percent fixation to current, phase duration, and relative 

duration followed a three-way RMANOVA design in which strategy was a factor with two levels (baseline 

and transfer learning), movement was a factor with 3 levels (movement 1, movement 2 and movement 3), 

and movement subset was a factor with four levels (reach, grasp, transport and release). Number of fixations 

to hand, percent fixation to hand, eye arrival latency, eye leaving latency, peak hand velocity, hand 

trajectory variability, and number of movement units also followed a three-way RMANOVA design. 

However, movement subset was a factor with two levels (reach and transport, pick up and drop off, or 

reach-grasp and transport-release). Grip aperture plateau followed a two-way RMANOVA design, as this 

measure was only recorded for the reach-grasp segment. A summary of the RMANOVA designs are 

outlined in Table F-1. In addition, paired t-tests were performed to analyze the difference in total task 

duration, number of successes, and NASA TLX weighted rating between control strategies. 
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Table F-1: RMANOVA design with movement subsets for each outcome measure  
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Reach X X X X       X X 

Grasp X  X        X X 

Transport X X X X       X X 

Release X  X        X X 

Pick up     X X       

Drop off     X X       

Reach-Grasp       X X X X   

Transport-Release       X X X    

 

RMANOVA design 
(Strategy x Movement x 
Movement Subset) 

2x3x4 2x3x2 2x3x4 2x3x2 2x3x2 2x3x2 2x3x2 2x3x2 2x3x2 2x3 2x3x4 2x3x4 
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Significant interaction effects or main effects were followed up with additional RMANOVAs or pairwise 

comparisons. Only significant effects involving strategy were further investigated, as the primary focus was 

to determine whether different strategies had an effect on visuomotor performance. If the assumption of 

sphericity was violated, the Greenhouse-Geisser correction was used for the interpretation of results. 

Interaction effects or main effects were considered to be significant if the p value was less than 0.05 or if 

the Greenhouse-Geisser corrected p value was less than 0.05. Pairwise comparisons were considered to be 

significant if the Bonferroni corrected p value was less than 0.05. 

 

If a three-way RMANOVA indicated a significant three-way interaction between strategy, movement and 

movement subset, then follow-up two-way RMANOVAs were performed for each level of movement or 

movement subset. Significant two-way interaction effects were followed up with pairwise comparisons 

between control strategies. If a three-way RMANOVA did not indicate a significant three-way interaction, 

then two-way interactions between strategy and movement or movement subset were investigated. If these 

interaction effects were significant, pairwise comparisons between control strategies were carried out, 

indicating a significant difference in the outcome measure when collapsed across one factor. If no three-

way or two-way interaction effects involving group were found, the main effect of strategy was 

investigated, followed up with pairwise comparisons between the two control strategies. Details of the 

three-way RMANOVA procedure are summarized in Fig F-1. 

 

For outcome measure where a two-way RMANOVA was initially performed, significant interaction effects 

or main effects were followed up with pairwise comparisons between control strategies.   
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Figure F-1: Three-way RMANOVA procedure 


