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Abstract

/(-Cycles are a recent innovation in optical network protection. /(-Cycles use pre­

connected cycles of spare capacity to restore affected working traffic. In this thesis, we 

present four main advances to the state of the art in /(-cycle networking. In our first 

project we look at the problem of migrating from an existing ring-based transport 

network to /(-cycles. We show, with real-world network cases, how a carrier can migrate 

to /(-cycles without affecting current customers, and gain significant increases in network 

carrying capacity at little or no additional capital cost. In the second study, we propose 

methods to incorporate precise path length restrictions in /(-cycle design. The issue was 

that previously such limits could only be implemented in mesh network design. With 

these tools we were able to demonstrate the existence of a threshold hop limit 

phenomenon in /(-cycle network design. A useful but somewhat counter intuitive result in 

this second study is that, in /(-cycles, limiting the cycle size is an effective surrogate for 

the more complex technique of precise path length limitation in design. In our third study 

we propose new methods and strategies to support multiple qualities of service classes in 

a static /(-cycle based network design, using the same global set of resources as required 

to operate a network with only a single failure protected service class. In this study we 

show how a /(-cycle network operator can support discriminated service classes; such as a 

pre-emptible class and dual failure protected class, without the need for real-time 

reconfiguration in the network. Our final and most significant contribution is the design 

and development of Failure Independent Path Protecting /(-Cycles. Failure Independent 

Path Protecting /(-cycles are an advantageous alternative for the survivability mechanism 

used in current path protected optical networks. At no additional cost, they provide 

features such as failure independence and full pre-cross-connection.
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Chapter 1. INTRODUCTION

“Failure is all around us. Failure is pervasive. Failure is everywhere,

across time, across place and across different aspects o f  life.”

Paul Ormerod [FaberOl],

All man-made things fail. For a system designer, the only certainty is that the 

system he/she designs, will fail at some unspecified time in the future. The Internet is one 

of the most complex systems that man has ever invented. With over a billion users, it runs 

over a backbone transport network system that services not only the Internet but also cell 

phones, 911 calls, bank machines, leased lines, etc. Each service has a distinct virtual 

network built on top of a common transport networking infrastructure. The number of 

users of the transport network is therefore much higher than the number of Internet users. 

The transport network, like any other man-made system, is susceptible to failures. Failure 

in the transport network manifests as a simultaneous failure in apparently unrelated 

virtual networks that use the network and may simultaneously affect thousands or 

millions of users. For example, a single cable cut in the transport network may affect 

Internet services for some users, whereas for other users it may cut off 911 services. 

Lives depend on services such as 911 and air traffic control. Thus it is important that the 

impact of the failure is minimized. The science of Survivable Networking is based on two 

fundamental premises:

a) Systems can be designed with the conscious intent of reducing chances of 

failure; and,

b) Systems can be designed to minimize the impact of failure, when it happens.

To ensure the former, network designers take care that the best available 

components and industry practices are used. For the latter, designers rely on building in 

survivability mechanisms and equipment or system redundancy.

This thesis is comprised of four advanced studies of a transport network 

survivability mechanism called /7-cycles. The ultimate aim herein is the ability to design
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economically viable communication backbones that survive failures so elegantly, simply 

and quickly that the end-user is unaware that a failure has occurred at all.

In this Chapter, we will review the architecture of the transport network and then 

go on to explain some of the fundamental concepts and terms in this field.

1.1. Communication Network Architecture

The broadband network that enables the Internet can be categorized into a three- 

level hierarchy based on size and function. Figure l-l(adapted from [LtOl]) illustrates the 

architecture of the Internet. Most residential customers, whether on dial-up, Digital 

Subscriber Line (DSL) or on cable modems, are grouped in the access network. Regular 

Plain Old Telephone System (POTS) lines, corporate WANs, cellular phones, etc. are 

also part of the access network. Access networks are typically characterized by a wide 

variety of protocols and access mechanisms and usually represent the outer edge of the 

communication network infrastructure. All of the traffic in the access network is 

aggregated at a local switching office and is routed onto a larger Metropolitan Area 

Network (MAN). (This aggregation is a non-trivial undertaking and is a separate area of 

research called Traffic Grooming1.)

MANs typically use fiber optic cables as the physical transport technology. Data 

rates on metro area networks can vary from the smallest being a DS1 at 1.5 Mbit/s to the 

high-speed OC-192 (STS-192) that supports 10 Gbit/s. MANs are the middle level in 

Figure 1-1. There are typically many MANs in an average sized city. Each MAN operator 

may have points of presence (POPs) in other competing MANs. Data that originates in 

one MAN and is destined for another MAN is exchanged at these POPs. Traffic that is 

not destined for other MANs in the same city is then aggregated onto a Long-Haul 

Network (LHN).

2
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Figure 1-1. Access, Metro and Long-Haul Networks. (Adapted from [LtOl])

LHNs are almost completely based on fiber optic systems and usually provide a 

lesser variety of fixed data pipes as compared to MANs or access networks. LHNs may 

span thousands of kilometers and extend across continental-sized geographic areas. 

LHNs also extend across the Pacific and Atlantic oceans and carry intercontinental traffic 

on undersea cables and satellite links. Because of the cost and size of LHNs there tend to 

be many fewer LHN operators than MAN or Access network operators. Many countries 

have nationalized their LHN infrastructure because of the huge capital and operational 

expense involved. In the access network, the operators are concerned with the individual 

traffic types. In contrast, in MANs and LHNs, the main goal is to transport the data bits 

from one point to another without actually considering details about the services that 

generated them.

In this thesis, we primarily deal with problems that address issues in MAN and 

LHN design. We therefore are concerned with reliably transporting a number of unit 

granularity bit frames from one point to the other using, in some cases, the least amount 

of spare resources. MANs and LHNs are referred to as Transport Networks. The only 

difference between a MAN and a LHN is in the size and complexity. MANs are typically
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very dense but usually cover a small geographic area such as a city. LHNs are sparse and 

distributed across the globe.

1.2. Network Failures

End-users often do not appreciate how important modem transport networks 

really are to them. As a society we are used to a dial tone whenever we pick up the 

phone, 24 hour access to the 911 service, and bank machines, etc. These services 

essentially form the face of the transport network that is visible to the common man. At 

the transport networking level, however, cell-phones, computers, portable digital 

assistants are simply bit generating devices. The bits generated are groomed together 

such that bits with common destinations are packaged together in bulk. The transport 

network then reliably and quickly ships these bits from their point of origin to their 

destinations. The transport network isn’t really all that different from a warehousing and 

supply system, except in scale and time-sensitivity. Transporting bits reliably is therefore 

the main purpose of a transport network.

In some transport networks that are based on microwave towers or satellite 

transmission systems, the network is as reliable as the individual components i.e. the 

reliability of satellite ground stations and microwave towers. Optical fiber technologies 

have largely overtaken microwave transport networks because they have incredible data 

carrying capacities. (A single fiber can theoretically carry an estimated 30 Tbits of 

information in one second). Pioneer Consulting LLC of Massachusetts, U.S.A. estimates 

that the total peak hour transport bandwidth requirement in all of North America is about 

17.92 Tbit/s -  which is less than the theoretical information capacity of a single fiber.

In a microwave or satellite communication system, it is fairly difficult to “cut” 

electromagnetic waves (except in the limited case of weather disturbances and magnetic 

storms), and redundant microwave transmission equipment that is securely protected 

inside an operator’s premises will rarely break down. Optical fibers on the other hand are 

housed in cables that are routed across thousands of miles of land, over poles, 

underground, under-water, etc. As experience has shown, cable cuts are a fairly common 

and frequent occurrence. Optical network transmission and receiving equipment is also

4
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far more complex than microwave or satellite equipment and is therefore relatively less 

reliable. A recent study [NeHaOFC99] estimates that one mile of fiber cable will operate 

reliably for about 228 years before failing. But a typical fiber based LHN has hundreds of 

thousands of installed fiber miles. A typical fiber MAN for a city the size of Edmonton 

may have up to ten thousand fiber-route miles of installed fiber. The numbers work out to 

about one failure every day for a typical LHN and one failure every four days for a 

typical MAN.

Fiber cuts cause outages in many higher layer services simultaneously and 

therefore affect a large number of users at once and usually are front page news. A 

severed Sprint cable cut resulted in an outage for thousands of North Carolina customers 

for over five hours [FCC2],[FCC3], In another incident, a fire melted a fiber cable 

affecting five thousand customers for over nine hours [FCC4],[FCC1], 911 services to a 

part of San Diego were out for over four hours recently [FCC4].

Canada is also not immune to these network outages and there have been several 

similar high profile failures reported in the news. A maintenance worker dropped a tool 

into an electrical panel at Bell Canada. The resulting fire disrupted communications at the 

Toronto Stock Exchange, private line communications between the Canadian Embassy in 

Washington DC and Ottawa and thousands of bank machines, and caused an outage on 

the network backbones of residential Internet providers in Toronto [WIRED01], In 

January 2003, a cargo ship dropped anchor and severed an underwater cable that could 

not be repaired for two weeks. The resulting network outage lasted four days. In 2001 all 

Internet traffic between Asia and North America was also cut off by an undersea cable 

outage [ThamOl]. An MCI cable failure disrupted POTS services to much of the East 

Coast [BoBr98]. An AMTRAK train crash caused a fire inside a tunnel that affected the 

networks of most of the ISPs in the US [McOl], Many other such events have been 

reported in the news recently [WeOl], [QSN03]

To make things worse not all network failures are accidental. Natural disasters 

and deliberate human sabotage may also play their part. Earthquakes, tsunamis and 

hurricanes also have a profound and unpredictable effect on the communication network. 

For example, the recent hurricane ‘Ivan’ cut off Jamaica from the rest of the world as it

5
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passed through the Caribbean, by destroying undersea optical fiber cable landing stations 

on the beach. Some services were not restored for as long as a week. This is potentially 

disastrous for a country like Jamaica, where the local economy is based on 

communication-intensive industries like call centers, air travel and tourism. A recent 

article [KeWIRED] points out that the ultimate terrorist threat could be a simple backhoe. 

A backhoe used at just the right location could disrupt communication services to a large 

section of the population at once, significantly affecting the population. The economic 

effects of network failure are also staggering. A recent estimate by Infonetics Research is 

that large enterprises experience 1.76 outages per month. This translates into hourly 

losses that may range from 90 thousand to 6 million dollars. The Gartner Group reports 

that (quoting) “Through 2004, large U.S. enterprises will have lost more than $500 

million in potential revenue due to network failures that affect critical business 

functions.” [OPNET]. Network failures also have a varying level of impact depending on 

the level at which it occurs and the time at which it occurs [McDonald94], A cut in a 

single T1 line, i.e. a failure in the access network will affect only a few users. In contrast 

a failure in the LHN in Winnipeg may take out long distance services for the west coast 

of Canada. Most of the research in building resilient networks is therefore directed 

toward enabling MANs and LHNs to survive failures. In the next section we develop the 

two basic concepts of Availability and Reliability.

1.3. What Is Survivability?

Before defining survivability, let us first define two related terms -  Reliability 

and Availability that are often confused with each other. Reliability is the probability that 

a system stays in an operative condition, given that the system was initially operative, 

continuously throughout the duration of its mission, or more generally operates to time t 

without failure. Availability is the probability that a system is found operative at an 

arbitrary given time. Depending on the system and the application Availability and 

Reliability take on varying levels of importance. For example, it is a usual expectation 

that an aircraft is 100% reliable during its 8 hour transatlantic flight. But there is no 

expectation for the aircraft to fly 24 hours of the day. In the airline industry therefore a lot 

of attention is paid to using the most reliable engines and accessories when building the

6
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aircraft. Each aircraft undergoes regular maintenance to ensure that all individual 

components are in working order. In fact system reliability is so important that all critical 

flight components are designed to be at least 100% redundant. A transport network on the 

other hand has to be functional 24 hours of the day, 7 days of the week, 365 days a year, 

etc. A key difference between an aircraft and a transport network is that while there 

cannot be usually any in-flight repair of a failure in an airplane, optical equipment 

failures and cable cuts can be repaired. Thus any metric that measures the quality and 

performance of an optical network must take into account this possibility of in-service 

repair.

Availability is therefore the more defining metric for communication networks. 

What is important is that the network be found operative or available whenever it is 

required for use. If at three a.m. in the morning the network suffers a 200 millisecond 

outage, (the outage is so small because the affected traffic is immediately re-routed along 

alternate routes) it usually affects only a small number of users and may decrease the 

reliability metric while overall availability remains largely unchanged. From a 

mathematical perspective, reliability can only decrease with time, whereas availability 

stays fairly constant, provided the network has some survivability mechanism built in and 

has sufficient redundancy to provide for alternate routes for all affected traffic. Typically 

network operators provide service level guarantees that may specify, for example, that the 

availability of service is 99.999%. This is sometimes referred to as ‘five-nines 

availability’ (See work by Clouqueur in [C104] for more about network availability). This 

translates into an expected outage of 5 minutes per year -  on average. In Canada the 

CRTC regulates the level of compensation that operator is required to give to clients if 

service outage occurs that is longer than the maximum specified in the service level 

agreement11. High service availability is therefore a major business and regulatory 

requirement.

How can a network then attain near 100% availability? The network 

designer/planner has two possible options -  a) build the network out of highly reliable 

components or b) perform in-service repair. Transmission equipment such as line-cards 

and switches can be physically protected (to increase reliability) quite easily, therefore 

card and switch failures are relatively rare. Similarly fiber cable is protected by adding

7
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metallic sheathing, use of deep concrete ducts, burial in the earth, mooring to the sea- 

floor, etc, but experience has shown that there is really no way to protect each and every 

mile of cable against essentially random events [Craw93] as apparently bizarre as sharks 

biting and severing buried undersea optical cables or as common as a backhoe digging up 

buried cable.

Therefore, instead of concentrating only on physical cable protection, i.e. option 

(a), a more strategic option is to develop ‘repair’ protocols and mechanisms such that 

when a fiber gets cut, the failed data connections can be re-established automatically 

through alternate routes over redundant capacity pre-planned into the network. While cut 

cables must still be repaired physically, repair of service in this context does not imply 

physical “truck rollouts” as the only manner of recovery. Instead, many techniques (to be 

reviewed later) provide for automatic failover to a backup route or re-routing (sometimes 

in under 50-200 milliseconds of detecting and localizing a failure) of affected data 

connections using as little as 30 to 40% more capacity than required for just routing 

working capacity. Physical cable repair can then be carried out while the network in this 

alternate working state and once the repair is complete, the re-routed services can revert 

back to their normal routes. The time taken to physically re-splice or reconnect the cable 

will generally not affect the end-user and the overall availability of service. After the cut 

is repaired, the network may revert to its previous state without affecting any users. Thus 

availability can be enhanced by either improving reliability or by building in 

survivability. Survivability can therefore be defined as the art of guaranteeing high 

system availability without relying only on high reliability of individual components.

1.4. Motivation and Goals

A recent development in transport network survivability is the p-cycle technique 

[GrStICC98], [GrStDRCNOO]. It offers very fast protection switching with guaranteed 

transmission integrity of protection paths, p -Cycle designs also achieve high spare 

capacity efficiency and also support independent routing of traffic, without constraints 

arising from the placement of protection structures (current technology like rings (to be 

reviewed) force working traffic to follow a ring-like route as well). Another operational 

advantage is that p -cycle protection can be implemented on simple nodal equipment

8
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[KoGrNFOEC03] and does not require expensive optical switches. p-Cycle configuration 

can be logically managed on a per channel basis, can be adapted to implement multi­

priority protection, can adapt to changing traffic patterns, can be adapted for maximized 

survivability in multiple failure scenarios, supports path length or optical reach 

restrictions, etc. All factors considered, /(-cycles offer intriguing and promising 

alternatives to conventional optical network architectures and there is considerable 

motivation to further explore and refine this domain of networking technology and 

theory.

Our first three studies look at span protecting /7-cycle design problems and our 

final study is on FIPP/7-cycles listed as follows:

a) Reconfiguring conventional rings to operate as /7-cycles,

b) Incorporating strict path length restraints on /7-cycles, in design, so as not to 

exceed optical reach limitations, and,

c) Simultaneously supporting multiple survivability levels for working traffic 

using the same set of resources.

d) Design of FIPP /7-cycles.

Our first three studies significantly advance the state of the art in conventional 

span protecting /7-cycles. However, as attractive as conventional /7-cycles are, they do not 

offer end-to-end protection of light-paths, and hence do not, typically, reach efficiencies 

as high as some path-oriented survivability mechanisms that have been reported in the 

literature. They also do not offer a straightforward method to protect against equipment 

failure at the switching offices, but instead rely on special adaptations such as the concept 

of Node Encircling /7-Cycles [DoGeDRCN05], The other main contribution of this thesis 

research is the co-invention of Failure Independent Path Protecting (FIPP) /7-Cycles, a 

new kind of /7-cycle that offers failure independent, pre-connected protection of optical 

paths end-to-end. We will review what each of these terms mean and their importance in 

transport networking. Results show that FIPP /7-cycles are in the same range of capacity 

efficiency as Shared Backup Path Protection (SBPP, to be reviewed), which is the current 

state of the art in path-oriented survivability. At the same time, however, FIPP /7-cycles

9
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also provide optically pre-connected backup paths. FIPP /7-cycles are therefore an 

attractive and equal-cost replacement for SBPP. W e believe that FIPP /7-cycles are the 

first path-oriented, optically pre-connected, highly efficient, failure independent transport 

network survivability m echanism  in the literature. In the remainder o f  this thesis, to 

avoid confusion, regular /7-cycles are referred to as conventional /7-cycles or span p -  

cycles or /7-cycles, w hile this new  type o f  /7-cycle is always referred to as a FIPP /7-cycle 

in the Chapters to follow .

1.5. Thesis Outline

The thesis is broadly split into two sections. The first section, Chapters 1 to 4, 

walks the reader through all the relevant background material. W herever possible, the 

discussion is kept close to the studies discussed in the later Chapters. The second section, 

Chapters 5 to 8, contain the main body o f  work done in this Ph.D. Each Chapter in this 

section is based on material previously published at various international journals and 

conferences. A t the start o f  each Chapter in this section w e list the publications that are 

summarized.

Chapter 1, the current Chapter, introduces the problem area and the general 

philosophy behind this work. Chapter 2 is a brief introduction to transport networks and 

survivability. In Chapter 2 w e further develop basic concepts and look at network 

layering principles. W e also briefly review  other survivability m echanism s from recent 

literature. Chapter 3 is a review o f  graph theory, optimization and related algorithms as 

applied to survivable network design. W e develop som e understanding o f  routing 

algorithms and formalize some term inology used to represent network information in the 

subsequent Chapters. Chapter 3 also includes a quick overview  o f  combinatorial 

optimization as applied to transport networks and briefly explores concepts such as 

jointness, modularity and econom y o f  scale. Chapter 4 presents an overview  o f  optical 

networking theory. Chapter 4 is mainly intended to be a pre-cursor to Chapter 8 where we  

use concepts such as optical-pre-connection and failure independence to explain the 

benefits o f  using FIPP /7-cycles. In this Chapter w e develop som e broad understanding o f  

the state o f  the art in optical switching. W e also look at som e o f  the com m on optical fiber
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impairments and walk through a broad overview of how a single 10G point-to-point 

optical link may be designed.

In Chapter 5 we present our first p-cyc\c design study where we develop new 

techniques for migration of a conventional ring based network to a modem p -cycle based 

network. This work was done in collaboration with the Technology Strategy Group at 

TELUS Communications. TELUS™ is Canada’s second largest telecom service provider 

and operates one of the fastest growing transport networks today. This is published in 

[KoGrNFOEC03] and Chapter 10 of [Grov03], “Ring-Mining” answers the question -  

“what level of traffic growth could the network sustain if the operating technology of the 

TELUS Calgary MAN shifted from rings to /(-cycles?” An added objective of this study 

was to propose both the hardware and firmware changes at the central office (CO) and 

the new operational protocols that would optimally enable the re-use of existing ring 

equipment.

During this study on ring-mining, we found a problem in precisely comparing p- 

cycles to span restorable mesh networks. While limiting the maximum path length of 

backup paths was easily possible in mesh network design, we found that the 

corresponding limits were not possible to be enforced in /(-cycles using current design 

algorithms, without indirectly restricting the p -cycle size. This motivates the 

collaborative study in Chapter 6 (published in [KoSaBROADNETS04] and 

[KoSaOSN04]) on the effect of /(-cycle path length constraints. In Chapter 6, we answer 

two open questions in /(-cycle theory -  a) Do /(-cycle network designs exhibit a 

“threshold hop-limit” effect corresponding to that aspect of span-restorable mesh 

networks? and b) How well does simple limitation of cycle circumferences compare to a 

more involved design method of directly asserting a hop (or distance) limit on the 

maximum length of protection paths. The answers to these questions, and the methods 

developed to address them (discussed in Chapter 6), both enhance our ability to design 

/(-cycle networks in which limitations to optically transparent reach (or other hop or 

distance limitations) can be directly taken into account.

In a competitive business with a diverse set of users and applications, it is 

generally desirable to be able to provide a range of service offerings in some efficient
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way. Ideally all differentiated services should be provided using only one common set of 

resources, configured as needed to match the actual service mix. In Chapter 7 (based on 

[KoGrBROADNETS05] and [KoGrOSN05]) we develop theory and techniques to 

provide differentiated levels of survivability assurance (and hence differentiated 

availability guarantees) to various services through a p -cycle based transport network. All 

services are provided for within a single integrated framework for operating and planning 

such a multiple quality of protection network. Another question of interest also answered 

in Chapter 7 is: would it be possible to provide guaranteed dual-failure survivability to 

the high-revenue or critical services (such as 911 or air traffic control) with little or no 

more resources than the uniformly single-failure protected network requires?

Recent innovations in photonic technology are now bringing closer to reality all- 

optical switching of end-to-end light-paths. In an all-optical network, the working path is 

routed from origin to destination completely in the light-path domain. At no stage is the 

data converted to the electrical domain from the optical domain (O-E-O) for regeneration 

or noise filtering or switching. This is attractive because current electrical processing is 

limited to about 40Gbit/s per wavelength, whereas in theory a single fiber may carry up 

to 30Tbit/s. This severe bottleneck is overcome in all-optical or transparent processing 

where the payloads themselves are not handled at the intermediate nodes. But 

engineering an optical wavelength end-to-end is a complex process that involves careful 

tweaking of parameters such as power levels, noise levels and amplifier gains. 

Dynamically creating end-to-end optical protection paths remains a difficult task even 

with state-of-the-art equipment. It is therefore important that the optical protection paths 

be in a known-working condition, prior to their use. In Chapter 8 we present Failure 

Independent Path Protecting (FIPP) /7-cycles. FIPP /7-cycles are a fast, efficient, failure- 

independent, pre-connected, path-oriented, automatic and localized optical network 

survivability mechanism. FIPP /7-cycles are a replacement for SBPP which is the IETF 

standardized state of the art path survivability mechanism. FIPP /7-cycles are a significant 

advance in the state of the art in survivable network design and is the most important 

contribution of this thesis. Chapter 9 is a brief summary of the thesis with a list of future 

projects (some of which are currently being worked on by other members in our research 

group.)
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Chapter 2. TRANSPORT NETWORKING 
FUNDAMENTALS

As discussed in Chapter 1, a transport network provides the bulk data carriage for 

a variety of upper layer services or applications. The transport network itself is essentially 

agnostic about the types of data it carries. In this Chapter we present a quick overview of 

various background topics in transport networking and briefly introduce the reader to the 

technology and terminology in this field.

2.1. Technology at the Network-level -  Layering

The OSI model as shown in Figure 2-1 provides a layered standard framework for 

the design of Internet communication systems that are compatible across different 

computer systems and networks [FoMcGraw98]. The OSI model consists of seven 

layers. Each layer is simply a virtual grouping of network functions that can define the 

services available to the layer above it. Layering simplifies the design of network 

communication software and devices. For example, when writing an application, such as 

a browser, the programmer who works primarily in the application layer, does not have to 

worry himself about technical details such as the electrical voltage levels at the output of 

communication devices such as an Ethernet network interface card (NIC). The interface 

between the various layers is well defined and the level of abstraction increases from 

bottom to top. This architectural framework allows designers to modify or improve 

functions in one layer without affecting overall communication.

Typically the lower four layers, Physical, Data-Link, Network and Transport, 

collectively form the logical transport network. But this is not the transport network in 

the current context. A common misconception is that when you send an e-mail, each 

resultant Ethernet data packet makes its way to its destination individually. The typical 

LAN’s native transport protocol, Ethernet, is not suitable for direct application to a laser 

for transmission across long distances. The packets generated in the LAN are actually 

passed down to the transport network system that itself has a separate set of functional 

layers as shown in Figure 2-2. In one model (at the extreme left of Figure 2-2) IP packets
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> Logical Data Transport

Figure 2-1. OSI Network Model (Adapted from [DoPhD04])

are transported over pre-defined end-to-end Generalized Multi Protocol Label Switching 

(GMPLS) data tunnels [DaReKauffman02] which use capacity on SONET 

[An95][An95a] Bidirectional Line Switched Rings (BLSRs) [Bell95][Bell95a] that are in 

turn served using Wavelength Division Multiplexing (WDM) [RaMuINFOCOM99] 

capable nodal equipment on physical fiber media. Each layer has a set of important 

functions, and similar to the structure of the OSI layer, the interface between the different 

layers is well defined and for the most part, standardized. The SONET layer, for example, 

may be responsible for survivability in the event of a fiber cut, while the GMPLS layer 

may have the responsibility of ensuring the end-to-end routing of the data. In general, 

layering decreases overall system complexity when designing transport networks by 

precisely defining the inter-layer communication interface. A transport network capacity 

planner then simply calculates the number of SONET frames required to transport the 

data without worrying about higher layer issues like packet queuing, delay, etc., or lower 

layer issues like output voltage on the card and laser center frequency stabilization.

Thus, when we talk about survivability in this thesis, we are not talking about 

survivability of individual phone calls or e-mail data packets, but instead are concerned 

with the entire bulk quantity of data generated by these individual services, surviving a 

failure. At this level, we are also not looking for sub-millisecond survival. As long as the 

optical transport network survives a failure in 100 to 200ms, the failure is transparent to 

the upper data network layers.
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Figure 2-2. Transport Network Layering (Adapted from [DoPhD04])

2.2. Technologies at the ‘Node’ - Switching

In a graph theoretic representation of a transport network, a node is an abstraction 

for the collection of equipment that is used to interface with the network. A node includes 

the CO building, electrical systems, and all the switching and line termination equipment 

located at the CO. There are two basic types of switching elements: a) the Add Drop 

Multiplexer (ADM) and b) the Digital/Optical Cross Connect Switch (DCS/DXC/OXC). 

In this section we attempt to briefly walk through some of the key features of both these 

technologies. For detailed technical information and standards we rely on references that 

are provided. The main aim here is to develop a broad understanding of the various 

technologies at a transport network node.

2.2.1. Add Drop Multiplexers (ADM)

An ADM is a terminating device with only two main line rate interfaces. These 

are typically referred to as East and West lines. An ADM may also have local ports 

(sometimes referred to as the North interface) that permit it to ‘drop’ lower tributary rate 

traffic with destinations local to the ADM or to ‘add’ locally sourced tributaries into the 

outgoing interface. A typical ADM’s logical diagram is shown in Figure 2-3

In 4-fiber ADM equipment, like the example shown in Figure 2-3 the East and 

West interfaces have two fibers each. One of the fibers is used for routing working traffic 

and the other is kept spare to support backup traffic, in the event of a failure. In 2-fiber 

ADM equipment, half the capacity of each fiber is kept reserved for protection traffic. 

Basically, ADMS are capable of switching data between time-slots on the four fibers
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connected to its interfaces. Recently wavelength converters have been added to ADM 

equipment to support wavelength multiplexing among tributaries. Such equipment is 

called an Optical ADM (OADM). Some OADMs also support dynamic run-time 

reconfiguration of tributary switching at the light-path layer and are called ROADMs. In 

this thesis, unless otherwise mentioned, we will use the term ADM to refer to both 

OADMs and ROADMs. Typically, from the point of view of network design, the precise 

details about the ADM don’t really matter, as long as the assumptions made during 

design are feasible in some way using the available equipment.

Line Rate InterfacesLocal Add/Drop

Long Reach Fiber

SWITCH CO RE

Add Drop Multiplexer

Figure 2-3. Add Drop Multiplexer (Adapted from [KoGrNFOEC03]) 

2.2.2. Digital and Optical Cross Connects

In the simplest of terms, a Digital Cross-Connect (DCS) is defined [AN95] 

[AN95a] as a device that has the ability to switch data from a given input port to a 

specified output port. An Optical Cross Connect (OXC) shown in Figure 2-4 is a type of 

DCS that interfaces with optical fiber and switches data between wavelengths or fibers. 

For the rest of this discussion we will use the term OXC to refer to both Digital and 

Optical Cross Connects. In most cases, when discussing network design, there is no 

difference logically whether the cross-connect is optical or digital. Like ADMs, all cross­

connects have the same add-drop functionality that permits local traffic to be added or 

dropped. An OXC may have hundreds of fibers terminated on its interfaces. Each fiber 

may also support different line-rates. The primary difference between an ADM and an 

OXC is in the quantity of traffic that can be switched. An OXC typically has a larger 

switch core than an ADM. In addition, OXCs are more flexible, reliable and available. 

Therefore a group of ADMs cannot necessarily replace an OXC. The smallest unit size 

that can be switched is called the ‘granularity ’ of the switch. Granularity is the property 

of the device and is essentially dictated by the processing capabilities, buffer size and
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speed of the line-cards. OXCs typically support very fine granularities and may support 

switching between interfaces with different granularities. An OXC is therefore relatively 

more expensive, although the cost difference is gradually coming down given the 

extensive adoption of OXC technology. OXC architecture is shown in Figure 2-4. Central 

to any OXC is a cross-connecting switch fabric called the switch ‘core’. The switching 

fabric in optical layer switches is non-blocking -  i.e. it can connect all inputs to their 

corresponding outputs simultaneously. While the actual data transport is completely in 

the optical domain, OXCs currently still need to convert the optical signal to the electrical 

domain before making any routing/switching/drop decisions. In other words, the core of 

the switch is still electronic. These types of switches are also often referred to as Optical- 

Electrical-Optical (OEO) switches. Electrical processing is currently limited to about 

40Gbps, whereas a fiber can carry as much as 30Tbps. It is therefore attractive to be able 

to switch optical wavelengths without converting into the electrical domain. All-optical 

or 0 -0 -0  core switches are being researched extensively; however, commercial 

availability of scalable 0 -0 - 0  switches is still a few years away.

Trib Rate Interfaces

a n n n n n n n n n n n
Local Add/Drop Line Rate Interfaces

Long Reach Fiber
MUX/DEMUX

SW ITCH
C O R E

Digital/Optical Cross 
Connect

Figure 2-4. Digital/Optical Cross Connect
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2.3. Technology at the Channel -  SONET, GigE

A ‘Span’ is defined as a collection of point-to-point transmission systems between 

two nodes. Typically a single span is a set of cables co-routed in the same ducts. Each 

cable has multiple fibers, and each fiber may carry many multiplexed signals. A channel 

is usually the smallest granular quantity that can be switched at the end-nodes of the span. 

In designing transport networks, usually the number of channels on a span is termed span 

capacity. In most cases, it is the type and number of line-cards at the terminating nodes 

that defines the total number of channels that are available on any span. In this section, 

we will briefly examine the various technologies used to transmit data across physical 

spans, and define clearly, what channels mean in various contexts.

2.3.1. SONET/SDH

Synchronous Optical Network (SONET) is by far the most widely known 

physical networking standard. SONET owes its origin to the breakup of the AT&T Bell 

monopoly in the United States. All the smaller companies created as a result of the 

breakup started creating incompatible and proprietary equipment to run their point-to- 

point transport systems. The SONET [AN95][AN95a] ITU standard emerged to 

formalize the definitions of networking protocols and equipment used in the transport 

network so that all equipment such as transmitters, receivers, regenerators, etc. would 

interoperate even if purchased from different vendors. All SONET equipment follows the 

standard and relies on precise time synchronization with other nodes and therefore 

provides for access to direct tributary level data frames (called DS-0) without repeated 

demultiplexing. A SONET link is a time domain multiplexed (TDM) transmission system 

that multiplexes a set of data frames into the allotted time-slots. Nodes may use Global 

Positioning Systems or clock recovery to maintain synchronization. Demultiplexing is 

simplified as the end-nodes simply have to recover the data from the right time-slot. The 

international version of SONET called Synchronous Digital Hierarchy (SDH) essentially 

has similar features but is more tuned to European standard digital rates.

The significance of SONET is that it defines standard functional models for all 

the elements of a transport network -  such as a standard DCS, standard line-cards, etc.
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and defines standard acceptable error rates, survivability requirements, framing, data 

rates, etc. Standard digital data rates range from the DS-0 at approximately 1.5Mbps to 

the DS-3 at about 51.4Mbps.

Digital Signal K (DS-K) is a term for a series of standard digital transmission 

bitrates or levels that are multiples of the basic 64kbps DS-0 bitrate, the channel capacity 

required for the carriage of a single voice call. In North America, it is the T-Carrier 

System and in Europe, it is the E-Carrier system that operates using the DS-0 as the base 

granularity. DS-1 is a carrier signal in a T1 which is 24 DS-O’s multiplexed using Pulse 

Coded Modulation (PCM) and Time Division Multiplexing (TDM). DS-2 is the 

concatenation of four DS-1 signals multiplexed together yielding a net bitrate of 6.312 

Mbps. DS-3 is the next higher carrier signal for the T3 carrier. T3s carry 28 DS-1 signals 

or 672 DS-Os at a net data rate of 44.736Mbps. The ITU-TS guidelines differ somewhat 

from the ANSI T1.107 specifications that govern DS signals. The data rates and notations 

are summarized in Table 1.

Table 1. Digital Bitrates

DS-X Data Rate Number of DS-Os T-Carrier E-Carrier

DS-0 64Kbps 1 - -

DS-1 1.544Mbps 24 T1 -

- 2.048Mbps 32 - El

DS-3 44.736Mbps 672 T3 -

- 139.264Mbps 2048 - E4

The basic building block in SONET is the Synchronous Transport Signal -  1 

(STS-1) frame. The STS-1 bitrate is 51.840 Mbps and can transport a single DS-3 signal. 

STS-Is are the channels in a SONET network. SONET manages higher data rates by byte 

interleaving an integral number of STS-1 frames. For example, interleaving 3 STS-1 data 

frames gives the standard STS-3 data rate. Some services that need a single container at 

an STS-3 data rate (for example) are transported by concatenating three STS-1 frames 

together such that there is overhead in only one frame and data payload is distributed 

across all three STS-1 frames. This process is called clear-channel concatenation. The
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resultant signal rate is termed as an STS-Nc channel, where N is the number of STS-1 

channels that are concatenated. Many higher rate combinations all the way up to STS-192 

may be created by concatenating lower data rate signals together. Since two SONET 

nodes are time synchronized, extracting a DS-0 from a DS-3 -  STS-1 channel does not 

involve repeated de-multiplexing, instead it is a simple process of reading bits during the 

correct time intervals. A key point to keep in mind is that SONET does not statistically 

multiplex data.

The STS signal is not directly suitable for modulating the laser that eventually 

generates the optical signal. Continuous sequences of ‘ones’ or ‘zeros’ in the bit stream 

could throw off clock recovery at the intermediate nodes. Prior to transmission, the STS 

signal is re-formatted to ensure that the resultant signal does not go over the laser’s 

bandwidth. Such a signal is called an Optical Carrier (OC-N) signal, where an OC-3 

optical signal is a transformation of an STS-3 electrical signal. Standard SONET data 

rates are shown in Table 2. We refer the reader to [AN95] and [AN95a] for more 

information about SONET. In the next section we briefly discuss some recent advances in 

SONET.

Table 2. Standard SONET data rates

SONET Signal Optical Signal Data Rate

STS-1 OC-1 51.84 Mbps

STS-3 OC-3 155.25 Mbps

STS-12 OC-12 622.08 Mbps

STS-24 OC-24 1244.16 Mbps

STS-48 OC-48 2488.32 Mbps

STS-192 OC-192 9953 Mbps
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2.3.2. Generic Framing Procedure (GFP), Virtual Concatenation (VCAT), Link

Capacity Adjustment Scheme (LCAS)

A single LHN may provide transport services to a variety of virtual networks that 

use different protocols. With the explosive growth of Ethernet, network operators are 

finding that a large percentage of their payload is Ethernet data traffic. Keeping Ethernet 

payloads in their original protocol format is of great advantage to the network operator. 

This eliminates the latency caused by frequent transformations from one format to 

another. Additionally for packet switched communication, it is important that the data 

source has statistically multiplexed access to the full capacity of the SONET pipe. 

Statistical multiplexing, burst traffic, etc. are not supported in basic SONET. A separate 

problem, specific to Ethernet is caused because SONET only supports the standard data 

rates in Table 2. A standard Gigabit Ethernet packet requires an OC-48 worth of capacity 

for transport. This implies that a 2.5Gbps signal is used to transport an essentially 1 Gbps 

+ overhead signal. GFP, VCAT and LCAS are three modifications to the current SONET 

standard that allow for carrying non-standard data payloads in their native format and 

also achieve better fill-match between Ethernet and SONET. VCAT is similar to the STS- 

Nc concatenation scheme except that VCAT works at less than STS-1 granularities. 

Using VCAT, two gigabit Ethernet packets can be multiplexed into the same OC-48, 

improving the fill ratio. To support non-standard bitrates, a new framing format called 

Generic Framing Procedure (GFP) has been developed that wraps any data rate sequence 

for transport across SONET equipment. Link Capacity Adjustment Scheme (LCAS) is 

the signaling protocol through which two SONET nodes can dynamically manage and re­

size the particular Group of Virtually Concatenated channels called a VC Group (VCG). 

GFP, VCAT and LCAS are collectively referred to as Next Generation SONET (NGS). 

NGS therefore allows the SONET ADM equipment to support variable bitrates and frame 

sizes [BoRo02][CoMa02] and by doing that significantly extends the life of SONET as a 

protocol of choice for transport network. A more detailed treatment of SONET and 

associated technologies can be found in [Grov03],[RaKauffman02] or in the standards 

documents [AN95],[AN95a],
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2.3.3. Gigabit Ethernet (GigE), 10 GigE

With the ubiquity of the Internet, the Ethernet LAN protocol has now become the 

dominant payload for all transport networks. While approaches like NGS attempt to adapt 

traditional payload formats like SONET STS to support LAN formats, a parallel attempt 

is happening in pushing the Ethernet LAN protocol to the lower physical layer. For a 

carrier, as discussed earlier, it makes sense to be able to use Ethernet as the transport 

format if 95% of the traffic is also Ethernet. Gigabit Ethernet is a native LAN format for 

short range transport over copper and short-reach fiber interconnects. lOGigE is the new 

WAN transport format for IP interconnects that aims to replace SONET. lOGigE 

employs a shortened and simplified version of the SONET frame header and uses the 

same electrical to optical signal scrambling as SONET. This is attractive as it permits use 

of existing SONET equipment and line-cards. In addition, since lOGigE closely matches 

the OC-192 data rate, a better fill match between the Ethernet protocol and SONET is 

achieved without the use of virtual concatenation. GigE promises to be the dominant 

LAN protocol in the future while lOGigE seems more promising as the corresponding 

WAN protocol.

2.4. Wavelength Division Multiplexing

Wavelength division multiplexing (WDM) initially was a technology that was 

used to drastically increase the total available span capacity between existing nodes 

[RaMuINFOCOM99] [SPIE01 ] [Feyn02] [StBaOO] [ToSc02]. Optical fibers typically have 

two low-loss spectral center wavelength bands -  in the 1300nm and 1550nm range. As 

long as two wavelengths being launched into the fiber are in either of these two 

wavelength bands and are spaced sufficiently far apart spectrally, it is possible to separate 

them at the destination with a properly tuned receiver. WDM exploits this ability and 

supports multiple wavelengths per fiber. Each wavelength is capable of carrying its own 

payload and is essentially independent of other wavelengths in the fiber. WDM directly 

enables multiplying the carrying capacity of the span without any additional cabling.
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2.4.1. Coarse and Dense WDM

A transmission system capable of carrying up to six wavelengths per fiber is 

called a Coarse WDM (CWDM) system while Dense WDM (DWDM) systems may 

support many hundreds or thousands of wavelengths simultaneously. In DWDM the 

lasers are operated at very close frequencies. In CWDM, in contrast, up to four or six 

lasers operate at widely separated frequencies. CWDM technology uses International 

Telecommunications Union (ITU) standard 20nm spacing between the wavelengths 

between 1310nm to 1610nm. The Ethernet LX-4 physical layer standard is an example of 

a CWDM system where four wavelengths near 1310nm carry a 3.12 Gbps data stream to 

provide a lOGbps aggregate end-to-end link. Cable television systems based on fiber also 

use CWDM where two different wavelengths are used to carry the upstream and 

downstream signals. Since these wavelengths are spaced fairly widely apart, looser center 

frequency stability is permissible and hence the cost of the CWDM system is lower. With 

the introduction of the ITU-T G.694.1 frequency grid in 2002, it is possible to have a 

DWDM system which has a frequency separation of 100GHz or about 0.8nm wavelength 

spacing with a standard reference frequency of 193.10THz (or 1552.52 nm wavelength.) 

In DWDM therefore the laser sources must have extremely narrow line-width and must 

maintain accurate feedback control of the laser’s center frequency. An added challenge 

in DWDM is in maintaining equal power levels across multiple closely spread 

frequencies as different frequencies experience different level of attenuation. These 

challenges currently limit very high-capacity DWDM systems to test benches. Bell has 

recently reported 1000 wavelength systems on their lab benches [BELLLABS],

2.4.2. OEO Versus OOO

All optical networking, the current buzzword in transport networking literature, 

refers to a transport network in which all processing, regeneration, switching, routing, 

etc. happens completely in the optical domain. The word ‘transparent’ applies not just 

because data is transported optically end-to-end, but because the system is transparent to 

any electrical payload that is applied at the ends. A fully transparent or OOO network 

requires that a unique wavelength is assigned end-to-end along all the different fiber
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cables along the route of the signal. This means that the path must use the same 

wavelength even if it passes through multiple optical nodes. This is referred to in some 

literature as a pure wavelength path (PWP) network. The opposite of a PWP network is 

called a Virtual Wavelength Path (VWP) network that is completely opaque. In a VWP 

network, each virtual path may use various wavelengths along its route as at each node, 

the path is switched and managed in the electrical domain. At each node in this network, 

a device called a wavelength converter (WC) converts the data from one wavelength to 

another. Currently WC requires electrical processing.

As a middle path between the two extremes of pure WP or transparent networks 

and pure VWP or opaque networks, it is also possible to have translucent networks where 

the idea is to either have a relatively small set of OEO processing equipment that can 

perform wavelength conversion and/or regeneration, or have small regions in the network 

called islands of transparency that are interconnected by OEO gateways. In such a 

network, not every node is capable of full wavelength conversion. It is therefore possible 

to experience ‘blocking’ if a wavelength continuous path is not available end to end. But 

several studies have found that, in the general case, having a small pool of wavelength 

converters that are shared by the different wavelength paths, or having a few OEO nodes 

distributed in the network are sufficient to reduce blocking to negligible levels.

2.4.3. Routing and Wavelength Assignment (RWA)

In a translucent network with limited wavelength conversion, there is the 

possibility of blocking. The routing of working paths and the assignment of specific 

wavelength channels to the wavelength contiguous path segments is a non-trivial problem 

called the Routing and Wavelength Assignment (RWA) problem. In a SONET DCS, any 

input timeslot can be switched to any outgoing timeslot. In an optical network, at a node 

that does not have wavelength conversion, it may be impossible to switch a time-slot 

from one incoming wavelength to another. In addition, the required wavelength may 

already be used on the outgoing fiber. Thus blocking in such a network can occur for two 

reasons, either all the channels are used up or if  the required wavelength segment is not 

available. RWA problems have received extensive treatment in the literature [StBaOO] 

[RaKauffman02] [Dixi03] [Rasa97], A detailed discussion of RWA is beyond the current
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scope. It is however important to understand the concept of RWA because in all the 

design models in this thesis we assume that the RWA problem is solved as a sub-problem 

after the initial capacity design and is not part of the study. Assuming that all the network 

nodes have full wavelength conversion capabilities simplifies network design and aids in 

making fair comparisons between different network architectures, without confounding 

issues like RWA clouding the picture.

2.5. Optical Service Channel, Digital Wrapper

In a transparent optical network, the working paths are all-optical end-to-end and 

therefore the end-nodes can apply any payload to that light-path. It is only the end-nodes 

that can/need to decode the signal or verify its integrity. But regardless of transparency, 

there must be some form of overhead signaling to facilitate line-monitoring, fault 

location, protection switching, tracing, remote operations, operations, administration and 

maintenance, etc. In this section we review technologies that may be used for the control 

plane of an all-optical network.

2.5.1. Optical Service Channel (OSC)

The control plane is a separate sub-network formed out of a designated 

wavelength on each span called an OSC. This wavelength uses a standard payload format 

and bears all the signaling information for the remaining wavelengths on the same span. 

Only the OSC wavelength needs to be electrically processed and read. This enables the 

remainder of the wavelengths to remain completely in the optical domain. This implies 

that the cross-connects in the network must have some degree of OEO capability to 

process the single OSC wavelength. [CiscONS] describes the Optical Service Channel 

specifications for a Cisco managed switch.

2.5.2. Digital Wrapper

The digital wrapper concept is the application of SONET-like overheads to the 

data payload before transmission. But unlike SONET, DW does not impose frame 

structure, frame timing, and overheads on the payload, but adapts itself to the payload.
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For any kind of data payload, it creates a 7% overhead that takes care of all overheads. At 

the end-nodes, a payload signal appears to be about 93% of its actual line-rate. DW 

provides a SONET like abstraction for light-path networks. The network planning 

problem reduces to simple capacity planning. All the accumulated experience about 

SONET network design can, for the most part, be transparently applied to the DW optical 

network. More information about DW is available in [BrunOO] or in the standard 

[802.3ae],

We will return to a detailed review of optical networking and DWDM in Chapter 

4 when we discuss optical layer pre-connection and its importance. In the next section, 

we briefly review fundamental transport network survivability mechanisms.

2.6. Fundamentals of Network Survivability

Before we proceed into discussing survivability, let us first formalize some 

terminology to be used in this section. A facility route for each point-to-point link is 

referred to as a span111. The corresponding end-node terminating equipment that handles 

the data transmitted over the span is collectively referred to as a node. The end-to-end 

traffic transmitted between two origin-destination nodes is referred to as a demand or 

service. Multiple demands between the same end-node pairs are referred to as a demand- 

bundle.

Transport networks originated as a collection of point-to-point copper -  T1 lines 

or trunks that transported digitized voice traffic, the dominant traffic type in networks 

through most of the last ten years. At that time survivability was more or less a secondary 

consideration over the basic requirement that the network works. The most rudimentary 

survivability mechanism was to simply transmit two copies of the data for each demand 

on the same span on different physical transmission systems or wavelengths. The tail-end 

node simply examined the signal quality on both incoming routes and simply switched to 

backup (either manually or automatically) whenever the main or working transmission 

circuit in the span failed.

While the application of this simple technique does not guarantee survivability in 

case of a cable cut (since both the copies are co-routed on the same span), the underlying
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principle of providing redundant capacity to support working re-routing is the foundation 

of all survivability techniques in use today. The main research problem in survivable 

network design is to develop a suitable compromise between two essentially opposite 

aims: provide enough redundant resources such that all demands can survive failures, but 

minimize cost. This resource minimization is achieved by sharing backup capacity to 

protect against uncorrelated network failures. To illustrate, a 100% redundant 

survivability mechanism would be like having two phone lines for a single user. If the 

main or ‘working’ phone line is cut, the user switches to the backup phone. This is an 

expensive solution because even if the backup phone line is not used, it still has to be 

paid for. Sharing of backup resources is like two users sharing a single backup phone 

line. If one of the working phone lines is dead, there is a backup line available. This is 

essentially a 50% redundant system (assuming two continuously working phone lines and 

one idle backup phone line). However, this reduction in backup resources comes at a 

cost. If both the working phones fail simultaneously, only one of the users will get 

backup service. Thus with the reduction in redundancy, the level of survivability also 

drops. However, the probability that both phone lines fail simultaneously are low. This 

means that the availability of a 50% redundant system may not be significantly lower 

than a 100% redundant system.

While providing 100% redundancy (like the two phones per user example in the 

previous paragraph) was economically feasible in the copper trunk telephony network, it 

is prohibitively expensive in photonic networks because fiber line cards and transmission 

cables are much more expensive per unit than their copper counterparts. The network also 

has to support a lot more traffic today than prior copper-trunk networks for a lot less 

revenue per unit of data transported. Additionally, with improvements in technology, it is 

now more important to protect against cable cuts than against nodal equipment failures, 

which are much less frequent". It is therefore desirable to provide 100% protection 

against a single span failure event using the least amount of redundant capacity to support 

backup paths.
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2.7. Physical and Logical Survivability

In the optical network, survivability considerations can be built into the lowest 

physical layer (an example of which is the capacity doubling described earlier) where 

essentially all the affected traffic on one failed fiber is re-routed into the backup fiber. 

Alternatively, survivability can be a consideration in the higher logical layer where these 

demands are routed. Physical layer survivability techniques are generally “whole-fiber” 

because they consider the entire failed fiber span as one quantity and consider one backup 

route over which all the affected traffic is re-routed. This is also necessary because at the 

Physical layer the network operator has no idea what is actually routed in the fiber spans. 

The best that can be done with purely physical techniques is to restore all the traffic on 

the failed fiber as a single quantity. And because these techniques are whole-fiber, 

generally there is no sharing of redundant resources over multiple failures. We say 

generally because ^-cycles (to follow), originally introduced as a logical layer 

technology, can also be used in the physical layer to achieve some level of sharing of the 

physical backup fiber. Physical layer survivability mechanisms are also always pre-armed 

and such a survivability action is generally categorized as protection. Physical layer 

techniques also usually have protection resources dedicated to the specific working 

resources they protect.

A single fiber contains time domain multiplexed (TDM) data frames from several 

different services and each such TDM frame is called a channel. In SONET+DWDM, 

channels may be individual light-paths, which may be further used to support many TDM 

channels per wavelength. In the logical layer, these channel quantities are considered 

individually for protection/restoration. Survivability is effected one channel at a time in 

this layer and therefore the system has many more options than just routing all the 

working traffic on the cut cable along an alternate route. Using this value-added routing 

information in the design process can result in an increase in capacity efficiency. This of 

course comes at a cost in terms of the higher complexity that logical layer techniques 

usually have because the system may have different backup routes for different affected 

channels/demands. We define some more terms for logical layer techniques. A dynamic 

post-failure reactive mechanism that discovers and cross-connects backup paths for failed
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working channels is called a restoration mechanism. Logical layer protection 

mechanisms also are possible and we will come back to this when we review /7-cycles. In 

pre-planned restoration, backup routes are found and stored at the nodes prior to failure. 

The post failure restoration reaction will simply be to dynamically cross-connect the 

necessary resources along the pre-planned backup route. These definitions are not black 

and white, as there are some survivability mechanisms that we will review in this Chapter 

that are hybrids of protection and restoration.

We now review some common survivability mechanisms that are in use in 

industry, and discuss the pros and cons of each technique. O f special interest are /7-cycles, 

SBPP and flow-/7-cycles, discussed in the following section.

2.8. Physical Layer Techniques

In this section we discuss the two most commonly used physical layer 

survivability solutions, namely Automatic Protection Switching (APS) and rings.

2.8.1. Automatic Protection Switching (APS)

APS is the simplest optical network survivability technique. It is the optical layer 

equivalent of the basic copper trunk network survivability technique of capacity doubling 

that we discussed earlier. In dedicated 1+1 APS, the same data is sent across two fibers or 

wavelengths. The tail-end node of this APS system simply monitors the traffic on both 

fibers and chooses the fiber that has the best optical signal quality [AN95], A simple 1+1 

APS system is shown in Figure 2-5. Figure 2-5 shows a single working fiber co-routed on 

a span with a single spare fiber. The 1+1 approach implies that the backup fiber always 

carries a copy of the working traffic and is dedicated to the working path it protects.

Spare

Contr
Working

Figure 2-5. Simple 1+1 APS system. (Adapted from [DoPhD04])
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In another variation called 1:1 APS, the backup fiber, when not in use for protection, 

routes low-priority traffic. Some providers use this to beam low-priority television 

signals. But the co-routing of the working and protection fibers as shown in Figure 2-5 

makes this system unsuitable for protection against cable cuts. The 1+1/1:1 Diverse Path 

(DP) APS variation adds the requirement of geographic path diversity between the 

working and spare fibers, thereby ensuring survivability to a cable cut. Other variations 

like 1:N and M:N versions of APS allow the sharing of one (or ‘M ’) backup fibers among 

‘N ’ working fibers, thereby reducing the total cost of the system. Routing and diversity 

algorithms for such systems are a separate research area in computing science and are 

extensively discussed in [Bhan99]. Since a single fiber many have capacities in the 

terabits/s range, APS is economical if  a large enough demand-bundle exists between two 

points in the network. APS does not permit adding or dropping traffic at intermediate 

points, therefore it forces traffic to go all the way from origin to destination. Even in 

shared 1:N or M:N versions of APS (sometimes mistaken for a different logical layer 

scheme called Mesh Restoration (to follow)), the backup fibers are dedicated to the set of 

working fibers they protect, and are always between the same end-points. Using many 

overlapping dedicated fibers routed along many geographically diverse routes to support 

the ever increasing and constantly changing Internet traffic is prohibitively expensive in 

optical data networks. A more in-depth review of APS routing and survivability can be 

found in [Bhan99] and [Grov03].

2.8.2. Self-Healing Rings

Self-Healing Rings are the generation of technology that followed APS. Rings 

make use of capacity placed in cyclic ring physical structures [Bell95], [Bell95a], The 

protection mechanism restores failures locally and allows sharing of the spare capacity 

only amongst the spans protected by the ring itself (i.e., links that are a part of the ring). 

The two main types of ring-survivability mechanisms are Unidirectional Path Switched 

Rings (UPSRs) and Bidirectional Line Switched Rings (BLSRs). The WDM-based 

equivalents are Optical Path Protection Rings (OPPRs) and Optical Shared Protection 

Rings (OSPRs), respectively [NeHaOFC99][MaJSAC98], Figure 2-6 and Figure 2-7 

illustrate a UPSR and BLSR, respectively. The OPPR/UPSR structure in Figure 2-6 can 

be thought of as a logical collection of 1+1 APS structures overlaid on a physical ring
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facility route. The one big advantage in UPSRs over APS is that with Add Drop 

Multiplexers (ADM) as nodal devices (instead of the fiber being physically patched 

through at intermediate nodes in APS) the operator can add or drop single channels, 

under the total capacity constraints of the entire ring. APS carries the entire traffic from 

origin to destination and is therefore justified only if sufficiently large point-to-point 

demand exists. This channel level add-drop capability is significant and many operators 

have replaced fiber patches with ADM equipment at intermediate nodes to convert their 

APS systems into a folded ring where the entire logical ring is folded onto the same 

physical route. There is, however, no sharing of capacity in a UPSR, as each working 

path on a UPSR has a working route from origin to destination on one side of the ring and 

an implicitly diverse backup route on the other side of the ring. This implies that a UPSR 

is at least 100% redundant. As shown in Figure 2-6(a), each unit demand is transmitted in 

each direction around the ring (solid line and dotted line) and one of the working routes 

survives in case of a span failure as shown in Figure 2-6(b).

W orking fibre

Cable cut
Protection fibre

(a) Normal Operation (before failure) b) Protection Operation (after failure)

Figure 2-6. Unidirectional Path Switched Rings. (Adapted from [Grov03])

UPSRs are essentially always two fiber dedicated structures where one clockwise 

fiber ring is the “working” ring with an anticlockwise “protection” ring. Bidirectional 

Line Switched Rings (BLSRs) shown in Figure 2-7 are like overlaid 1 :N APS systems 

where protection capacity is shared among multiple different working sections. BLSR 

rings share capacity on a per-channel basis, and they can be either 2-fiber or 4-fiber 

structures. In 4-fiber BLSRs, as shown in Figure 2-7(a), two of the fibers are for working
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capacity shown by the dark lines and the other two are for backup and are shown by the 

dashed lines. In 2-fiber BLSRs, half the time-slots on each fiber is working capacity, 

while the other half is reserved for protection. In the event of a span failure, as shown in 

Figure 2-7(b), the end-nodes of the failed span loop-back the entire working traffic into 

the protection fibers. We can also see in Figure 2-7(a) that a demand occupies a ring only 

between its entry and exit points, unlike UPSRs where the demand effectively traverses 

the whole ring. In other words, in a BLSR, the demand does not use protection resources 

unless there is a failure whereas in a UPSR the protection route has to be activated at the 

same time as the working route. This feature permits limited re-use of capacity on the 

remaining spans on the ring and therefore BLSRs have slightly better traffic management 

capabilities. However, even with this sharing of capacity across different failures, the 

amount of spare capacity on any span on the ring must be at least equal to the maximum 

working capacity on any span on the ring to permit the BLSR loop-back reaction. This 

automatically forces the ring to be at least 100% redundant theoretically. If we throw in 

the fact that working capacities may be unevenly distributed, we can get BLSR ring 

networks that are up to 300% redundant in practice.

Loop Back

Cable cut

(a) Normal Operation (before failure) (b) Protection Operation (after failure)

Figure 2-7. 4-Fiber Bidirectional Line Switched Rings. (Adapted from [Grov03])

On the up side one can see how rings and APS and other physical survivability 

systems in general will be quite fast in restoring failed traffic. Specifically they are fast 

because they a) involve only the end-nodes of the failed span and b) have dedicated 

redundant resources for each working demand. In the best case, 1+1 APS also permits
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what is called ‘hitless’ switching where the protection switching happens without the loss 

of even a single bit of data. This is very much desirable in a voice network (for which 

rings and APS were originally designed) as even the few milliseconds that it takes to 

restore traffic may cause audible clicks in the otherwise clear phone conversation. Rings 

in general are also easy to understand and operate and require relatively inexpensive 

ADM nodal devices (as compared to expensive high speed cross-connect switching 

devices required by logical layer techniques). In metro area networks, where the low 

capacity efficiency of ring networks is more tolerable, rings are a simple and economical 

survivability solution and correspondingly rings can be expected to be around for a long 

time.

On the down side, in addition to the excessive redundancy requirements, rings 

have several significant disadvantages. Rings require the working traffic to follow the 

ring-constrained working path (one side of the ring), whereas the protection path is along 

the other side of the ring. This can be quite long and may force the placement of multiple 

regenerator devices to preserve end-to-end signal quality, which would otherwise be 

unnecessary if the working paths were allowed to follow the shortest path across the 

network graph. Experience has shown that while placing a single ring is a simple task, 

designing efficient multi-ring networks is extremely complex, and can be 

computationally infeasible for all but the smallest of networks. Not surprisingly, most 

commercial ring-design software is based on heuristics. Multi-ring networks are not 

easily amenable to manual re-designs, and periodic manual ring placement (to 

accommodate sudden growth) often results in quite inefficient real-world networks, as we 

shall see in Chapter 4 when we talk about network evolution. Ring networks also waste 

or otherwise ‘strand’ a significant amount of transmission system capacity (a span on a 

ring that has free capacity on a span that is bounded by two other spans that are saturated 

is said to have stranded capacity). Rings are also expensive to upgrade.

But despite these obvious problems, rings and APS were widely adopted in the 

1990s because they were among the only standardized and commercially available 

survivability solutions at the time. Carriers all around the world have accumulated a lot of 

experience installing and managing ring networks and have extensive ring and APS- 

based networks. The work described in Chapter 4 specifically investigates options for
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such carriers to leverage their existing investment in ring technology to support growing 

network demand. We refer the reader to [MorleyOl] for a comprehensive overview of 

ring networks and ring network design. These basic ring concepts are essential to 

understanding p -cycles and how protection is generally more preferable than restoration 

even if there are no cost differences.

2.8.3. Recent Advances

We now list some very recent advances that have been made in Physical Layer 

survivability. A packet version of the BLSR ring, called the Resilient Packet Switched 

Ring (RPR), has recently been developed [Cisc99], RPRs are essentially the same as 

Ethernet layer routers connected by fiber links that use a Spatial Re-use Protocol (SRP) 

(which is essentially the same as BLSR capacity re-use, except at the router level) to 

allow data applications to use the unused channels to improve performance during the 

nonfailure times. Failures are handled by a mechanism similar to BLSR loopback. RPRs 

allow network operators to support, to a very limited degree, features such as scheduled 

demands, capacity throttling, etc. RPRs also allow IP layer features such as VLAN 

routing that are well understood by most network administrators, in the optical layer. 

RPRs use the same physical layer data format as the lOGigE format which is compatible 

with the data format native to enterprise LAN networks; it therefore avoids a lot of 

software processing in the conversion from Ethernet to SONET.

GFP, VCAT and LCAS discussed in 2.3.2 are among the other notable extensions 

to the basic SONET transmission technology. But despite these extensions, it is difficult 

to enable APS and Rings to do better than logical layer techniques (in terms of capacity 

efficiency) that have access to much more information about what is actually routed in 

the fibers. While Next Generation SONET (NGS) may extend the life of existing ring 

infrastructure, it is difficult to see how they can easily accommodate varied future service 

requirements such as multi-Quality of Service, automated provisioning, scheduled 

demands, dual failure protected demands, etc. What seems more possible is that NGS will 

extend the capabilities of the physical transmission system while the logical layer 

techniques (in the following section) will be used to actually effect survivability thereby
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getting the best of both worlds. In other words, survivability will move up to the higher 

layers of the transport network.

2.9. Logical Layer Techniques

Logical survivability schemes, unlike system layer techniques, are not confined to 

physically defined static structures like rings. In a typical restorable network, there are 

usually a few spare channels distributed on different fiber spans. These channels are 

simply unassigned and held in a generic pool until a span fails. For restoration the 

network dynamically forms backup paths for all affected traffic out of this pool of 

capacity and achieves survivability objectives. In the pre-planned case, these backup 

routes (for each span) can be found prior to failure of any span by an offline failure- 

simulating process and are stored at the nodes. After the failure the backup path is formed 

by cross-connecting the channels along the pre-planned backup routes. Since all these 

logical layer restoration (and protection) techniques can find an arbitrary backup path on 

the mesh-like physical topology of the network, such a survivable network is usually 

referred to as a mesh survivable network. In the following section we look at two specific 

types of mesh survivable networks.

2.9.1. Span-Restorable Mesh Networks

Figure 2-8 shows a typical span-restorable mesh survivable network and the 

corresponding restoration action.

0 0

Figure 2-8. Span restoration in a mesh network (a) Mesh Topology, (b) Span failure and (c) 
Restoration. (Adapted from [Grov03])
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The number of spans connected to a single node is referred to as the nodal degree. 

Typical transport networks have an average nodal degree between 2.5 and 6 . Figure 

2-8(b) shows a specific span failure for which the restoration process is shown in Figure 

2-8(c). Figure 2-8(c) indicates the total restoration capacity used in the network for the 

multiple backup routes using the green irregular lines. Since the end-nodes of the failed 

span attempt to find restoration routes for the failed span, this process is termed span 

restoration. It is important to note that while span restoration considers the survivability 

of all the traffic on a single span as a single commodity, it may consider using multiple 

routes (as shown in Figure 2-8(c) using the irregular light-grey lines) to effect 

survivability of the many channels on a single span. A ring, on the other hand, is forced 

to restore all the channels along a single backup route (the surviving side of the ring.) 

Studies have found that the capacity efficiency of a dynamic mesh network is quite high 

as compared to the corresponding ring network and therefore this technique is attractive 

[HeByTON95], An optimal spare capacity placement model of the path-flow type was 

proposed by Herzberg et al. in [HeByTON9]. The Herzberg model, as it is popularly 

called, is the foundation of many of the subsequent design models in this field. Span 

restoration in WDM networks is discussed in [KalEEEOO] with a corresponding survey of 

various applications of DWDM in mesh networks in [RaMuINFOCOM99], A distributed 

self-organizing online mesh restoration algorithm for span restoration was proposed in 

[GrIEEE97][GrIEEE94]. Other researchers have studied building-in advanced 

capabilities like multiple survivability classes (with different levels of survivability) in an 

optical network in [GrClICOCN02] with an extension to support dual span failure 

survivability proposed in [ClGrPNET03]. While capacity is managed on a per-channel 

basis in span-restorable mesh networks, it can only be physically built and provisioned in 

standard multi-channel sized fiber modules. Typical module data rates may range from 

OC-3 at approximately 51 Mbit/s to OC-768 at 40 Gbit/s. There is also an economy-of- 

scale effect because an OC-48 module provides four times the capacity as compared to an 

OC-12 module but at only twice the cost. These effects are studied in 

[DoGrCCECE99][DoGrJSAC00]. Meta-mesh techniques that allow for efficient span 

restoration in very sparse networks are studied in [DoGrDRCNOl] and [GrDoJSAC02], 

A more detailed discussion about span restoration is found in [Grov03],
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2.9.2. Path Restorable Mesh Networks

Path restoration [IrMaTON98][XiMaTON99][IrGrDRCM98] spreads the backup 

routing problem over the whole network by considering an end-to-end reroute of each 

affected working demand. Using an approach from [Grov03], we explain path restoration 

by pointing out the differences between span and path restoration using Figure 2-9. 

Figure 2-9 (a) shows a single working demand routed on a typical mesh network using an 

arrow tipped line. Figure 2-9(b) and (c) show the span and path restoration reactions to a 

specific span failure. In Figure 2-9(b), the end-nodes of the failed span use span 

restoration to find alternate routes between themselves, shown by the dotted arrow tipped 

lines. Prior capacity planning guarantees that sufficient capacity will exist in the overall 

network so that the failure will be restorable (more precisely, the max flowv between the 

end-nodes of the failed span in the reduced network is guaranteed to be at least equal to 

the number of affected working channels of that span) but there are generally no 

guarantees as to the precise backup routes chosen. In contrast, in path restoration shown 

in Figure 2-9(c), the end-nodes of the failed demand find a backup route between 

themselves. The capacity planning now ensures that there exists sufficient capacity in the 

network such that the multiple demands that fail simultaneously, because of one span 

failure, can be restored simultaneously. More precisely the problem model is called 

multi-commodity max flow, where the design process guarantees that the max flow 

between the end nodes of a failed demand in the reduced network will be at least equal to 

the number of affected working demands in each demand bundle, while simultaneously 

considering the restoration of all other failed demands. Pre-planned versions of both span 

and path restoration can guarantee the exact backup routes for a failure, but pre-planned 

path restoration is generally more amenable to end-user control as the entire backup route 

end-to-end is identified, prior to any failure. Indeed, it is only pre-planned restoration that 

has been used in any practical optical layer restoration mechanism. In contrast, in pre­

planned span restoration one has to specify a different set of backup routes for every span 

failure that may affect a working path. Figure 2-9(c) also illustrates a concept in path 

restoration called “stub-release.” In a path-restorable network it is possible to release the 

surviving upstream and downstream portions of a failed working path and make the freed 

capacity available to the dynamic path restoration process. Stub release is the main sense
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in which dynamic path restoration provides a failure-specific response. For each failure 

scenario there is a different envelope of stub-release capacity to be exploited. The 

question of stub release does not arise with span restoration because the reconfiguration 

that occurs is around the failed span itself. In other words, span restoration is simply a 

special case of path restoration with a full re-use of the stub released capacity leading up 

to and away from the failure as part of the end-to-end backup path. In Figure 2-9(c) we 

can see that the working and backup route for the demand shown in Figure 2-9(a) share a 

span in common at the start. The working capacity stub that was initially used in the 

working path for the failed demand is now re-used in the protection path of the same 

demand. Thus, the failure-specific stub-release action and the spreading out of the 

restoration routing in the network makes path restoration highly capacity-efficient. Some 

test networks can be contrived to do path restoration with almost no real spare capacity 

provided the working paths are allowed to be as long as possible.

A more in-depth review of path and span restoration and references to other 

recent literature on mesh network design can be found in [Grov03].

Q

Span (Example) Path (Example)

Figure 2-9. Comparison of Span and Path restoration. (Adapted from [Grov03])

2.10. /^-Cycles

p-Cycles are a recently proposed transport network survivability scheme 

[StGrTONOO]StGrJSACOO][GrStICC98][GrStDRCNOO]. In /?-cycle protected networks, 

the spare capacity is formed into cyclic pre-connected closed paths. Unlike rings, 

working paths are routed independently and usually along the shortest route on the 

network graph. /7-Cycles are formed prior to any failure and real-time switching actions
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required for re-routing affected traffic are completely pre-planned and essentially similar 

to the BLSR rings reviewed in 2.8.2. Despite the fact that both rings and /7-cycles use 

cyclic protection structures, /7-cycles unlike rings, protect both on-cycle and straddling 

spans against failure. Figure 2-10 illustrates /7-cycles protecting against on-cycle and 

straddling span failures. In Figure 2-10(a), a span on the cycle fails (denoted by the 

marked dotted line) and the surviving arc of the cycle shown using the thick irregular line 

is used to provide a protection path shown by the solid arrow tipped line. This switching 

action is functionally similar to the loop-back reaction in a BLSR ring. In Figure 2-10(b) 

the same /7-cycle is accessed to support protection of a failed span that straddles the cycle.

loopback

loopback

Figure 2-10./>-Cycle showing (a) On-cycle span failure and (b) Straddling span failure. (Adapted
from [Grov03])

Straddling spans make an improvement in the failure protection provided by the 

available spare capacity. If a cycle is used as a BLSR, then each unit of protection 

capacity on the ring itself protects the same amount of working capacity, i.e. the BLSR 

ring needs to be at least 100% redundant. New ground is covered when the same cycle of 

spare capacity is used to protect spans that straddle the cycle -  or in other words have 

both end-nodes on the cycle. For no investment of spare capacity on the straddling span 

itself, it is fully protected. Also seen in Figure 2-10(b), straddling spans have what is 

called a 2  for 1 benefit -  i.e. for every unit of spare capacity on the cycle, two units of 

working capacity are protected on the straddling span. The resulting impact on spare 

capacity requirements is dramatic. In some networks, /7-cycles can be built by 

construction that achieve the l/(d-l) topological lower bound on capacity redundancy in a 

mesh network. /7-Cycles can be either cross-connect based or based on ADM-like nodal

39

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



devices. In the OXC based approach, /7-cycles are formed from individual spare 

wavelength channels, and this offers the greatest flexibility in configuring and operating 

/ 7-cycles. In the ADM-based network, /7-cycles offer the same ring-like pay as you go 

approach to network operation. In any case, /7-cycles do not force the working routing to 

be ring-like and therefore yield capacity savings that are greater than just because of 

straddling span protection. Working routes can either be routed along the single shortest 

facility route or routed jointly with the placement of /7-cycles.

To date the main relevant advances (to /7-cycles) in the field are:

i) Development of an ADM-like nodal device for /7-cycle networking: This 

extended the option to implement /7-cycle based span-protection without being 

cross-connect based, via a “capacity slice” nodal equipment architecture with 

most of the desirable cost and “pay as you grow” characteristics of BLSRs. We 

will review this in detail in Chapter 5 when we discuss ring-mining to /7-cycles. 

(References: [StGrTONOO] [GrStDRCNOO] [KoGrNFOEC03]) (Patents: 

[StGrUS02a] [GrStUS02] [GrStCAN99])

ii) IP-layer link-protecting /7-cycles and node encircling /7-cycles: Application 

of / 7-cycles to IP packet layer applications for link protection and concept of 

node-encircling /7-cycles (NEPCs) to provide a means for network protection 

against node failure. (References: [StGrJSACOO] [DoGrNFOEC03] 

[KaReDRCN03] [GrDoLEOS02]) (Patents: [GrDoUS03] [GrDoCAN03])

iii) Path-segment protecting /7-cycles: This work, also loosely called “flow p- 

cycles” was the first extension of the /7-cycles concept towards path-orientation. 

It significantly extends the ability of the scheme to include node-failure 

protection (without relying on separate NEPCs [DoGeDRCN05]) and it also 

gives a significant further increase in spare capacity efficiency over regular p- 

cycles. The main complexity of this advance is the use of path segments to deal 

with the mutual capacity problem1". As a result, the solution that flow /7-cycles 

offer is neither failure-independent nor end-to-end path-protected. Flow p- 

cycles are reviewed in detail in the following section. (References: 

[ShGrICC03] [ShGrJSAC03], Patents: [ShGrCAN03] [GrShUS03])
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iv) /7-Cycle Based Protected Working Capacity Envelope (PWCE) Concept:

This most recent advance is concerned with using /7-cycles under the “envelope” 

concept to support rapid, simplified, and automated provisioning of dynamically 

arriving and departing demand requests for protected service paths through a 

network. It is a bit out of scope at this point to go into PWCE in-depth, but we 

will come back to this in a later section where we talk about future research 

ideas. (References: [ShGrKLUWER04] [ShGrAPOC04])

We refer the reader to a website http://netsys.edm.trlabs.ca/p-cycles for a current 

list of (and cached files for) all known /7-cycle literature and information. In the following 

subsection we present a detailed review of some specific topics in /7-cycle network design 

that are essential background to understand the work in this thesis.

2.10.1. Flow /7-Cycles (Adapted From [GrShUSPT] and [ShGrICC03])

The main references for this work are [ShGrICC03] [ShGrJSAC03], from which 

this section is adapted. These papers explain that (paraphrasing):

“It was natural, even at the time o f  the first work on span- 

protecting p-cycles, to ask i f  there was a path protection equivalent to 

basic span-protecting p-cycles. As simple as basic p-cycles are the latter 

question turned out to be difficult to address. Ultimately the difficulty is 

how to handle the aspect o f  "mutual capacityvl" contention which is 

intrinsic to any path-oriented or multi-commodity flow  type o f recovery 

scheme in formulating the design model under a paradigm o f cyclic 

spare capacity structures. The corresponding operational complexity in 

trying to coordinate which paths can access which p-cycles, fo r  which 

failures, were also beyond reach at the time. ”

In flow /7-cycles, mutual capacity problems are partly overcome by allowing the 

requirement of end-to-end path protection to be relaxed to become protection for arbitrary 

path segments. The concept improves on the spare capacity efficiency of regular / 7-cycles 

but even when writing the work up, the authors included recognition that the operational 

aspects were quite complicated, failure-specificity remained, and the simplicity of strict
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end to end switch-over to a predefined backup path was not achieved. The concept of 

flow /^-cycles is described with the aid of Figure 2-11 (also adapted from [ShGrJSAC03] 

with some discussion adapted from [KoGrJLT]). Figure 2-11(a) shows a span protecting 

p-cycle that in (b) is viewed as a flow-protecting /7-cycle. In Figure 2-11(a) the spans (0,

2), (2, 3), (3, 5), (5, 6 ), (6 , 8 ), and (8 , 0) are on-cycle spans of the regular /7-cycle shown. 

The span (0, 5) is not on the cycle, but its two end nodes are, making it a straddling span. 

Note, however, that spans (6-7) and (7-2), and several others are “close to” being 

straddling spans but cannot actually be span-protected by the cycle shown. However, an 

individual service path that crosses both spans (6-7) and (7-2) as in Figure 2-11(b) can be 

considered to straddle the cycle shown when taking a path-level view of only the one 

demand that flows all the way across the / 7-cycle. Specifically the path segment (6-7-2) 

can be considered as a straddler to the cycle shown, between the nodes 6  and 7 as long as 

the total working flow remains contiguous over this segment. These basic observations 

lead to the concept of flow- (or segment-) protecting /7-cycles.

Flow /7-cycle designs can access more opportunities for spare-capacity-sharing 

than the span /7-cycle method and have an additional advantage of node failure recovery. 

Any flow segment that intersects a flow /7-cycle can be protected, not simply spans 

directly on, or straddling the cycle.

( Straddling flow )
(b)

( On-cycle si

( Straddling span

(a)

Figure 2-11. Examples of (a) a span protecting/>-cycle and (b) the same cycle viewed as a flow- 
protecting p-cycle. (Adapted from [ShGrJSAC03])

For example, if spans (2, 7) and (6 , 7) in Figure 2-11(a) incur failures, they cannot 

be restored by a span-protecting / 7-cycle. But, under the flow /7-cycle shown in (b), the
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contiguous flows that traverse spans (2, 7) and (6 , 7) can be restored by the cycle. Also, 

flow p-cycles can recover transit traffic demands due to the loss of an intermediate node 

on a flow. A failure of intermediate node 7 can break the flows between node pairs (1, 

10) and (4, 9). The span-protectingp-cycle in Figure 2-11(a) cannot restore these affected 

transit flows. However, under the flow p-cycle shown in Figure 2-11(b), the flows that 

transit node 7 can be recovered by the cycle. Note that any demands being added or 

dropped at node 7 cannot be handled by the same flow p-cycle. The flow must be 

unchanged in its composition between the nodes where it intersects the flowp-cycle.

Given a cycle that is a candidate to be a flow p-cycle in a network design, the 

relation of any given path to the cycle can be either intersecting or non-intersecting. Only 

intersecting paths are relevant to the consideration of each candidate cycle. A path 

intersects a cycle if the two have at least two common nodes (which may include the 

source and destination nodes of the path). These are called intersection nodes. For 

example, the paths between nodes (4, 9) and (1, 10) in Figure 2-11(b) both intersect the 

cycle shown and are relevant to the consideration of that cycle as a possible flow p-cycle. 

By inspection, that cycle would provide straddling-type protection to the two segments 

(6-7-2) and (0-7-6) and on-cycle protection to an example flow such as (6-5-3) should it 

exist. More generally, a path can intersect a cycle in a variety of more complex ways, 

involving more than two intersecting nodes.

The various types of intersections between flow segments and prospective p- 

cycles have to be determined for flow p-cycle design. Figure 2-12(a) (also adapted from 

[ShGrJSAC03]) displays the simplest scenario, where the cycle and the relevant flow 

segment intersect at two nodes and the flow does not share any other spans or nodes with 

the cycle. The rest of Figure 2-12 shows other and more general intersecting flow 

relationships, which can be arbitrarily complex, such as Figure 2-12(e). Thus, in flow p- 

cycles a pre-processing program is used to identify all the protection relationships 

between candidate cycles and the corresponding flow segments.
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Figure 2-12. Various flow-to-cycle relationships that complicate flow p-cycles. (Adapted from
[ShGrJSAC03])

The main new operational considerations in flow p-cycles (that are not needed 

with span p-cycles) are the need to locate and transmit information in real time and the 

need for a mechanism by which the flow p-cycles are employed in a failure-specific way 

also in real time. In flow p-cycles it is assumed that at the time a p-cycle j  is established 

through a node x, a list of the corresponding protected flow segments that intersect the 

cycle at that node is recorded in association with the p-cycle. The Signal_ID of the 

working path of which the p-cycle protects a segment is also recorded at the node for 

each span failure on the flow segment. In effect, this data sets up matching conditions for 

node x to know locally which working signals (if any) it should switch into p-cycle j ,  

depending on which span fails on any of the flow segments passing through it. Upon 

failure, node x is either adjacent to the failure, in which case it sees LoS (Loss of Signal), 

or the AIS (Alarm Inhibit Signal) is inserted downstream by the two nodes adjacent to the 

failure. All working signals bear a unique signal_ID in their overheads and, any time a 

node inserts AIS, it appends the ID of the incident span that has failed. Thus, the failure 

indication data {AIS, Signal_ID=Z, span_ID=k} passes through all nodes on the failed 

path. But only node x will have been "pre-wired" with the matching conditions to 

associate Signal_ID=Z with locally accessible p-cycle j  if an indication of its failure 

arrives, arising from span k. Thus a logical matching rule can be applied at any node 

seeing an AIS indication to quickly determine if it has a custodial responsibility to do 

protection switching for the failed signal.

We describe flow p-cycle operation using Figure 2-13. Figure 2-13(a) illustrates a 

typical set of demands of which we use two - CF routed C-A-O-N-F and AB routed over 

A-O-M-X-Y-D-B to show flow p-cycle operation. The three flow p-cycles 1) A-O-N-X-
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G-E-C-A, 2) A-M-E-G-D-Y-F-N-O-A and 3) F-D-B-H-F are illustrated using the thin 

differently shaded curved lines in Figure 2-13(a). Figure 2-13(b) then shows a specific 

span failure on span ON. Of the two demands considered -  CF and AB, only demand CF 

is affected as it is routed C-A-O-N-F. We can see that the flow p-cycle #2 provides a 

protection path for segment C-A-O-N of demand between CF and the backup route of 

demand CF in the event of failure on span ON is C-A-M-E-G-D-Y-F. Figure 2-13(c) and 

(d) then show a different span failure on span AO. This time both demands CF and AB 

(routed A-O-M-X-Y-D-B) are affected simultaneously. In this scenario, flow p-cycles #1 

and #2 are involved. Flow p-cycle #2 in Figure 2-13(c) provides a backup route to 

segment A-O-M-X-Y-D of demand A-B and the new route for the demand is A-M-E-G- 

D-B. Similarly flow p-cycle #1 provides a protection route to failed segment C-A-O-N of 

demand CF and the new route is C-E-G-X-N-F. But both these routes are only valid in 

the event that span AO fails. While these pre-armed segment protection reactions can be 

pre-coded in the network, it requires failure detection at each node for correct activation 

of the flow-protecting p-cycles in a failure-specific way. Since the switching reactions are 

failure-dependent, fairly complex pre-planning information must be established and 

maintained at each node for each flow p-cycle going through it, so that each p-cycle 

knows which failed path segments it has custodial responsibility for, depending on each 

possible span failure. We can see now that flow p-cycles are failure-specific and do not 

protect end-to-end paths.
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Figure 2-13. Flow-p-cycle operation (a) Typical set of flow-p-cycles, (b) Protection of segment A-O-N- 
F on failure of span ON, (c) Protection of segment A-O-M-X-Y-D for the failure of AO and (d) 

Protection of segment C-A-O-N for failure of span AO. (Adapted from [GrKoUSPT])

2.11. Shared Backup Path Protection (SBPP)

SBPP is a pre-planned path restoration scheme standardized by the IETF 

[KiKoIETFOl] for use under Intemet-style signaling protocols for protection of light- 

paths in optical networks. SBPP is also similar to the ATM Virtual Path concept 

discussed in [GrZhDRCN98], Under SBPP one backup route is predefined for each 

working path and no matter what fails on the working path, restoration is via a path 

assembled on-demand over this one predetermined backup route. Conceptually, SBPP is 

like 1+1 APS DP where two fully disjoint routes, a working and a backup are established 

for each signal but for efficiency in the use of spare capacity, we can share spare channels 

over the backup routes for different working paths. For this reason SBPP is also 

sometimes described as 1:1 APS with “backup multiplexing.” The working paths are
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usually called “primary” paths. Usually, one or more backup routes are possible between 

the same end-nodes of the primary path, and may be allowed as eligible routes to the 

design process, but only one is chosen for the final design. To be eligible as a backup 

route, it has to have no nodes or spans in common with the route of the primary path 

itself and no spans or nodes in common with any other primary path whose backup route 

has any spans in common with the route being considered. Together these considerations 

ensure that when a primary path fails (under any single failure scenario) no span or node 

along its backup route is simultaneously affected. This means it will be possible to 

assemble a backup path along that route if sufficient spare channels have been pre­

planned. Figure 2-14 illustrates the concept of spare capacity sharing on predefined 

backup routes under SBPP.

Figure 2-14(b) shows a set of four mutually disjoint working routes between node 

pairs A-C, E-G, L-G, L-H. Figure 2-14(c) shows possible routes of the disjoint protection 

paths for the four primaries (working paths). For example, demand A-C follows the 

working route A-B-C for which the corresponding protection route is along A-D-O-G-C. 

Since these working routes are all mutually disjoint, spare capacity can be shared on their 

backup routes. For example, the A-D-O-G-C and E-D-O-G share the D-O-G segment and 

therefore as shown in Figure 2-14(d) we require only one channel of spare capacity on D- 

O-G per working channel on working routes A-B-C and E-P-G. The grey shaded areas in 

Figure 2-14(d) indicate the three spans, DO, OG and NO where sharing is possible. Of 

these OG achieves maximal sharing with four separate working routes sharing a single 

unit of spare capacity (per unit working capacity) along the backup route. Note that, in 

Figure 2-14, it is individual spare channels that SBPP is organized to share and that it is 

not possible to have these channels cross-connected in advance of failure because it is not 

known which of the specific backup paths in Figure 2-14(c) might be needed until the 

failure actually occurs. Ultimately, it is because SBPP sharing is structured on a per- 

channel basis over groups of mutually disjoint primaries, that SBPP requires cross- 

connection in real time to form actual restoration paths.

Optimization models for SBPP design are available in [DoClONM03] and are 

developed in more depth in [Grov03]. More often, however, heuristic methods are used 

for SBPP network design such as in [OuICCOO] and [XiXuJLWT03], The emphasis on
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heuristics for SBPP is partly because of the difficulty of solving the optimal SBPP design 

model even when the complete set of demands is given at once. Heuristics are also better 

suited for incremental survivable routing, which is a strong practical orientation for the 

SBPP approach. “Incremental” in this context refers to the problem of routing new 

demands individually as they arrive and arranging the shared-capacity backup path for 

each arrival in the context of all other already present demands and backup paths. 

Variations on this type of heuristic can either assume given capacities or try to perform 

survivable routing so as to minimize blocking. Alternatively each of a set of demands can 

be treated in sequence while attempting to route each one so that the least additional new 

capacity has to be added with the ultimate aim of approximating an optimal solution for 

collective routing and minimum total spare capacity placement problem.

The key ideas for routing under SBPP are that one tries to route the working path 

over the shortest or least cost path over the graph while also considering the possible 

backup routes (disjoint from the chosen working path) and their potential for sharing of 

spare capacity. On an incremental arrival basis, the optimal incremental SBPP setup is 

one where the sum of capacity used for the working path plus new spare channels (that 

have to he provided to allow for the required backup path) is minimal. It is because the
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Figure 2-14. Shared Backup Path Protection illustration showing a set of four working routes that 
can share spare capacity (Adapted from [KoGrJLT])

48

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



backup route is folly disjoint from the route of the corresponding primary path that the 

switching action is “Failure-Independent.” (As compared to dynamic path restoration that 

is failure-specific as described in section 2.9.2.) When anything goes wrong on a primary 

path, its end-nodes switch over to the predefined backup route. It doesn’t matter what 

failure occurred or where it occurred along the path or whether it was a span or node 

failure. The existence of a failure is always immediately observable at the end-nodes and 

the activation and switch-over to a path on the one pre-planned backup route always 

follows. Under this scheme it is also possible for the users to know ahead of time exactly 

where their service will be rerouted in a failure. An especially important advantage of this 

is that fault location is not necessary in real time to determine the restoration response. 

Fault detection still happens in real-time, at the end-nodes, but the action to take does not 

depend on localization of the actual failure”1. This property is called “failure 

independence” and its main advantage is in transparent or translucent optical networks 

where fault location is slow or difficult. On the other hand, SBPP has some serious 

drawbacks. One of these is the need to have a coherent network state database at all times 

as discussed in [ShGrKLUWER04] and [ShGrAPOC04], Each node needs to know the 

global capacity, topology, and backup-sharing relationships to support dynamic 

provisioning with SBPP. The control plane also needs a significant amount of capacity 

because every time a working path is provisioned or removed, or a failure occurs, the 

changes in the network state have to be flooded to every single node in real-time. This 

repeated every time a path arrives or departs itself results in a non-trivial amount of 

control data. There is also the issue of event horizon as path arrival and resource 

reservation events require a small but non-zero time interval to propagate in a reasonably 

sized network. In addition, SBPP depends on real-time assembly of an actual backup 

path, which implies signaling and length dependence of the restoration time™1. Such 

dynamic assembly of backup paths is avoided by the PXT scheme reviewed in the 

following section.

2.12. Pre-Cross-Connected Trails (PXTs)

PXTs are a recent proposal in [ChChTON04] with a similar concept developed in 

parallel in [KiLu04] that considers pre-connection of the protection path. PXTs are
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relevant because they use a path-oriented approach to pre-connected optical network 

protection. We illustrate the PXT concept using Figure 2-15 where we present a PXT 

solution for the same set of four working demands as shown in Figure 2-14(b). In Figure 

2-14(d) one can easily see that at nodes D, O, N and G, there is no way to predict the post 

failure cross-connections that may be required, prior to an actual failure. In other words 

in the solution in Figure 2-14(d) one cannot know, for example, whether the single spare 

channel on span OG must be pre-connected to the corresponding spare channel on spans 

DO or NO at node O (and correspondingly to GH or GC on the other node G). Such 

nodes O and G in an SBPP solution that preclude pre-connection are defined in 

[ChChTON04] as branch points. The heuristic design algorithm in [ChChTON04] then 

seeks to specifically avoid such branching points by using three simple rules:

1) Working route is placed along single shortest route

2) Protection capacity is placed along the single shortest disjoint route and 

can be shared across mutually disjoint primaries.

3) Only contiguous pre-connected segments of spare capacity can be re-used 

and they must be used end-to-end. (no-branch-point condition)

To ensure the no-branch-point condition, the design algorithm in [ChChTOMM] 

includes a requirement that in step 2 , an existing protection path is used completely (end- 

to-end) or not at all. This way, the final protection structure or PXT that is formed will 

consist of end to end chains of protection paths and because of this, there are no 

branching points created. In Figure 2-15(b) therefore we see the two PXTs that are part of 

the final solution. PXT A-E-D-O-G-C is used for the protection of the working demand 

A-C routed over A-B-C. PXT L-E-D-O-G-H is used for the protection of demands E-G. 

L-G and L-H. Note, in Figure 2-15(b) that there are no dotted lines as shown in Figure

2-14(d). This means that there are no branch points in the solution. At nodes E and G, 

(and along intermediate nodes) there is no ambiguity, prior to failure, about the pre­

connections to be made. Prior to failure, the two structures, A-E-D-O-G-C and L-E-D-O- 

G-H are fully cross-connected and in a ready-working state. But this pre-connection in 

PXTs comes at a price. PXTs can only ever approach SBPP capacity efficiency 

asymptotically (this is because every PXT solution is also a SBPP solution, while only a
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few SBPP solutions are PXT solutions). But the decrease in capacity efficiency may be 

considered a valid trade-off against all the advantages gained by path pre-connection in 

optical networks.

M K . H M K H
i   . ■" i

j j

Figure 2-15. (a) PXT backup routes for working routes shown in Figure 2-14(b) and (b) 
Corresponding Pre-cross-connected Trails. (Adapted from [GrKoUSPT])

Given our interest in path-oriented pre-connection, we re-implemented the design 

heuristic in [ChChTON04] (along with a colleague Aden Grue) and found that despite 

our best efforts, the best network design solutions we could obtain were nearly 1 0 0 % 

redundant and clearly not matching the numbers reported in [ChChTON04] for their own 

test networks. On further examination, we can see that [ChChTON04] inexplicably 

counters simple logic by reporting a PXT design that is more capacity-efficient than the 

corresponding SBPP design. The resultant PXTs from the heuristic design, are complex, 

long and convoluted trails that had many loops (not cycles because the looping segments 

are not connected at the looping nodes) and seem very complex to build. An optimal 

design was initially considered, but given that for a PXT-based design, one must consider 

as input to an optimal solver, the set of all possible pre-connection structures as input to 

an optimal solver, the design model quickly becomes unsolvable for all but the smallest 

of networks.

2.13. Demand-Wise Shared Protection

Demand-wise shared protection (DSP) is a new concept introduced by Koster et 

al. in [KoZyJNSM05] and [KoDRCN03] and also in a tech report [KoZyTech04], In 

DSP, spare capacity is shared by the different light-paths belonging to the same demand- 

bundle. Each demand therefore has dedicated spare capacity. DSP combines both
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dedicated and spare protection. Initially the various light-paths that belong to a single 

demand-bundle (i.e. between the same pair of nodes in the network) are routed along 

spatially diverse routes. This operation, called diversification [ZyKoONDM03], 

distributes the working routing of the demand such that maximum connectivity between 

the two nodes is exploited. Each working route carries an integral number of light-paths, 

as sub-light-path quantities cannot be switched in a WDM context. This diversification is 

simply to limit the maximum outage for each demand, in the event of a failure. The 

innovation in DSP is to apply the diversification jointly to the routing of working and 

backup paths. In the most general form, the demand bundle between any two end-nodes 

is split over multiple mutually disjoint routes. End-to-end allocation of protection paths is 

also done simultaneously using maximum disjointness. Backup paths assigned to protect 

one working route may be co-routed with the other working routes, or separate. For 

instance, if three mutually disjoint routes exist between nodes A and B, and the total 

demand-bundle between A and B is 11 light-paths, then the best solution is to assign w, = 

{0,6,5} working paths, respectively, and s, = {6,0,0}, /=1,2,3 spare paths. In this 

example, the path-wise logical redundancy would be 6/(11) = 54%. The true ratio of total 

capacity used above that required simply for shortest path routing of demands (the 

“standard redundancy”)ix would be higher than this, because in general, the disjoint paths 

are not shortest paths. The overall capacity efficiency is thus limited by the fact that sets 

of mutually disjoint routes tend necessarily to include routes that are much longer than 

the shortest route and by the fact that the minimum edge-cut between most node pairs in 

typical transport networks is only two or three. Between any two nodes with a min-cut of 

2 edges, 100% is the best redundancy achievable. With a min-cut of three, it is logically 

50%, but total capacity cost will not reflect this full benefit because of the excess routing 

lengths of the three disjoint routes involved. Ultimately these effects result in there being 

only 2.6% and 8.7% capacity cost reduction relative to 1+1 APS in the test case results 

for protection of all demands in [KoDRCN03], Therefore, while the “demand-wise” 

shared protection scheme has some desired properties, it does not have the 

characteristically high-capacity efficiency that characterizes a mesh solution.51
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2.14. Shared Risk Link Groups (SRLG) and Dual Failures

In the current context, we define three main types of failures. The first and most 

common kind is the single span failure. The second is the node-failure caused where 

some portion of the equipment at the node, or the complete node itself fails. A node 

failure is logically equivalent to the failure of all spans connected to it. Statistics indicate 

that typical LHNs experience more than one cable cut or span failure per day, and MANs 

correspondingly experience one every four days [FCC2][FCC3][FCC4][FCC1], A node 

failure event is far less frequent but has more disastrous consequences. The third type of 

failure considered is a dual span failurexi. Typically the term “100% restorable” or the 

notation “Rl=100” is used to imply that all the services in the network will survive a 

single span failure. But in such networks a dual failure can cause an outage. Dual failures 

can arise from a variety of reasons. In very dense or large networks standard failure 

statistics imply that there are bound to be a few dual failure events per year. Another 

cause for dual failure is a Shared Risk Link Group (SRLG) effect which is caused by 

unforeseen loss of route diversity between the primary and the backup path. SRLG 

failures occur when two spans that are different in the network are routed across some 

common physical facility. Some examples are when logically diverse fiber cables are 

routed through common ducts or pass through the same bridge in a remote area. It may be 

that the spans are diversely routed for all but the few feet through the bridge or duct. A 

service that uses one of the spans on the working route and the other span on the backup 

route will inevitably experience an outage when an essentially single failure event, such 

as a bridge collapse, or duct failure causes both the primary and backup routes to 

collapse. Statistical data about SRLG occurrences is not easily available but studies have 

been done on the effects of SRLGs on mesh network design [DoGrOPTICOMM02] 

[ToRaICCN04], with a corresponding recent extension to ̂ -cycles in [LiLiDRCN05],

2.15. Protection vs. Restoration vs. Pre-Planning vs. Pre-Connection

System layer schemes, such as rings and APS, are inherently all protection 

mechanisms. Mesh restoration and /^-cycles are generally classed as restoration
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mechanisms. In this section, we discuss and clarify the terms protection, restoration, pre­

planning and pre-connection.

The term protection was originally used to describe the 1+1 APS system where 

the backup path and switching actions are completely pre-defined and in a pre-tested, 

ready-to-use state. The working traffic in an APS system is therefore said to be protected 

traffic. UPSRs and BLSRs both protect working traffic in a similar manner. In a 

restorable network, the main difference is that the backup paths required to restore 

affected traffic may have to be found and cross-connected in real-time, after the failure. 

Thus to characterize the difference, in a pure protection scheme, the backup paths are 

completely cross-connected and tested and ready to bear traffic while in a pure 

restoration scheme, the backup paths are simply formed, dynamically, out of the available 

pool of spare channels. /(-Cycles are an example of a logical layer protection scheme 

while span restorable mesh networks are a logical layer restoration scheme. As an 

intermediate option, the backup paths and the required cross-connections to establish 

those backup paths for each possible span failure may be computed prior to failure and 

stored at the respective nodes. When the failure is detected, each node simply implements 

the specific cross-connection pre-plan it has, for the particular failure ID. This is called 

pre-planned restoration. SBPP is an example of a pre-planned path restoration scheme. If 

this pre-planning information is computed locally by a distributed restoration algorithm, 

then the mechanism is called distributed pre-planning (DPP) [GrMa94], [Grov97], A 

logical layer scheme where the spare channels are pre-cross-connected in such a way that 

only the end-nodes of the failed span or light-path need to do any cross-connection is 

called a pre-connected scheme. /(-Cycles are therefore an example of a fully pre­

connected scheme. All physical layer techniques such as APS and Rings are by definition 

pre-connected.

2.16. Summary

In this Chapter we discussed various transport networking fundamentals. We also 

presented a brief review of physical and logical layer survivability. Mesh and /(-cycle 

based networking was also introduced. In the following Chapter we will briefly review 

some basics such as graph theory, optimization and routing.
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Chapter 3. GENERAL BACKGROUND REVIEW: 
SETS, GRAPHS, OPTIMIZATION

In survivable networking, we use various concepts and techniques borrowed from 

set theory, graph theory and operations research. In this Chapter we present an overview 

of those concepts. The aim of this Chapter is to assist the reader in developing an overall 

understanding of the terminology and techniques used in the rest of this thesis.

3.1. Set Theory and Related Concepts

The most fundamental concept in set theory [Krey] is the concept of a set, which 

is an unordered collection of elements related to each other by their very membership in 

the set. The collection of all members of a set completely specifies the set. Elements of a 

set may also possess some unique property solely by being members of the set. A 

common notation for a set S  which contains elements a and b is S={a,b}. Since sets are by 

default unordered, i.e. it would be equivalent to say S-{b,a}. Membership of an element 

a in a set S is denoted a e S . To denote that an element k  does not belong to set S  the 

notation used is k <£ S . To refer collectively to all elements of a set, the notation used is 

Va g S  where the symbol V means for-each. Another quantifier called the existential 

quantifier is denoted by 3 which means “If Exists” i.e. indicates a test to see if a 

specified object is a member of a given set. Thus, put together, the statement 

Vm,n e S x S \ 3k > m + n,m > n would mean, for any pair of elements m and n that 

belongs to S, for a k that is greater than the sum of m and n, such that m is greater than n.

Typically elements of a set have some defining similarity or property because of 

which they were selected from the population for membership of the set. An example 

could be the set of all real numbers R. Each element of R has the unique property that it is 

a real number. Thus V -1 would not be included in R. Another important distinction 

about sets is that duplication of members is not allowed.

The notation S=M  is used to indicate two sets S  and M  that contain the same 

elements. Otherwise M If Mc= A, then all the elements of M are included in N, or M is 

a subset of N. Correspondingly N  is called the superset of M  To indicate the possibility
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that M  the subset of N  may actually include all the elements in N, the notation used is 

M c.N.

3.1.1. Set Operations

A union of two sets A={1,2,3,4'} and B={1,5,7} is defined as a set of all elements 

that have membership in either A or B. The operation called A u  B ={1,2,3,4,5,7}. The 

set operation called intersection is defined as a set of elements that appear in both sets. 

A c\B  -{!}. A complementary set operation to the intersection, called the symmetric 

difference ( A a B  ) is the set of elements that appear in sets A or B but not in both. A a B  =  

{2,3,4,5,7}. The difference between the two sets denoted by A-B is the set of elements 

that are in set A but not in set B. A-B={2,3,4}. A primordial set is a master set from which 

all elements of a set are derived. For example, the set of real numbers may be considered

as a primordial set for the set of natural numbers. A complement of a set denoted by A is 

a set of all elements in the primordial set that are not in the set A. Cardinality of a set is 

defined as the number of elements in the set and is denoted by | S \ . A null set is one that 

contains no elements. The usual symbols for null sets include {}, 0 ,  |S| = 0.

3.2. Graph Theory

A graph is an abstract mathematical concept used to represent network 

information in transport networking design problems. A graph G = {V, E} is a set that 

contains two sets. The set V = {1, 2, n} is the set of vertices in multi-dimensional 

space and the set E={1,2,3....m} contains a set of edges that join the two vertices in 

multi-dimensional space. Two vertices are adjacent to each other if  they have an edge 

between them. A fully connected graph is one where every vertice is connected directly 

via an edge, to every other vertice in the graph. Two-dimensional graphs can be 

represented on paper using geometric notation by drawing points in the plane of the paper 

to represent the vertices and lines to represent edges. This notation is often used to 

represent two-dimensional transport networks. A typical representation of a transport 

network is shown in Figure 3-1 where the Level 3 North American transport network is 

shown. When using graphs to represent transport networks, it is common use to refer to a
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vertex as a node and an edge as a span. A node, as we recall from 2.2 is the abstract 

representation of the collection of equipment such as OXCs, ADMs and Routers that are 

required to interface with the network. A span or a vertex is the corresponding abstraction 

used to represent a collection of optical fibers, regenerators and optical amplifiers that 

form the point-to-point transmission system.

Node/Vertei

t U M b fN 7*7
/Smm

\  \  Span/Edge
X \  \

Figure 3-1. Graphical representation of the Level3 North Americal LHN. (Adapted from [Level3])

An edge with the same vertex as origin and destination is called a self-loop. A 

graph with at least one self-loop is called a general graph. In transport networks self­

looped spans could be used for testing, optical buffering, inserting delays, etc. Two edges 

that are between the same pair of vertices are parallel. An example of parallel spans 

would be a 1+1 APS system without diverse path routing. Typically modem transport 

networks tend not to have any parallel spans as parallel spans may not provide the 

necessary degree of route diversity to reduce failure susceptibility to acceptable levels. A 

graph with at least one set of parallel edges is called a multigraph with the number of 

parallel edges between a given pair of vertices called its multiplicity.

If in a graph an edge has direction, i.e. for example, if  the graph is representing a 

unidirectional fiber transmission system, then that edge is called a directed edge. Typical
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notation for directed edges is to say edge e = {vl,v3} where {vl,v3} is an ordered pair 

which implies that v l is the origin node of directed edge e and v2 is the termination or 

destination. A graph with directions specified for at least one of the edges is called a 

directed graph or a digraph. By default all transport networks are represented as 

undirected graphs. Even though the fiber systems are themselves directional, there is 

always bidirectional communication between any two nodes connected by a span. If  a 

span physically passes through a node, but does not actually interface with any equipment 

at the node, then such a node is said to have been bypassed. Nodal bypass is a technique 

that provides a low-cost physical route between two nodes in the network that have a 

sufficiently large demand between them but no direct physical facility route. In ring 

networks, any span that does not carry traffic that is added or dropped at a node may be 

“glassed through”, achieving the same effect as nodal bypass.

A graph’s order is the number of vertices in the graph and is denoted by |V|. A 

graph is called a complete graph if it is fully connected, i.e. if  every vertex is adjacent to 

every other vertice. The number of edges incident on a particular vertex is called the 

degree of the vertex. Nodal degree is a very important metric in evaluating the chances of 

survivability of traffic incident or transiting the node. The higher the nodal degree of the 

network the denser or well connected, it is said to be. Vertices with degree equal to one 

are called stub nodes or hanger nodes. One of the fundamental requirements of 

survivability is that there be a possibility of finding a span and node disjoint route for the 

protection route (with respect to the corresponding working route), in event of a single 

span cut. Traffic originating or terminating at a stub node can not receive any 

survivability guarantees as there is no other route except through the single incident span 

which is a single point of failure. LHN type transport networks typically do not have stub 

nodes. MANs may have stub nodes, but usually this is just to carry low priority traffic 

that does not need a survivability guarantee. The average nodal degree of a graph is 

defined as the average degree of the vertices of the network graph. It is easily calculated

-7 2-\E\  as d = —1 1 .
V I
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A graph H  ={Vh, Eh} such that Fh c F  and Eh ci E is called a sub-graph of 

G={V,E}. Two graphs are called isomorphic if  a one-to-one correspondence exists 

between the two graphs. An application of this property is that isomorphic graph 

representations of real-world transport networks are used to disguise the actual physical 

details of a network graph representation so as to hide sensitive information such as 

actual node locations and fiber facility routes. We have therefore used isomorphic graph 

representations of the TELUS Calgary Metro network in Chapter 5. From a transport 

network design point of view, isomorphic graphs are identical to the original graphs as 

long as the numerical information is unchanged. A homeomorphic graph is one where all 

nodes of degree two are removed and replaced with a direct span. Homeomorphic graphs 

are useful when studying very sparse networks that are spread out across a wide 

geographic area. A mesh design technique called meta-mesh uses homeomorphic graph 

representations to efficiently design mesh networks over sparse ring-like topologies.

A graph where no two edges intersect is called planar. Planarity is preserved 

across isomorphic graphs. Simple transport network graphs, as constructed in this thesis, 

are typically planar as fiber cables do not typically cross over one another. Of course, 

fiber cables may still cross over each other at close proximity to the terminating node, but 

that level of detail is abstracted into the node and therefore the general transport network 

graph still usually remains planar. In a very specific case of SRLGs as discussed in 2.14, 

spans may overlap for a certain segment of their route. The overall graph may still be 

planar. A graph with a number associated with every edge is called a weighted graph. The 

number may be used to represent capacity, cost, number of light-paths, number of fiber 

cables, duct size, etc. If the number is a value that represents the capacity of the span, 

then such a graph is called a capacitated graph. The smallest granular unit on a weighted 

edge is referred to as a link end-to-end while the actual capacity unit is called a channel. 

For example, in a SONET transmission system over a 4 wavelength CWDM system, each 

wavelength is a link/channel for the CWDM system while the individual STS-Is are the 

channels for the SONET system. Thus a 4-CWDM, OC-48 point-to-point transmission 

system has 192 STS-1 channels. Given this, we can further define spans as a set that 

constitutes all the working and spare channels that are on a set of transmission systems 

between two end-nodes. Typically all the channels on a span are routed over optical fiber
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cables that pass through the same duct or overhead pole. A cable cut on the span implies 

that all the channels through the multiple cables in a duct are cut. Industry usage of the 

terms span, link, channel, node, etc. is fairly confusing and sometimes link is used to 

refer to what we call a span here, while the word span simply means the maximum un­

regenerated communication system length- i.e. a link is potentially a sequentially 

connected set of spans punctuated by regenerating nodes.

A walk through the graph is defined as an ordered set of edges that are in the 

order they are traversed. The first vertex of the walk is the origin while the last vertex is 

called the destination vertex. A walk where no edges are traversed twice is called a trail. 

A trail that has no loops (i.e. no duplicate vertices) is called a path. Two paths are called 

span disjoint if  they don’t share any edge/span in common. Node-disjointness is when 

two paths don’t share any common node in their routing. Typically in transport 

networking, a path is a contiguous set of cross-connected channels upon which the data is 

transmitted. The actual facilities through with this path traverses is called a route. Thus a 

route is only a way through the transport network, while the path actually includes 

specifications such as the actual channels on the intermediate spans, port numbers, 

switching table entries, etc.

A trail where the origin node and the destination node are the same is called a 

tour. If a tour has no repetitions of spans or nodes, then it is called a cycle. A cycle is 

therefore simply a closed path. In the transport networking context, and for most of the 

work in this thesis, we will refer to both tours and cycles as just cycles. In the context of 

/p-cycles we introduce two new terms. A cycle as defined here is called a simple cycle, 

while a tour that is not a cycle is called a non-simple cycle. Non-simple cycles may be 

used as p-cycles in specific cases if that leads to lower design costs.

A tour that traverses all the edges in a graph is called an Eulerian tour. The 

corresponding cycle is called an Eulerian cycle. If the cycle traverses all the nodes then it 

is called a Hamiltonian cycle. A Hamiltonian cycle is a special structure inp-cycle design 

as for some graphs, it can, by simple construction, achieve the true lower bound of span 

restorable network capacity efficiency. A graph is called a connected graph if there is at 

least one path between every two nodes in the graph. A graph with two span-disjoint
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paths between every pair of vertices is called a two-connected graph. A graph with two 

node-disjoint paths between every pair of vertices is called a bi-connected graph. By 

definition, a graph where every node is greater than degree three, is a bi-connected graph. 

In transport networking, two-connectedness of the network graph is typically a required 

property for network survivability. In other words, a working route that does not have a 

span disjoint protection route in the network can not survive some span failures. Figure

3-2 illustrates the three main types of graphs. Test networks used in this thesis are of type 

(a).

Figure 3-2. (a) a bi-connected and two-connected network, (b) a two-connected network (but not bi-
connected), (c) a connected graph

A graph that is two-connected but not bi-connected usually will have bridge 

nodes. A failure of a bridge-node partitions the network into two separate components 

and hence disconnects the graph. Figure 3-2(b) shows a bridge-node. A stub node is a 

node that has degree equal to one. Figure 3-2(c) shows a network graph with a single stub 

node. Bi-connected graphs are also called closed graphs.

A graph that has no cycles is an acyclic graph. A tree is a connected acyclic 

graph. A forest is a disconnected acyclic graph. Each connected component of a forest is 

a tree. For any connected graph G, an acyclic subgraph i f  that contains all the vertices in 

G is called a spanning tree. A minimum spanning tree is one that has the shortest routes 

between any node pairs. A minimum spanning tree is a useful concept in data networking 

as it can be used to represent a collection of shortest paths between routers. If H  were 

disconnected, it would be a spanning forest.

3.3. Computational Complexity

In the following sections we will discuss Linear Programming (LPs) and Integer 

Linear Programming (ILPs) for transport network design. It is important to be able to
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quantify the relative complexity of these methods as it directly corresponds to the 

computational time and resources required to design networks using these methods. 

Coming up with an exact analytical formula that denotes the complexity of an algorithm 

is usually non-trivial and as an effective surrogate, relative notations are used. If we can 

relate two functions/and g  over the same domain, where g ’s complexity is known, then 

it is just as useful to be able to quantize g  as an upper or lower bound for /  in terms of 

computational complexity. Asymptotic notation and P  and NP classifications are used to 

convey the overall relative complexity of algorithms. In the following sections we briefly 

review these topics. For a detailed theoretical review of complexity we refer the reader to 

[Knuth] [CoLeOl],

3.3.1. Asymptotic Notation

Suppose f(x) and g(x) are two functions defined on the set of Real Numbers R we 

can say f(x) is 0(g(x)) (f(x) is big ‘O’ of g(xj) as x -»  co if and only if, there exist numbers 

m and n such that |f(x)| < m |g(x)| for x > m . In other words -  for large problem sizes, 

the function/may grow no faster than the function g. The function g  in effect defines the 

upper bound on the complexity of function/  If instead |f(x)| > n |g(x)| for x > m then/  

is Q (g) which is read as /  is big omega of g and means that the function g  definitely 

grows faster than /  g therefore defines the lower bound on the complexity of function /  

Two related concepts are that of the little o and little co. I f / i s  o(g), it means that not only 

is g an upper bound for /  in terms of complexity, /  is no borderline case and does not 

remotely approach close to the complexity of g. This implies th a t/is  firmly within 0(g). 

The corresponding omega notation i s / i s  co (g).

3.3.2. P and NP

Asymptotic notation only conveys the worst case run times for an algorithm as 

problem sizes increase, in terms of another polynomial function for which the complete 

run-times are known. Problems for which the polynomial time algorithms exist are called 

Deterministic Polynomial (P). An entire class of problems, called Non Deterministic 

Polynomial (NP) exists and includes P  problems as a subset. For NP problems, a given 

solution can be verified as a valid solution in polynomial time. But there is no polynomial
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time algorithm to test all possible solutions. In other words, a guess can be verified in 

polynomial time, but there is no polynomial time method to verify all possible solutions 

to obtain the best one.

NP-hard problems are those that are at least as hard as any problem in NP. This 

notation can therefore apply to a problem that is not technically NP  but its complexity 

approaches typical NP problems. Most often, this classification is because no polynomial 

solution algorithmic solutions have been devised for the problem. Most optimal network 

design Integer Linear Programming problems (to follow) are NP-hard. NP-complete 

problems are a special type of problem that defines an entire NP or NP-hard problem 

class. A solution to one NP-complete problem would also automatically be the solution 

for all the other problems in its class. A standard example is the problem of graph 

coloring. See [CrVi98] for a comprehensive listing of NP  optimization problems along 

with approximate solution methods. In graph coloring, the objective is to assign a color to 

a graph vertex such that no two adjacent nodes have the same color and the minimum 

number of colors is used. A solution to this problem automatically provides a solution to 

the popular traveling salesman problem that seeks to find a minimum cycle through a 

network graph.

3.4. Route Finding Algorithms and Related Topics

Route finding algorithms are frequently used in transport network design to 

enumerate candidate routes as inputs to the design problem. The most commonly used are 

a family of algorithms categorized as shortest path problems. A comprehensive reference 

for graph algorithms is [Bhan99] with a detailed list of flow-charts in [Lau89], In the 

following sections, we present a quick overview of the various algorithms used.

3.4.1. Shortest Path Dijkstra

Dijkstra’s algorithm [Dijk] finds the shortest paths from a single vertex to all 

other vertices in a weighted, directed graph, where all weights must be non-negative. The 

algorithm begins by initializing any vertex in the graph (say vertex A) with a permanent 

label with the value of ‘O’. All other vertices have a temporary label with a value of ‘O’.
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The algorithm then selects the least cost edge adjacent to the current vertex connecting to 

a vertex with a temporary label (Vertex B for example). Vertex B ’s label is then updated 

to permanent with the value determined by summation of the preceding edge cost with 

the preceding vertex label value. The process is repeated iteratively, and in each iteration 

the temporary node with the least value is marked as permanent. The process stops when 

all nodes have been marked as permanent. At the end of this run, the label value of each 

vertice in the graph is the length of the shortest path from the origin vertex.

3.4.2. Bhandari’s Variations on the Dijkstra Algorithm

Bhandari presents two variations of the generic Dijkstra algorithm. The first, 

called breadth-first-search (BFS), speeds up the algorithm on sparse networks with non­

negative edge weights. In BFS, the algorithm simultaneously scans from all nodes that 

had a label value change in the previous iteration. This fan-out effect therefore quickly 

achieves the same effect in parallel that the original sequential algorithm had. As soon as 

the destination is reached for the first time, a viable route length x is known. All vertices 

with label values higher than x  are discarded. This drastically reduces the size of the 

graph for the next iteration and therefore speeds up the solution. The second variation 

called modified-Dijkstra basically accounts for graphs with directed negative weighted 

edges. In the basic Dijkstra algorithm, once a node is permanently labeled, it is never re­

scanned to see if there is any possible improvement. This is not a problem in undirected 

non-negative edge weighted graphs as there can not be any possibility of an improvement 

of a permanent label value. In modified-Dijkstra, all neighboring nodes of the current 

node are scanned. This includes nodes that have received a permanent label in a previous 

iteration. In effect this minor change can allow this algorithm to find a longer hop, shorter 

length path that uses negative edges along its path. This is particularly important in 

transport networks where certain edges may be allocated negative costs to signify 

operational details such as the cost of leasing, availability of dark fiber, etc.

3.4.3. K-Shortest Paths - All Distinct Routes

Using successive iterations of the basic Dijkstra algorithm, a tree of successive k 

shortest paths (KSP) can also be constructed. The quantity of literature on various KSP
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algorithms is immense, and it is beyond the scope of this thesis to survey this field. 

However, from the point of view of p -cycle and FIPP p-cycle network design, the two 

most important variations are:

A-shortest distinct routes: A set of k  successively shortest routes between a given 

origin and destination, where each route differs from the other route by at least one span.

A-shortest disjoint routes: A set of k  successively shortest routes between a 

given origin and destination, where no two routes share a common span.

Distributing working capacity across multiple span disjoint routes ensures that at 

least one of the routes survives a failure and a percentage of the demand is unaffected. 

This quick review is of particular importance when studying disjoint route sets in FIPP p- 

cycles.

3.4.4. Cycle Finding, Selection and Depth First Search

In j?-cycle design, a standard requirement is to find good candidate cycles in the 

network graph to provide as input to the problem. This section describes a cycle finding 

algorithm that is used to generate these input data sets. Cycles are found by a simple 

depth first search. The search begins at a root node k. The next step is to begin exploring 

to the next unlabelled node that is adjacent to k, (for example m). m receives a temporary 

label that indicates that it is no longer available for enumeration (to prevent loops). This 

process continues until either the root node k  is encountered or size limits are met. If all 

nodes adjacent to a current node are already labeled, then DFS simply retracts to the 

preceding node and proceeds to the next unlabelled node. The entire algorithm continues 

until there are no more unlabelled nodes adjacent to k. Once all adjacent nodes to k  have 

been enumerated, all possible cycles through k  have been enumerated, k  along with all its 

adjacent spans, is now removed from the network graph. The search then proceeds 

arbitrarily to another node and this process continues until there is only one node left in 

the graph. In intermediate steps, if the algorithm retracts all the way to the root node, then 

the last seen edge is removed from the graph, as all possible cycles through that edge 

have been enumerated.

3.4.4.1 The Topological Score (TS) Metric
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A typical transport network may have millions or even billions of possible 

candidate cycles. The question arises then, what is a good figure of merit (FOM) that may 

be used to pare down the input set? The interest in paring down the problem size is 

primarily due to the excessive complexity introduced by large input sets to the optimal 

design problem. One such FOM is called Topological Score (TS) [GrDoLEOS02]. TS is

Where j  denotes the candidate cycle in the complete universe P. xLj is 0 if  the span i can

not be protected by cycle j ; 1 if  span i is on cycle j ;2 if span i is a straddler to cycle j .  TS 

does not take into consideration the total capacity required to build the cycle. The logic 

behind TS is that that a cycle that can gather more protection relationships must be a 

good cycle.

3.4.4.2 The A Priori Efficiency Metric

A downside in using TS is that it always tends to favor big cycles. It can be shown 

that a Hamiltonian cycle has a TS = |N| + 2(|S|-|N|), which is the maximum possible value 

for TS in any network. An alternative metric called the a priori efficiency (AE) was 

proposed in [DoGrLEOS02]. The AE of a cycle j  is defined as:

Where nk . is 1 if  cycle j  is routed over span k  and ck is the total cost of building the part

of the cycle that traverses span k. A cycle with a high AE FOM is one that protects 

capacity more efficiently.

Both TS and AE are purely topological metrics that only indicate the potential

completely on the actual details of the network, such as the amount of working capacity 

on a particular span.

defined as:

(1)

AE( j )  = (2)

efficiency of the cycle. How much of this potential is actually utilized depends
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3.5. Operations Research and Transport Network Design

Operations Research (OR) is the study methods of decision making under 

resource constraints, with the aim of optimizing factors such as cost, reliability, 

performance, etc. In this section we present an overview of the terminology and 

techniques borrowed from OR and used in transport network design. While it is important 

to gain a broad understanding of the tools described in this section, the tool itself is not 

the focus of this thesis. OR is a separate research field in itself that involves (among other 

things) the analysis and improvement of optimal design models. The ultimate aim in this 

section is to gain a user level understanding of OR so that it can be used in the study and 

comparison of various network architectures. Detailed information can be found in 

references [CaOR02][BiKeONM03] and [Winst] with a detailed survey of OR models for 

network design in [Grov03],

When dealing with a decision problem, the first step involves identifying all the 

possible variables for which values need to be obtained. These decisions are usually 

quantitative such as the number of widgets to manufacture or the number of light-path 

channels to build on a span. The second step is to identify the boundaries of the variables 

that help decide what values the variables can take. These boundaries are expressed as a 

set of mathematical statements called constraints. In the last step, one has to specify the 

cost benefit ratio associated with each variable -  such as the total revenue from a lit light- 

path channel or the total cost of building a facility route for a fiber span. The set of 

objective function and constraints is called a data set. Mathematical programming is a 

body of techniques that seek to maximize or minimize the objective function subject to 

the constraints on the decision variables specified in the data set. Mathematical 

programming problems are divided into two broad classes -  Linear Programming (LP) 

and Non-Linear Programming. Non Linear Programs allow constraints that are expressed 

in terms of non-linear polynomial functions. All transport networking problems dealt 

with in this thesis are strictly linear problems or can be simplified into piecewise linear 

problems. Non linear problems are therefore not discussed further.
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3.5.1. Linear Programming

For a LP, the four basic elements are:

❖ The data set

❖ Sets of variables in the problem, together with their Universal Sets.

❖ The set of linear constraints that define the feasible solution space

*1* The linear function to be optimized (maximized or minimized)

We explain LP with an example (adapted from [CaOR02]) of a standard network 

design LP formulation called a transportation problem. Consider the rather simple road 

network in Figure 3-3. Each source and destination, indicated by the empty and filled in 

circles respectively represents grain warehouses. The objective is to ship grain from the 

sources 1,2, and 3 to the destinations 1, 2 and 3 such that the needs of each destination 

are met. The standard LP problem is expressed as:

Parameters:

m: number of origins

n: number of destinations

u\. amount (in truckloads) to be shipped from origin i. (where i is 1, 2 or 3)

vp amount (in truckloads) to be received at destination i. (where i is 1, 2 or 3)

cy: cost of sending a truckload of grain from source i to destination j. (where i,j 

are 1,2 or 3 and i ̂  j)

Variables:

Xif. non-negative number of truckloads to be shipped from origin i to destination j.

Objective Function:

(3)
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Constraints:

Subject to:

3

^ x .  . =u„i e{l,2,3} (4)

(Cannot supply more than what is available at the source.)

I X ;  =Vj , j e  $,2,3} (5)

(Don’t supply more than what the destination needs.)

For the sample data set where m=n=3, u={2,3,4} and v = {5,2,2} the optimal 

solution is when the most grain is shipped at minimum cost, is Z=14, and

But how does one ‘solve’ LPs? In 1947, George Dantzig, a mathematical advisor 

at the Department of Defense in the U.S. developed a solution method called the simplex 

method [Dantzig], that provides a solution to the above problem. A detailed description 

of the simplex method is beyond the current scope, and we refer the reader to 

[Dantzig] [Winst] and [CaOR02], As a quick overview -  the simplex method is a series of 

sequential matrix operations that follow a few simple rules. It is eminently suitable for 

computational implementation and for all the LPs presented in this thesis, we use a 

commercial LP solver called CPLEX™ [CPLEX] developed by ILOG, Inc. We also use 

software called AMPL™ [AMPL] by ILOG that uses a programming language by the 

same name, which enables us to easily convert a basic algebraic expression of an LP 

model to a computer friendly format. More details about AMPL and CPLEX are beyond 

the scope of this review, but for now it suffices to know that these tools exist and the 

network planner only has to gain a general understanding of these tools to effectively 

design optimal capacity transport networks.

2 0 0
X j j  —  1 2 0

2 0 2
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Figure 3-3. Transportation Problem Network Graph (Adapted from [CaOR02])

3.5.2. Integer Linear Programming

An integer linear programming problem (ILP) is an LP where at least one of the 

variables is restricted to be an integer. A mixed integer programming model (MILP/MIP) 

is when there is a mix of integral and real variables. A pure IP is when all variables are 

restricted to be integral. A 1/0 IP is a special kind of LP where at least one of the 

variables is restricted to be integral and only 0 or 1. In AMPL and CPLEX, one simply 

specifies the tag ‘integer’ when declaring a variable to enforce integrality. Typically 

transport network design problems are pure IPs, as variables such as the capacity on a 

span, number of regenerators, total size of a node, demand between nodes, etc. have no 

meaning if they are not integral. In a majority of cases, it is usual to find many 1/0 

decision variables -  such as: “should module x be placed on span y?” Pure 1/0 ILPs are 

extremely hard to solve and all but the smallest problem sizes are computationally 

infeasible to solve to optimality. In such cases, we relax, or disregard the integrality 

constraint on the problem or on some of the variables. This technique is called LP 

relaxation. For mode details on ILPs we refer the reader to [Winst] and [CaOR02], In the 

following section, we briefly explain one ILP solution technique called Branch and 

Bound that is extensively used in solving ILPs developed in this thesis.
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3.5.3. Branch and Bound Heuristic

Branch and bound is a general application of DFS to systematically search and 

pare down the solution space of an ILP. To apply branch and bound, one must be able to 

compute an upper and lower bound on the value of the objective function of the LP 

problem. The problem is then divided into smaller sub problems by sequential LP 

relaxations. The heuristic starts by solving the fully LP relaxed version of the ILP. The 

solution to this ‘root’ problem is the desired lower bound. The upper bound is simply 

calculated by another procedure. If the fully relaxed LP solution is integral, then an 

optimal solution has been foundxn. Otherwise the feasible space is divided into two or 

more subsets. This is done by relaxing all but one of the variables in the problem and 

resolving the LP by forcing integrality on that variable. For example, if variable k is 3.4 

in the root solution, the feasible space is partitioned into two sections by restricting k to 

be less than or equal to 3 in one region and greater than or equal to 4 in the other region. 

The simplex method is applied recursively in these two generated feasible space subsets. 

If the value of the objective function in any of the subsets is more (in case of a 

minimization problem) than the objective function, of the parent node, then that section 

of the tree and hence a chunk of the feasible solution space is cut off. The search 

proceeds until all variables are integer or if some specific exit criteria like run-time or 

MIPGAP are met.

3.5.4. MIPGAP

The MIPGAP is an allowed gap between the fully relaxed LP lower bound 

solution and the best currently found integer-constrained solution as a criteria for 

termination of the ILP run. The fully relaxed solution serves as a lower bound on the best 

possible feasible solution with integral decision quantities. Thus, if an ILP problem 

terminates when running under 1% MIPGAP, it means that the solution found is provably 

within 1% of the true optimum. In some types of network design problem the first 

feasible solution found may be close to optimal, but the fully relaxed LP version of the 

problem produces a very weak lower bound, so the solution is accepted when run time 

limits are reached even though the associated “gap” remaining to the LP lower bound
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may remain as much as 60 to 70%. This means that the solution could be within 1% of 

the optimal, but proving it would require a very long time as it has to exhaust every 

possible alternative. In engineering problems such as network design, it is quite 

acceptable if the problem is terminated prior to 1% MIPGAP if the solution generated is 

good enough for the specific purpose. In our experience, we find that even an 60-70% 

MIPGAP solution obtained to a generic ILP run on CPLEX, is far better than the 

corresponding custom heuristic that may take months of development time and has 

nothing to compare against. In any case, ILPs serve as an excellent precision microscope 

to examine the actual properties of network architectures without clouding the issue with 

other unrelated issues like heuristic performance and efficiency.

3.5.5. Benefits and Limitations of ILP-based Methods

In transport network research there is an emphasis on testing new architectures 

using ILP-based network design methods. Usually the models are MIPs or 1/0 MIPs. 

These formulations enable us to study or compare architectures based on their true 

optimal solutions. This eliminates any debate about the relative efficiency of the design 

process itself. ILPs are like an electron microscope which allows us to look into the true 

details of the network architecture being studied. MIP models can be used to precisely 

define the architecture properties. MIP can often reveal counter intuitive properties of the 

architecture that can lead to further insights into developing a fast heuristic. This is very 

much the case in FIPP p -cycle network design described in Chapter 8. A MIP solution 

even at 50 to 60% MIPGAP is often better than the best heuristic solution, while at the 

same time requiring only a fraction of the development time that a heuristic requires. 

Characterizing a network architecture using an ILP can give the network planner some 

idea about the range of capacity efficiency any heuristic must demonstrate to be useful.

3.5.6. Modularity and Economy of Scale

Capacity can only be installed in modules and not in single units. The capacity of 

the span is actually decided by the capabilities of the interfacing line-cards at the nodes. 

The smallest module, in a SONET network, is typically an OC-3. The next available size 

is an OC-12 and then an OC-48 and finally OC-192. In addition it is also usual to find
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that an OC-48 module costs only about twice as much as an OC-12, while at the same 

time provides four times the capacity. Thus, in the design problems to follow, when we 

make the statement about an experiment: ‘Two module sizes OC-48 and OC-12 are 

considered with a 4x2x economy o f scale”, it means that we allowed the ILP solver to 

choose between adding 12 or 48 units of capacity to a span. In addition, we used the 

pricing model where an OC-48 costs twice what an OC-12 costs but provides four times 

the capacity. Modularity and economy of scale are easily incorporated into ILP-based 

network design and we shall follow with examples in Chapters 5 to 8.

3.6. Summary

In this Chapter we reviewed the basics of graph theory, optimization and routing 

through a network graph. These are essential tools used for the studies in Chapters 5 to 8. 

In the next Chapter, we present a detailed discussion about optical networking. The next 

Chapter is particularly relevant background for Chapter 8 where we discuss FIPP p- 

cycles.
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Chapter 4. OPTICAL NETWORKS AND PRE­
CONNECTION

Optical networks are now the dominant high-capacity transmission system in the 

world. Fiber networks encircle the globe with over-land, underground and under-sea 

cables. When optical systems originated in the lab, they consisted of a laser, a length of 

fiber and a photodiode. Modem optical systems are far more complex and there are a 

large number of passive and active systems that perform complex functions to enable 

error-free signal transmission end-to-end at very high bitrates and distances over a wide 

temperature ranges.

To activate and use a live point-to-point high-capacity optical system, one needs 

specific skills and knowledge about the various components used in such a link. 

Establishing a single optical link is in itself a non-trivial task and is today a largely 

manual process. There are over 20 different impairments in the fiber alone, which have to 

be mastered before any data is actually transferred at the desired rates of 10 to 40 Gb/s 

and at the desired bit error rate (BER).

Ironically this factor has been almost overlooked in much of the academic 

research on optical network design. The tendency is to abstract these real issues in optical 

links to simplify design. In the literature the general assumption is that transmission 

systems with hundreds of WDM wavelengths may dial up end-to-end optical paths by 

sequentially concatenating wavelength channels (without any electrical conversion) on 

the fly to form working or restoration paths. The reality is that with today’s state-of-the- 

art in switched optical networking, it is not realistic to expect that an on-the-fly 

concatenation of arbitrarily selected spare wavelength channels cross-connected between 

different spans at the optical level will result in an end-to-end path with under 10‘15 BER. 

Polarization, dispersion, power levels, amplifier gain transients, and several other noise 

and nonlinear impairment processes must all be carefully engineered for a DWDM carrier 

path to achieve objectives for transmission integrity. We may hope eventually to 

standardize optical wavelength channel design enough, and develop adaptive power level 

schemes and so on, to the point where arbitrary (SONET-like) interconnection of
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wavelength channels into end-to-end paths is possible on demand, but this will remain 

difficult or expensive for some time. Without relying on OEO cross-connects to cross- 

connect the payloads, it remains a difficult problem to arbitrarily connect several optical 

channels directly with assurances of immediate end-to-end transmission quality at 10 

Gb/s to 40 Gb/s in a DWDM environment.

In this Chapter we briefly review the state of the art in optical switching and 

networking. We then present a numerical example of how a single point-to-point lOGbps 

link is designed. The relevance and the main agenda of this entire Chapter is to support 

our contention that on-the-fly cross-connection of optical channels to form protection 

paths is essentially unworkable at present. This aim is not to provide a detailed review of 

optical networking and equipment technologies but just to gain a basic appreciation of the 

technical issues involved. We wrap up with a brief discussion about pre-connection and 

why it is especially important in transparent optical networks. This Chapter is based on a 

review of a few main references: [Maxim] [Keiser] [Palais] [Hecht] and [Feyn02], 

Individual references are not pointed out except in specific cases.

4.1. Optical Transmission System

A DWDM optical link can be divided into the following major sections -  the 

Transmitter, the Optical Multiplexer, the Fiber transmission system, the De-multiplexer 

and finally the Receiver. A standard system diagram (Adapted from [Maxim]) is shown 

in Figure 4-1. In this section we briefly review the main functions of each component in 

this system.

4.1.1. The Transmitter

In Figure 4-1, data is first applied to the DWDM transmitter system. The DWDM 

transmitter system converts each input electrical signal into an optical signal. Currently 

DWDM systems use wavelengths in the 1530-1565nm ‘Z.’ band or the 1570-1620nm ‘C’ 

band. These multiple wavelength signals are then fed into an optical multiplexer (MUX). 

The MUX also called a signal combiner is a passive component that combines all the 

received wavelengths into a single multiplexed DWDM signal. Prior to transmission, the
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signal power of the WDM signal is either boosted using an optical booster or attenuated 

using an attenuation filter.

Dispersion
Com pensated

Fiber

DWDM
TX

DCF
LOOP

OPTICAL
MUX

EDFA-1 EDFA-n

STS-1 Data

DWDM
RX

OPTICAL
DEMUX

STS-1 Data

Figure 4-1. Example of a 10 Gbps point-to-point DWDM link. (Adapted from [Maxim])

Typically signal boosters (optical amplifiers) improve the reachxm of the optical 

signal by compensating for power attenuation as the signal travels long distances. Current 

WDM systems achieve inter-wavelength spacing of about 0.4 nm. This works out to 

about 160 usable wavelengths per mux-demux combination. However, WDM 

transmission equipment capable of 160 wavelengths is extremely expensive, and is not in 

common use. The main difficulty in using these systems is at the receiver end, where 

separating each individual wavelength is more difficult as the inter-wavelength spacing 

decreases. In addition, at the transmitter end, the lasers must have a center-frequency that 

does not drift by even a few nm. In addition, according to our industry colleagues at 

Siemens Optical Networks, demand for such high capacities, such as that provided by a 

160-wavelength DWDM system, does not currently exist.
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Commonly used WDM systems have 4 or 20-wavelength/fiber capacities and 

usually do not have the ability to switch between arbitrary wavelengths. Typically only 

waveband level switching is supported. Currently WDM is limited to the L and C bands 

only, because optical line amplifier products for the 1300nm wavelength band are still not 

easily available.

For the transmitter, two features are extremely important. First the launched 

power should be such that the signal can go for long distances without the need for digital 

regeneration. Second the signal should have an acceptable bit error rate (under 10'15 

BER). At the same time, the signal power should not be so high that the receiver has a 

non-linear response. For this reason, even if the transmitter and receiver line-cards are all 

purchased from the same vendor, the network operator has to carefully add attenuators or 

signal boosters depending on whether those line-cards are used on very short or long 

spans. A transmitter, fiber and receiver combination is a fairly customized triplet. If a 

transmitter is suddenly changed from powering one light-path to another that is shorter or 

longer than the light path it was originally configured for, the power level transients 

could easily overwhelm the receiver, or not be detected at all. In most survivable 

networking research on optical networking, researchers make the incorrect assumption 

that once the backup path is found, it can be cross-connected and Tit’ or activated in the 

same step. In fact, just setting up the transmission section of the end-to-end link requires 

a fair bit of expertise and knowledge.

There are many automatic techniques used to improve transmission. A technique 

that ensures a very low error rate in Optical Receivers called Forward Error Correction 

(FEC). While FEC is not adopted as part of standard SONET, it is implemented in some 

proprietary way in all WDM transmitters. In SONET over WDM systems, the FEC bytes 

are added to the frame overhead. Newer systems such as Digital Wrappers (discussed in 

2.5.2), use standardized out-of-band FEC. In DW, the bitrate of the transmitted signal is 

increased to about 7% more than the serial bitrate of the payload. This overhead is where 

additional information, such as FEC bits, is inserted. An example of an out of band FEC 

algorithm is the Reed Solomon FEC algorithm defined in ITU-T G.975X1V.
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For long haul transmission systems, it is also important that the signal have very 

low jitter. This means that the timing jitter generated by the serializing equipment at the 

transmitter end and the clock-reference signals must be extremely low. To ensure low 

jitter, phase-locked Voltage Controlled Oscillator (VCO) based clocks are used. A 

standard lOGbps DWDM transmitter architecture diagram is shown in Figure 4-2. The 

drive circuit must convert a voltage change electronic signal to a current change signal 

that is better suited to modulating lasers. The FEC encoding is done on the parallel 

electronic data and this is applied to a serializer to convert a low rate parallel signal into a 

high bitrate serial signal. A pulse width corrector, part of the laser drive circuit pre­

distorts the signal based on the characteristics of the optical fiber system that follows the 

transmitter and effectively pre-compensates for some of the inevitable dispersion effects 

(to be reviewed later) that the signal will experience. In addition, at every stage, strict 

temperature controlling equipment is used to keep the laser’s center frequencies stable. 

This is especially important if the transmitter system is a 160-wavelength DWDM system 

with very narrow (0.4nm) inter-wavelength spacing. Typically the network operator will 

define the fiber system characteristics in terms of a well-defined transmit power level. 

This power level is customized precisely to the optical path this transmitter will power. 

This power level is held constant by a feedback circuit, which ensures that the power 

level compensates for factors such as temperature change, aging, etc. Other Operations 

Administration and Maintenance (OAM) functions include shutdown flags, output bias 

current monitors and limiters, average power monitoring, etc. As a very last stage of this 

system, the output wavelengths are amplitude envelope modulated at a low modulation 

depth and frequency to enable easy channel identification.

The relevant point to take away from this section is that in an optical network, 

transmitters are operated in conjunction with signal boosters or attenuators and the entire 

transmission equipment is effectively customized (power levels, error rates, etc.) to the 

specific light-path it is used for. A detailed description of other blocks in Figure 4-2 is 

beyond the current scope.
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Figure 4-2. Example of a lOGbps DWDM transmitter (Adapted from [Maxim])

4.1.2. The Receiver

Receivers can range from a simple photo detector for lab-bench experiments to 

complex line-cards in long haul networks that perform considerable processing and error 

control. Costs are also wide-ranging. Receiver architectures can be classified into two 

broad categories -  one where all the equipment is integrated and the other where an 

optical transponder demultiplexes the various wavelengths in the input WDM signal to a 

set of output wavelengths that are then applied at the inputs of traditional single­

wavelength OEO equipment. The piecemeal transponder based receiver architecture is 

quite popular and enables the network operator to increase the capacity of the fiber span 

without investing in any more physical cabling. In the integrated WDM enabled line-
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Figure 4-3. Example of a lOGbps DWDM receiver (Adapted from [Maxim])

card, the optical demultiplexer circuit converts the incoming multiplexed wavelength 

signal into the corresponding individual wavelengths. DWDM systems also include 

components such as optical boosters, dispersion compensation fiber, pre-amplifiers, etc., 

all with the objective of improving the signal quality. An issue with receivers is that they 

have a specific dynamic power range. In other words, as the input power increases, the 

receiver responds linearly only over a limited range. This means that at input power 

levels that are much higher or lower than the receiver’s upper and lower thresholds, 

distorted signals are received and produce erroneous digital outputs. In WDM different 

wavelengths experience different attenuation levels as they traverse the fiber. Prior to 

applying a WDM signal to a photo detector, a gain equalization circuit (analogous to a 

stereo equalizer) equalizes the power across all the wavelengths. Thus receivers are also 

customized to the input signal they expect to receive. An example of a standard lOGbps 

DWDM receiver is in Figure 4-3. The input Avalanche Photo Diode (APD) is reverse 

biased. APDs are gain controlled by controlling their temperatures and reverse bias 

voltages very precisely. APDs also require a very stable ripple-free power source. A feed-
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back controlled decision circuit distinguishes between the logic ‘l ’s and ‘0’s and using 

the FEC decoding mechanism, the actual bit error rate may be calculated on the fly.

4.1.3. Amplifiers and Regenerators

Optical signals are attenuated as they travel through fiber over long distances. 

Below a certain power level these signals can not be reliably detected at the receiver end. 

Therefore amplifiers are used to boost signal power. Optical amplifiers are analog 

devices that amplify all the wavelengths (in a given range) applied to its input port. 

Regenerators are electronic digital devices that re-time, re-generate and re-transmit the 

signal and so are often referred to as “3R” regenerators. Regenerators require most of the 

same electronics as a full receiver and transmitter pair. In most cases, operators simply 

use a standard cross connect to regenerate the signal. For a typical transmission system, 

the signals are frequently amplified (typically every 80 km) using optical amplifiers along 

the way and every few hundred kilometers regenerators refresh the signal electronically. 

An all-optical regenerator is not currently available so most long haul networks are 

limited in reach to the maximum capacity of electrical regeneration which is between 10 

and 40Gbps per light-path. Again, the amplification and regeneration is on a per-light- 

path basis. Therefore in a transparent or translucent network, each light-path passes 

through just the right number of amplifiers and regenerators that are required to reliably 

detect the signal at the receiver. These factors are fine-tuned when the light-path is 

powered on. In addition, regenerators effectively prevent payload-transparent operation 

as a regenerator must be able to perform functions such as re-timing and hence must 

know how to decode the payload format and have very specific bit timing circuits.

The Erbium Doped Fiber Amplifier (EDFA) is the most widely used optical 

amplifier technology. An EDFA contains a pump laser working at either 980nm or 

1480nm that causes a population inversion in a section of doped fiber. Population 

inversion is a phenomenon where the electrons are raised to a higher energy level by 

applying input energy. When a low power input wavelength signal is applied to an optical 

amplifier, it stimulates a Taser-like’ effect. The electrons radiate the excess energy as 

photons and fall back into the lower energy band. These photons are the same wavelength 

as the input wavelength applied to the EDFA. The net effect is that the incoming optical
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signal is power-amplified. An optical amplifier is therefore an analog, linear technology 

where the complete WDM signal applied to its input port is amplified. A major limitation 

in EDFA technology is that they are well developed only in the lower part of the 1520- 

1630nm WDM wavelength range. Ongoing research is looking at other types of fiber 

amplifiers including those that exploit fiber nonlinearities. A significant new technology 

is called a Raman Amplifier (RA), after the noted physicist C.V. Raman. RAs also 

function like EDFAs but with the main difference that RAs do not require doped fiber 

sections. At the same time the disadvantage is that RAs provide very low gains. RAs can 

be distributed along the length of the fiber making the medium itself the amplifier. This is 

attractive in under-sea cables where the repair or replacement of equipment is an 

expensive process. Another competing technology is the Semiconductor Optical 

Amplifier (SOA) that is a discrete amplifier device. These are however not as well 

developed or as popularly used as the EDFA.

EDFAs add noise to the signal. In EDFAs the noise originates when some of the 

excited electrons spontaneously emit photons of random wavelengths and attain the low- 

energy state. If these photons are in the target wavelength range of the EDFA, this adds 

noise. Since a single point-to-point link may have many EDFAs chained together, and 

because EDFAs cannot distinguish between signal and noise, optical noise is also 

amplified by the subsequent EDFAs that in turn insert their own noise into the signal. 

This reduces the Signal-to-Noise Ratio (SNR) of the optical signal received by the 

receiver. This is what limits the reach of optical fiber systems and forces the network 

operator to include relatively expensive regenerators to refresh the signal periodically for 

further transmission.

4.1.4. Other Components

Connectors and splices are some of the equipment that fit into the ‘other’ category 

in a WDM transmission system. Connectors allow one optical fiber to be physically 

connected with another. Optical connectors are similar to electrical connectors but the 

main difference is that while electrons can follow a convoluted path through the 

connector, an optical connector must be clear, transparent and precisely aligned with both 

the coupled ends of fiber. Splices are permanent connections where the two ends of fiber
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are permanently joined using techniques such as fusion by heating, capillary splicing, etc. 

Fiber connectors and splices attenuate the signal as it transits and the number of splices 

and connectors along a proposed signal path are an important consideration when 

designing an end-to-end fiber link. When moving a laser transmitter from one light-path 

to another, completely in the optical domain, one has to adjust the power levels to match 

the differences in the attenuation characteristics of this new light-path because the 

number of connectors, splices and other components are different.

This completes our discussion of the main components of a DWDM system. In 

the next section we briefly review the effects of signal degradation when it travels 

through optical fiber.

4.2. Signal Degradation in an Optical Fiber

In this section, we cover two important aspects of power loss and signal 

attenuation in an optical fiber and noise introduced as signals travel longer distances in 

optical fiber.

Signal attenuation is possibly one of the two most important properties of an 

optical fiber. The other is dispersion. Often, it is the rate of signal attenuation that defines 

the maximum distances that a signal can travel, called optical reach, in the medium 

before being so degraded that the data carried by the signal cannot be recovered by the 

receiver. This therefore has a direct impact on the total cost of a fiber optic transmission 

system because if the reach of the optical fiber used is low, then more regenerators are 

needed in the network. Signal degradation therefore has two very important impacts -  

first it limits the capacity of the fiber itself and secondly it means that very precise system 

engineering is required to ensure that the point-to-point links work. In this section we 

develop a general understanding of the various signal degrading effects in optical fibers. 

We ultimately review all these considerations to support our initial contention that optical 

path pre-cross-connection is almost essential for workable protection in transparent 

optical networks.
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4.2.1. Attenuation

Attenuation is defined as the loss of optical energy as the signal travels through 

the medium. Basic attenuation mechanisms in optical fiber are absorption, scattering and 

radiative losses.

Absorption is primarily a material effect and is cased by three different energy 

absorbing mechanisms -  a) Atomic defects in the glass during fiber manufacture, b) 

Impurity atoms in the glass materials and c) Absorption by the constituent atoms of the 

fiber itself. One of the most common reasons for absorption is the presence of OH 

radicals from water. OH ions cause large absorption peaks at 1400, 950 and 725nm. 

Recall that these three wavelengths are the three low-attenuation transmission windows 

where optical fibers are typically used.

Scattering losses arise when there are microscopic variations in the composition 

and density of the fiber material. Such variations are unavoidably introduced when the 

fiber is manufactured. Density variations cause a variation in the refractive index of the 

glass material. This leads to Rayleigh type scattering (the same phenomenon that makes 

the sky blue.). Radiative losses are caused whenever the optical fiber undergoes a bend. 

Macroscopic or large bends are caused when the fiber has to be bent to physically allow 

routing through ducts. Microscopic bends can be manufacturing defects that are caused 

by non-uniformities in the process where the fiber is built into the cable. Curvature in the 

fiber material causes energy to leak out of the fiber. This is especially pronounced in the 

higher order modes in multi-mode fiber, so single mode fibers are typically used in long 

haul transport networks.

As a signal propagates along the fiber, in addition to attenuation, it also becomes 

increasingly distorted. Signal distortions are introduced as a consequence of chromatic 

dispersion and modal delay effects. In the next section we briefly review these two causes 

of signal degradation.

4.2.2. Dispersion

Low attenuation is not the only characteristic of good optical fiber. Optical fibers 

are extensively used because they can carry a large amount of information and at the
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same time have very low loss characteristics. The information capacity of an optical fiber 

is theoretically many terabytes per second, but in reality, dispersion effects limit the 

maximum information carrying capacity. Dispersion is the spreading or broadening of the 

optical pulse as it propagates through fiber across large distances. Dispersion effects can 

be broadly categorized as chromatic, intra-modal and inter-modal. Intra-modal or 

waveguide dispersion is a characteristic of the material of the fiber and affects both single 

and multi-mode fibers. Chromatic or material dispersion occurs because the refractive 

index of the fiber is not constant across different wavelengths. As a result, different 

wavelength components of the same mode may travel at different speeds and thereby lead 

to pulse spreading. Material dispersion is therefore important in single mode fibers. When 

a light pulse is launched into a fiber, it is distributed over a wide range of frequencies. 

Each frequency travels at slightly different speeds and therefore leads to pulse spreading.

At very high data rates, the effects of polarization mode dispersion cannot be 

ignored. In an ideal fiber, the cross-section is always a perfect circle. However, bending, 

geometric irregularities, etc. all change this cross section shape. Even the ambient 

temperature can affect the cross-section shape of the fiber. Signal energy of any light 

signal can be considered to be in two orthogonal fields. As the shape of the fiber changes, 

each polarization mode (field) will travel at a different velocity and generally there will 

be an axial rotation in the net orientation of the modes. This again causes the same pulse 

spreading effect. Other impairments such as mode coupling and differential mode loss in 

multi-mode fibers and non-linear effects also cause signal degradation but they are 

beyond our current scope. Dispersion effects in a fiber system are characterized as a 

Bandwidth Distance Product (BDP) and are a property of the fiber system. For a typical 

optical fiber material, BDP can be used to calculate the maximum distance a signal can 

be transmitted and received reliably, at a given serial bitrate.

A Dispersion Compensated Fiber (DCF) (shown at the receiver end in Figure 4-1) 

pre-distorts the signal at the output of the laser based on the characteristics of the light- 

path it is used for. One way of dispersion compensation is to insert a special kind of 

chirped fiber grating that serves as a frequency-selective delay line. Fiber gratings allow 

imposing variable delays (and corresponding pulse broadening) to different wavelengths. 

Therefore by adding a DCF to the transmission system, the faster moving wavelengths
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are delayed the most while the slowest wavelengths are let through unchanged. Thus this 

non-uniform delay ensures that all the different wavelengths catch up. Since dispersion 

accumulates over distance, a single properly designed and placed DCF can effectively 

cancel out all dispersion. Note however, that signal attenuation and noise are still not 

removed using a DCF. The basic idea is to make faster wavelengths travel longer 

apparent distances in the fiber. What this also means is that the DCF isn’t a plug-and-play 

module -  the transmission system has to be first characterized for dispersion effects and 

then a DCF module that offers just the right amount of dispersion compensation has to be 

designed and applied.

Thus the bit error rates in an optical transmission system are greatly dependent on 

the details (such as BDP) of the particular transmission system (fiber + optical amplifiers) 

over which the data is being sent. Typically, a network operator would need to fine tune 

various transmitter parameters to compensate for signal degradation effects, before being 

able to communicate over a fiber optic cable effectively.

In the next section, we put together all the discussion so far on the topic of optical 

networking and work through a practical example of designing a point-to-point optical 

link. Without going into detailed numerical calculations, we present a quick walk through 

the process any network planner must go through when commissioning a single point-to- 

point link. To re-iterate, our overall agenda is to argue how unlikely it is that on-the-fly 

concatenation of transport optical channels will result in a working end-to-end optical 

path.

4.3. Engineering of a Single Point-to-point Optical Link

Optical path engineering can be best described as a multi-variable balancing act. 

The designer starts with a set of requirements for the link and translates this into detailed 

engineering specifications. Requirements may be that the link support lOGbps through a 

10km fiber cable. Other requirements may be that the system be minimum cost or 

maximum reliability. Maximum allowable bit error rate is usually 1 error in 1015 

transmitted bits and reliability requirements state that the system must operate 

continuously for 5 years. A network designer will then ask the client how much each
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requirement is worth. If the reliability requirement is paramount, it may make sense to 

spend more on high-end transmission and receiving equipment and metal sheathed 

optical fiber cable buried in ducts 2 meters below the ground. A brief list of common 

questions any designer may ask is given below:

* What is the output power of the source laser?

■ What are the coupling losses between transmitter and fiber?

■ What is the center frequency and line-width of the transmitter laser; or 

how many wavelengths can I pump through this system?

■ What is the rise time and frequency response of the transmitter laser?

■ What electronic wrapper format is used? Is it SONET or DW?

■ How many splices and connectors along the fiber path chosen for this 

link?

■ Are you using single or multi-mode fiber? What is the numerical aperture 

(or core diameter) of the fiber?

■ What is the end-to-end attenuation and dispersion?

■ What wavelength do you want me to operate on -  or -  do you want to use 

DWDM/CWDM or “non coloured” optics?

■ In case of WDM, what are the insertion losses of the mux/demux?

■ How many EDFAs exist along the fiber route?

■ What is the precise signal modulation format applied to the transmitter 

laser?

■ What kind of switching do you want to do -  do you want to switch 

frequently at nodes along the route or is it a dedicated end-to-end light- 

path that I am designing?

■ What is the sensitivity of the receiver?

■ What is the current BER and SNR? (if the light-path is currently lit for 

other purposes)
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■ What is the bandwidth and dynamic power range of the receiver?

Designers looking at deploying inter-continental optical networks have to look at 

a lot more information (and investment), which sometimes can border on being 

completely arbitrary, such as ensuring that the power line accompanying the under-sea 

cable is sufficiently shielded to ward off shark bites on the cable. For our purposes it is 

sufficient to develop a high level understanding of the complexity of designing a single 

point-to-point link using current networking equipment. In the following sections we 

walk through some of the main points in engineering this system.

4.3.1. Power or Link Budget

Power budgets are very much like fiscal budgets in that the aims are common. A 

power budget ensures that enough power is launched into the circuit such that all 

intermediate losses and attenuation effects are properly compensated for. As a simple 

mathematical statement, the power budget is expressed as

^ower = Safety_Margin + Receiver Power Sensitivity -  amplifier gain+ system 

loss. (6)

All losses discussed in 4.2 must be accounted for.

4.3.2. Selection of Fiber and Light Source

Choice of fiber affects the choice of the light source. If the choice is a large-core- 

diameter step index fiber, and it is just an intra-office fiber connection, an LED source is 

a possible choice. Long haul transport on single mode fiber usually requires a Laser 

source.

4.3.3. Receiver Power Sensitivity

The receiver has some fairly rigid requirements. The easy part is in coupling the 

light from the fiber to the receiver photodiode. The hard part is in calculating the 

minimum received power, minimum SNR, and resulting BER, etc. also taking into 

account clock recovery jitter and pulse shaping filter insertion losses. Getting a receiver
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to accurately and reliably de-code the signal is a non-trivial undertaking and involves 

careful tweaking of a variety of parameters.

4.3.4. Losses Due To Connectors and Splices

The biggest problem with having many connectors in a fiber transmission system 

is that the losses are variable. A connector, if properly installed is characterized with a 

maximum possible loss factor. However, each connector is installed slightly differently 

and may therefore exhibit different individual dB loss. Using the worst case numbers 

creates an over-powered system while using the best case or average scenarios may imply 

higher BER and mode leakage losses.

4.3.5. Amplifiers

Amplifiers can be used to frequently increase the signal power but they are very 

expensive devices to use and are not available in the first low-loss window of 1300nm. In 

addition they also add their own noise and amplify the background noise thereby 

reducing the SNR of the signal. Amplifiers are relatively expensive and make economic 

sense only in WDM systems where their costs can be amortized over the tens of 

wavelengths that they simultaneously amplify. Amplifiers can also easily be overloaded 

by a single high-power carrier causing nonlinear distortion to all wavelengths going 

through the amplifier.

4.3.6. Safety Margin

A safety margin in a budget is to account for any unexpected system changes such 

as changes in the ambient temperature leading to higher losses, maintenance, on-line fault 

detection, etc. Typical system margins are about 10 to 12 dB.

4.3.7. Example Power Budget Calculation

This example is adapted from an illustration in [Hecht] (pp. 415-417) and simply 

serves as a numerical example of how the process works. We use the same numbers to 

ease calculation while significantly simplifying the problem description from [Hecht].
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4.3.7.1 Problem Data

Construct a long-haul point-to-point link with the following specifications:

Length: 300km 

Splices: l/10km

Single mode fiber, 0.25dB/km loss at 1550nm 

Carries a single wavelength at lOGbps

Transmitter source is a screened DFB laser with narrow line-width (O.Olnm)

Receiver is a photodetector with very high receiver sensitivity (usually -32dBm at 

10"15 BER is a typical sensitivity spec.) This is necessary because the fiber system is a 

very high data rate system.

4.3.7.2 Problem Statement

Design a minimum cost lOGbps point-to-point link.

4.3.7.3 Design

In other words, if all the existing components are connected properly, will the 

system work? Exact intermediate calculations are not shown -  just the end numerical 

results.

Laser power: O.OdBm 

Fiber loss: -75dB 

Splice loss: -2.9dB 

Connectors: -3.2dB

Power at Receiver: -81.1 dBm 

Receiver Sensitivity: -32dBm

Net System Power Budget: -49.1 dB (deficit)
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So it is clear -  just from the point of view of the power budget that this system 

will not work by just using the existing components. There is a power deficit at the 

receiver side. Obviously the fiber itself is what adds the most losses. To compensate for 

this, there are three possible alternatives -  a) significantly boost the power coupling 

between the transmitter laser, b) boost the power output of the laser and choose an ultra- 

low loss fiber or c) use amplifiers. Other alternatives exist, but let us say we are restricted 

to these three.

Option (a) may not be feasible as the laser may be operating at peak power output 

(lmW) already. In addition, excess power launched into the fiber may cause non-linear 

effects.) Option (b) is usually not available as one has to work with the fiber available 

and the use of a different quality of fiber may not be possible. The last option of adding 

amplifiers seems to be the best among the available options. So let us say that we add two 

amplifiers along the path, each with a gain of 30dB. (If the peak amplifier output is too 

high, then instead of adding two amplifiers, we may add three with less than 30dB gain. 

This is just an example.)

The system power budget now is as below:

Laser power: O.OdBm 

Fiber Loss: -75dB 

Splice loss: -2.9dB 

Connectors: -3.2dB 

Amplifiers: 60dB

Power at Receiver: -81-ldBm 

Receiver Sensitivity: -32dBm

Net System Power Budget: 7.9 dB (reasonable safety margin.)
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Thus this system is adequately provisioned to support the power required to setup 

an end-to-end link.

4.3.8. Dispersion Budget

The bitrate of a digital system is intricately dependent on the dispersion in the 

fiber. The maximum bitrate a given fiber system can support is specified in the BDP as 

described in 4.2.2. So in calculating whether the system can actually support the 

necessary bitrate, one assumes that the system power budget has already been properly 

calculated. So now let us calculate whether the lOGbps system in the previous example 

will actually work (in theory at least). We proceed, assuming NRZ coding, with the same 

problem details as in 4.3.7.1. Again the numerical values are adapted from [Hecht](pp. 

422)

The fiber is a dispersion shifted fiber (DSF) with maximum material dispersion 

below 3ps/nm.km. The laser is a screened DFB laser with a line-width of O.Olnm. Total 

Dispersion is 9ps. A lOGbps signal operates at a pulse width of about lOOps. This system 

therefore has a comfortable dispersion margin for operation at lOGbps.

4.3.9. Network-level Challenges

Even if the power and dispersion budgets are properly calculated for the link, 

there are also network-level challenges to making the link functional. The most important 

challenge for any network operator is interoperability. The operator must be able to mix 

and match optical networking gear on his network. In addition, carriers must be able to 

switch light-paths between networks that belong to multiple operators. This is essential if 

the carrier wants to provision end-to-end light-paths where one or both of the ends are 

located in other carrier’s networks. Typically when provisioning light-path service 

between Edmonton and Winnipeg, the light-path originates in the TELUS network and 

terminates in the Manitoba telephone system network. An example is shown in Figure 

4-4. To ensure interoperability, the optical networking community is working on 

standardizing the User Network Interface (UNI), the Internal Network to Network 

Interface (I-NNI) and the external NNI so that the interface between any two components 

that need to talk to each other for light-path setup is standardized. Interoperability ensures
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that any new innovations in the network design mechanisms can be easily implemented 

without heing confounded in the details of each vendor’s equipment or networking 

protocol. In addition, there is a significant cost reduction as the operators can 

competitively procure network carriage on other networks without having to perform 

electrical processing. Network management therefore becomes much simpler.

TELUS MANITOBA HYDRO

UNI NNI UNIl-NNIl-NNI
User (Edmonton) I j® :

Figure 4-4. UNI, ONI, NNI for interoperability in optical networks.

In current networks, interoperability is still a critical issue that is being addressed. 

In other words, even if the system is engineered within the power and dispersion budgets, 

network-level problems such as incompatibility between the various line-cards used, 

interfacing between the various networks through which the light-path may pass may 

need to be addressed before the light-path will actually work.

4.4. Observations

As mentioned, the intent in section 4.1 to 4.3 was to illustrate how complex fiber 

systems are to setup and operate. To setup a single lOGbps point-to-point link, one must 

carefully engineer system parameters such as dispersion, power, amplifier gain transients, 

inter-modal distortion, and several other noise and nonlinear impairment processes. In 

addition, for multi-carrier networking, one must ensure that the various pieces of 

equipment at the ends and along the way must all interoperate to guarantee an end-to-end 

working light-path. The entire process is currently largely manual and switching itself is 

done primarily using an electronic core cross-connect (OEO).

Consequently all-optical dynamic switching of transport wavelength channels is a 

topic of academic research but is not yet feasible in practical implementations. Currently 

research is in progress that hopes to standardize optical wavelength channel design, and 

develop adaptive power level schemes, and so on, to the point where dynamic and 

arbitrary interconnection of wavelengths is possible. Without relying on OEO cross-
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connects to cross-connect the payloads themselves, it is difficult to arbitrarily connect 

several optical channels directly with assurances of immediate end-to-end transmission 

quality in a DWDM environment. The real point of this exercise is to convince the reader 

that full pre-cross-connection of protection paths is a very important and attractive 

property because the backup light-paths can be manually engineered and tested prior to 

failure. These known-working light-paths can then be accessed for restoration. It is for 

this additional reason that we are motivated in this thesis to study /^-cycles, which are an 

optically pre-connected, capacity efficient survivability mechanism. In the following 

sections we briefly review prior work on optical layer pre-connection and its advantages.

4.5. Optical Layer Pre-Connection

We discussed pre-connection briefly in 2.15. In this section we describe some 

recent research on the topic and explain why pre-connection may actually bring All- 

Optical networks closer to being practical. In the recent paper on PXTs [ChChTON04] it 

was observed that (paraphrasing) “p-cycles are fast not because they are cycles, but 

because the protection paths they provide are fully pre-connected before failure.” This 

reiterates one of the original aims of the work in [StGrTONOO] and [StGrTR99] and adds 

a renewed emphasis on pre-connection as a paramount property of interest in an optical 

network. Pre-cross-connected linear path segments (concatenated chain of light-path 

channels) or trails were initially studied in [StGrTONOO][GrMaEL94][StGrTR99] and 

[StMSC97] where it became clear that cycles were inherently more capacity efficient 

than any acyclic protection structure because they can provide up to twice the number of 

protection relationships per unit of spare capacity. An important difference in motivation 

in [ChChTON04] relative to [StGrTR99] was that Chudak et al. sought a path-oriented 

model. The basic concept behind PXTs is the same as in that of pre-connected segments 

except the intent is to break into the PXTs that are present to replace failed working paths 

on an end-to-end basis. The pre-connection property is also a primary motivation in 

recent work by Shah-heydari et al. on pre-connected trees as protection structures 

[ShYaPNET04], Thus, pre-connection itself is not a new topic. It was extensively studied 

for linear segments, trees, and arbitrary patterns including cycles as far back as 1997. But 

the renewed general interest in placing fully pre-connected structures of spare capacity
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for network protection, has highlighted the importance and desirability of /3-cycles and of 

FIPP /3-cycles.

Regardless of the efficiencies of the various pre-connected schemes, pre­

connection itself is a critical property in optical networks. In an optical network, as we 

saw earlier in this Chapter, engineering an end-to-end optical link is a manual and fairly 

time-intensive process. Pre-connected paths have guaranteed optical integrity as they can 

be pre-engineered and tested and be in a known-working condition prior to their use. 

Therefore pre-connection may be one of the enabling mechanisms of implementing an 

all-optical survivable network.

4.6. Summary

In this section, we have reviewed optical networking and associated technologies. 

We also worked through an example of how a single 10G point-to-point link is set up and 

activated. We did this to support two motivating hypotheses of this work: 1) On-the-fly 

cross-connection of transport optical wavelength channels to form protection paths is 

fraught with many difficulties, and that hence 2) the property of full pre-cross-connection 

of protection paths is important, if not essential to realize survivable optical transport 

networks.

This concludes our review of relevant background and we now proceed to the 

next section where we discuss the various studies done on /7-cycle concepts as part of this 

thesis.
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Chapter 5. RING MINING TO P-CYCLES AS A 
TARGET ARCHITECTURE

5.1. Introduction

Migration from existing ring-based networks towards a future mesh-based 

architecture and operation is of considerable interest to network operators. In “ring 

mining” [CIGrDRCNOl] the line capacity and high speed interfaces of existing ring 

transport systems are reclaimed to support new growth by converting to mesh-based 

routing and protection operating under the span capacities of the prior rings. Recent 

studies [CIGrDRCNOl] have found high potential to support ongoing growth without 

new capacity additions because ring mining (i) reclaims 100% protection capacity, (ii) 

unlocks stranded ring working capacity, and optionally (iii) frees working paths from 

ring-constrained routes. So far, however, ring mining has assumed span restorable mesh 

as the target architecture. In this work we consider /7-cycles as the possible target 

architecture. /7-Cycles are an obvious candidate for ring mining because like rings, they 

too are cycle-oriented. As discussed in 2.10,/7-cycles operate with BLSR-like switching 

simplicity using either modified ADMs or cross-connects, but share protection capacity 

around the circumference of a cycle over both ring-like on-cycle failures and mesh-like 

“straddling span” failures. The resultant networks are based on ring-like, predefined 

switching structures but are mesh-like in capacity efficiency. We present results for 

studies conducted on real metro networks of up-to 22 rings.

The work in this Chapter is the result of a collaborative study between TRLabs 

(Adil Kodian, Wayne D. Grover) and the Technology Strategy Group at TELUS 

Communications (Jim Slevinsky, David Moore). The bulk of this study was published 

recently at NFOEC 2003 [KoGrNFOEC03], Parts of this work are also adapted into 

Chapter 10 of [Grov03],
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5.1.1. Motivation and Goals

Throughout the 1990s carriers installed many SONET ring based transport 

networks to serve traditional traffic sources. With the growth of the Internet, data traffic 

has already overtaken voice traffic without a corresponding relationship in revenue. For 

example, British Telecom estimates that 80% of its revenue comes from voice which uses 

only 10% of its network capacity [ART03], Data traffic growth is expected to be above 

100% per annum, driven by services like voice over IP, video on demand, etc. This 

makes transport capacity efficiency of greater importance. Multiple quality of service, 

multiple quality of protection are new paradigms that are difficult to implement with ring 

networks. At the same time experience has accumulated showing that while a single ring 

is very simple, multi-ring networks are extremely hard to design, operate and grow, 

especially if demand is difficult to forecast accurately. To serve an OC-192 worth of 

demand on one ring span, a service provider may have to upgrade all other nodes of the 

ring to OC-192 capability- even if not needed by the traffic on the other spans. For these 

and other reasons carriers are increasingly looking towards more efficient and flexible 

mesh-based networks as the way to go in their future transport planning. In this Chapter, 

we present a study on migrating rings to p-cycles.

5.1.2. Prior Work on Ring to Mesh Migration

The question is, therefore: “How to get from an existing network of rings towards 

a mesh-based future network?” One approach is to freeze the legacy ring network and 

serve growth in a new mesh network from scratch. But it is of interest to see if we can be 

more efficient with existing assets than this baseline of a “cap and grow” strategy. Severi 

and Wellbrock [SeWeNFOEC02] consider possible architectures for ring to mesh 

migration, and conclude that rings, point-to-point structures, and mesh, would co-exist in 

the future network. Equipment vendors have [JoMu03][Abowd03] suggested the mesh­

like interconnection of ring subnets. There are other approaches that have considered a 

hybrid ring-mesh network [Abowd03], In the “ring mining” approach, the constituent 

spans of rings are logically reorganized to support operation of a span-restorable mesh 

[CIGrDRCNOl]. Results showed that this approach could unlock enough usable capacity
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to serve nearly 300% more demand in some test networks. The philosophy or main idea 

in ring mining is that from a high level view, existing ring networks are still only 

collections of working and spare fibers and high-speed interfaces or wavelength channels. 

Usually metro ring networks are only logical entities built upon a largely mesh-like 

physical network graph. Ring mining seeks to reuse or “mine” these existing high speed 

line systems to form a span-restorable mesh that uses no new capacity, but can support 

continuing growth through the creation of new networking efficiencies.

5.1.3. The Straddling Span Interface Unit (SSIU)

In this section we explain how a ring ADM can be converted for reuse as a p- 

cycle nodal element. The initial observation is that a BLSR ring is somewhat like a p- 

cycle that has no straddling spans. Conversely, we can view it as an incomplete part of a 

whole p-cycle, i.e., just the substructure that provides the circumferential protection cycle 

and the mechanism to cope with “on-cycle” failures. One possible mechanism to convert 

an ADM to a p -cycle node uses the “extra traffic” feature that most BLSR ring systems 

have. “Extra traffic” is normally a feature that allows the network operator to transport 

any other lower-priority traffic (in a compatible format for the ring’s line-rate signal) 

over the ring’s protection channel. Extra traffic will be bumped off if the ring switches to 

protect its own working channels. Thus the missing functionality related to straddling 

spans can be added, effectively allowing reuse of the ring ADM as part of a /7-cycle node. 

Figure 5-1 shows a generic ADM or OADM as part of a ring configuration to which a 

new device is coupled that supports /7-cycle straddling span access to the ring protection 

capacity. The only point of physical interface between the new device, called a Straddling 

Span Interface Unit (SSIU) and the existing ring is where the new device is attached to 

the “extra-traffic” ports of the ring [GrClLe02]. When the SSIU is attached to the ring’s 

extra traffic ports at the co-located ADM, the normal (non failure) protection channel 

continuity is then provided by the SSIU, through itself. The existing ring does not strictly 

need to even know that the straddling span unit is anything other than an apparent 

source/sink of some form of low priority traffic at its site. More pragmatically, however, 

an exchange of state information would be required so the SSIU knows when the 

protection ring is free in each direction, and for the ADMs to be put in protection lockout
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mode if the SSIU has accessed protection for a straddling failure. In the case of a SONET 

ring for example, where the full protection state and protection protocol is accessible in 

the line overhead bytes (K1,K2 in SONET and possible DCC channel management 

signaling), co-operation of the SSIU with the ring could be entirely transparent to the

"Extra Traffic" line-rate 
access to protection (IF -  1 )

Local Add Drop

Ring ADM /OADM

Local Add Drop

^ O p t i c a l )
*■) y

"Extra Traffic" line -rate 
access to protection (IF -  2 )

Cross-office 
Electrical/optical ring 

line rate interface

All Working Optical Lines

Figure 5-1. /7-Cycle Straddling Span Interface Unit. (Adapted from [CIGrDRCNOl])

existing ADM and made possible through the fact that the SSIU needs only passive 

access to the signaling protocol on the ring protection channel. Alternatively it could be 

given authority to source/sink protection protocol sequences as needed. Also, because the 

protection path continuity is through the SSIU, not the ADM, the SSIU can completely 

observe the status of the protection channel, observe ring switches, and effectively block 

out or deny ring switches, without affecting them, when needed due to a prior SSIU 

switch. More specifically, the functions of the p-cycle SSIU device as defined in 

[StGrUS02] and illustrated in Figure 5-1 are:

■ To normally connect Extra Traffic IF-1 through to Extra Traffic IF-2 so that 

the protection continuity of the ring is normally maintained.

■ To sense either idle pattern or traffic pattern on protection and/or passively 

monitor the existing ring signaling protocol so it knows the ring protection 

status. (In actual products this may also connect the SSIU to the ring-wide 

internal supervisory LAN, enabling almost any further exchange of control
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and status information and development of any new software upgrades to 

support SSIU-ring interaction).

■ Upon failure in the pre-existing ring (an “on-cycle” failure for the /(-cycle), 

the /?-cycle SSIU does nothing except maintain the continuity of the protection 

channel path through itself. It does, however, note the “in-use” status of the 

protection channel (as in ii).

■ Upon failure of a straddling span, the SSIU interrupts the through-continuity 

of the protection path of the prior ring and performs BLSR-like loop-back 

switching to substitute the failed working (bidirectional) signals into the ring 

protection channels. The SSIU uses the ring protection in both directions to 

protect pairs of line-rate working interfaces.

An alternative to use of SSIUs is a straight migration to a cross-connect based 

operation, or custom /(-cycle ADM-like nodal equipment [StGrUS02], but it seems 

attractive to reuse the existing ADMs if possible, as SSIUs can also function as an ADM 

with a specialized firmware upgrade. Note also that SSIUs are added only where the 

resulting /(-cycles support straddling spans. All other /(-cycle nodes require only their 

existing ADMs.

5.1.4. Implementing p-Cycles on a SONET Ring Network using SSIUs

Let us now work through an extended example of how graceful and effective the 

evolution from rings to /(-cycles could be in many cases. For a manageable example we 

consider just two rings in a “matched node”-coupled arrangement from an assumed 

legacy ring-based network and we note that a “span-elimination” [LeGrMo99] was 

involved at the time these rings were designed. This is the initial situation shown in 

Figure 5-2.
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C.O. "A"

»

C.O. "B

Legacy N e tw o rk  S ituation:
Two Coupled rings with one span 
elimination

• Ring Capacity Saturation due to 
Matched Node Setup

• Spare/Working Line Capacity 
ratio = 15/15 = 100%

• 15 ADMs used.

LEGEND

Add/drop interface at tributary rate, e.g. 0C-12..0C-48
  Line-rate protected working signal available for service provisioning, e.g. OC-192

ii (Existing) Line-rate protection capacity 
  A span elimination in the legacy ring network

□  (Existing) ADM

Q  Straddling Span Interface Unit added to an ADM

Figure 5-2. Ring to /7-Cycle conversion - Legacy Network. (Adapted from [Grov03])

What might trigger the first planning action is imminent exhaust on the “facing” 

spans between Central office buildings A and B due to “drop-and-continue” capacity 

consumption. The initial pair of rings employs 15 line-rate optical interface pairs for 

working and for protection for an initial protection to working capacity ratio of 100%. 

The first step in evolution is to form a p -cycle out of the two rings. We do this by 

eliminating two of the ADMs where the prior rings interfaced and adding SSIUs to the 

remaining two ADMs as shown in Figure 5-3.

The jb-cycle uses the existing ADM line rate interfaces, which used to serve the 

drop and continue spans, to complete the outer perimeter of the p-cycle. The SSIUs 

support one straddling span of two working line-rate channels where the drop and 

continue spans used to be. Loss of the new p-cycle node will cause outage for demand 

flow through the new straddling spans. However, demands previously transiting between 

the legacy rings via drop and continue arrangements have equivalent survivability against 

node loss because they are routed on the (ring-like) perimeter of the p-cycle. No new 

protection capacity is added and the spare to protection ratio drops to 80%.
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Growth Step 1:
Convert to one p-Cycle:
Planning Action:

• Salvage 2 ADMs
• Add SSIUs to two ADMs 

(Corresponding Node 
survivability inherent without 
Drop & Continue penalty 
anywhere)

• Spare/Working Capacity = 13/15 
-87%

• Exhaust relieved by elimination 
of Drop & Continue

Figure 5-3. Ring top-Cycle conversion - First Planned Growth Stage. (Adapted from [Grov03])

Next suppose that continued growth of demand routed through the vicinity of 

nodes D C G B threatens to exhaust the working capacity on one or more spans in that 

region. This could serve as the trigger for the next planning action as shown in Figure 5-4 

— to reinstate the old eliminated span and commission two line-rate working channels on 

it. This relieves capacity on all the spans mentioned as well as shortening many working 

routes in the vicinity. The redundancy is now down to -71%. Again, growth has been 

served with no additional protection capacity. Investment in SSIUs and added working 

capacity is made, but this is purely to serve the growth in demand. The legacy protection 

capacity is being financially leveraged because the prior existing ring protection 

channels, used as a p-cycle, are being stretched to serve more efficiently.

— -s G row th  S te p  2:
i j V  Exhaust from growth fo recast in regiorof E D C G

P la n n in g  A ction :  
t a  "u  • Re-instate the “elim inated span”
[ -1 j< >  •  Spare/W orking Capacity = 13/17

|  -76%
J -  -> • Add two more SSIUs
I K >  •  Returns several working routes to

shortest paths relieving working capacity 
— j r /  in left hand side
L y

Figure 5-4. Ring to p-Cycle conversion - Second Planned Growth Stage. (Adapted from [Grov03])

In the final step in Figure 5-5 we postulate similar accumulating growth in the 

right hand region of the example and show how the operator might again respond
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G row th  S tep  E x h au st pending from grow th
region of M L
P lan n ing

•  A cquire  o r le a s e  additional 
cap ac ity  -M

• S pare /W o rk in g  C a p a c ity 3/19 
- 6 8 %

• A dd two m ore
• R e tu rn s  se v e ra l working rou tes 

sh o r te s t  p a th s  relieving working 
in right han d

Figure 5-5. Ring to p-Cvcle conversion - Third Planned Growth Stage. (Adapted from [Grov03])

efficiently -  in this case by leasing or otherwise establishing two new working-only light- 

paths between nodes M and J, or more generally, acquiring their own new M-J span. At 

this stage we have grown the network into a mesh-like redundancy of 63.2% and only 

spent money in this evolution on equipment and capacity directly needed to serve 

demand growth, and only when and where it actually materializes.

5.2. Ring-Mining Design Models

5.2.1. Ring Mining Without Capacity Addition

The simplest first step is to find the largest common multiplier (A )  that can be 

applied to every element of the demand matrix3", while still keeping the network 

restorable using ̂ -cycles, without adding any capacity at all. This is addressed with the 

Mixed Integer Program (MIP) below which is a variation of those methods in 

[CIGrDRCNOl] and the Joint Capacity Assignment (JCA) model for ^-cycles from 

[GrDoLEOS02], The formulation jointly optimizes working and spare capacity for a jre­

cycle based network under the existing ring fiber capacity limits -  also called pure ring 

mining.

Sets:

S  Set of spans between mesh cross connection points

Ql Set of eligible working routes available for working paths on end-to-end demand

relation r

D Set of all point-to-point (active) demand quantities, indexed by r
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X  Set of eligible cycles on the network graph, that can form /7-cycles

M  Set of module-types that are available

Parameters:

d r Number of demand units between end-node pair r,

ft* 1 if cycle x lies on span j ,  0 otherwise

Takes the value of 1 if the qth working route for the demand pair r goes through

span j

Z m Capacity of 772th module type

C'" Cost of using module type m on span j

t"' Number of modules of type m available on span j  from earlier ring design

p* Number of restoration paths provided by an instance of cycle x for restoration of

span i (0, 1, or 2)

Variables:

g r’q The number of working capacity units required on the qth working route to satisfy 

the demand between node pair r

nx Number of unit capacity copies of /7-cycle x required in the final design

Sj Number of units of spare capacity allocated on span j

Wj Number of units of working capacity on span j

Objective Function:

Maximize (d.) (7)

(Maximize the minimum demand growth possible for all demands)

Constraints:
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Y J g r 'q = ^ ' d r V r e D  A > 1 (8)

(All demands must be routed)

(9)
rsD  qeQr

(Place enough working capacity to support the demand)

Vi eS (10)
x e X

(Place enough /(-cycles to protect all working capacity)

Vj e S (11)

(Place enough spare capacity to build all /(-cycles)

meM

V j z S (12)

(Only- allowed to re-use existing ring capacity)

Constraints (8),(9) ensure that all working demand is routable even after applying 

a uniform growth multiplier A to each demand. Constraints (10),(11) ensure that all the 

working capacity on each span is restorable and that there is sufficient spare capacity for 

the chosen /(-cycles to be formed. Constraint (12) ensures that the formulation only uses 

the existing capacity on each span -  mined from the prior ring networks. The objective 

function (7) finds the maximum uniform demand growth multiplier possible within the 

capacity of the existing ring spans, while simultaneously ensuring that the network is 

routable and restorable.

5.2.2. Ring Mining With Strategic Capacity Addition

We now allow modular capacity to be selectively added while mining rings to p- 

cycles. The demand growth multiplier A now becomes a parameter to the problem and is 

increased in fixed steps, to calculate the minimal extra capacity addition required to
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enable each step value of X . The new MIP formulation optimizes for minimum cost of 

adding modular [DoGrJSACOO] capacity. Module costs consider a 4x2x economy of 

scale. The objective function is therefore:

Minimize: S I  « ; c ;  (13)
j e S  m eM

(Minimize the total number of modules of capacity added to the network)

We consider all the constraints (8)(9)(10)(11) with constraint (12) modified to 

(14) below.

^ J +sj < Y J (tJ+n';')-Zm V j e S  (14)
m eM

(Allowed to strategically add modules of capacity to the network)

The new objective function minimizes the cost of adding capacity, n” is the

number of modules of type m strategically added to span j .  Constraint (14) limits the 

working + spare capacity total on each span to be under the capacity available from the 

existing ring network, plus the added modular span capacity. Adding capacity increases 

the value of the objective function, and thus ensures that capacity addition is considered 

only after fully exploiting the existing ring capacity. Minimizing the cost also ensures 

that the solver chooses the least costly construction of modular capacity. For example, 

adding 1 OC-48 module would be less expensive than 4 OC-12 modules on the same 

span.

5.2.3. Ring Mining Without Re-Arranging Existing Traffic

In the models so far, working routes are jointly optimized with the placement of 

/>-cycles. This is fine for growth demands and assumes that any implied rearrangements 

of existing paths may be acceptable if coordinated with customers. But, if we wanted to 

consider a strict prohibition against rerouting any existing demand, we can put it into the 

planning model from 5.2.lby changing Eq. (8) to Eq. (15) and Eq. (14) to Eq. (16), while 

the objective function is the same.

£ g r' *=(A-l)-<T Vr eD 2 > 1  (15)
qeQr
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(New demand growth is jointly routed)

meM
V j e S (16)

(Demand growth can be routed on added capacity)

where is the previously existing working capacity on span j.  All other constraints (8)

(9)(10)(11) also apply. Constraint (15) ensures that only the new growth demands are 

considered for routing decisions that are jointly coordinated with the spare capacity 

placement decisions. The existing working capacity on each span is left untouched 

because of constraint (16), thus preventing any routing change for existing demands.

5.2.4. Ring-Mining With Strategic Capacity Addition and No Rearrangement of 

Existing Traffic

When selective capacity addition is considered along with the constraint on 

existing working routing, X becomes a parameter to the problem, increased in steps and 

the problem type changes to a minimum cost design as earlier in section 5.2.2.

(Add modules of capacity without affecting existing capacity.)

Constraint (18) ensures that the existing working capacity is left untouched. The 

existing spare capacity is re-optimized for /^-cycles, including the option to add new 

capacity.

Minimize: ^  n"'C'" (17)
j e S  meM

(Minimize total capacity addition)

With constraints (15), (8)(9)(10)(11) and (16) being changed to (18) below.

V / e S (18)
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5.3. Experimental Setup

5.3.1. Initial Ring Network Designs

For quantitative studies on ring-mining, it is essential that we have some 

representative ring designs of typical multi-ring networks as input to the problems. We 

used two sets of data for the results in this Chapter.

5.3.1.1 Pseudo Random Test Networks (Morley Networks)

The first set of 17 networks are from a recent Ph.D. thesis [MorleyOl] on ring 

design methods. These research based designs are well-loaded and balanced. Real-world 

ring networks are not as well-designed as these. All designs serve the full demand matrix 

for which they were designed and the same demand matrices are provided as input to the 

ring-mining formulations. Six of the ring designs were produced using a fixed charge and 

routing IP (FCRIP) ILP model from [MorleyOl], where the rings and the working routing 

is chosen jointly. A Span Coverage IP (SCIP) method was used to first route the demands 

along the shortest path and then a minimum cost ring cover is found. The last five test 

networks use a Tabu Search heuristic called RingBuilder [MorleyOl], Span eliminations 

[LeGrMo99] are only exploited in the FCRIP formulation. There are three different input 

graphs shown in Figure 5-6 for each ring network design and each serves the complete 

demand matrix. More data on these networks is available in [CIGrDRCNOl].

(a) Net 32 (b) Net 15 (c) Net 20

Figure 5-6. Three network graphs used to produce the input ring designs. (Adapted from
[MorleyOl])

5.3.1.2 TELUS Case Study

109

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



As part of the overall project from which this Chapter arises, we collaborated with 

TELUS on a larger study of migration of real-world legacy networks of ring and point-to- 

point links, to ^-cycles. The case study network is the TELUS Calgary Metro Optical 

Network that has an assortment of 46 transport systems consisting of 1 OC-48 point-to- 

point link, 6 OC-48 BLSR rings, 5 OC-48 UPSR rings, 12 OC-12 BLSR rings, and 22 

OC-12 point-to-point links. The physical network has 31 nodes and 48 spans, while the 

logical network view has 31 nodes and 87 links. A total traffic volume of 683 STS-1 

service paths is served by a capacity investment equivalent to 6792 single hop STS-1 

channels. A characteristic of this metro network, shared by many metro networks is the 

high degree of demand capture of each of these rings. Approximately 85-90% of 

demands do not transit from ring to ring. This happens because a metro network is 

planned and built incrementally in planning cycles. Each planning cycle adds rings to the 

metro optimally. This results in the overall network being sub-optimally utilized, as free 

capacity does not necessarily exist in a continuous ring-like fashion. The metro network 

then becomes simpler to manage, and involves less ring-transit costs, but has a significant 

amount of stranded capacity. An isomorphic graph of the Telus Metro network is in 

Figure 5-7. Figure 5-7(a) shows the actual physical facility routes that contain stub nodes. 

Demands originating or terminating at these stub nodes and the nodes themselves are 

removed from the graph for survivable routing as it is physically impossible for a demand 

terminating at a stub node to survive a single cable cut on the span adjacent to the stub 

node. The resultant logical diagram of all current demands is shown in Figure 5-7(b). 

Figure 5-7(b) shows a rich demand matrix indicating the heavy load on the metro 

network. Such dense connections are typical of metro networks.

110

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 5-7. Isomorphic Graph of the Telus Calgary Metro Network (a) Actual physical facility and
(b) Logical connections

5.4. Results and Discussion

5.4.1. Ring Mining Without Capacity Addition

The results obtained for the 17 test networks with the formulation in 5.2.1 are 

compared to results obtained previously for mesh target networks (for the same test 

networks) in [CIGrDRCNOl]. Both the formulations - rings to mesh and rings to ̂ -cycles 

were solved to within 5 percent of the optimal solutions. The rings to span restorable 

mesh formulation was offered a choice of routes with hop length limit of 5, while 1000 

candidate ^-cycles were chosen by the pre-selection methods in [GrDoLEOS02] for the 

formulation here. Table 3 shows the maximum feasible multiplier values and their 

comparison to growth factors for mesh networks. These results establish that /^-Cycles are 

able to sustain growth multipliers similar to the corresponding values obtained for mesh. 

A seemingly odd discrepancy is observed in the results in Table 3 for cases 5, 11, 13 and 

17. These cases show that migrating to ̂ -cycles would permit higher growth multipliers 

than migrating to a span restorable mesh. From a theoretical point of view, this is not 

possible as the complete solution space for /^-cycles is always a subset of the complete 

solution space for mesh. However, to keep the problem solvable in reasonable time, it
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becomes necessary to pare down the input set of eligible restoration routes or candidate 

cycle set.

Table 3. Max Uniform Demand Growth Multiplier. (Adapted from [KoGrNFOEC03])

Network Mesh p-Cycle Network Mesh >Cycle

1.24 10 2.24 2

2 2.91 2.75 11 1.07 1.29

3 1.05 12 2.05 2

4 1.16 13 1.36 1.54

5 1.02 1.3 14 2.91 2.75

6 2.05 15 1.31 1

7 1.32 16 1.24 1.2

8 2.91 2.75 17 1.38 2

9 1.13 1

This creates some inherent incomparability when the number of eligible cycles to the p- 

cycle formulation is limited by the pre-selection heuristic [GrDoLEOS02] while the mesh 

restoration formulation has a hop limit restriction of 5 on eligible restoration paths. For 

example a 7-node p -cycle can restore an on-cycle span failure using more than 5 hops, 

and can thus consider restoration paths that are not allowed to the mesh restoration 

formulation. This is not an anomaly or error, but is simply caused by the closeness of the 

/>-cycle and span restorable mesh solution, and because of the differing metrics used. This 

motivated the entire study in Chapter 6 that helps understand these anomalies.

For the TELUS case study network in Figure 5-7, every demand in the metro 

network can be scaled up 1.5 times before the need to add more capacity arises. 

Additionally, the /7-cycle solution for the 1.5 scaling of the demand matrix assigns 85.4% 

of the available capacity. Upon visually inspecting the physical graph, it is observed that 

there are a good number of degree 2 nodes, typical for a ring-based metro network. 

Capacity utilization may therefore be less than 100% because of intermediate span 

exhaust. For example, if all the capacity on the possible working routes between an origin 

and a destination is already assigned (which can be found from a min-cut of the
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capacitated network graph between the origin and the destination), a blocking condition 

results. No matter how much capacity exists on the other spans of the network, capacity 

addition would be required to route any growth of demand through exhausted spans. This 

leaves some of the capacity unusable, and stresses the value of allowing selective 

strategic capacity addition to fully exploiting all other existing capacity.

Primarily, however, these results establish that the capacity efficiency with p- 

cycles is almost as promising in general and quite comparable in some networks to that of 

span-restorable mesh networks as the ring mining target. This “pure ring mining” 

potential is, however, just an indicator. In practice we can do better if some capacity 

additions are allowed during migration. Thus we take the next step by allowing selective 

capacity additions to the network and considering migration to ̂ -cycles.

5.4.2. Ring Mining With Strategic Capacity Addition

Sample results for two of the test networks are in Figure 5-8. For simplicity Table 

4 shows the total number of added “systems” needed to reach the corresponding growth 

factor, a system being either an OC-12 or OC-48 modular capacity addition. Network 6 

only requires 30 modular system additions to grow more than 300% but no additions at 

all until a doubling in demand served is already sustained. This capacity addition profile 

is very close to the profile obtained for span restorable mesh in [ClGrDRCNOl], Other 

networks also exhibit similar growth patterns. The corresponding solution for the TELUS 

network is in Table 4.

120 

100  -

N etw ork  16 

- a-  N etw ork  6
Cap Add^O 

40 
20

U niform  D e m an d  G row th  M ultiplier

Figure 5-8. Capacity Addition Profile for two test networks growing under ring mining. (Adapted
from [KoGrNFOEC03])
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Table 4. Capacity addition required with change allowed to working routing. (Adapted from
[KoGrNFOEC03])

X Additional M odules Required 

OC-12 OC-48

% Capacity Added

1.0 0 0 0%
1.5 0 0 0%
1.6 1 0 0.20%
1.8 2 1 1.24%
2.0 4 4 4.1%
3.0 1 33 27.5%

In Table 4, we can see that for a relatively minor investment (adding 4 OC-12 and 

4 OC-48 modules on selected existing spans), the network operator can double the 

carrying capacity of this network. Existing capacity utilization now increases to 87.8%. 

Even though there is a popular school of thought that considers capacity essentially free, 

re-using existing capacity more efficiently still makes better business sense. Even if new 

dark fiber is free, there is still a real cost-inefficiency associated with adding new line 

cards, ADMs, lasers, etc., if not otherwise needed. Serving 3 times the demand requires 

33 OC-48 modules to be added, but even though 33 OC-48 modules are added, going 

only by capacity values, still only about 91% of the previously existing fiber capacity is 

re-assigned. This happens because the network runs out of un-assigned capacity on 

critical spans when a very high demand multiplier is considered. Such high demand 

growth multipliers literally force the addition of new capacity on every span in the 

working path, while still rendering some capacity too expensive to be used with the 

present demand matrix. This seeming waste of capacity is because a straight out uniform 

demand multiplier, though useful to establish the potential benefit of ring mining, may 

not mirror the actual demand forecast planned for this network. An accurate demand 

forecast, incorporated into a ring mining study should give better results. If selected 

demands are allowed to grow while others are kept constant, and new O-D pair demands 

are simultaneously introduced, a corresponding minimum-cost evolution plan for a 

specific network can be worked out using the minimum capacity addition model.

If instead of requiring a uniform demand growth multiplier over all demands, we 

allow all individual demands to grow to an individual maximum X within the ring 

capacity constraints, and with minimum cost, the optimal solver almost always assigns 

maximum growth to physically adjacent node demand pairs, and then to next shortest
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demand pairs and so on, which makes sense given how the model is formulated, but may 

not correspond to the actual future growth pattern of the network.

Finally, there is no general pattern as to why a particular network requires a 

specific number of modules added for demand growth but the important effect is the 

deferral of cost until significant growth occurs. So far we have established that p-cycles 

and span restorable mesh are comparable in capacity efficiency for migrating from ring 

networks. What is not quite evident in these numeric results is the potential architectural 

benefit of using p-cycles. p -Cycles would have similar capacity requirements as mesh, 

but can be implemented on ADM-SSIU based networks. Thus, using p-cycles would give 

the added advantage of being able to defer DCS equipment purchases.

5.4.3. Ring Mining With Strategic Capacity Addition Without Affecting Current 

Working Traffic

Even with this added constraint in the TELUS network we observe that the metro 

network can support a uniform demand growth multiplier of 1.33 without any capacity 

addition and without rearranging the existing working demands. Network capacity 

utilization is at 84.3%, which is not very much less than the p-cycle solution that allowed 

working routing changes. This shows that even if the carrier chooses to migrate without 

affecting existing customers there are still considerable efficiencies to be gained.

5.4.4. Ring-Mining With Strategic Capacity Addition With Possible 

Rearrangement of Working Traffic

The results are shown in Table 5. As expected, more capacity is needed because 

of the imposition of the fixed working routing condition. Now, instead of 8 (from Table 

4), the service provider has to add 10 system modules, on existing spans, to achieve a 

doubling of carrying capacity. Considering the ratio of capacity costs to nodal equipment 

costs, this is again not that unreasonable an additional capacity requirement, if we 

consider the potential benefits of migrating to p-cycles without affecting existing 

customers and without buying any DCSs. At the same time, the new demands can be 

served far more efficiently than with the prior ring networks. Additionally, adding these
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extra systems module allows 89.35% existing capacity utilization, which is higher than 

the previous value of 85.4%.

Table 5. Capacity Addition required with no change allowed to working routing. (Adapted from
[KoGrNFOEC03])

1 Additional Modules Required 
OC-12 OC-48

% Capacity Added

1.0 0 0 0%

1.33 0 0 0%
1.5 1 1 1.53%
1.6 3 1 2.15%
1.8 2 4 5.53%
2.0 4 6 8.60%
3.0 8 38 49.1%

5.5. Summary

We have established that p-cycles are almost as capacity-efficient as span 

restorable mesh for ring mining. The nodal compatibility of p-cycles and ring networks 

would be the prime mover behind p-cycle implementation in the metro environment. 

Network operators can go on using their existing network channel capacity for a 

significant period of time without adding any new capacity or replacing nodal elements 

with DCSs. p-Cycles offer the option of being able to serve increasing traffic demand, 

with constraints on re-routing existing working demand. This cost-effective migration 

strategy, which allows the service provider to migrate to p-cycles without affecting 

existing customers, while simultaneously deferring the costs of serving new growth, 

could help ensure the survival of the network operator through uncertain and competitive 

economic times.
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Chapter 6. PATH LENGTH CONSTRAINTS IN P -  

CYCLE NETWORK DESIGN

In this Chapter, we present a novel approach for imposing direct restrictions on 

the length of p -cycle protection paths as opposed to overall size restrictions. This allows 

the optimal solver to consider path length restrictions in a very direct and specific way. 

This new approach allows us to accurately compare path or hop-limited p -cycle and mesh 

designs. This new method also allows us to investigate whether /^-cycles also exhibit a 

threshold hop limit effect like mesh networks.

6.1. Introduction

Fundamental studies on network architecture often consider designs that are 

restricted only by the network graph itself and the requirement of restoration paths being 

loop-free. It has, however, always been understood that a maximum hop or maximum 

distance limit may often pertain in practice. In a WDM optical network the main interest 

in asserting such limits is to ensure transmission integrity for paths that are re-routed for 

protection. Such hop limits are not very naturally or easily enforced in the pure arc-flow 

(nodal trans-shipment) formulations for spare capacity placement for mesh restorable 

designs (see [Grov03] (pp. 294-296) for examples of such models), but in the path-flow 

assignment approach by Herzberg [HeByTON95] and many of its extensions in 

[Grov03], it is easy to include such limits in the design. This is done simply by restricting 

the set of eligible restoration routes for each failure scenario to those within the desired 

hop, distance or any other limiting criteria [HeByTON95],[IrMaTON98], 

[RaMuINFOCOMM], Early protocols for distributed “self-healing” restoration [Grov97] 

and for distributed self-planned protection [Grov94] also both inherently permit user- 

specifiable limits on replacement path lengths. This is also an obvious capability of 

GMPLS-based constrained routing protocols when used to find a replacement path, or to 

activate a pre-planned backup path.

Herzberg also demonstrated the phenomenon of a “threshold hop limit” in the 

design of span-restorable (or equivalently span-protected) mesh networks. As the hop

117

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



limit used in the design process is increased, it reaches a threshold value above which no 

further reduction in total spare capacity requirement is reached. At and above the 

threshold hop limit, the opportunities for spare capacity sharing over disjoint failure 

scenarios are in effect saturated on the given graph topology. For example, in the 

relatively well-connected and uniform “Bellcore” network in [ScGrICC02] this occurs at 

a hop limit of five, at which point the network redundancy is a rather attractively low 

51%. This means that no restoration path would ever have to be longer than five hops in 

this network, and that if up to five hops is permitted, optimal capacity efficiency is also 

achieved.

Not all networks exhibit such a low threshold hop limit, however. In work on 

sparser topologies we have seen threshold hop limits of up to 12, although this is almost 

always a result of many degree-two nodes in chain-like subnetworks. (In the meta-mesh 

abstraction [GrDoJSAC02] of those networks, the effective threshold hop limit can more 

often be expected to again be in the five to seven hop range, say.) Advantages to 

restricting the hop limit as much as possible in survivable design are numerous and 

obvious and include increased availability (fewer network elements involved in 

restoration), reduced regenerator cost associated with protection paths, and depending on 

signalling protocols, possibly increased restoration speed from fewer nodes having to 

react, and decreased regeneration costs. Especially for an optical network, all other things 

being equal (such as the total spare capacity needed) shorter protection paths are always 

preferred. Some other work on path length restriction tactics in optical mesh-restorable 

networks is in [DoGrOFCOl],

A natural, if somewhat theoretical, interest motivated by past work on span- 

restorable mesh networks is therefore to ask “what about hop-limit considerations for p- 

cycles?” From several standpoints, /(-cycles are the close cousins of the span-restorable 

mesh architecture. In the pre-planned mode, both activate protection paths that extend 

between the immediate end nodes of the failure only, and p-cycle designs are empirically 

closest in efficiency to span-restorable networks. For this reason it would be useful to 

understand if /(-cycle networks also exhibit a threshold hop limit effect. And if so, is it 

characterized in terms of a threshold limit of cycle circumference, or in some other way? 

These are the two research questions that are studied in this Chapter.
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This Chapter is based on collaborative work with Anthony Sack, currently with 

Consumer Broadband Division, TELUS Communication. Much of the material herein is 

based on previous publications at IEEE-BROADNETS 2004 [KoSaBROADNETS04] 

with an invited Journal publication in [KoSaOSN], The conference version of this paper 

in [KoSaBROADNETS04] won the IEEE-Phillips Best Paper Award at BROADNETS 

2004.

6.1.1. Overview of Path Length Restrictions

Optical networks are always designed with a maximum un-regenerated optical 

path length restriction. As discussed in Chapter 4, this limit basically defines how long 

the signal can travel before it accumulates an unacceptable amount of noise. This reach, 

as we discussed in Chapter 4, depends on many factors such as the type of fiber, the 

power launched into the fiber by the laser, the SNR of the laser, the minimum SNR 

requirement of the photo detector, the number of active wavelengths on the fiber, etc. In 

addition, regenerators are essentially full scale OEO cross-connects and therefore are 

very expensive. Network operators tend to operate an optical network such that all paths 

(whether working or protection) are under the optical reach length limit. Shorter paths 

also improve the general availability of the working path. Regardless of what the reasons 

really are, it seems like a reasonable expectation for /7-cycle design tools to have controls 

on the maximum protection path lengths. Such restrictions are easily built into design 

methods for span restorable mesh network design as a fairly straightforward restriction on 

the maximum eligible route length. Extensions to path restoration also incorporate this 

length constraint [IrMaTON98], In both cases, the pre-processor simply discards the 

routes that do meet the specific criteria -  such as max hop limit or max length limit. 

Doucette et al. in [DoGrOFCOl] examined length limits for mesh networks, but to date, 

no corresponding work has been done for /7-cycle network design.

6.1.2. Circumference vs. Hop Limits For /7-Cycles

Restricting the total number of cycles provided as input to the problem is a 

necessary first step to any optimal p -cycle design. This ensures that the ILP solver has a 

small enough solution space and can obtain solutions within a reasonable time. The
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simplest cycle pruning heuristic is to only choose the shortest 1000 or 2000 cycles from 

the set of all cycles. This is the approach used in initial works on /(-cycle design such as 

[GrStICC98]. In more recent work, newer cycle selection metrics such as the TS and AE 

(as discussed in [GrDoLEOS02]) have been used as cycle selection metrics. Yet other 

work by Schupke et al. [StGrICC04] used the dual failure susceptibility of a cycle as a 

selection metric for cycles. But as a class, all these cycle size limiting techniques had the 

primary goal of improving the efficiency and reducing the run-time of the solution. In 

[StGrICC02], for the first time, the authors studied the effect of cycle size limiting on the 

capacity efficiency of /(-cycles and, as expected, as the maximum cycle size is lowered, 

the capacity efficiency of the solution worsens. Still, the solutions in [StGrICC02] exhibit 

an attractively low redundancy of 51% even at very low hop limit restrictions.

To date no attempts have been made in the p -cycle literature to specifically limit 

the path length in /(-cycle networks, other than to use an indirect cycle size limiting. 

Limiting the maximum cycle size is an effective means to guarantee that no protection 

path can be longer than the size of the biggest cycle admitted to the input to the solver. In 

ring networks, restricting the ring size is the same as restricting protection path lengths. 

In /(-cycle networks, straddling spans are protected segments on the cycle. A large cycle 

could, quite effectively, provide short protection paths for a straddling span. This 

protection path would in effect be acceptable from an optical path engineering point of 

view, even if the cycle in itself is too long. The basic idea is that one may admit a large 

cycle into the problem but prevent it from protecting any on-cycle spans. Of course, the 

solver would be biased toward selecting cycles that protect both straddling and on-cycle 

spans, but in the specific case where a large cycle is justified for some suitable set of 

straddling spans, it must be allowed to be part of the input cycle set. Circumference 

limiting therefore is just a method to upper bound the maximum protection path length, 

with the side effect that short protection paths provided by large cycles to straddling 

spans are excluded from the problem.

This is a real problem when comparing /(-cycles to span restorable mesh 

networks. In flow-based mesh design ILPs, constraining the maximum path length is a 

simple problem as one only needs to prune the input eligible route set so that none of the 

routes are longer than a specific constraint. It is therefore not possible to accurately
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compare a mesh design where path lengths are explicitly specified to a /7-cycle design 

where path lengths are indirectly specified as cycle size limits. Thus the only way to 

make fair comparisons is to enumerate all possible routes in the mesh design and all 

possible cycles in the p-cycle design. But this usually is not a practical solution as the 

run-times would sometimes make these problems infeasible to solve.

6.1.3. Motivation and Current Goals

The study of path length constraints in /7-cycle networks was initially motivated 

because it gives us the ability to accurately compare /7-cycle and mesh network designs. 

This is in itself a much needed capability as many comparisons have been made between 

the two architectures in the literature. From an empirical standpoint we can create 

examples where precisely limiting the path length in /7-cycles is better than overall cycle 

size limits. But what we do not know, prior to actually designing a network with these 

constraints built in, is whether this extra precision makes any difference at all. The point 

being, how many times would the opportunity of using a large protection cycle to provide 

short protection paths be actually used by the solver? Results either way would be very 

interesting to see.

6.1.4. Threshold Hop Limit Effects in Mesh Networks (Herzberg-Bye)

Herzberg reported that span restorable mesh networks exhibit a “threshold hop 

limit” effect. What this means is that when a span restorable mesh ILP solver is provided 

progressively longer routes as part of the eligible route set, (starting from the length limit 

where the solution is first feasible), the gains in capacity efficiency do not consistently 

improve. At the threshold hop limit, (the actual numerical value depends on the network 

and demand details), there is an abrupt ‘flattening’ of the curve and no more reductions 

are to be obtained in the total cost of the network. For example, in the relatively well- 

connected and uniform “Bellcore” network, this threshold limit is ‘5’, at which point the 

network redundancy is an attractively low 51%. This means that no restoration path needs 

to be longer than five hops and if all routes up to and including five hops are enumerated, 

the solution has achieved near optimal capacity efficiency. Allowing routes longer than 

the threshold significantly increases the run-time and complexity of the ILP without
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improving solution quality. What Herzberg established is that as long as all routes that 

have lengths up to and including the threshold hop limit are enumerated for the ILP, the 

solution is already within a few percent of the best possible solution. For large and dense 

networks with hundreds of nodes and spans, this is a very important conclusion as the 

network designer can considerably cut down the run time without affecting solution 

quality significantly. It is now of interest to ask, do p-cycles also exhibit the same 

threshold hop limit effect? If yes, how do these hop limits correspond with equivalent 

mesh solutions ?

6.1.5. Hamiltonian p-Cycles

The final motivation for examining path lengths comes from recent debate on 

Hamiltonian p-cycles and path lengths. Hamiltonian cycles are those cycles that pass 

through every node in the network. In some networks, using a single Hamiltonian cycle 

may suffice for all survivability needs and depending on the working capacity 

distribution, such a solution may approach the theoretical minimum capacity redundancy 

of a span restorable mesh network [SaGrNETWORK04], [HuCoCOMMAG02] and 

[RyPalCOIN], Hamiltonian cycles are unique in that one may, by construction, create a 

Hamiltonian cycle that is highly efficient and matches corresponding mesh network 

designs. But while Hamiltonians are a capability of the p-cycle architecture, there is no 

limitation that only Hamiltonians be used as p-cycles for efficiency. In fact, recent work 

in [ShYaPNET04] [ShMaISCC04] actually incorrectly describe p-cycles as a concept that 

employs only single large Hamiltonian p-cycles for protection. They then go on to claim 

that since these cycles are |N| hops long, they can not provide protection paths that meet 

optical path integrity restrictions. In this work, we therefore attempt to correct these 

misconceptions. It is already accepted and understood that in most real-world networks, it 

is a set of p-cycles of varied sizes that is most efficient. Yet what we will demonstrate is 

that large cycles do not necessarily provide long protection paths. We also develop the 

necessary design theory to enable fine-grained controls on path length and cycle size. 

Properly understood, Hamiltonian cycles are an interesting, if academic, special case that 

enable networks to reach limiting efficiency simply by construction.
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6.1.6. The Potential Efficacy of Path Length Restrictions in /7-Cycle Based 

Networks

As a first step, it is useful to show a quick empirical “existence proof’ illustration 

that strict path length restrictions are indeed beneficial to the overall network design. The 

construction in Figure 6-1 from [KoSaOSN] shows how exact path length constraints can 

outperform (in terms of spare capacity requirements) the prior cycle circumference 

limiting method.

(d )

i

Figure 6-1. Existence proof example of potential benefits of explicit path length restriction versus 
cycle size limiting. (Adapted from [KoSaBROADNETS04])

Figure 6-1(a) is a capacitated network graph with working capacities indicated 

along the corresponding spans. The single p-cycle in Figure 6-1 (b) is the best protection 

solution for this network using only 8 units of spare capacity to protect 12 units of 

working capacity (66% capacity efficiency). But the protection paths for on-cycle spans 

in this particular case are 7 hops long, which for the current example, lets say, are not 

acceptable. If the acceptable maximum path length is five and we use the circumference 

limiting method, a possible solution is in Figure 6-1 (c) with three small p-cycles. The 

network now needs about 20 units of spare capacity. But if large p-cycles are allowed, 

with the condition that they may not be used to provide any protection paths longer than 5 

hops, the solution in Figure 6-1(d) is obtained. One of these cycles is longer than five

123

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



hops, but it is assigned for protection of only the straddling spans that each bear two units 

of working capacity. Each straddling span sees a four hop protection path which is 

acceptable. This particular design has 18 units of spare capacity. While the capacity 

savings are not huge, this example in Figure 6-1 just illustrates that in theory, use of 

precise path lengths may be a more efficient solution that just circumference limiting.

6.2. ILP Design Models

The example in Figure 6-1 showed a contrived example of how path length 

restrictions may improve the solution, to find out whether such savings are possible in 

practical real-world networks, we use an optimal design model that incorporates direct 

restrictions on path length. This model is based on the p-cycle Modular JCP model 

published in [GrDoLEOS02] with the AMPL model from [KoGrNFOEC03], The model 

makes working path routing decisions jointly with the placement of p-cycles. The model 

is extended so that cycles of any length can be used but no p-cycle can protect a span if 

the protection path is longer than the prescribed hop limit. In other words, regardless of 

the size of the cycle, protection paths can only be used in a way that respects the hop 

limit in effect.

We begin by explaining how these path length constraints are added to the 

previously published p-cycle MJCP models [GrDoLEOS02],

6.2.1. Adding Path Length Constraints

Path length constraints are added by generating parameters that specify the 

lengths of the protection path options offered by each candidate cycle to every span. This 

is the main extension in this model. If a failure is on-cycle, then the parameter value is 

the same as C-l. If the failure is on a straddling span, then two associated parameters are 

used to record the lengths of the two protection paths available to the failed span as 

Figure 6-2 illustrates.
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(a) (b )
Figure 6-2. Left and right path definitions for (a) on-cycle spans 

and (b) straddling spans. (Adapted from [KoSaBROADNETS04])

To describe these two new parameters let us first define the notation necessary to 

denote the different sides of the cycle. Since we want to be able to specify the precise 

length of each protection path offered by the cycle, instead of just the size of the cycle, 

we need to consider the two sides separately. This is to ensure that a cycle is potentially 

used even if only one of its sides offers an acceptable protection path to a straddling span. 

For straddling span, we define that the left or “L” side of the p-cycle is the one that offers 

the shorter protection path while the right or “R” side is the longer arc of the cycle. For 

an on-cycle span, the surviving arc of the cycle is always referred to as the “R” side.

As input to the problem we generate a set of eligible cycles of the network graph. 

But at the same time, despite our extension, we still limit the total number of cycles input 

to the problem to ensure feasibility and because of the sheer number of possible cycles in 

a large network. As a purely practical matter, we limit the cycle size to be much higher 

than the hop limit. So for a test case where we want to limit the hop limit H  to five, we 

may restrict the circumference of the cycle C to about 16 or 18. This is not contradictory 

to the aim in this study because generally as long as C » H  for the input pre-processing 

stage, this is not expected to affect the quantitative results.

Next we generate the R and L parameter lengths that specify the protection path 

lengths that a candidate cycle may offer to a span. Given this nomenclature, the model 

listing is as follows:

Sets

Z Set of available module capacities, indexed by m.

S Set of spans, indexed by i (failed) or j  (surviving).
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D Set of demand relations, indexed by r.

P Set of eligible cycles, indexed by p.

Qr Set of eligible working routes for each demand relation r, indexed by q.

Parameters

A A large positive constant (100000).

cj Cost of one module of the mth capacity on span j.

zm Capacity of one module of type m.

dr Number of demand units for relation r.

C/* Equal to 1 if working route q (for demand relation r) crosses span j, 0 

otherwise.

x" '- Equal to 1 if the L side of cycle p offers an acceptable protection path for 

failure of span i, 0 otherwise.

R Equal to 1 if the R side of cycle p offers an acceptable protection path for

failure of span i, 0 otherwise.

npj Equal to 1 if cycle p crosses span j, 0 otherwise.

Variables

rfs Number of capacity modules of type m placed on span j.

w ( Working capacity placed on span j.

Sj Spare capacity placed on span j.

gr’q Demand quantity from relation r that uses route q.

np Number of unit-capacity copies of cycle p in the solution.

np Number of copies of cycle p used to protect span i.
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npX Number of copies of cycle p  required for protection of span i, when the L 

side of the cycle is used.

nf'R Number of copies of cycle p  required for protection of span i, when the R

side of the cycle is used.

Objective Function

Minimize: ^  2 C1 '^1 0 ^ )
V m e Z  Mj eS

(Minimize total cost of capacity modules placed.)

Constraints

£  g r-q > d r Mr e D  (20)

(All demands must be routed.)

I  (21)
MreD MqeOr

(Place enough working capacity to support the demand.)

X ( x f ' L- < L+xf ' R- < R) > W, M i e S  (22)
MpeP

(Place enough /7-cycles. considering L and R paths separately, to protect all 

working capacity.)

Y j n pj -np < s j Mj e S  (23)
M pzP

(Place enough spare capacity to build all />cycles.)

z" • > Wj  +  Sj  Mj e S  (24)
MmeZ

(Place enough modules for working and spare capacity.)

np > npX Mi e S , M p e  P  (25)

(Must have more copies than number of paths on L side, for each failed span.)

nj  > npR Mi e  S, Mp  e P  (26)
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(Must have more copies than number of paths on R side, for each failed span.)

np > np Vi e  S, \ /p  e  P (27)

(Number of copies of p -cycle p  must be greater than the maximum number 

required by any one failure.)

npX < A - x f  h V i e S , V p e P (28)

(Use no copies of cycle p  for protection of span i if the L side path is 

unacceptable.)

<  R < A -x f 'R Vi e  S, \/p e P (29)

(Use no copies of cycle p  for protection of span i if the R side path is 

unacceptable.)

All variables are constrained to be non-negative integers. Equation (22) ensures 

that a sufficient number of /7-cycles are provisioned to protect against all span failures, 

but uses the new xpX and xf,R parameters to ensure this is done without having to use 

protection paths longer than the hop limit. The two parameters simply define the 

eligibility of either side of a cycle to protect span i. If cycle p  can provide a protection 

path on the L side that is shorter than the hop limit (specified during pre-processing), then 

x?x = 1, otherwise it is set to 0. The R side parameter is of course defined in the same 

way. It is now clear that even if present in the network graph, a cycle may not qualify to 

protect one of its straddlers if it cannot offer a sufficiently short protection path. A similar 

logic exists for on-cycle spans as well.

Equation (24) adds modularity (as in [GrDoLEOS02]). This is optional but helps 

model the problem as closely as possible to the real world. Equations (25), (26), and (27) 

ensure that the number of copies of /7-cycle p  in the solution is the maximum of the 

number forced by any single span failure. Equations (28) and (29) are “backup” 

constraints to ensure that, if cycle p  is not eligible to restore span i using either the L or R 

side, then it will not be considered for protection of that span. While not strictly required, 

(28) and (29) are “added valid knowledge” constraints that provide extra information and 

may thus hasten the solution process.
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6.3. Experimental Setup

6.3.1. Test Networks

Four test networks are used initially for the full joint modular formulation in 6.2.1 

above. We also use a larger network for a specific test to be explained later. Three of the 

four networks are random pseudo-transport networks we synthesized and the last is the 

NSFNET from [DoGrJSACOO]. The set of demands between node pairs are assigned 

from a uniform random distribution between 1 and 10 units. Span costs per unit capacity 

are assigned based on the geographic distance between the nodes as shown in Figure 6-3 

and Figure 6-4.

(a) i (b)ar" *"

Figure 6-3. Test networks (a) 13n23s (501 cycles), (b) 15n26sl (871 cycles). (Adapted from
[KoSaBROADNETS04])
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Figure 6-4. Test networks (a) 12nl9s (127 cycles), (b) NSFNET (139 cycles). (Adapted from
[KoSaBROADNETS04])

6.3.2. Common Parameters

All the ILP models are written in AMPL™ and solved using CPLEX® on a 

Sunfire V480 server with 16 G of RAM to within 1.2% optimality. The main test cases 

were solved in a modular environment with two modular sizes -  OC-12 and OC-48 to
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choose from, with a 4x2x economy of scale model. For the hop-limited /7-cycle test cases, 

all working routes shorter or equal in length to the tenth successively longest distinct 

route (by distance) were represented in the input file. For corresponding mesh reference 

solutions, the same set of eligible working routes was provided. Also for the mesh 

solution, for each possible span failure, the set of all restoration routes shorter than or 

equal in length to the tenth longest route was used. The hop limit assertions for the mesh 

reference designs were built into the model. All the /7-cycle design problems were given 

the complete set of all distinct cycles as input (study specific variations are discussed 

later). The total number of cycles in each graph are given in the captions of Figure 6-3 

and Figure 6-4.

6.3.3. Mesh-Restorable Reference Designs

Baseline reference mesh designs were generated with identical hop limit 

progression as the /7-cycle test cases, for comparison. To design these mesh solutions, we 

use the Flerzberg mesh SCP design model from [HeByTON95]. The set of all routes is 

provided to the mesh solver and hop limit restrictions are built into the model with 

addition of the following constraints to the standard span restorable mesh network design 

model.

y“ < A ■ f"  Vz e  5, Vm e f  (30)

Vz e  S', Vzz € Ui (31)

y“ 6(0 ,1}  Vz e  S,\ /u  e  t/,. ( 3 2 )

Y d't.j ■ r“ V ie  S, Vw e  U, (33)

The set of eligible restoration routes for each span i is Uj . The flow over route u 
for failure of span i is represented by f “ (a variable already present in the standard mesh 

design model). The first two added constraints force a “one” on the new binary variable 

y“ as an indication of whether or not a particular eligible route is used for failure of a 

certain span. The final constraint (where j  represents any surviving span) uses the also 

pre-existing 1/0 parameter 3"; , which encodes whether or not restoration route u (for
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failure span i) crosses surviving span j ,  to in effect trace out each used restoration route 

and assert that it respect the hop limit H.

6.4. Results

6.4.1. Threshold Hop-Limit Effect

Let us now compare the two models: explicit hop limitations on p -cycles (HL), 

circumference limited (CL) ^-cycles with the baseline, identically hop limited mesh 

design.

We start with comparing the three designs without any hop limits -  i.e. all distinct 

routes and cycles in the graph are enumerated and admitted to the solver. As a model 

validation step, the HL and CL designs must be identical, when no hop limits or 

restrictions are imposed. This is observed on all the test networks and thus validates our 

model. Second, the mesh, HL and CL must be either very close or equal in efficiency in 

the unlimited hop environment. Any differences should be to the advantage of the mesh 

design -  or in other words, given strict path length restrictions, /^-cycles should never 

outperform mesh designs. What we see is that within a 1.2% MIPGAP, HL, CL and 

mesh had identical performance. This is therefore consistent with what has been observed 

consistently in the literature on />cycles.

We then start systematically constraining the hop limit and observe the changes in 

the performance of HL, CL and Mesh designs at the same corresponding hop limits. The 

results are plotted in Figure 6-5. At the extreme right of Figure 6-5, corresponding with 

the ‘u’ on the horizontal access are the various points for the unlimited test cases we 

discussed so far. We can now see that as expected, when the hop limit is progressively 

reduced, all the mesh reference designs exhibit the threshold hop limit effect. For 

example the 15n26sl test cases exhibits a threshold of about six hops for the mesh 

design. The corresponding hop limit for the /?-cycle HL designs is at about eight or nine. 

Also, below the threshold, the cost of the p -cycle design seems to rise faster than the cost 

of the corresponding mesh design.
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15n26s1 p-Cycles (Hop-linited model) 
■■■ .... I5n26s1 Mesh
—■—  13n23s p-Cycles (Hop-lirrited model) 
—* — 13n23s Mesh
' *  12n19s p-Cycles (Hop-lirrited model)
— 12n19s Mssh 

•  NSFNET p-Cycles (Hop-lirrited model) 
-—• — NSFNET Mesh
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Figure 6-5. Total cost of capacity versus hop limit for hop-limited mesh and p-cycle network designs.
(Adapted from [KoSaBROADNETS04])

At hop limits as low as 3, the NSFNET design is not even feasible. Those that are 

have very high-capacity requirements, and the FIL, CL and mesh designs almost approach 

each other. This is as expected as well, because when the solution space is so highly 

restricted (as the case is at the H=3 point), both mesh and /7-cycles almost have 

identically constrained spaces to work with. In the curves for the 12nl9s test network, the 

threshold hop limit is at about six for mesh and nine for /7-cycles. The increase in costs 

below the threshold hop limits is also similar to the 15n26sl test case.

These results in Figure 6-5 show that like mesh,/7-cycles also exhibit a threshold 

hop limit effect. The hop limit in a /7-cycle network design is at about 3 hops higher than 

the corresponding mesh design. What is important and significant is that as long as both 

/7-cycles and mesh designs are both above their respective threshold, their capacity 

efficiencies are similar. An added concern from these results is that as the hop limits are 

constrained, /?-cycle design costs rise faster than the corresponding mesh design costs. At 

very low hop limits, as might be imposed in a very sparse LHN, both /7-cycles and mesh 

approach each other in design cost.
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These results give us an overall understanding of /7-cycles and mesh networks. 

Until now, the benefits of /7-cycles were that they combined the best of ring and mesh- 

based networking principles. Now we know that the compromise is ultimately made 

when /7-cycles exhibit a higher hop limit threshold vis-a-vis mesh networks but gain fully 

pre-connected protection paths. This tradeoff though quite acceptable is what 

distinguishes /7-cycles from mesh in capacity efficiency. The difference in threshold hop 

limits is a network specific detail but for our test networks we find that to be between 3 

and 4. The most important new insight is that it is not just in unlimited hop designs that 

/7-cycles and mesh match each other in capacity efficiency. As long as both designs are 

above their corresponding thresholds, /7-cycles are as good as mesh.

6.4.2. Comparing To Circumference-Limited Designs

Let us now look at how the HL designs compare to the CL designs. In order to 

achieve a path length limit H, the CL design can only use cycles that are smaller than 

H+ 1 hops. HL designs can include cycles of any size but may only use protection paths 

that are a maximum of i f  hops in length. Figure 6-6 is the distribution of the restoration 

path lengths in HL designs for network 13n23s with H=6 compared to CL designs with 

C=7. The HL designs have fewer of the longer paths, and more number of short paths, 

but this overall effect is quite small -  only 2.5% of the protection paths are shortened in 

this way. Additionally, for networks considered for the results in Figure 6-5, the cost of 

the //h o p  HL designs was the same as the C=H+1 CL designs. On detailed inspection of 

the HL designs, we could see that the solution did include, in the case examined, at least 

one cycle that was larger than the prescribed hop limit, but at the same time was used to 

provide protection paths of acceptable length to straddling spans. In other words, the HL 

designs do sometimes avail themselves of the potential benefits of the explicit hop 

limiting strategy as discussed in 6.1.6. This is demonstrated by the existence of a 8-hop 

cycle in one of the H=6 HL solution. Evidently that cycle is so efficient at protecting the 

straddlers that the solver chose to build it despite the fact that it cannot be used to protect 

any on-cycle spans. But overall, this is a very rare scenario and in most of the cases, the 

easier CL method is an effective surrogate for strict HL, when C=H+1. The small 

difference in the average path length distribution combined with the rarity of the effect
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described in 6.1.6 actually occurring in a test case poses an interesting question. Does this 

difference significantly improve the solution in larger test networks? Or is CL an 

effective and simple surrogate for HL? Answering this question would be of interest to 

both us and the network planner. In the test cases in Figure 6-5, we found that while the 

CL designs produced results in a matter of seconds, the corresponding HL designs took 

hours and as long as a day to run to termination within the 1.2% MIPGAP termination 

condition. If CL is indeed an effective surrogate for HL, then the network planner can 

solve the faster and simpler CL design with the confidence that there is no capacity 

penalty in not using the relatively more complex HL approach.

450 -

o 300

200  -

100

4

Hop  L im i t

I Circumference Limited □  Path Length Limited

Figure 6-6. Hop-limited path distribution for C=7 and H=6 designs in the 13n23s network. (Adapted
from |KoSaBROADNETS04])

6.4.3. Non-Joint, Non-Modular Design

As a further check on this conclusion, we ran another set of tests using a larger 

19-node 35-span test case (from [KoSaBROADNETS04]). In addition, to ensure that 

modularity and economy of scale were not somehow obscuring any new insights, we ran 

the large test case as a pure spare-capacity-placement problem without modularity or 

jointness. The results for this run are in Figure 6-7. Figure 6-7 again validates our 

previous claims because we find that the capacity requirements for CL and HL designs 

are identical (within a 1% MIPGAP) at all hop limits. The characteristic hop limit for this 

network for the p-cycle design occurs at about 7 hops higher than the mesh design. Figure 

6-8 shows the distribution of path lengths for the 19n35s network test case. The apparent

134

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



similarity of Figure 6-8 and Figure 6-6 simply confirms our conclusions that CL results in 

a path length distribution that is not significantly different than the HL solution, which is 

considerably more complicated. Thus not only does CL produce results that are close (or 

identical) to the HL solutions, but the details of the solution, such as the distribution of 

path lengths is also consistent.

r j  500

- M e s h  

- C - L i m i t e d  

-  H - L i m i t e d

9 10 11 12 13 14 15 16 17 18

H o p  L im it s

Figure 6-7. Capacity results for the 19n35s network. (Adapted from [KoSaBROADNETS04])
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Figure 6-8. Hop-limited path distribution for C=7 and H=6 designs in the 19n35s network. (Adapted
from [KoSaBROADNETS04])
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6.4.4. Bi-Criteria Techniques

After seeing the rather small improvement provided by the HL over CL in the 

path length distributions in Figure 6-8 and Figure 6-6, we realized that it could be 

because the solver may not be able to fully ‘load’ all the /^-cycles. That is to say the 

protection potential of the various p-cycles may not have been fully exploited. To verify 

this, and to see what benefit there may be in including some element of choice in the 

choice of shorter protection paths. We decided to modify the objective function in (19) to 

a bi-criteriaxvl objective function as shown below in (34).

Minimize: ^  Sj + £■ ^  ’nf ’L + </>,P’R •wf ’R) (34)
V/E.V V /e S  V p e P

(Minimize spare capacity cost and total hop length of all paths used.)

The <j>pX and (j)pR values are simply parameters that specify the length of the

protection paths, in hops, on either the L or R side of every £>-cycle p  for failure of span i. 

These values were obtained as part of the pre-processing step. Of interest is to see how 

much this bi-criteria objective improves the distribution of path lengths. The results for 

this experiment are in Figure 6-9. In Figure 6-9 we can see that further improvement is 

obtained by biasing the HL results towards using shorter paths. The bi-criteria weight ( s ) 

is set to 0.0001. In the CL design, the average path length was 5.08 hops whereas with 

the bi-criteria technique it dropped to 4.77. The figure also shows a significant jump in 

the number of two hop paths while overall the number of the relatively long 6 hop paths 

decreases. If this decrease eliminates the need to place even four or five regenerators in a 

large network, the cost saving in capital and operational expenses may be in the millions.
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Figure 6-9. Effect of bi-criteria objective in improving path-length-limited results for 19n35s design
(C=7, H=6). (Adapted from [KoSaOSN05])

6.5. Summary

In this Chapter, we investigated the issues related to path-length-limited /7-cycle 

design. One of the contributions of the work is a design model that can precisely restrict 

path lengths in p -cycle design. With this model we were able to prove the existence of a 

threshold hop limit effect in /7-cycle network design. We also found that as long as p- 

cycles and mesh designs are above their corresponding thresholds, they are identical in 

capacity efficiency. This means that the fully pre-connectedness of /7-cycles is essentially 

at no-cost. This model also finally addresses the previously open research problem of 

precisely comparing mesh and /7-cycle networks. Another finding in this study was that 

the threshold hop limit in /7-cycle networks was about three or four hops higher than the 

corresponding mesh design. This therefore establishes the quite acceptable dimension 

that is traded off to gain /7-cycle properties such as pre-armed, pre-connected protection 

and the ability to re-use of ring-equipment as nodal equipment. A bi-criteria version of 

the basic path length restricting design model was also developed. In this model the 

solver was biased towards choosing a solution that had, on average, shorter protection 

paths, but at essentially the same capacity efficiency of the regular design model. Future 

work may include the application of this model to considering regeneration costs arising 

from path lengths.

As a final contribution, this work also shows that designing with circumference 

limits is an effective surrogate to using the more complex hop limiting approach. Though 

the initial existence-proof type example showed that there is a chance the HL solution can

137

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



be more capacity efficient, in practice, no such benefits were found. There is also 

virtually no difference in the path length distributions in the HL and CL designs. A 

potential caveat in this assumption may occur if regenerator costs are significant or 

important. In this situation, precise path length limiting may be the way to go.
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Chapter 7. MULTIPLE QUALITY OF 
PROTECTION P-CYCLE NETWORK DESIGN

7.1. Introduction

In this Chapter we develop design theory and related operating concepts to 

support multiple differentiated levels of survivability assurances for individual demands 

in a transport network that uses /7-cycles as the basic protection method. Notably this 

includes an ultra-high availability (dual span failure protected) service class that is based 

on principles that are unique to /7-cycles for dual failure protection without dynamic 

reconfiguration of /7-cycles. The ideas and methods developed in this Chapter can 

enhance the cost-competitiveness of transport network operators and enable a range of 

service offerings to best suit actual customer requirements on transport survivability.

This Chapter is based on a recent publication at IEEE BROADNETS 2005 

[KoGrBROADNETS05], An extended version of this paper has been invited for 

submission to the IEEE-OSA Journal of Optical Switching and Networking 

[KoGrOSN06] and is currently in preparation.

7.1.1. Motivation and Goals

In a competitive business with a diverse set of users and applications, it is 

generally desirable to be able to provide a range of service offerings in some efficient 

way. Ideally, all differentiated services can be provided using only one common set of 

resources, configured as needed to match the actual service mix. In recent years this 

viewpoint has been applied to the levels of survivability assurance (and hence avail­

ability guarantees) given to various light-path or OC-n path services through a transport 

network. In approaching this goal, of providing for multiple Quality of Protection (multi- 

QoP), one of the most essential aspects of a realistically feasible solution is that all 

services can be provided for within a single integrated framework for operating and 

planning such a multi-QoP network. What we mean is that a solution that requires
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separate network architectures, layers, or different equipment types for each service class 

is not an attractive solution.

The vision here is of a single transport network based on broadband or optical 

cross-connects at every node within which up to five (if desired) different service classes 

can be provisioned as required with each individual service path also being efficiently 

provided with arrangements to assure its particular service level guarantees. All of the 

currently promised survivability guarantees, ranging from assured dual-failure 

survivability down to preemptible unprotected service, will be efficiently and collectively 

coordinated within one pool of network resources, accessed and managed for both 

provisioning and survivability by the cross-connects.

Survivability related assurances under a service level agreement (SLA) have come 

to be called QoP specifications, as an obvious extension of the prior general concept of 

Quality of Service (QoS) in other dimensions such as BER, cell-loss, delay, etc. 

Protection mechanisms like BLSR-Rings and 1+1/1:1 APS usually support only two QoP 

types: protected against single failure and unprotected (i.e. “extra traffic” use of the 

protection channels). This is because a BLSR is line-switched, so any tributary in the 

working line rate signal gets protected, whether intended or not. Working traffic on the 

protection channel is the other class and is in effect the pre-emptible QoP class. (In 

contrast, UPSRs can support protected, unprotected and extra traffic QoP classes, but are 

not the usual type of ring used in backbone transport.) While this suited voice traffic, 

many feel today that it is not as well suited to the variety of present and future Internet 

traffic types. Data—now the dominant traffic borne by the transport network—is better 

suited to a range of QoP levels. E-mail traffic, for example, can tolerate outages of 

several hours before the users notice a failure while Voice over IP (VOIP) remains almost 

as outage-sensitive as TDM voice. The pressure to better match protection resource 

investments to the real needs of the traffic flows is also driven by economics. Although 

brute-force, the still common practice of pure 1+1 diverse duplicated routing at least 

doubles the cost over the corresponding non-protected service. So differentiation, 

efficiency, and refinement of the protection arrangements used ought logically to be 

almost at the top of list of potential productivity enhancements for a network operator. 

The leverage on being intelligent and sophisticated in the management of survivability
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can approach a factor of 100% in productivity gain out of a given deployed investment in 

transport equipment. The emphasis is made even greater by the relatively low revenues 

from many data transport services. For instance, reportedly 80% of British Telecom’s 

revenue in recent years came from services that used only 20% of its network capacity™11 

[ART03]. The implication is that for the other 80% of the traffic, the same QoP treatment 

may not be economically justifiable. It also suggests that perhaps the 20% of traffic that 

earns 80% of the revenue should be given even better QoP assurances than currently 

provided.

This inspires one of our current questions of interest: Would it be possible to 

provide guaranteed dual-failure survivability to the high-revenue services with little or no 

more resources than the uniformly single-failure protected network requires? Instead of a 

network in which all traffic inherently receives an assurance of single failure protection 

(denoted R l= l), the goal would be to use the same total resources to provide an ultra- 

high availability QoP for the most profitable services, based on assured dual-failure 

survivability (R2=l), and also provide and an Rl = l and notionally “less than R l = l ” 

service definitions for other classes of transport. It seems reasonable that enabling such 

multi-QoP service offerings would help a network operator stay competitive in a 

commoditized market for transport services. We therefore consider the problem of 

efficiently designing /7-cycle-based networks to support multi-QoP combinations of 

demands. Prior work (to be reviewed) has looked at multi-QoP design for span-restorable 

networks with service classes topping out at Rl=l .  The important difference with this 

work is that we solve the corresponding problems for /7-cycle networks and at the same 

time we extend the multi-QoP framework to directly include a new R2=l service class, 

integrated in the overall design (or configuration) problem. Also novel is that it is through 

two distinct principles, specific to /7-cycles, that the R2=l service class is realized.

7.2. Prior Literature

Concepts of differentiated QoP can be found in the literature starting (to our 

knowledge) in 1996, when a four-tier QoP class set was proposed for Asynchronous 

Transport Mode (ATM) networks[VeHa96]. Gerstel and Sasaki adapted and extended 

this for ring-oriented broadband transport networks in [GeSaOPTICOMMOl]. More
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recently optimal capacity design models for span restorable mesh networks with a mix of 

QoP types was treated in [GrClICOCN02]. In [GrClICOCN02], however, the highest 

QoP class was ‘gold’ which had assured protection against any single span failure that 

affected a gold service path. An interesting and motivating finding of [GrCIICOCN02] 

was that over a fairly wide range of QoP mixes, which include a preemptible service 

class, there can be no truly idle ‘spare’ capacity in the usual sense— all channels would 

be in use bearing some form of revenue-producing service. One interest of the present 

work is to see if similarly desirable combinations of multi-service demand patterns and 

capacity configuration arise for />cycles. Also relevant to this work is [StGrICC04] 

which, separate from a multi-QoP concept, developed ideas about how to support an 

ultra-high availability (R2=l) service class in a span restorable mesh network that had no 

more spare capacity than normally otherwise needed for Rl=l .  The key to this was to 

have a set of capacity-efficient pre-planned protection responses to a first failure, and 

follow this up in the event of a second failure with a dynamic adaptive restoration 

response in the dual-failure state but aiming then only to restore the R2 class service 

paths.

7.3. Multi QoP Stack

Let us now briefly re-cap the four multi-QoP service classes from 

[GrClICOCN02] which we will now incorporate in /7-cycle networks, and add to this the 

new dual-failure protected class as illustrated in Figure 7-1.
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Figure 7-1. Multi-QoP class set. (Adapted from [KoGrBROADNETS05])

Working channels of the platinum class are assured protection from all possible 

dual and single span failures in the network. Channels bearing gold service paths are 

assured protection against all possible single span failures and now will also receive a 

best-efforts response to dual-failures using any spare (or preemptible) resources 

remaining after the platinum services are fully restored. Working channels bearing silver 

service paths are protected on a “best efforts” basis for any failure scenario (single or 

dual) that affects such paths. In the event of a single failure, affected silver channels will 

be restored to the greatest extent possible using any spare channels not employed for 

protection of gold or platinum services. Here, however, the best-efforts response for 

silver services does not include the option to preempt economy services (as was 

considered in one case in [GrClICOCN02]). Any response for silver in the event of a dual 

failure is also prioritized below platinum and gold service restoration requirements. 

Bronze working channels are unprotected, but are not preemptible by higher class 

services either. Working channels bearing economy class services are unprotected and 

may be pre-empted if required for protection of platinum or gold class working channels. 

Such preemption occurs, however, only when true spare capacity provided on available 

jo-cycles is not adequate to meet guarantees for platinum or gold services. Note that (as in 

[GrClICOCN02]) from the standpoint purely of network capacity design, there is no real
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distinction needed between bronze and silver working channels as neither of these classes 

warrants any designed-in protection capacity for them and they also are not usable for 

protection of other services. From a capacity design standpoint, therefore, there is nothing 

to do for them, other than to allow for their own working capacity in the design. The 

difference is manifested operationally, however. In real time affected silver channels may 

receive restoration paths, but bronze do not. The preemptible or “Economy” service class 

is of particular interest. Many BLSR ADMs possess a feature called “Extra Traffic” 

provides preemptible access to the protection channels of the rings. Some carriers use this 

feature to transport traffic such as special-event TV signals or to provide additional non- 

essential or temporary extra logical links between routers. Therefore economy class 

service paths in a p -cycle network conceptually involves forming /^-cycles out of ordinary 

“spare” capacity channels, but then allowing the p-cycles to be used much like the Extra 

Traffic feature of rings. Thus, the role of Economy service channels is especially 

important in the overall multi-QoP design problem because they play three roles that the 

design model will ideally reflect and exploit. These are: (i) they can best contribute to 

revenue by being placed in a way that supports routing of the available economy 

demands, but at the same time they must (ii) also be formed into closed cycles to act as p- 

cycles, and (iii) when used as p-cycles, must efficiently provide for gold and platinum 

restorability guarantees.

7.4. Preplanning and real-time operation of multi-QoP

Here we outline the operational concept for multi QoP networks based on p- 

cycles. Most of the logic follows from [GrClICOCN02] but has to be extended and 

adapted to specifically recognize the p-cycle environment and the additional R2=l 

service class. First, each service path (a demand routed over the network between is OD 

end-nodes) is labelled with a service class tag at provisioning time. Thus, although we 

speak of channels as being gold or silver, or of other classes, channels are really all 

intrinsically the same and only temporarily inherit the protection status of the service path 

of which the channel is currently part of. The routing of working multi-QoP labelled 

demands in the network generates a specific number of working channels on each span i 

of each service class. This is the number of the individual platinum paths through the
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span w,p, gold working paths over the span, wf, and so on where uf will denote silver 

and bronze working capacity as an aggregated group and w* denotes the number of 

economy channels on span /. These are all integral multiples of some unit granularity 

working channel for example STS-1 units in a SONET-managed network, or light-paths 

in an optical transport layer. Each working channel on a span is labeled according to the 

class of protection of the service path it is currently serving. Using simple protocols this 

state can be acquired and maintained locally by the end-nodes of the span. The capacity 

design process (or the closely related configuration problem for existing capacities) will 

then ensure that each gold or platinum channel is protectable by specific /(-cycles as 

needed. This information is stored locally at the nodes adjacent to each span, as a simple 

lookup table. The information is not globally required and is specific only to the incident 

spans at each node. Thus, in the pre-failure network state, each node knows of all incident 

working channels, and their individual protection statuses, and knows the inventory of all 

p-cycles accessible at the node.

In real time, the only further considerations are that once damaged or in use, the 

other nodes of any /(-cycle see that status advertised in the overhead bytes on the signal 

the cycle is bearing. With these provisions, the implementation of apparently complex 

multi-QoP policies is actually very fast, simple, and completely local. At all times, there 

is simply a ranked matching problem to implement. Whether it is a single or dual failure 

scenario does not even complicate things, because in all cases the end nodes of any failed 

channel simply match the available protection cycles to the failed working channels in 

rank order among platinum, gold and silver, while completely ignoring bronze in the list 

of failed working channels, and completely ignoring economy services riding on the 

available /(-cycles at the node. The end-nodes of the failed span then only need to detect 

whether a particular working channel needs and warrants protection, or not. If the 

channel needs protection, they must simply look up a local data table and re-direct the 

affected traffic into one of the available /(-cycles. The adequacy of the protection capacity 

and currently configured /(-cycles to meet all QoP guarantees is an aspect of the off-line 

design problem, not the real time activation problem. When a service is routed and 

provisioned, these checks are made within the current capacity design and configuration. 

If need be, incremental re-optimization of the p -cycle set can be employed to support the
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QoP assurances. Ultimately, when a capacity-limited situation is reached, it means that 

(as in any network), until capacity augmentation can be realized, new SLAs for affected 

QoP classes cannot be issued. The important thing overall is that this combination of off­

line capacity design (or capacity configuration) and the locally-applied real time 

mechanism described, means that QoP assurances, once given for a newly provisioned 

service path, really are guaranteed, and the reaction of the network in real time is always 

simple and locally reacting. Additionally this is done without the use of separate layers to 

support demands of various QoP classes.

7.5. Dual Failure Protection in /t-Cycle Networks

We now review some prior methods used for dual failure protection in /?-cycles 

and then propose two simple principles for dual failure protection.

7.5.1. Relationship to Prior Work

Schupke et al. [ScGrICC04] first proposed a mechanism for enhanced dual failure 

survivability in /?-cycle networks. In Schupke’s work, cycles o f  all sizes are allowed but 

the maximum number o f  protection relationships that each cycle can provide, is 

restricted. This is called reducing the susceptibility o f  the network to dual failure. This 

reduces the number o f  spans that are exposed to a dual span failure. Schupke also 

proposed the use o f  dynamic re-organization o f  /7-cycles after the first failure as a 

possible solution. The strategy is to re-organize the spare capacity on the surviving spans 

into new /7-cycles that m axim ize the restorability o f  the reduced network. The re­

organization was either global, where all /7-cycles were re-built, or incremental where 

existing /?-cycles are kept untouched, but at the same time an attempt is made to assign  

more protection relationships to existing /7-cycles. This re-organization is operationally 

done through either a centralized or distributed run-time re-optimization or a pre­

calculated local reaction to a specific span failure. Option (i) would entail a complete 

real-time, re-optimization o f  the capacitated sub-graph (with the failed span and in-use 

protection resources excluded), while the second approach involves continuously running 

a series o f  planning problems, which produce the net switching actions necessary at every 

node in case o f  a failure o f  any single span. In effect the network operations center
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continuously rehearses what it has to do in the event of a failure, to maximize readiness 

to subsequent failure. Results in [ScGrICC04] show that global re-organization of p -  

cycles following the first failure can achieve 100% restorability to dual failure with about 

70% more capacity than what is required to ensure single failure survivability. Note that 

this implies that the network could be as much as 300% redundant. Another conclusion 

from [ScGrICC04] is that no amount of over-provisioning can guarantee 100% dual 

failure survivability using only the susceptibility minimization strategy.

In this work, w e do not rely on dynam ically reconfiguring the /7-cycles after the 

first failure or on explicit additions o f  extra spare capacity. Our novel approach 

emphasizes dual-failure survivability achieved through an initial design o f  static /7-cycles, 

and the integration o f  a dual-failure survivability service class into an overall multi-QoP 

framework. Insights from [ScGrICC04] and [ClGrPNET03] about the two basic ways in 

which /7-cycles can withstand dual failures are acknowledged and relied upon here, 

however. To our know ledge this is the first work in general on optimized capacity design  

to consider an dual failure survivable (denoted R 2= l or just R2) service class integrated 

into an overall environment o f  five QoP classes, all sharing the same physical capacity. 

With more certainty it is thought to be the first study to do so specifically for a survivable 

network based on /7-cycles. What is also different from the past dual-failure restorable 

design work on span-restorable networks is that while [ClGrPNET03] was based on the 

unique properties o f  a span-restorable mesh network, the attainment o f  a R2 service class 

in /7-cycle networks here is based on quite different principles that are specific to p -  

cycles. It is not just a reapplication o f  concepts for achieving R2 in span-restorable 

networks.

We think the main contributions are: (i) development o f  a /7-cycle multi-QoP  

capacity design model, (ii) elaboration and integration o f  two basic principles for dual 

failure protection in /7-cycle designs (other than post-failure reconfiguration) into the 

muti-QoP design framework, and (iii) providing numerical results on the network 

implications o f  the multi-QoP design model.

In the next section w e describe two simple principles for dual failure protection 

that do not require any reconfiguration. These principles can be used in an essentially
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‘static’ p -cycle network to provide full dual failure protection to platinum class demands. 

The DPP principle can easily be extended to triple or failure protection, without 

reconfiguration. These principles are based on the realization that if  two diverse 

protection options are provided per unit o f  platinum capacity on a failed span, then 

regardless o f  the exact combinations o f  spans that fail, dual failure protection can be 

guaranteed.

7.5.2. Straddling Span Protection Principle

One principle we can exploit for dual failure protection is based on simply not to 

fully load the straddling spans with two protected paths o f  the top priority on a straddling 

span. A /7-cycle always offers two diversely routed protection paths per unit o f  its own  

capacity to each straddling span it protects. Norm ally these are used to protect two 

different working paths on the straddling span. But, conceptually, i f  a platinum path 

crosses a straddler, nothing prevents both o f  these diverse protection paths from being 

kept available for one platinum path. Thus before a failure, there are three disjoint routes 

between the tw o end nodes o f  the protected span. This means that any two failures 

affecting the service can be survived.

Note, importantly, however, that for efficiency in design w e can still use both 

protection paths in the case o f  single failures for two different working paths. A ll that we  

must ensure is that the service using the protection path that was not used by the platinum  

service in a first failure is itself o f  lower status than platinum. This way design capacity 

efficiency is every bit as efficient as it is for normal single failure survivable (denoted 

R l = l  or just R l)  design alone, but when a second failure arises (affecting the same 

platinum service in this /7-cycle), the latter is in a position to exploit the /7-cycle’s other 

surviving protection path, implicitly bumping any lower-status service that was initially 

using the other protection path follow ing the first failure. Figure 7-2(a) shows a /7-cycle 

that protects span A B  as a straddling span. This /7-cycle offers tw o disjoint protection 

routes to span AB  shown by the two arrow-tipped thin lines. In Figure 7-2(b) span AB  

fails. The gold channel on span AB  is protected using the route shown by the dashed line 

and platinum channel is protected using the route along the dotted line. Figure 7-2(c) 

then shows a second span failure on span C D  that affects the protection path o f  the
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platinum channel on span AB. Immediately, the end-nodes A and B reuse the protection 

path that previously protected the gold channel to now protect the platinum channel from 

AB instead. Note that this all happens automatically and reflexively using only node-local 

information because the second failure is simply an event that causes nodes A and B to 

detect a loss of light on the backup path. This triggers an update to the node-local 

problem of priority matching with available protection paths. There is no extra signaling 

needed at nodes C or D (the end nodes of the second failed span) for the protection of 

platinum channels on span AB. When the second failure hits, the set of available 

protection paths is reduced, a platinum path is seen exposed at the top of the priority list, 

and so being higher in ranking, it is applied to the path gold previously enjoyed.

Note the overall principle and implications: I f  a platinum demand is routed 

entirely over straddling spans it is protected end-to-end against dual span failures (as 

long as it is not accompanied by another platinum path straddling the same unit-capacity 

/(-cycle). Furthermore, in a multi-QoP environment, the dual-failure protection fo r a 

certain number o f platinum demands can be completely without additional spare capacity 

requirements above an R l= l design because the same /(-cycle that offers dual-failure 

protection to platinum path on one of its straddlers, remains available for routing of 

single-failure protected paths over the same straddler.

Note conversely that straddling span routing is also the only way that single p- 

cycles can provide dual-failure protection. By single /(-cycles we mean that the dual­

failure protection is provided entirely within the scope of one /(-cycle per span along the 

path, without involving dispersal of failures over multiple /(-cycles (which follows). The 

reason is that in a p-cycle, the only other possibility is that the path being protected has 

one or more on-cycle spans of the p-cycle. In this case a /(-cycle offers only one disjoint 

protection path against a failure and therefore cannot be the source of dual-failure 

protection. xv"‘
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Figure 7-2. Straddling span routing principle for dual-failure protection (a)p-cycle X, (b) first span 
failure, (c) second span failure. (Adapted from [KoGrBROADNETS05])

7.5.3. Dispersal Protection Principle

The principle of failure dispersal, somewhat similar to the fault dispersal principle 

from [ScGrICC04], is another way to arrange for assured dual-failure protection of 

platinum services, without necessarily incurring any capacity penalty whatever for 

incorporation of the desired level of single-failure restorability, The principle is similar to 

straddler related dual-failure survivability in a single /7-cycle, but it is more general in 

that we effectively disperse the two failures into two different /7-cycles which are fully or 

partially disjoint. For example, if a span is in a topologically straddling relationship to 

two /7-cycles that are mutually span disjoint, then there are actually four disjoint 

protection routes for a working channel on that straddler. In all, there are three general 

cases: (i) A span AB straddles /7-cycles X  and Y and X  and Y  are span disjoint. This 

provides four fully disjoint topological routes for protection, (ii) A span AB  straddles X  

and is “on-cycle” to Y, and X  and Y  are disjoint. This yields three disjoint topological
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route options, (iii) A span AB is on-cycle to both X and Y but everywhere else X and Y are 

disjoint: then two disjoint protection routes exist. Figure 7-3 gives an example of dual­

failure dispersal over a pair of /7-cycles with the type (ii) relationship, discussed above.

 ̂% Gold working path 
1 Platinum working path

x

*• Gold protection path 

Platinum protection path

Gold is off-loaded to 
protect platinum

Platinum is diverted 
around the second failure(C )(b)

Figure 7-3. The dispersal principle for dual-failure survivability (a) /7-cycles X and Y, (b) first failure 
and (c) second failure. (Adapted from [KoGrBROADNETS05])

In Figure 7-3(a), span AB is a straddler to /7-cycle X  (the cycle on the left) and is 

“on-cycle” to Y. Thus together, X and Y can offer three span disjoint protection options to 

each working channel on span AB, along the routes indicated by the think arrow-tipped 

lines in Figure 7-3(a). Figure 7-3(b) shows a failure scenario in which span AB has 

failed. We then choose to protect one platinum channel on /7-cycle X  using the route 

indicated by the dashed line and one gold channel using /7-cycle Y  using the route 

indicated by the dotted line. Figure 7-3(c) then shows the second failure of span CD 

which is on the protection path of the platinum channel (on /7-cycle X). The end-nodes A 

and B bump off the gold channel from its existing protection path and allocate it to the 

platinum channel. Alternatively the nodes can use the other available protection route on
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p -cycle X  (shown in Figure 7-3(a)) and thus manage to protect both the platinum and gold 

working channels simultaneously.

7.6. ILP-based Design

In this section, we bring all of the prior concepts and considerations (except the 

dispersal principle) together in an optimization-based model for the overall design on 

multi-QoP p-cycle protected networks that include the new dual-failure protected 

platinum service class. The purpose of the model is to permit research investigations of 

the properties and potential capabilities, benefits, and the study of networking science of 

networks of this type. The model itself, or heuristics based on insights from study of the 

optimum model, may later be used in practical network planning and related studies for 

QoP related business strategy, and so on.

The model that follows is of a capacity-design orientation. In other words, it takes 

given requirements in each QoP class and generates routing, capacity placement, and p- 

cycle decisions to serve and protect all demands according to their QoP class at minimum 

total cost. From this it is not hard to derive corresponding models where the total 

capacities are initially given and other objectives, such as total demand served, or total 

revenue, are maximized subject to available capacity. The model also incorporates 

modularity of capacity and economy-of-scale [DoGrCCECE99],

As mentioned, the present model fully incorporates the straddler-based routing 

principle but the dispersal principle in design is not presently included. Doing so will 

only increase the efficiency and effectiveness of the resulting designs, however. In 

closing this section, we will therefore discuss the issues surrounding the addition of the 

dispersal principle to the optimal design model and outline our approach to obtain these 

added benefits in ongoing work.

Sets

S Set of spans, indexed by \ (first failed span) and iL (second failed span) and

j  (an surviving span).

X  Set of eligible cycles, indexed by p.
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D p Set of Platinum demand requirements, indexed by r.

Ds Set of Gold demand requirements, indexed by r.

Dsb Set of Silver & Bronze requirements (merged), indexed by r.

Z)c Set of Economy demand requirements, indexed by r.

Qr Set of eligible working routes for each demand relation r,  indexed by q.

M  Set of available capacity modules.

Parameters

A A large positive constant.

p* Equal to 1 if span / is on cycle x. Equal to 2 if span i straddles cycle x, 0

otherwise.

n) Equal to 1 if cycle x crosses span j ,  0 otherwise.

dr Total number of demand units exchanged by the r th node-pair (of all QoP

classes).

£''q Equal to 1 if eligible working route q  (for demand relation r) crosses span

j ,  0 otherwise.

zm Capacity of mth module type.

Cm Cost per unit distance of module type m. (The values in these coefficients

can reflect a non-linear economy-of-scale in capacity versus relative cost.)

L . Length of span j.

Variables

w] Platinum working capacity placed on span j.

wsj Gold working capacity placed on span j.

w f  Silver and Bronze working capacity placed on span j .
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w' Economy working capacity placed on span j.

gr’q Quantity of demand from relation r that uses qth route for that demand

relation.

Sj Spare capacity placed on span j.

t™ Number of modules of type m placed on span j.

nx Number of unit-capacity /7-cycles to form on candidate cycle x.

nx g Number of unit-capacity instances of cycle x used to protect gold working

capacity on span i.

«,x p Number of copies of cycle x used to protect platinum working capacity on 

span i.

Objective Function:

Multi-QoP-JCP: Minimize: X  Z /7  'Cm 'L, (35)
meM  je S

(Minimize total cost of capacity modules placed.)

Constraints

Yj grq=dr VreZ>pu/>guZ>sbuZ>e (36)
q$.Or

(All demands must be routed.)

I  = <  (3y)
reD p qeOr

(Place enough working capacity to support all Platinum demands.)

EZC,-^ = w;g Vi ' e 5  (38>
reD s qeOr

(Working capacity to support all Gold demands.)
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= * j e S  (39)
r € » ‘b qeO'

(Working capacity for Silver-Bronze demands.)

(40>
r€De q€Or

(Working capacity for Economy demands.)

^ p’-n̂ ^wf V ie  5  (41)
x e X

(Protection provided by the />cycles must protect all Gold working capacity 

against single failures.)

X  Pi ■ « (p > wf Vi e 5  (42)

(Protection provided by the same set of /7-cycles must also protect all Platinum 

capacity against single failure )

nx > « g + < p) Vi e  5, Vx e X  (43)

(Provision the maximum number of unit-capacity jp-cycles on cycle x required by

any span i for single-failure protection of both wf and w f.

«(■g + nx p > wf Vi e 5, Vx e X  (44)

(The set of p-cycles also has capacity for dual-failure protection of platinum 

services on span i including recapture of gold protection.)

«f p < A -(l-7 rf) \ / i e S  , \ / x e X  (45)

(Asserts straddler-only routing of platinum paths.)

£  O f  ■ n -  wf) < Sj V/ e S  (46)
xe X

(Generate spare capacity to build all p-cycles allowing preemption of economy 

capacity.)

WP +  Wg +  w f +  w) +  ^  iJ  -Zm Vj e S, Vm e  M (47)
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(Generates modular capacity to support all working and spare capacity channel 

counts.)

Constraints (36) to (40) ensure that sufficient working capacity is placed on each 

span for the routing of all demands. Regardless of QoP class, every demand consumes 

working capacity for its own basic routing. Constraint (41) and (42) ensure that gold and 

platinum capacity are both protected against single failures and constraints (10) and (11) 

address the dual-failure survivability of platinum demands. Constraint (10) reflects that to 

provide dual-failure protection for platinum paths, we can either reuse protection that was 

built-in for both gold and platinum under single failures or (implicitly) generate 

additional p-cycles and spare capacity as needed for platinum dual-failure protection. 

Note the potential here for the spare capacity ultimately to be forced by either the two 

classes together (gold and platinum grouped) under single failures, or platinum alone 

under dual failures. Results will return to this point. Constraint (11) is the assertion 

required from principles described above that platinum paths must be routed only over 

spans with straddling relationships to their protecting p-cycles. The constraint works by 

denying any protection credit for a platinum channel on a span / from a cycle x that 

contains span i (hence is in an on-cycle relationship). Constraint (46) ensures that spare 

capacity exists to build all the necessary ju-cycles with provision to use economy channels 

as equivalent to spare capacity in constructing /^-cycles. If one removes w) from this

constraint, pre-emption of economy is avoided. Constraint (47) introduces modularity and 

economy of scale into the problem.

7.7. Experimental Setup

7.7.1. Modeling The Dispersal Principle

As mentioned, in the above model and in the designs in this paper we presently 

forego the additional opportunities to also derive dual-failure survivability through 

dispersal of dual failures into more than one p-cycle. This means that, as attractive and 

interesting as the results are which follow, they are actually conservative as to what 

should ultimately be obtainable in terms of dual-failure protection efficiency. Addition of 

dispersal considerations in the model is a challenge, however. The central issue is that
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exact representation of dispersal opportunities for inclusion in the optimal design model 

involves relationships not just of each candidate cycle to the graph itself (as at present), 

but of information on all pair-wise relationships of candidate cycles to each prospective

much greater complexity and beyond the scope of the paper. In practice we think that 

ways to exploit this added opportunity lie in post-inspection of designs from the model 

above and in on-line routing algorithms that can exploit that added effect once a set of p- 

cycles is already chosen. In addition, it may be reasonable to represent only a selected 

subset of dispersal pair relationships in a practical ILP model, analogous to the way 

eligible routes or eligible cycles can be sometimes limited in practice for span-restorable 

mesh or basic /?-cycle ILP design problems.

7.7.2. Test Networks

Initially the two small test networks in Figure 7-4(a) and (b) are used to study 

properties of the multi-QoP network designs. In a later set of tests, the larger test network 

in Figure 7-4(c) is used. The XnYs naming indicate X  nodes and Y spans. In both of the 

test cases all nodes are of degree 3 or higher. While this is an essential requirement for 

full R2=l designs, it is not essential in a multi-QoP environment but in tests this property 

allows us to specify platinum demands on any node pair.

The more general requirement is that there must be at least three disjoint routes in 

the graph between any two nodes that wish to exchange a platinum-class demand. This is 

a minimum topological requirement for dual-failure survivability by any method 

whatsoever, and is in no way specific to /7-cycles. To conduct design experiments where 

all node pairs exchange a mix of demand types, including one or more platinum path 

requirements, it is therefore necessary to work with such tri-connected sample graphs.

span failure which is 0((# o f cycles)2 * # spans). This makes a formal optimal model of
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Figure 7-4. (a) 7 n lls  (b) 9nl6s test networks and (c) 25n50s test network. (Adapted from
[KoGrBROADNETS05])

7.7.3. Computational Details

In the following design trials, the total number of demands between individual 

node pairs was assigned from a uniform random distribution between 100 and 200. The 

demand graph is thus always a fully connected mesh, although with differential capacities 

per O-D pair. We solved the capacity placement problem for both the modular joint and 

non-modular non-joint working routing cases. For the joint problem, all routes up to and 

including the 10th successive shortest eligible route were represented for the working 

path routing decisions (All eligible routes of length equal to the maximum are included in 

this set). For the non-joint problem we used the single shortest path for working routing. 

For both test networks, all possible cycles were included in the candidate cycle set. The 

model was represented in AMPL 9.0 and solved using CPLEX9.0 on a Windows 2000, 

dual AMD-Opteron machine with 1 Gigabyte of RAM. Exact run-times were not of 

concern. However, all the formulations ran to completion with a 1% MIPGAP within one 

hour.

Of the total demand bundle on each O-D pair, the QoP mix was varied over the 

experiments, but for repeatability, made proportionally the same for each O-D pair. For 

example, a 20-60-10-10 solution means that 20% of the total demand on every O-D pair 

was comprised of platinum, 60% gold, 10% as Silver and Bronze, and 10% as Economy. 

Fractional values were rounded up, as needed for integrality. Span costs are linearly 

proportional to the distance between the end nodes of the spans in the network graphs as 

drawn above and non-linearly proportional to capacity. The available capacity modules 

were 12 and 48 following a 4x2x economy of scale model.

7.8. Results

7.8.1. Joint Modular Design With Only Gold and Platinum

We first used the model to run a series of tests where we progressively increased 

the percentage of platinum in a pure platinum-gold QoP mix. The interest in these 

experiments is to validate and study the exchange between gold and platinum capacity in
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the design. If the explanations of 7.5 are correct, we should see the predicted effect 

where, up to some point, the platinum QoP guarantees are met with no extra spare 

capacity above that required only for single-failure QoP assurances for both gold and 

platinum. The results in Figure 7-5 for design capacity and cost versus percent platinum 

confirm this. Design capacity is the total number of logical channels needed for both 

working and spare capacity of all types. Design cost is the total cost of all capacity 

modules used to provide the required logical capacity and includes the economy-of-scale 

effect. Figure 7-5(a) shows that there is no capacity increase required until at least 30% of 

every demand bundle is platinum. In other words, 30% of all demand in the test case can 

be protected against all dual span failures with only the capacity budget of the single 

failure protected design. In other words, it is the single failure considerations for 

protection of both gold and platinum as a single group with R1 requirements that forces 

the spare capacity requirements, while above 30% it is the dual failure protection 

requirement of platinum capacity that alone becomes the forcer of spare capacity. This 

shift in forcing structure will vary depending on the test case but it is an important 

general insight about how gold and platinum QoP classes share spare capacity.

The spare capacity profile when increasing platinum demand percentages is in 

Figure 7-5(b). As in Figure 7-5(a), we find that almost 30% of every demand can be 

assigned platinum class protection under the total modular spare capacity budget of the 

all-gold, single failure protected design. We now find that it takes between 1.8 and 2.5 

times more spare capacity for the all-platinum design as compared to the all-gold design. 

The initial dip in total spare capacity results for the 9nl6s network in Figure 7-5 (b) arises 

from the joint and modular nature of the designs. Under the economy of scale a joint, 

modular, minimum cost design can sometimes choose working longer paths that result in 

lower cost for the total of both working and spare capacity needed. In a joint design, 

where the percentage of platinum demands is steadily increased, the spare and working 

capacities may vary, but the total modular cost and therefore total capacity is always 

either unchanged or increasing, and this is verified in Figure 7-5(a).
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Figure 7-5. Results for the Joint Modular min cost design (a) relative percentage increase and (b) 
total spare capacity. (Adapted from [KoGrBROADNETS05])

To ensure that modularity economy of scale and jointness effects are, however, 

not somehow obscuring basic effects such as interactions between QoP classes, we also 

ran the model in its non-joint, non-modular form on the same test networks. In this case 

there is only one eligible route for each working path, its shortest route, and (in effect) 

only one capacity module is available of size equal to one channel. Figure 7-6 shows 

these results and confirms that the basic effect of up to 30% “free” platinum services is 

not somehow attributable only to excess channels arising from modular design under 

economy-of-scale. In the non-modular design, up to 30% of every demand bundle can 

again enjoy platinum protection without any significant increase in the total spare 

capacity of the network. Now, however the all-platinum test case takes as much as 2.9 

times more capacity than a uniform R l = I design. This is consistent to what was found
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before ([GeSaOPTICOMM01][C104]) for span restorable mesh network designs that are 

completely designed for 100% dual span failure. In both cases it underlines that fully 

R2=l networks are very costly and that it is both far more sensible, and also quite 

feasible, to provide R2=l only for premium services, and to do so in a multi-QoP 

environment that uses the same set of resources to support all QoP levels simultaneously. 

The increase over the previous ratio of 2.5 in the joint design is because now the working 

channels are routed through the shortest path, which is not necessarily the optimal path 

that the solver would have chosen in the corresponding joint design.

350

0 20 40 60 80 100

P ercentage Platinum Capacity

Figure 7-6. Spare capacity requirements for non-joint, non-modular design. (Adapted from
[KoGrBROADNETS05])

7.8.2. Experiments on Larger Networks

So far, the results do not involve any economy traffic in the demand mix. Being 

preemptible for protection of platinum or gold class working channels, the presence of 

economy class demands can have significant effects and opportunities under the optimal 

design strategy. Economy channels are unique in that, while they have revenue-bearing 

services routed through them, they are simultaneously equivalent to ‘spare’ capacity for 

gold or platinum services in case of a failure. Ideally, multi-QoP service mixtures can 

enable the service provider to defer or eliminate additional investment while supporting 

ongoing growth. In this section, we extend the prior results to a) consider growth 

characteristics in multi-QoP networks of this type, b) discuss the effects of having pre­

emptible traffic in the mix, and c) to show that a slightly simplified model of the multi- 

QoP design problem be solved on a medium size network. The test network 25n50s is
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shown in Figure 7-4(c). Demand bundles of exactly 100 units were established between 

every node pair. Whereas in the smaller test networks, the set of eligible cycles was the 

complete set of all distinct cycles of the graph, we now use all cycles up to the 10000th 

shortest cycle (out of a total possible 616559 cycles in the graph) as the input eligible 

cycle set in the design problems and results are obtained only for the non-joint non- 

modular design case within a 1% MIPGAP. The growth-related aspect of these tests 

involved applying an increasing demand multiplier uniformly to the entire demand matrix 

for each of several multi-QoP service mix scenarios and re-solving the design problem to 

observe the rate at which the cost increases for different QoP mixes undergoing growth. 

Applying a uniform demand multiplier to every demand is one repeatable way of 

emulating demand growth. More specific growth forecasts can be used in actual planning 

applications with the same model. Results for the constant demand multiplier as applied 

to an all-platinum, all-gold, and some reasonable QoP mix test cases are in Figure 7-7. 

Figure 7-7 is a plot of the absolute spare capacity totals (channel counts) against the 

multiplier applied to all demands. The QoP mix cases are denoted by their percentages -  

10P80G10E means that 10 percent of every demand is assigned platinum protection, and 

10% is pre-emptible economy traffic, while the rest is assigned as gold. We do not 

consider any silver or bronze traffic in the mix for the same reasons as discussed in 7.8.1.

In Figure 7-7 working capacity is not included because in all cases it scales 

identically with the growth multiplier itself, for obvious reasons. The spare capacity 

requirements, on the other hand, grow at a rate that depends considerably on the QoP 

mix, especially with effects such as platinum-gold reuse of spare capacity and gold or 

platinum preemption of economy channels, all being involved simultaneously in the 

design. Not surprisingly in Figure 7-7 we see that the all-platinum design spare capacity 

cost grows at a much faster rate than the all-gold and QoP-mix curves. Table 6 gives 

absolute and relative slopes for the curves in Figure 7-7. Because the all-gold design 

represents the conventional R l= l, single failure protected gold class service, it is taken as 

the relative cost normalizer. These slopes can be interpreted as the rate at which the spare 

capacity cost increases with growing demand for a particular demand mix, as compared 

to the corresponding rate of increase in the all-gold design. The all-platinum spare 

capacity cost grows approximately 3.5 times faster than that for the all-gold design. The
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all-gold and multi-QoP mix demand matrices facilitate growth at a much lower overall 

rate of cost increase associated with protection. For example, with 40% preemptible 

economy traffic, the rate of spare capacity cost increase is only 0.16 times the increase in 

the all-gold case.
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Figure 7-7. Results for 25n50s test case with static QoP mix and Lambda. (Adapted from
[KoGrBROADNETS05])

A separate observation from the results on 25n50s is the significant effect of 

economy demands being present in the QoP mix. For example, in the 10P50G40E case 

the actual spare capacity required to support the total survivability requirements of the 

60% platinum and gold demands is 15% of the total protected capacity. In other words, 

these two subsets of demand enjoy protection with only 15% redundancy, because the 

design exploits the opportunities to also preempt economy channels. In such a network, 

almost every channel generates some revenue.
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Table 6. Absolute and Relative rates of spare capacity growth versus demand growth factor for 
different multi-QoP mixtures. (Adapted from [KoGrBROADNETS05])

QoP Mix Absolute
(Channels/0.1

growth)

Relative

All-Platinum 17731 3.5
All-Gold 5066 1

20P50G30E 2458.6 0.49
10P50G40E 807.96 0.16
10P80G10E 4321.1 0.85

7.9. Summary

We have shown how a multi-QoP framework, including a dual-failure protected 

service class, can be efficiently implemented in a static /7-cycle network. To our 

knowledge this is the first application of multi-QoP design to /7-cycle networks and the 

first report of multi-QoP design involving not just “gold-and-below” QoP classes, but 

also efficient integrated provisioning for a dual-failure survivable “platinum” service 

class in the same QoP stack. Results indicate that with the straddling span routing 

principle for meeting dual failure requirements, significant fractions of dual-failure 

withstanding platinum services can be supported with no more total capacity than is 

otherwise required for uniform single-failure restorable design. The results also show that 

the introduction of economy demands can be very significant. Over a wide range of 

multi-QoP mixtures, survivable network services can be provided with absolutely no 

truly idle spare capacity. This work also confirmed that the spare capacity requirement 

for 100% dual-failure design with /7-cycles is about three times that for 100% single­

failure design, similar to prior findings for span-restorable mesh networks. Future work 

can consider methods to incorporate the dispersal principle into the network design for 

even greater efficiency and related models to maximally load existing-capacity networks 

with multi-QoP demand matrices. The latter models should not be difficult extensions 

from the central capacity-design multi-QoP model given here and can provide avenues to 

approach the problems of either incremental re-optimization of multi-QoP networks 

and/or completely dynamic provisioning algorithms for multi-QoP random arrivals and 

departures.
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Chapter 8. FAILURE INDEPENDENT PATH 
PROTECTING P-CYCLE NETWORKS

The author and his supervisor recently proposed a new technique for optical 

network protection called Failure Independent Path-Protecting (FIPP) /7-Cycles. The 

method is based on an extension of /7-cycle concepts to retain the property of full pre­

connection of protection paths while adding the property of end-to-end failure- 

independent path protection switching against either span or node failures. In Chapter 4 

we saw that in a translucent or transparent optical network, until all connections are 

made, it is not actually known if the backup optical path will have adequate transmission 

integrity. FIPP /?-cycles support failure-independent, end-node activated switching like 

SBPP but with the fully pre-connected protection path property of /7-cycles. As a fully 

pre-connected and path-oriented scheme, FIPP /7-cycles are therefore potentially more 

attractive for optical networks than SBPP. In this Chapter we present four design models 

for FIPP /?-cycle networks.

This work on Failure Independent Path Protecting /7-Cycles is based on four 

published papers. The first work on FIPP /7-cycles is published in the IEEE Journal of 

Lightwave Technology [KoGrJLT] followed by an invited paper at the International 

Conference on Transparent Optical Networks, [GrKoICTON], a conference paper at 

DRCN 2005 (in collaboration with Dr. John Doucette) [KoGrDRCN05], and a journal 

submission to the OS A Photonic Network Communication [KoBaPNET06]. An in­

preparation submission to Photonic Network Communications, in collaboration with 

Dimitri Baloukov [KoBaPNET06] is summarized in 8.4.3.1 with corresponding results 

presented in 8.8. A US patent on FIPP /7-cycles has been filed [GrKoUSPT] and 

summarizes the invention.

8.1. Introduction

As we saw in 2.10, the main features of the /7-cycle concept are that it combines 

the properties of ring-like speed with the capacity-efficiency of a span-restorable mesh 

network. The practical importance of the /7-cycle property of providing fully pre-
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connected protection paths in optical networks was given recent emphasis in work 

motivated towards achieving this property with linear “pre-cross-connected trails” 

(PXTs) as protection structures in [ChChTON04]. Pre-cross-connection, PXTs and other 

related topics are reviewed in considerable detail in section 4.5. In general there will be a 

significant speed advantage if the protection structures are fully pre-cross-connected, 

compared to a network where protection paths are cross-connected in real-time on an on- 

demand basis. This is the main source of the speed that rings have always enjoyed, and it 

was one of the main motivations for the original development of /7-cycles. But in an 

optical network, as discussed in section 4.4 and 4.5, pre-connection can be even more 

important than just being a speed-related issue because when optical protection paths are 

pre-connected, they can be pre-engineered and tested, and be in a known working 

condition (vis-a-vis power and data rate budgets, loss, dispersion, etc.) prior to their use. 

This is important, as with current optical networking and switching technology, it is not 

realistic to expect that an on-the-fly concatenation of arbitrarily selected spare 

wavelength channels cross-connected between different spans at the optical level will 

result in an end-to-end path with under 10'12 bit error rate (BER). Without relying on 

opaque (electronic core) cross-connects to in-effect cross-connect the payloads not the 

optical channels themselves, it remains a difficult problem to arbitrarily connect several 

optical channels directly with assurances of immediate end-to-end transmission quality at 

10 Gb/s to 40 Gb/s in a DWDM environment. This is often overlooked in the literature 

on dynamically switched DWDM optical networks but we are told by industry colleagues 

that it is one of the biggest practical stumbling blocks for network operators that would 

like to consider dynamic mesh restoration or shared backup path protection using 

transparent optical cross-connects. Therefore, full pre-connection of protection paths is a 

very important property because the paths can be engineered and tested before failure and 

will then be known to work with certainty when accessed for restoration.

In this Chapter, we describe the concept of FIPP /7-cycles, as an extension of the 

basic /7-cycle concept into a path-oriented scheme. From the results of the design models 

herein, we find that the most important properties of FIPP /7-cycles appear to be that they 

remain competitive or at least comparable in capacity-efficiency with SBPP (and other 

path-oriented restorability mechanisms), and like SBPP provide simple failure-
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independent end-node activation and control against either span or node failure, but they 

employ only fully pre-connected protection paths. In effect, they provide fully pre­

connected protection paths at no capacity penalty with SBPP, the current state-of-the-art 

in path oriented survivability. To explain FIPP p-cycles let us first review some relevant 

background that is specific to FIPP /7-cycles and therefore not included in Chapters 1 to 4.

8.2. Background

8.2.1. Path Protection, Restoration and Mutual Capacity

In path-oriented protection or restoration in general, the objective is to provide (or 

to form on demand) a surviving backup path for each affected working path in the event 

of any single span or node failure that disrupts the path. Path-oriented survivability 

schemes are generally more capacity efficient than their span-based counterparts and end- 

to-end re-routing gives customers control on activating the backup path(s) for their 

affected services. Although adaptations or extensions of span-protecting schemes have 

been developed to cope with node failure as well as span failure (see [DoGrNFOEC03] 

and [KaReDRCN03] and [StaGrJSACOO] for example), path-based schemes have a more 

inherent ability to react against either a span or node failure. On the other hand, most 

path-oriented survivability schemes are slower and more complex than span-oriented 

schemes. Notably, in the sense that the word “protection,” as it originated in Automatic 

Protection Switching (APS) and ring applications, really implies the existence of a fully 

pre-cross-connected bi-directional backup path between end nodes, it seems to us that no 

shared-mesh path-oriented protection scheme has strictly yet been developed. By this we 

mean a scheme that is:

a.

b.
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capable of being designed for single failure protection of 100% of the 

network demands if desired,

has spare capacity requirements that are very much less than 100% 

redundancy—close to the theoretical minimum of spare capacity set by 

optimal multi-commodity maximum flow solutions for restoration,
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c. provides strictly and simply pre-cross-connected bi-directional protection 

paths between end nodes, and,

d. requires only end-node failure detection (no immediate fault localization is 

needed), and,

e. only the end nodes need do any protection switching.

Other factors aside when comparing schemes, it is also generally agreed that a 

preferred protection scheme will always be one that requires less network state 

information and state-update dissemination (for robustness) and fewer logical constructs 

to create, change and monitor to sustain network survivability goals (for op-ex reduction), 

especially as demand patterns evolve. In considering the background literature, first, of 

course, we recognize that diverse dedicated 1+1 APS has a protection path that goes end- 

to-end and is fully pre-connected. But the cost of this is at least 100% redundancy. There 

is no “shared mesh” aspect of efficiencies from reusing protection capacities over 

multiple different failure scenarios. In contrast, Shared Backup Path Protection (SBPP) 

has very good capacity efficiency, and is end-to-end oriented, but it is not a protection 

scheme (in the sense above). It is really a pre-planned restoration scheme, which has no 

aspect of backup path pre-cross-connection. The routes of backup paths are decided in 

advance, but a path must be formed on-demand by seizing and cross-connecting spare 

channels on that route when needed. More precisely, we would say that SBPP is a failure- 

independent pre-planned path restoration scheme. However, SBPP does stand as the most 

closely related and relevant scheme against which to compare FIPP />-cycles, and we will 

be returning to consider it in further detail.

Another scheme that needs to be considered under the criteria above is “demand- 

wise” shared protection [KoZyJNSM05]. The concept (in its most general form) is to 

split the total bundle of demand between any two end-nodes over multiple mutually 

disjoint routes of the graph and also use those disjoint routes to support an end-to-end 

allocation of protection paths for each working route. Backup paths assigned to protect 

one working route may be co-routed with the other working routes, or routed along 

separate routes. For instance, if three mutually disjoint routes exist between nodes A and 

B, and the total demand between A and B is 11 light-paths, then the best solution is to
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assign Wj = {0,6,5} working paths, respectively, and s, = {6,0,0}, i=l,2,3 spare paths. In 

this example, the path-wise logical redundancy would be 6/(11) = 54%. The true ratio of 

total capacity used above that required simply for shortest path routing of demands (the 

“standard redundancy”)xlx would be higher than this however, because in general, the 

disjoint paths are not shortest paths. The overall capacity efficiency is thus limited by the 

fact that sets of mutually disjoint routes tend necessarily to include routes that are much 

longer than the shortest route and by the fact that the minimum edge-cut between most 

node pairs in typical transport networks is only two or three. Between any two nodes with 

a min-cut of 2 edges, 100% is the best redundancy achievable. With a min-cut of three, it 

is logically 66%, but total capacity cost will not reflect this full benefit because of the 

excess routing lengths of the three disjoint routes involved. Ultimately these effects result 

in there being only 2.6% and 8.7% capacity cost reduction relative to 1+1 APS in the test 

case results for protection of all demands in [KoZaJNSM05], Therefore, while the 

“demand-wise” shared protection scheme would have the other desired properties, it does 

not have the characteristically high-capacity efficiency that characterizes a “shared mesh” 

solution.

Finally, in searching the literature for schemes that might combine all of the key 

properties above, we also found the approach of backup light trees as developed in 

[ShYaPNET04][[GrPNET05], The basic idea involves adoption of a unidirectional tree- 

forming approach in the “incoming” direction on each node, as a destination node. Each 

individual tree is pre-configured out of a single channel of protection capacity and 

arranged so that some (not all) of the light-paths incident on that node can enjoy a disjoint 

route from their origin to the respective destination node through the particular backup 

tree for that node in that direction. Multiple distinct unit-capacity backup trees are 

defined on each destination node until all demand flows in that direction to that node are 

made single-failure restorable. There are several issues when lined up for comparison to 

the criteria above. One is that the backup trees are pre-configured but not pre-cross- 

connected in the hard and simple sense that pre-connection is unusually meant, such as in 

rings, p-cycles or 1+1 APS. Rather, specific assumptions about incoming signal mutual 

exclusion, valid signal recognition, and signal selection at merge nodes on the tree, and at 

the destination node, are required to support the use of the backup tree concept on nodes
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where pre-connection of degree > 2 is required in the trees. The arrangements for 

protection are also not bi-directional. Each direction of each working demand will wind 

up taking a different restored-status route over the network. In addition, capacity 

efficiency is evidently also not comparable to that of SBPP or even span restoration as 

indicative of what is expected from mesh sharing of spare capacity: [GrPNET05] reports 

that “results indicate the capacity savings due to (backup trees instead of 1+1 APS) are 

about 15% for networks with reasonably high degree (about 3.5) and large demand 

matrices suitable to the topology.” In contrast it is already well known to expect that 

under “shared mesh” architectures, such as SBPP or even a span restoration on a degree 

3.5 network, we can conservatively insist achieving something like 50% absolute 

standard redundancy, or less. (15% better than dedicated 1+1 APS is still a very much 

higher than this level and likely often still over 100%.)

Failure independence is one of the attractive and simplifying properties that both 

FIPP ^-cycles and SBPP share and will also be discussed further. Protection trees or 

backup trees [StGrTR99][ShYaPNET04] can be fully pre-connected structures but do not 

operate on an end-to-end basis as in [GrPNET05b][GrPNET05], They act as span- 

protection technologies in [StGrTR99][ShYaPNET04], In the method of [ShYaPNET04] 

there always remains a requirement for on-demand restoration path assembly to address 

failures on spans on the single backup tree itself. [ShYaPNET04] even mentions that 

because of rules prohibiting nodes from routing protection through one of its own child 

nodes, the scheme is also not always able to support 100% restorability. The earlier 

backup tree scheme in [StMSC97] has no such limitation on restorability, and has good 

efficiency even with 100% fully pre-connected restorability, but it does operate on a 

span-protection basis. Other schemes, such as path restoration, span restoration, PXTs 

(reviewed in 2.12) and so on all omit at least one of the three main properties we now 

seek. To reiterate, these are:

i) Capacity efficiencies well under 100% and characteristic of optimized 

SBPP (or path restorable) network designs.

ii) Path-oriented failure-independent end-node activation and control in 

response to either span or node failures.
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iii) Completely pre-connected end-to-end protection paths.

The most efficient scheme that is theoretically possible for survivability (without 

global rearrangement of unaffected paths) is failure-specific path restoration as 

considered in [IrMaTON98]. Here, after the failure, a centrally controlled, or distributed 

adaptive process produces a coordinated set of restoration paths that restore each affected 

path on all affected end-node pairs in an efficient way. In this type of restoration, the 

composite set of restoration paths deployed considers the exact location of the failure and 

is allowed to reuse any working capacity on the failed paths up to and leading away from 

the failure location. This is referred to as “stub release.” It makes path restoration 

inherently more efficient than SBPP, but also not “failure-independent” in its response, 

because failure localization is essential for stub-release. Such failure specific path 

restoration is, however, the most capacity-efficient form of restoration possible when the 

restoration path sets are computed by (or are equivalent to) a capacitated multi­

commodity maximum flow (MCMF) type of optimized routing model. However, to 

implement such a scheme assumes real-time dissemination of the failure information, and 

therefore is more complex than schemes for span restoration or for failure-independent 

path end-node controlled schemes such as SBPP. As such true path restoration tends 

often to be used only in theoretical studies in estimating the lower bounds of spare- 

capacity requirement for any possible restoration scheme.

From a theoretical standpoint, the central issue that makes any approach to path 

restoration (or protection) more complex than for span restoration is the coupling of 

multi-commodity routing decisions under the finite spare capacities available on spans. 

This theoretically complicating mutual capacity issue in path-oriented survivability (with 

100% restorability guarantees) is discussed at length in [IrMaTON98] 

[KaGrGLOBECOM03] [Grov03]. For present purposes, we can summarize the issue 

(discussed previously in 2.9.2) with an excerpt from [Grov03]:

“Consider a number o f simultaneously affected O-D pairs and 

imagine for argument’s sake that they each took a turn in sequence to 

obtain restoration paths. One O-D pair may have 20 equivalently good 

route choices that will restore it, but for another O-D pair there may be
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only one particular route on which it can obtain restoration paths. What i f  

the first O-D pair chooses a route that uses up the spare capacity on the 

only possible route for the second O-D pair? More generally, how can the 

exact route choices made by each o f  a multitude o f O-D pairs be 

coordinated so that the spare capacity that is crucial fo r restoration o f one 

O-D pair is not blindly used up by another, which may have had different 

routing options in any case. This is called the mutual capacity problem in 

reference to the central quandary o f this situation: to which pairs should 

we allocate the spare capacity o f  a span among the many that try to seize 

it? ”( [Grov03] p.383)

The relevance here is that all path-oriented schemes must have some way of 

directly or indirectly addressing the central issue of mutual-capacity coordination. One 

place where the issue is, however, ignored is under recent proposals for GMPLS-based 

independent end-node “mass redial” as a restoration mechanism [KaGrGLOBECOM03], 

The price for ignoring the mutual capacity issue is that any such restoration scheme is 

then inherently only a “best-efforts” approach. There can be no assured outcomes or 

protection guarantees given by design. For any assured outcome from a path restoration 

process, the mutual capacity issue must be addressed in one way or another. It is 

therefore important to the present work to understand how schemes other than GMPLS 

mass-redial [KaGrBLOBECOM03] do address the issue. SBPP addresses the mutual 

capacity issue indirectly and elegantly in a pre-failure way by permitting only working 

paths that are mutually disjoint (more specifically, have no shared-risk link groups 

(SRLG) in common) to share spare channels on other spans that are in their respective 

backup routes. Failure-specific path restoration addresses the problem more directly, but 

with considerable added complexity, through solution of a capacity optimization problem 

during the design phase that involves Multi Commodity Max Flow (MCMF) type routing 

subproblems within its overall structure and use of on-line MCMF routing decisions in 

realtime or an equivalent distributed adaptive restoration algorithm that senses conflicts 

in capacity allocation among paths for different end-node pairs being simultaneously 

restored [IrGrDRCN98]. In both cases, however, the mutual capacity issue leads to 

considerable complexities for path-oriented survivability schemes, either in the advance

172

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



planning (SBPP) or in the real-time phases (MCMF-like dynamic restoration). With the 

aim of being path-oriented, FIPP jo-cycles will ultimately also have to deal with the 

mutual capacity issue. One prior attempt to extend /^-cycles to a path-oriented form 

[ShGrJSAC03], [ShGrICC03], [ShGrCAN03] [GrShUS03] led to segment-protecting p- 

cycles (reviewed later) which ultimately coped with the issue by being failure specific in 

response and adopting an MCMF-type resolution of the mutual capacity allocation 

problem during design time. In contrast, the key to FIPP p-cycles will be to use an SBPP- 

like disjointness restriction on the working paths that can share spare channels in their 

protection paths. But unlike SBPP we will retain the fully pre-connected path protected 

aspect ofp-cycles.

As discussed in 2.11, SBPP is a pre-planned path restoration scheme primarily 

developed by the Internet Engineering Task Force (IETF) [KiKoIETFOl] for use under 

Internet-style signaling protocols for protection of light-paths in optical networks. SBPP 

is, however, logically identical to the ATM Backup Virtual Path (VP) scheme that 

preceded it [GrZhDRCN98]. Under SBPP one backup route is predefined for each 

working path and no matter what fails on the working path, restoration is via a path 

assembled on-demand over this one predetermined backup route. Conceptually, SBPP is 

like 1+1 APS where two fully disjoint routes, a working and a backup, are established for 

each signal but for efficiency in the use of spare capacity, we can share spare channels 

over the backup routes for different working paths. For this reason SBPP is also 

sometimes described as 1:1 APS with “backup multiplexing.” The working paths are 

usually called “primary” paths. Usually, one or more backup routes are possible between 

the same end-nodes of the primary path, but only one is chosen for the final design. To be 

eligible as a backup route, a route has to have no nodes or spans in common with the 

route of the primary path itself and no spans or nodes in common with any other primary 

path whose backup route has any spans in common with the route being considered. 

Together these considerations ensure that when a primary path fails (under any single 

failure scenario) no span or node along its backup route is simultaneously affected. This 

means it will be possible to assemble a backup path along that route if sufficient spare 

channels have been pre-planned.
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Note in Figure 2-14 that it is individual spare channels that SBPP is organized to 

share and that it is not possible to have these channels cross-connected in advance of 

failure because it is not known which of the specific backup paths in Figure 2-14(c) 

might be needed until failure actually occurs. Ultimately, it is because SBPP sharing is 

structured on a per-channel basis, over groups of mutually disjoint primaries, that SBPP 

requires cross-connection in real time to form actual restoration paths. (A key point to 

follow will be that under FIPP /i-cyclcs, such corresponding sets of primaries share entire 

pre-connected structures, not individual channels.)

Optimization models for SBPP design are available in [DoClONM03] and 

developed in more depth in [Grov03], More often, however heuristic methods are used 

for SBPP network design such as for example [OuICCOO] and [XiXuJLWT03]. The 

emphasis on heuristics for SBPP is partly because of the difficulty of solving the optimal 

SBPP design model even when the complete set of demands is given at once. Fleuristics 

are also better suited to incremental survivable routing which is a strong practical 

orientation for the SBPP approach. “Incremental” in this context refers to the problem of 

routing new demands individually as they arrive and arranging the shared-capacity 

backup path for each arrival in the context of all other already present demands and 

backup paths. Variations on this type of heuristic can either assume given capacities and 

try to perform survivable routing so as to minimize blocking, or, to treat each of a set of 

demands in sequence, attempting to route each one so that the least additional new 

capacity has to be added and thereby approximate an optimal solution for collective 

routing and minimum total spare capacity placement.

The key ideas for routing under SBPP are that one tries to route the working path 

over the shortest or least cost path over the graph while also considering the possible 

backup routes (disjoint from the chosen working path) and their potential for sharing of 

spare capacity. On an incremental arrival basis, the optimal incremental SBPP setup is 

one where the sum of capacity used for the working path plus new spare channels that 

had to be provided to allow for the required backup path is minimal. It is because the 

backup route is fully disjoint from the route of the corresponding primary path that the 

switching action is failure independent. On the other hand, SBPP has some drawbacks. 

One of these is the extensive database dependencies discussed in [ShGrKLUWER04] and
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[ShGrAPOC04] arising from the need in every node for global capacity, topology, and 

backup-sharing relationships to support dynamic provisioning with SBPP. In addition, 

SBPP depends on real-time assembly of an actual backup path, which implies signaling, 

length dependence of the restoration time,xx and as argued above, uncertainty about 

optical path integrity for the dynamically assembled backup path.

8.2.2. Flow p-Cycles, a First Attempt

More closely related to the present effort w as past work on path-segment 

protecting /7-cycles [ShGrJSAC03], Flow  /?-cycles are reviewed in detail in 2.10.1. Flow  

/7-cycles significantly extended the ability o f  /7-cycle methods to include node-failure 

protection (aside from the separate method o f  node-encircling /7-cycles) and it also gave a 

significant further increase in spare capacity efficiency over regular span-protecting p -  

cycles. The key idea in flow  /7-cycles is to address the mutual capacity constraints by 

relaxing the end-to-end protection requirement to allow ing protection o f  arbitrarily 

defined path segments. This improves on the spare capacity efficiency over span /7-cycles 

but the operational aspects are complicated by failure specificity and the simplicity o f  

strict end to end switchover to a predefined backup path is not achieved. The main 

complexity o f  the effort on flow  /7-cycles remained the struggle with the “mutual 

capacity” issue. A s a result, flow  /?-cycles neither obtain failure independence, nor do 

they incorporate the end-to-end path switching properties that are the current goal.

Another recent development to which FIPP /7-cycles will be relevant is the 

concept of a “protected working capacity envelope” (PWCE) for simplified dynamic 

provisioning of protected services [ShGrAPOC04] [ShGrKLUWER04]. Under the 

PWCE concept one provisions service paths over inherently protected capacity, as 

opposed to explicitly provisioning protection for every service. When we route the 

service through the available channels of a PWCE it is inherently protected. Provisioning 

protected services through the envelope looks the same as point-to-point routing over a 

non-protected network. One does not have to make any explicit arrangements for 

protection of every individual path or globally update network state for every individual 

path setup (or takedown). Under PWCE, as developed for span-based survivability 

schemes, once the graph and the vector of spare channel quantities on the network spans
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are given, there is a unique maximum number of protected working channels available on 

each span. Thus, a given distribution of spare capacity on a graph creates a uniquely 

determinable envelope of protected working capacity on each span. Within this 

operational envelope a vast number of simultaneous service path combinations are 

feasible and all are inherently protected. Provisioning of a new protected service path is 

then only a matter of routing over the shortest path through the envelope using only spans 

that currently have one or more protected working channels available. FIPP /(-cycles lend 

themselves to PWCE-type operation as well, but in an even more desirable way because 

entire routes between O-D node pairs will become pre-defined structurally protected 

entities.

8.3. FIPP /7-Cycles

Before we describe FIPP /(-cycles, let us work through a wish-list of features 

desirable in an ideal survivability mechanism.

8.3.1. Transport Network Survivability Technology “Wish-List”

Table 7 presents a comparison of all transport network survivability mechanisms 

discussed so far. At the far right side is a column with the properties of an ideal 

architecture. Ideally the survivability mechanism must have good capacity efficiency, i.e. 

far less than 100% redundancy, must be simple to operate and manage and must have 

assured restoration outcomes. In addition, it is big plus if the individual protection paths 

are known and tested prior to being used and only the end-nodes of the failed end-to-end 

light-path need to react.

FIPP /(-cycles, as we shall see later, are in the same range of efficiency as Path 

Restoration, guarantee that the individual protection paths actually work, simple to 

operate and design and only involve switching by the end-nodes. In the following section, 

we describe the FIPP /(-cycle concept.
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Table 7. Ideal Transport Network Wish list. (Adapted from [GrKoUSPT])

Attribute Span
Restoration

Path
Restoration

p-Cycles Flow P - 
cycles

SBPP p-Trees PXTs IDEAL

Capacity
Efficiency

good best good -b es t -best bad (not well
characterized
yet)

Good

Individual 
protection 
path known 
in advance ?

no no YES YES
but
failure
specific

YES no YES YES

Operational
Complexity

moderate high LOW high high high high Low

Design
complexity

low high low high high high very high Low

Assured
restoration
outcomes

yes yes(with 
MCMF- 
like PR)

YES YES YES YES -Y E S YES

Only two 
Nodes act 
(per path 
restored)

no no YES YES NO YES YES YES

Only End 
nodes act

no no no no no no no YES

8.3.2. FIPP Concept

Although it has eluded ourselves and others until recently, it has occurred to us 

that there is one potentially very simple principle through which ordinary span-protecting 

/ ’-cycles can be extended to provide an end-to-end path protection technique without 

floundering on the operational complexity of the mutual capacity and failure specificity 

issues of flow / ’-cycles. The key is not to try to find the / ’-cycle equivalent to failure 

specific path restoration per-se but to ask instead: What is the / ’-cycle equivalent of a 

failure-independent path-protection scheme such as SBPP. Implicit in this is willingness 

to settle for less than the best possible capacity efficiency, by adopting a failure- 

independent protection reaction. Once this chain of thought is followed it leads to the 

realization that the key to failure independent path-oriented / ’-cycles is just to enforce an 

a priori disjointness requirement on the end-to-end paths that share any p -cycle structure,
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just as SBPP enforces this on any primaries that share protection channels. Thus the key 

principle is:

Let the cycles act as p-cycles fo r  end-to-end paths between nodes on 

the cycle, but only allow each cycle to provide protection relationships 

to a group o f paths whose routes are all mutually disjoint.

To illustrate, let us return to the network backdrop from Figure 2-14(a) and show 

how a certain set of working routes can be arranged to share a single FIPP /7-cyclc for 

their end-to-end protection, without any dependency on failure location. Figure 

2-14(b,c,d) showed how a certain set of four primary paths which are disjoint from each 

other can share spare channels on several spans to help form any of their backup paths. 

Figure 8-1 (a) shows an augmented set of end-node pairs (seven in total for the example) 

and routes between them, which includes the same subset of four demands from Figure 1, 

all of which can share the same FIPP p-cycle on their end-nodes.

Figure 8-1. Example of a FIPP p-cyclt protecting a set of seven mutually disjoint primaries. The 
whole pre-connected protection structure is shared intact. (Adapted from [KoGrJLT])

The important property that allows these seven working routes to be protected by 

one /7-cycle in common is that they are all mutually disjoint. This is what leads to failure- 

independent end-to-end path protection via fully pre-connected structures of spare 

capacity. In a sense this draws directly from the key property underlying SBPP that in 

order to share spare channels on a span, all participating primaries must be mutually 

disjoint. Only what is different, and significant, is that by defining a /7-cycle with respect 

to a group of mutually disjoint primaries, those primary paths are all enabled to share a 

fully pre-connected protection structure, not individual spare channels which still have to
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be cross-connected to form backup paths. Note also in the example that some of the 

routes in the group of disjoint routes selected fully straddle the respective FIPP p-cycle. 

These are the routes between end-nodes B-G, A-G, E-G and C-F. On these routes it will 

be possible to protect two working paths per unit of capacity on the />-cycle. One route, 

A-C is fully on-cycle and routes between end-nodes L-G and L-H are partially on-cycle 

and partially straddling. The capacity and switching implications of the latter two types of 

relationship between p-cycle and its protected routes are discussed further below. At this 

point, however, note from the description so far, including Figure 8-1, that all of the 

following properties arise in conjunction:

i) No cross-connections will be needed in real time to form the 

protection paths themselves. (Cross-connection for traffic substitution 

to break into and use the protection paths that the cycle provides, at the 

two end-nodes, is still required, however, as it is for any scheme not 

involving dedicated duplication such as 1+1 APS). This means that the 

utmost in speed is possible (again, 1+1 APS aside) and certainty that 

the optical path works when needed. As with any pre-connected 

protection structure, only two nodes (here the path end-nodes) need to 

act in real-time, to switch the affected traffic into and out of the 

backup path.

ii) Protection switching is entirely failure independent, end-node 

controlled, reacts to either span or node failure along the path, and 

only a single advance switching action is preprogrammed at each end- 

node of the path.

iii) Routes that straddle the cycle can each bear two working paths for 

each unit of spare capacity from which the /i-cycle is formed.

iv) Protection of paths that transit a failed node is obtained if the group of 

working routes is required to be fully link and node disjoint. Otherwise 

node disjointness can be relaxed to link disjointness. (End-nodes 

common to both the working route and the protecting FIPP /i-cycle is 

of course the exception. But under any scheme of network
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survivability, traffic is lost when the ultimate source-sink node of a 

path is itself failed.) These properties are identical to SBPP. For SBPP 

to provide node protection (as well as link) all primaries that share 

spare capacity on their backup routes must be fully disjoint, but 

otherwise can be only link disjoint.

v) The route taken by any signal in a failure-protected state can be fully 

known in advance. By the same token, it should be no harder than in 

regular jo-cycle design to limit cycle size, to limit the length of any 

restoration path, or even specifically limit the length of any individual 

protection path.

vi) The protection structures in the network are a relatively small number 

of cycles, and are as easily visualized, changed and managed as a set 

of conventional cross-connect managed p-cycles for span-oriented 

protection.

It is immediately apparent that dynamic demand can be just as easily handled 

under the PWCE concept using path-protecting />cycle structures as it is with 

conventional p-cycles.

8.3.3. FIPP p-Cycle Operation

Basic operation is almost unchanged relative to ordinary p-cycles. To illustrate, 

Figure 8-2(a) gives a network context and an illustrative cycle for discussion. In Figure 

8-2(b) the route is in a pure straddling relationship to its protecting p-cycle. In this case 

two working paths can be supported on the route (per unit of p -cycle capacity) and only 

the end-nodes of the demand have to do any switching. The assignment of each working 

path to the left or right-going protection path can be based on an odd-even assignment, or 

any other criteria. The pre-assigned switching direction is stored at the end-nodes in the 

same way that the path to p -cycle protection relationship itself is stored at each path end- 

node. Under optimized design, the bulk of the relationships between paths and chosen p- 

cycles will tend strongly to be of this type because it is twice as efficient as fully or 

partially on-cycle relationships and the solver is at liberty to chose cycles to relate to the
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routes to be served most often in this preferential way. This is the simplest case to 

appreciate the failure independence property because the pre-armed end-node switching 

action does not depend on the exact failure location or even the type of failure (i.e., span 

or node failure). By making sure that we consider only the protection of disjointly routed 

(i.e., “compatible”) demands under any single />-cycle, we avoid the need for any failure 

information dissemination as no failure can possibly strike two demands protected by the 

same FIPP p-cycle. We also address the mutual capacity problem because no two 

members of a compatible demand set can fail simultaneously, there cannot be any 

contention for spare capacity on a /j-cycle.

In Figure 8-2(c) the route is entirely on-cycle. Such cases are also simple: only 

one protection path is provided, and it is unambiguously determined as the other part of 

the cycle itself. Thus at the path end-nodes, the protecting cycle number is stored and 

only one path is associated with it, in the one unique direction that is usable.

Figure 8-2(d) shows the most general case and one for which several approaches 

suggest themselves. It is the situation where the route bearing paths to be protected is 

partly on-cycle to the associated/>-cycle. As mentioned, this case is limited to providing a 

single protection path per unit of p-cycle capacity, but we also need to address the 

switching logic. Let us say for instance that the “default” protection switching pre-plan 

for the assigned path on the route shown is to switch to the “lower” path segment of the 

cycle between nodes X and Y. Then if the path fails on segment a along its route, 

everything is fine because the lower protection path survives the failure. But if the path 

fails on segment c then the default switching direction is no longer viable because a 

failure on this segment also fails the related p-cycle itself in the “default” direction for 

that path. In this situation we need some way to know to change behavior and to restore 

the affected path now over the “upper” arc of the cycle. However, this is realized locally 

within the end-nodes (both X and Y) just by adding a rule that says “if the span in which 

the failed path arrives is the same as the span in the default direction on the ;>cycle for 

that path, then use the other direction.” In other words the coincidence of failure states (or 

appearance of Alarm Inhibit Signal (AIS)) on both a path and its respective protecting p- 

cycle as seen at the paths end-nodes is sufficient (and completely local) information to 

guide the choice of protection path. No special-case signaling is thus required as it might
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seem, of course in all cases, it is assumed and understood that the optical paths between 

nodes X and Y on the />cycle are all optically feasible by design otherwise such cycles 

would not be admissible to the network design.

One further possibility not shown in Figure 8-2, but logically similar to Figure 8-2 

(d) is where the route has one or more spans on-cycle to the FIPP p-cycle, but none of 

these are adjacent to the end nodes. In this case the pre-planning information still reflects 

that only one protection path can be offered, and its default direction. The need to change 

from the default direction can still be deduced locally at failure time, however, because 

either Loss of Light (in an optically transparent path) or AIS (in an opaque path) will 

propagate on the failed arm of the FIPP /?-cycle to the respective end nodes controlling 

the switching. Thus, the failure is not limited to being in a span or path segment 

immediately adjacent to the end node to realize the p-cycle itself has been affected by the 

failure too.

Figure 8-2. Different path to /7-cycle topological relations for description of operation of FIPP p-
cycles. (Adapted from [KoGrJLTJ)

Finally, in discussing the pre-planning information to be kept in nodes and their 

logical switching behavior, another overall strategy is worth noting. As so far described,

(a) N etw ork context and a F IPP /t-cycle exam ple (c ) ^ Llrc on-cycle relationship

O '
(b) Pure straddling path relationship (d) Partially straddling  and  partially  on-cycle relationship
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there is a presumption of specific pre-planned configuration data being downloaded into 

each end-node, indicating which path is associated with which p-cycle, and in what 

direction. This is still not very complicated and may lead to the fastest possible switching 

times. It is also suitable for a completely transparent optical network where no channel- 

associated signaling between nodes is supported. But a more general and more self- 

managing approach is also possible, as follows; if we assume that path end-nodes can 

monitor channel-associated overhead bytes on both the working paths they terminate and 

on FIPP /7-cycles passing through them. The first assumption is assured because the 

working paths are by definition terminated at their end-nodes. The second assumption 

may engender some extra cost at the cross-connect nodes to electrically monitor FIPP p- 

cycle channels. This may not, however, be much more expensive than the basic capability 

already required at any end-node, i.e., the ability to break into the optical /7-cycle and 

both launch and receive a new electrical payload signal to/from the protection paths that 

the /7-cycle is already providing. Assuming such channel-associated overhead signaling, 

every topologically distinct FIPP /7-cycle is numbered when created. If multiple unit- 

capacity copies of the same cycle are built, they all bear the same unique FIPP /?-cycle 

number, because this number is really just an identifier for a specific group of mutually 

disjoint routes in the network, which are all mutually disjoint and have end-nodes on that 

common topological cycle. This number and a list of end-node pairs with protection 

relationships on the cycle and a list of the spans in the cycle is applied to the overhead 

bytes and forever “march around in a circle” on each /7-cycle itself, advertising its 

existence and the set of node-pairs (whose routes are all mutually disjoint) that are 

compatible with its use. In addition, each working path (while still in electrical form at its 

source) is labeled with the number of the FIPP /?-cycle with which it is associated for 

protection. With this in place, even as network configuration changes, every node can 

easily learn and update the inventory of FIPP /7-cycles currently available to it and can 

self-preplan the associations and default directions of each path for which it is an end- 

node to the available FIPP /7-cycles. Any node can also know in advance of a failure if by 

some chance the current network configuration (i.e., set of working paths and configured 

/7-cycles) did not actually provide for 100% restorability of any of its terminating paths.
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But even more generally, another option is to collect the p-cycle number 

information off each terminating path, and observe the FIPP p-cycles that are passing 

through the node and then just wait until failures arise. Once a failure has manifested 

itself, the exact situation of failed working paths and surviving FIPP p-cycle segments is 

uniquely defined and known at all end-nodes by virtue of the alarm status in each port at 

each end-node, along with the pre-failure information collected. At this point a simple 

matching algorithm can be applied to assign each failed working path signal into an 

appropriate port where a surviving FIPP /7-cycle segment is known to be present and 

offering a protection path to the desired peer end-node. By matching each failed working 

path to one unit of surviving capacity on a locally accessible FIPP /?-cycle of the same 

topological number, the overall restoration action is inherently (although indirectly) 

cognizant of the mutual capacity coordination issue at the level of the network as a whole 

and also takes into account any non-default routing requirements arising from partially 

on-cycle relationships as in the case of Figure 8-2(d) above. In this approach of 

generalized node-local matching of failed working paths to available protection paths a 

multiple Quality of Protection priority scheme is easily derived. In addition, the scheme 

carries on working, making best use of available resources even when more than one 

failure arises because it is self-updating to the onset of additional working path failures 

and/or failure-related removal of FIPP /7-cycles already in use from a first failure. The 

key to the generality is that each end-node continually knows the other end-nodes to 

which it has restoration needs, and knows the inventory of currently surviving protection 

paths to those other nodes, and the topological compatibility of each failed path with 

respect to shared use of the same FIPP /7-cycle capacity.

8.3.4. FIPP/7-Cycles and Non-Disjoint Routes

Because of the properties of /7-cycles, inherited by FIPP /7-cycles, strict mutual 

disjointness among protected working paths as illustrated in Figure 8-1 (a) is not the only 

suitable condition. Each straddling working path could actually have up to two protection 

routes, because for such failures both sides of the p -cycle survive. If only one of the 

protection paths is actually used, then there may be an opportunity to consider protection
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(by the same FIPP p-cycle) of working paths that are not disjoint. The complete FIPP p- 

cycle principle can therefore be stated as:

Let the FIPP p-cycles act as conventional p-cycles fo r  end-to-end 

paths between nodes on the cycle, but only allow each cycle to provide 

protection relationships to a group o f origin-destination node pairs 

whose working routes: a) as a set, are all mutually disjoint or b) have 

disjoint backup routes on the cycle being considered.

This principle is illustrated in Figure 8-3. In Figure 8-3 we see two sample 

working routes A-B routed along A-D-O-B shown by the thick arrow tipped line, and L- 

G, routed along L-E-D-O-P-G as shown by the dashed line. They are both routed over 

span D-O. However, if there is only one unit of capacity protected on each working route, 

and the end-nodes are pre-programmed to use the backup paths along the routes L-K-F-G 

for working path L-G and A-B for working path A-B, then there is no contention for 

spare capacity.

j

Figure 8-3. FIPPp-cycle protecting non-disjoint working paths.

However, there are a few reasons why we do not include this specific variation in 

either our design models or our results. First, it is easier to illustrate the FIPP p-cycle 

concept as pertaining to fully mutually disjoint routes (and hence use only the first 

principle) in the protected group of paths under any one FIPP p-cycle. A set of disjoint 

routes protected by a single cyclic structure is far more elegant than a complex set of 

routes that are protected on disjoint segments of the cycle. Incorporating this new 

principle in FIPP p-cycle design also proves to be very difficult as it significantly 

increases the complexity of the ILP model, which is already fairly complex. Recalling
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that p -cycles gain a two-for-one benefit from protecting capacity on straddling spans, as 

long as each protected route that fully straddles the cycle is loaded with twice the 

capacity of the corresponding cycle itself, this distinction is not expected to carry much 

of a capacity penalty™. From the results (presented later) that use only mutual 

disjointness as the defining condition, FIPP /7-cycles are already close to corresponding 

path restorable solutions in capacity efficiency. Hence, for the models in this thesis, we 

only consider mutual disjointness as the defining characteristic of a FIPP /7-cycle 

protected route set. Incorporating non-disjointness has been left to future work.

8.4. FIPP /7-Cycle Network Design

Let us now ask how we would correspondingly design networks that operate 

based on this type of protection structures. To do so let us first define the concept of a 

group of disjoint routes to represent any set of working routes that are all mutually 

disjoint. The mutual disjointness applies to spans if the design aim is to protect only 

against span failures, otherwise the disjointness applies to both nodes and spans of the 

routes in the group. Any set of primary paths in SBPP that share at least one spare 

channel amongst their backup routes could be said to form such a group of disjoint 

routes. The significance is that any protection resource shared by paths routed over the 

members of a disjoint group of routes will never be in conflict with each other under any 

single failure scenario. In this framework, we can restate SBPP as a scheme for defining 

disjoint route sets for the sharing of individual spare channels and FIPP /7-cycles becomes 

a scheme for defining disjoint route sets for the sharing of entire pre-connected protection 

structures. Given this orientation to viewing demands in groups based on their routing 

leads to the following basic ideas through which to approach the FIPP /7-cycles network 

design problem.

One principle can be stated as: “Given a cycle considered as a candidate FIPPp- 

cycle, identify a subset of routes between end-nodes that are on the same cycle which 

never contend at the same time for restoration by the associated /7-cycle (i.e., which form 

a disjoint route set on the end-nodes of the candidate /7-cycle).”
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A second principle with the same aim is: “Identify groups of routes over the graph 

which are all mutually disjoint. Then define a path-protecting p-cycle by routing a cycle 

through the collected set of end-nodes of these routes. Allow that p -cycle to be 

capacitated so as to protect all the working paths that the network’s demand matrix 

requires to be routed over those routes.”

We now describe design methods incorporating both these principles.

8.4.1. Spare Capacity Placement Design Model (FIPP-SCP) (First Principle)

Let us first define the term “Disjoint Route S e t’ (DRS) to represent any group of 

demands (routed along the shortest paths so the word demand and working route are used 

interchangeably in this subsection) that share no commonality in their working routing. 

Our current model approach, based on the first principle in 8.4 attempts to find the 

optimal DRSs that can be protected by a candidate p-cycle. The objective is to then find 

the optimal set of DRSs and /^-cycles that lead to an overall minimum cost design. We 

first use standard methods to enumerate all the cycles of the graph. Eligible cycles are 

denoted p  and (x,y) denotes the end nodes of any demand flow. We now define the 

following model:

Sets

S Set of spans, indexed by i (failed) or j  (surviving).

D Set of demand relations, indexed by r.

P Set of eligible cycles, indexed by p.

Parameters

A A large positive constant (100000).

V A small positive constant (0.0001).

c Cost of span j . (Can include all equipment costs and is proportional to 

length)
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dr Number of demand units for relation r.

xp Equal to 1 if the demand relation r is on-cycle p, 2 if the demand relation r

is completely straddling cycle p; 0 otherwise.

ttp1 Equal to 1 if cycle p  crosses span j ,  0 otherwise.

dmn Equal to 1 if demand relations m and n are rivals. This means m and n are

not disjointly routed.

Variables

Sj Spare capacity placed on span j.

np Number of unit-capacity copies of cycle p  in the solution.

np Number of copies of cycle p  used to protect demands on relation r.

yp Equal to 1 if cycle p  does protect demand relation r, 0 otherwise.

Objective

FIPP-SCP: Minimize: (48)
V j e S

(Minimize total cost of spare capacity placed.)

Constraints

^ xp ■ np >dr VreD (49)
VpeP

(The entire demand quantity for relation r must be protected)

np>np \/reD (50)
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(Place the maximum number of copies of cycle p  required for any single demand.)

S j >  X X  Vi ' e 5  ( 5 1 )
VpeP

(Place enough spare capacity to form all the p-cycles.)

yp>V-np V r e D , \ / p e P  (52)

( v" is 1 if is greater than 0.)

y p < A - n p \ / r e D , \ / p e P  (53)

( y p is 0 if np is 0.)

8m„ + y p + y p <2 V(m, n)e  D 2 \ m ^  n;\/p e P  (54)

(Don’t allocate the same cycle to protect two rival demands.)

Constraint (49) ensures that all demand for a particular O-D pair r is protected 

using p-cycles. Constraint (50) ensures that only the maximum number of instances of p- 

cycle p  required for any single demand relation r is provisioned. Constraint (51) ensures 

that sufficient spare capacity exists to form all the p-cycles selected by the design. 

Constraints (52) and (53) define the binary variable ypr which simply defines, at run-time, 

whether p-cycle p  is indeed used to protect demand r. Constraint (54) is the key new 

FIPP specification that ensures that any individual p-cycle only protects a set of mutually 

disjoint working routes. If working routes for demands m and n are not disjoint (i.e 

dm.„ = 1) then only one or none of y p or y p can be 1 at the same time- and consequently p- 

cycle p  can only be used to protect one of m or n.

The above model is a mixed ILP model. One relaxation which we use is to drop 

the integrality requirement on the np variable. np is the number of unit working flows 

that the cycle p  protects for demand pair r. In cases of a straddling node pair with an odd
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number of demand units, there may result an under-utilized p-cycle even as part of an 

optimal design. In this case the relaxed model would show fractional values for np but 

real fractional values would never arise in these circumstances because the working flows 

are themselves integral. In addition, since np , is kept as an integer it doesn’t matter to the 

solution quality if npr is fractional. This is just another instance of flow variable relaxation 

under integer capacity that is a useful and well-recognized technique in network design, 

which does not affect the ultimate solution quality (but reducing the number of integer 

variables speeds up the solution).

8.4.2. Joint Working and Spare Capacity Placement Design Model (FIPP-JCP)

In the FIPP-SCP model, demands were routed along the single shortest path and 

the solution was a grouping of FIPP p-cycles and DRSs that resulted in a minimum 

capacity design. However, in many previous works both on p-cycles and mesh, it has 

been found that allowing the solver to jointly select the working routing with the 

protection paths unlocks significant savings in total capacity requirements. FIPP p-cycles 

may also benefit from joint design and in this section we present a brief discussion about 

joint optimization of networks and list our first Joint Capacity Placement (JCP) model for 

FIPP p-cycle networks. In all, in this Chapter, we present two joint design models for 

FIPP p-cycle design.

8.4.2.1 Joint Optimization of Networks

Let us now review what it means to “jointly” optimize networks and review some 

relevant literature on jointness and its impact on network design. This creates the starting 

point for developing a joint design model for FIPP p-cycles.

In the literature on survivable mesh network design, the spare capacity 

optimization problem is often based on an Integer Linear Programming (ILP) model. The 

general aim is to determine the amount and distribution of spare capacity so that working 

capacity on each span can survive all single failures using minimum redundant resources. 

The working capacity values are given as inputs to the problem and arise from some 

routing policy such as shortest path routing or least loaded routing. In the joint approach 

the working and spare channels are simultaneously placed with the objective of reducing
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total capacity cost. Such Joint Capacity Placement (JCP) is typically more efficient than 

SCP because of the latitude to choose working routes other than strictly shortest routes or 

other fixed a priori policies, so as to maximize the overall effectiveness of spare capacity 

in protecting working capacity. Joint optimization of working and spare capacity has 

been found to yield reductions of as much as 28% in total capacity in mesh networks 

[IrMaTON98][XiMa99][DoGrDRCN01](relative to the corresponding non-joint designs). 

Similarly joint optimization in /9-cycle networks achieved an improvement of about 25% 

[DoGrLEOS02].

A common notion is that the improved efficiency is attributable to the solver’s 

ability to deviate the working path far from the shortest route. An insight from 

[IrMaTON98] and explained in [Grov03], however, is that (except for joint optimization 

with a strong economy of scale and modular capacity) working routes actually chosen in 

joint design are typically only a few percent longer than the shortest route in each case. 

[Grov03] (pp. 314-316) explains that jointness typically works more through load- 

leveling effects amongst almost shortest equal routes, and for good reason is very 

unlikely to find some significantly longer routes that are somehow highly synergistic with 

the spare capacity placement. The issue is that if a survivable network is fairly efficient 

even under SCP, say -50% redundant for a simple illustration, then a working route 

choice that is x% longer than the shortest route for some demand, much lead to a spare 

capacity cost reduction of -  2x%. In other words, any increase in cost of routing a 

demand must be offset by a factor of -two or more in spare capacity cost improvements 

in a 50% redundant network. Rather, joint optimization works more through exploitation 

of working capacity balance effects over multiple almost equal cost routes. We 

hypothesize that jointly optimized FIPP /7-cycles network design must fundamentally 

exhibit the same behaviour and this helps explain our later results, and guide our strategy 

for deciding how many eligible working routes to represent in the problem. A related 

hypothesis that we make here is that there should be a threshold effect with respect to 

jointness where providing excess eligible working routes to the solver increases 

complexity but contributes no further improvement in solution quality. In the next section 

we develop the first of the two joint FIPP /7-cycle network design models in this thesis.

8.4.2.2 FIPP-JCP Model
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The FIPP-SCP model described previously considers shortest pathxxn working 

routing and then chooses the p-cycles to protect each working capacity. But, as we saw in 

the previous section, the joint choice of working routes may improve the capacity 

efficiency.

This model is based on insights from prior p-cycle JCP models proposed in 

[GrDoLEOS02] and listed in [KoGrNFOEC03]. The solver now has the freedom to re­

route the working demands to fully load up each individual p-cycle. For the joint model 

we define the following new sets, parameters and variables to the basic FIPP-SCP model 

in the previous section:

Sets

Qr Set of eligible working routes available for working paths of relation r.

Parameters

Takes the value of 1 if the qth working route for the demand pair r goes 

through span j.

Variables

w Number of units of working capacity on span j.

ypr Equal to 1 if cycle p  does protect demand relation r, 0 otherwise.

g The number of working capacity units on the c/th route to satisfy the

demand between node pair r.

x] A temporary indicator variable that a route assigned to working route of 

demand relation r does lie over span j.

dm „ Equal to 1 if demand relations m and n are rivals. This means m and n are 

not disjointly routed.

Objective Function

FIPP-JCP: Minimize: (55)
v /ei
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(Minimize total cost of capacity placed.)

Constraints

'Y_i x pr -npr > d r V r e D  (56)
'VpeP

(The entire demand quantity for relation r must be protected)

np > np Vr e  D  (57)

(Place the maximum number of copies of cycle p  required for any single demand.)

s] > Y j np-7lp V jzS  (58)
Y p e P

(Place enough spare capacity to form all the j9-cycles.)

yp >V  ■ np Vr e  D,\ /p e  P  (59)

( v" is 1 if np is greater than 0.)

yp < A • np Vr e  D,Vp  e  P  (60)

( y p is 0 if np is 0.)

dm„ + y ^ + y p <2  V (m ,« )e  D2 \ m ^ n ; V p  e P  (61)

(Ensure that two rival demands m and n are not protected by the same cycle p ).

Y  g r’q ^ d r Vr € D (62)
q€Or

(sufficient working routing is considered)

(63)
reD qeOr
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(sufficient working capacity to support working routing)

x )  > v • Cj" • g r “ V r e D V q e Q '  V/ e  S (64 )

(variable set to 1 if the actual working route of demand relation r is routed over 

span; )

/ ' <  A ■gr ‘I \ /r e D  \/q e Qr V j e S  (6 5 )

(indicator variable set to 0 if no actual working route of demand relation r is 

routed over span j  )

'(X™ + X" Vm,n <= D 2 \ mi t  rt Vy G S  ( 6 6 )

(Set 8 mn =1 if demands m and n have a common span in their working route.)

8mn < &-(x™ + x" _ 1) y m , n e D 2 \ m j = n  \ f j e S  (67)

(Set 3m„=0 if demands m and n don’t have a common span in their working 

route.)

The new objective function in (55) ensures that the solver minimizes the overall 

total cost of capacity by considering simultaneous optimization of the working routing 

along with FIPP cycle placement. We can see in constraints (66) and (67) that 8 m „ is now 

a variable (it was a pre-computed parameter in the prior FIPP-SCP design constraint (54) 

). Constraints (66) and (67) together force 8mn to be 1 if demands m and n share any span 

j  on any of their actual working routes x (for demand m) and y  (for demand n). Constraint 

(6 1 ) then forces the cycle selection such that only demands that don’t share any common 

span in their working routing are protected by the same cycle. The objective function 

requires lowering of spare and working capacity -  and the solver automatically chooses 

the working routing (not necessarily shortest path routing) that yields a globally optimal 

set of FIPP /(-cycles that would result in lower spare capacity. Constraints (62) to (65) 

are the joint constraints where the working demand is routed. Constraint (62) ensures that 

the demand bundle r is fully routed and constraint (6 3 ) ensures that sufficient working 

capacity is placed on the corresponding spans on which demand r is routed. Constraints

(64 ) and (65) together force temporary variable x )  to be 1 if the working route of demand
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relation r is over span j. Constraints (66) and (67) then ensure that if x'" = 1 and x" = 1 for

any span j  then 8 mn is set to 1 and the effect of this would be felt back in constraint (61)

and then in (59) and (60) where the solver would not be allowed to provision any copies 

of a single cycle p  to protect demands m or n.

Just by looking at the number of additional constraints (in comparison to the 

previous FIPP-SCP model), it is easy to see how FIPP-JCP is much more complex than 

FIPP-SCP. In fact, in its current form, it may be computationally very difficult solve for

even the smallest of networks because of the sheer number of constraints. For example,
2 2the number of copies of constraints (66) and (67) are o((#eligible routes) *(#demands) ). 

This is in addition to the o((#demands)2 *(#eligible cycles)) copies of constraints (61). of 

course the limiting case of there being only 1 eligible route per working path (single 

shortest path) is the SCP design discussed in the previous section. An avenue for further 

optimization (and future enhancement) of the JCP models is suggested by constraints (66) 

and (67) in the way the dm n variables are formulated. The summation over all possible

eligible working routes in constraint (62) allows the solver to split the demand bundle 

across multiple working routes. At the same time constraints (66) and (67) say that even 

if there is a conflict along one of the working routes of a demand pair (m,n), then both 

demands cannot be protected by the same p-cycle. This is a subtle but important 

difference created by demand splitting in joint optimization. Thus, instead of a demand- 

bundle-wise view, a per-route constraint must be added. A subset of working routes of 

the demand bundles m and n may be actually disjointly routed and are thus protectable by 

the same FIPP p-cycle. This means that instead of 3m„we could have a d'm\  variable

which is set to 1 if working route r of demand m shares some part of its routing with 

route s of the demand n. We now only need to ensure that working routes r and s are not

protected using the same p-cycle. However, to an already complex problem, this new
2 2consideration would add an additional set of (#demand *#eligible route ) constraints. A 

possible workaround is of course to convert all demand bundles into differently 

enumerated unit sized demand-bundle copies. Another possible variation is to convert the 

variable to be binary and enumerate multiple (more copies than the number of 

demands in the largest demand bundle) copies of each cycle in the input eligible cycle set
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numbered separately. Constraints (59) to (61) currently enforce that if one instance of p- 

cycle p  is protecting a working route of demand relation m then no other copy of the 

same p-cycle p  can protect a working route of another demand m if dm n = 1. Again, adding 

binary variables will increase ILP solution complexity and adding more eligible cycles 

will then further add to the number of constraints. From quick experiments, the solver 

produced no feasible solutions for this particular model.

We have therefore not pursued this approach to the FIPP-JCP model further, but 

use the second principle from 8.4 to develop a simpler joint ILP model called the FIPP- 

JCP-DRS in 8.4.3. We include the FIPP-JCP model only for theoretical completeness and 

only as a tool for further scientific precision if actually implemented in its present form. 

But the joint design suggests several uses -  such as the possible use as a heuristic to 

refine an SCP solution by altering working routes to eliminate p-cycles, an ILP 

formulation to first obtain the set of maximally disjoint compatible routes and then use a 

reduced form of the joint model to obtain a semi-optimal result.

8.4.3. Disjoint Route Set Approach To FIPPp-Cycle Network Design (Second

Principle)

In contrast to the approach in 8.4.1, we now use the second principle and form 

DRS’ as candidates and select corresponding FIPP p-cycles that unify their end-nodes. 

But as before, we consider using the shortest working route for each demand relation in 

the network, identifying groups of mutually disjoint routes and forming candidate DRSs 

from them. Enumerating all possible DRSs as design candidates would be ideal, but a 

subset would be suitable in practice. We then ensure that each working route belongs to 

at least one candidate DRS, but preferably many. Finally, we build efficient FIPP p- 

cycles by routing a cycle through the collected set of end-nodes of the member demands 

of a DRS and capacitate all cycles so as to protect all the working paths that the 

network’s demand matrix requires.

We now propose an ILP design model based on this “DRS enumeration” 

approach to the problem. This model, when solved with the set of all possible DRSs as 

input to the solver, should strictly produce the same results as the FIPP-SCP design.
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The ILP model uses the following additional notation:

Sets

S is the set of all spans in the network, and is indexed by i for a failed span, and j  

for a surviving span.

C is the set of all eligible DRSs, and is indexed by c.

D is the set of demand relations, indexed by r.

Cr e C is the set of all DRSs that contain the working route of demand relation r, 

and is indexed by c.

P is the set of eligible cycles, indexed by p.

Pc e P is the set of eligible cycles that can protect DRS c, and is indexed by p.

Parameters

c. is the cost of span j.

dr is the number of unit demands in the bundle of demand relation r.

xp e {0,1,2} encodes the relationship between a demand’s working route and 

eligible p-cycles. xpr =1 if demand f  s end-nodes are on cycle p  and its working route 

passes over at least one span on cycle p, xpr =2 if demand f  s end-nodes are on cycle p  

and its working route straddles cycle p; and xp = 0 otherwise.

7ip 6 {0 ,1} encodes a cycle’s constituent spans. np = 1 if cycle p  crosses span j ,  and 

71p = 0 otherwise.

Variables

Sj  > 0 is the spare capacity placed on span j .

np > 0 is the number of unit-capacity copies of cycle p  used as a FIPP p-cycle to 

protect DRS c.

np > 0 is the total number of unit-capacity copies of cycle p  used as a FIPP p-cycle 

for all DRSs.
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The ILP formulation of the DRS-based FIPP p -cycle network design model 

(FIPP-DRS) is as follows:

FIPP-SCP-DRS: Minimize £  C] ■sJ (68)
VjeS

Subject to ^  ^  x pr -npc >d r V r e Z )  (69)
\/c<=Cr VpePc

=  np V p  e P  (70)
VcsC

\ fpeP
V j e S (71)

The objective function minimizes the total cost of placing spare capacity in the 

network. For simplicity, we can equate c, with the length of the span as drawn in the 

network graph, and in general, c; represents costs of fiber, rights-of-way, amplifiers, etc.

The constraints in (69) ensure that for each demand relation, r, a sufficient number of 

FIPP /(-cycles are assigned to protect all selected DRSs of which the working route of 

demand r is a member. Equation (70) calculates the total number of copies of FIPP p- 

cycle p  as equivalent to the sum of the numbers required for each selected DRS 

individually. Finally, (71) ensures that sufficient spare capacity exists to build the p- 

cycles selected by the design.

8.4.3.1 Joint, Modular Design of FIPP £>-Cycle Networks Using The DRS Approach

In this section, we extend the FIPP-SCP-DRS model to a joint, modular FIPP- 

JCP-DRS model. Modularity and Economy of Scale are described in [LEOS02].

Sets
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s  is the set of all spans in the network, and is indexed by i for a failed span, and j  

for a surviving span.

c  is the set of all eligible DRSs, and is indexed by c.

D is the set of demand relations, indexed by r.

M is the set of modules, indexed by m.

Cq e C is the set of all DRSs that contain working route q, and is indexed by c.

P is the set of eligible cycles, indexed by p.

Pc&p is the set of eligible cycles that can protect DRS c, and is indexed by p.

& is the set of eligible working routes available for working paths of demand 

relation r and is indexed by q.

Parameters

dr is the number of unit demands in the bundle of demand relation r. 

xq e {0)1,2} encocjes relationship between the qth working route and eligible p-

X P =  1cycle p. « if working route q’s end-nodes are on cycle p  and the route passes

x p - 2over at least one span on cycle p, q if working route q’s end-nodes are on

xp = 0cycle p  and its working route straddles cycle p; and ? otherwise.

ni e I0’1} encodes a cycle’s constituent spans. 71 ’ ~ 1 if cycle p  crosses span j ,  and 

-0  otherwise.

£r,q
J Takes the value of 1 if the qth working route for the demand pair r goes 

through span j.

f-r,q
j Takes the value of 0 if the qth working route does not belong to any eligible 

DRS. This is necessary because not all routes may be chosen as part of at least 

one DRS.
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Capacity of mth module type.

Cm is the cost of a single module of type m. 

is the cost of span j.

Decision Variables

Sj ~ 0 is the spare capacity placed on span j.

W] ~ 0 is the working capacity placed on span j.

n‘ q is the number of unit-capacity copies of cycle p used as a FIPP /?-cycle to 

protect working route q as part of DRS c.

n‘ is the number of unit-capacity copies of cycle p  used as a FIPP /7-cycle to 

protect DRS c.

nP -  0 is the total number of unit-capacity copies of cycle p  used as a FIPP /7-cycle 

for all DRSs.

r ,q  " ,
s The number of working capacity units on the q route to satisfy the demand 

between node pair r.

t m' Number of modules of type m placed on span j.

FIPP-JCP-DRS: Minimize £  Z  (c, ' Cm ' O  C72)
meM  VjeS

Subject to:

■Q.'1 > d r V r & D  (73)
qeQr

200

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



*"><»., yJ s S  <74>
reD  qeQr

z z
VcsC, VpePc

v r fc u
,,q > z r,q

\ / q e Q r

V r e D

(75)

n p  >  n P , i
V q e Q r

V c e C ,

\ f p e P c

(76)

np = Y ,  K
VceC

Vp &P (77)

Sj > y  nP-xj
V p e P

V j e S (78)

wJ+ŝ T tr zm v / 'e 5  (79)
meM

The objective function in (72) minimizes the total modular cost of placing spare 

and working capacity in the network. For simplicity, we can equate cJ with the length of

the span as drawn in the network graph, and in general, cJ represents costs of fiber,

rights-of-way, amplifiers, etc. Cm represents the cost of module m. Cm is used to include 

economy of scale effects. Constraints (73) and (74) are the working routing constraints. 

Constraint (73) ensures that the entire demand bundle r is fully routed along one or more 

of the q working routes available for demand bundle r. Constraint (74) then ensures that 

sufficient working capacity is placed on the network spans to support all working routing 

over that span simultaneously. Constraint (75) then ensures that sufficient number of 

FIPP ̂ -cycles are placed to protect all selected DRSs. Constraints (76) and (77) calculate 

the total number of copies of FIPP ju-cycle p  as equivalent to the sum of the numbers 

required for each selected DRS individually. There is no requirement that different DRSs 

be mutually disjoint. Thus a single cable cut may affect multiple working routes that 

belong to different DRSs. Finally, (78) ensures that sufficient spare capacity exists to 

build the /?-cycles selected by the design. Constraint (79) incorporates modularity and 

economy of scale into the problem. As a special relaxation, we can relax nf’ and
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np because the number of p-cycles that will actually be built is bounded by np which is 

integral. Thus npq and np are also implicitly integers.

8.5. Experimental Setup

In this section we describe the experimental setup for the various design 

experiments using the models described in section 8.4.

8.5.1. Experimental Setup For FIPP-SCP ILP Model

The FIPP-SCP design model (8.4.1) was coded in AMPL™ and solved using 

CPLEX™ on a dual Opteron Windows 2000 machine with 1 Gigabyte of RAM. The test 

network used is the COST239 European network from [COST239] reproduced in Figure 

8-4. Figure 8-4 also indicates span numbers for reference in the later discussion later in

8.6. The cost of each span is assumed to be 1, so in this case the minimum cost design is 

the same as the minimum capacity design. This network has 11 nodes and 26 spans. A 

pre-processing program written in C++ initially produces a list of candidate cycles in the 

graph. There are somewhat over 3000 distinct simple cycles possible in the COST239 

network and we choose the 1000 longest cycles as candidate p-cycles. Working capacity 

is routed via shortest paths and we then pre-calculate the xp, np and 8mn parameters

based on the cycle and working routing information. This information is provided as 

input to the AMPL-CPLEX solver. The demand matrix is varied for different test cases 

from a sparse 19 demands to the maximum possible 55 demands in the 11-node 

COST239 network. The 19 and 27-demand test cases have demands between randomly 

chosen node pairs. We will later examine in detail the 19-demands test case, and hence 

we list all the 19 demands, their end-nodes and details of their working routing Table 8. 

The 27 demand test case also has randomly generated demands from the total of 55 

possible demands. For all test cases, each demand is exactly 2 units. SBPP benchmark 

designs are based on the optimal SBPP-SCP design model from [DoClONM03] with all 

routes of equal hop-length which are disjoint from the working route included as backup 

route candidates for each SBPP primary route. Ordinary span-protecting p-cyc\e SCP 

reference designs were also produced based on an optimal design model from
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[KoGrNFOEC03] with a 1000 shortest cycles as input. The demand matrix and working 

routing was the same for all the different test cases. Overall the FIPP-SCP designs took 

the longest time to solve -  which is as expected because of the higher complexity. The 

SBPP and p -cycle benchmark designs are solved to within 1% MIPGAP. The FIPP p- 

cycle designs were also set at 1% MIPGAP, but despite running for over 2 days and 

multiple trials and variable relaxations, the integer feasible solutions were between 30% 

and 60% away from the fully-relaxed lower bound. This means that good feasible designs 

were obtained by the AMPL-CPLEX optimization, but we do strictly know only that 

these designs are within 30% to 60% of optimal. They are, however, probably fairly 

close to optimal solutions because it is generally known that in problems with many 1/0 

variables the fully relaxed LP lower bound is usually quite loose. In any case, sub­

optimality only works against the claims we make for FIPP p-cycle efficiency in the 

comparative design results. At present, our concern is not about the run time, but the 

properties of this new network architecture itself, using ILP as a tool to simply to reveal 

its intrinsic efficiency compared to other schemes.

But even with this handicap, the FIPP />cyclcs were remarkably capacity 

efficient. In the 19 and 55 demand test cases, FIPP ̂ -cycles outperformed span ^-cycles. 

In the 27 demand test case, the result was very close. The results for the SBPP design 

and the FIPP-SCP designs were also remarkably close together.
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Figure 8-4. Cost 239 test network indicating span numbers. (Adapted from [BaCOST239])

Table 8. Demand matrix for test network, (only non-zero demands listed) (Adapted from
[KoGrJLT])

0 (0,1) 0
1 (0,4) 0,7
2 (0,7) 3
3 (0,10) 2,17
4 (1,4) 7
5 (1,7) 0,3
6 (1,10) 6,9,12
7 (2,5) 1,2
8 (2,8) 1,4
9 (3,4) 13
10 (3,7) 15
11 (3,10) 12
12 (4,7) 10,11
13 (4,10) 13,12
14 (5,8) 2,4
15 (6,7) 20
16 (6,10) 19
17 (7,10) 15,12
18 (9,10) 25

8.5.2. Experimental Setup For FIPP-SCP-DRS ILP Model

To obtain a strictly optimal FIPP jo-cycle network design solution with the FIPP- 

SCP-DRS ILP model, the solver would strictly require all possible DRSs as input. This is 

of course combinatorially quite complex. Enumerating all DRSs would make the FIPP- 

SCP-DRS model just as difficult to solve as the FIPP-SCP design. Consider that a 

network with n  nodes has K  = «•(«-1)/2 node pairs to exchange demand. There are

potentially KC2 possible combinations of 2-route groups, KC3 possible 3-route groups, and 

so on, for a total of ^  if we re9uire node-disjointness, or KCj if span-
V re{ l...n }  V /e{l....y}

disjointness is sufficient (where s is the number of spans in the network). It is an 

intractable problem, oft>(«2!), just to enumerate all possible combinations of routes from
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which to select the DRSs, and this is only if each demand relation considers a single 

eligible working route. We therefore use an algorithmic approach to partially enumerate a 

promising and practically-sized DRS set. The basic algorithm is in Table 9. The 

implementation we tested for the results below, ran the algorithm in Table 9 ten times, so 

that each working route, r, was included in at least ten individual DRS candidates. We 

also added a random termination function such that each time through the algorithm, 

there was an increasing probability that we would mark the current DRS as complete 

after each new route was added to it. The result is that some DRSs include many disjoint 

routes (as many as 20), while others include as few as two or three. We also add to the set 

of DRSs an additional “ultimate recourse” DRS associated with each node-pair 

individually. These DRSs each contain only the one shortest working route for each node 

pair individually. This allows that the model is able to select a FIPP p-cycle solely for the 

protection of a single highly-sized working route, if that is necessary for feasibility or 

optimality. Then for each DRS in this set of DRSs, we find the 10 shortest eligible cycles 

that join all end-nodes of the DRS (if ten are feasible). In doing this we are careful to 

allow any specific eligible cycle to protect other DRSs as feasible, not just the one for 

which it was enumerated.

Table 9. FIPP-DRS-SCP Generate DRS heuristic algorithm. (Adapted from [KoGrDRCN05])
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G enera t& D R S s () {
Initialize D R S S e t
For each working route r{
Unmark all working routes 
Mark working route r 
While DRS c not complete {
Randomly select unmarked route, x 
Mark working route x 
If x is disjoint from c {
Add working route x to DRS c

}
If no unmarked working routes remain {
DRS c is complete

}
}
Add DRS c to D R S S e t

}

Return D R S S e t
}

The ILP model was implemented in AMPL 9.0 and solved using the CPLEX 9.0 

MIP solver on a dual-processor AMD Opteron 242 PC with 1 Gigabyte of RAM running 

Windows 2000. On this platform FIPP-DRS runtimes were in the order of seconds or a 

few minutes for most test cases, benchmark comparison SBPP runtimes were several 

minutes, and ju-cycle runtimes were several seconds at most. The test case networks used 

are the 15-node family of related networks and their associated demand matrix (full mesh 

of demands with each node pair exchanging a uniform random demand from 1 to 10) 

from [DoPhD04], reproduced in Figure 8-5
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Figure 8-5. 15n30s Test Network (used for FIPP-JCP-DRS trials) ( Adapted from [DoPhD04])

The network family is headed by a master network with 30 spans (for an average 

nodal degree of 4.0). Each other member of a family is obtained by successively applying 

individual pseudo-random span removals while keeping all nodal positions fixed. Any 

one network in the family is therefore identical to the next higher-degree network in the 

family except that one span has been removed. The same demand matrix is used for each 

individual member of the family. In all cases, working routing is via shortest paths, and 

all variables are strictly integer. Benchmark SBPP and p -cycle designs were produced 

using the same ILP models as described in [DoPhD04], and with the same design 

parameters: SBPP designs considered the 10 shortest backup routes for each demand 

relation, and the p-cycle designs had 1000 eligible cycles (the 1000 shortest that can 

possibly be drawn in the graph). FIPP-DRS and SBPP results are based on full CPLEX 

terminations with optimality gap settings of 0.02, or in other words, all solutions are 

solved to be within 2% of optimal given the specified inputs. p-Cycle results were 

obtained with optimality gap settings of 0.0001 (within 0.01% of optimal).

8.5.3. Experimental Setup For FIPP-JCP-DRS ILP Model

8.5.3.1 Modified Generate DRS Heuristic
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For the FIPP-JCP-DRS model, we again only partially enumerate the set of DRSs 

for the same reasons as discussed in 8.5.2. The creation of candidate DRSs is based on a 

heuristic algorithm that is a modified version of that in Table 9. The modified 

GenerateDRS algorithm is in Table 10.

Table 10. Modified GenerateDRS algorithm for the FIPP-DRS-JCP model (Adapted from
[KoBaPNET06])

ModxfiedGenerateDRSs  ( )  {

Initialize DRSSet 
Initialize EligibleRouteSet 

For each Demand r {
Generate n shortest working routes between the nodes of r and add them to 
the EligibleRouteSet

}

For each Demand r {
For Number of DRSs per Demand needed {

Add shortest route of Demand r to DRS c 
While DRS c not complete {

Randomly select a working route x from the EligibleRouteSet 
If x is disjoint from c {

Add working route x to DRS c
}

RandomExit()
}

Add DRS c to DRSSet
}

Return DRSSet
}

8.5.3.2 Standard Parameters

For each test case (unless specified otherwise), for each demand, we found the 

first five shortest eligible working routes by length. All such routes were grouped into a 

master set of eligible working routes. As discussed in the generateDRS algorithm in 

Table 10, the shortest working route for each demand was taken as the starting point for a 

sample DRS and additional routes (from the master eligible working route set) were 

chosen such that they are disjoint from all the routes already in the DRS. For each
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demand, the generateDRS Algorithm was repeated 10 times resulting in 10 eligible DRSs 

for that demand. For each DRS the five shortest cycles that pass through the collective set 

of end-nodes of the working routes in the DRS are enumerated. We also added, to the 

master set, a single ‘bypass’ DRS for each demand that contains only its single shortest 

route for the same reason as discussed in 8.5.2. This is done to eliminate forcer demands 

from the design problem. Forcer demands are defined as a demand that causes a net 

increase in design cost if the corresponding demand bundle is increased by one unit. 

Removing or eliminating a forcer by using dedicated protection techniques in the network 

may reduce total network cost. Forcer elimination is an even more important strategy to 

improve solution quality in heuristics. This bypass recourse allows the solver to place 

smaller dedicated p-cycles to protect large demand bundles and essentially remove them 

from the problem, if that results in a net decrease in network cost. Experiment specific 

variations are described in the Results section.

8.5.4. Test Networks and Computational Details

The ILP model was implemented in AMPL 9.0 and solved using the CPLEX 9.0 

MIP solver on a quad-processor Sun V480 SPARC server with 16 GB of RAM. The test 

case network used is the COST239 network from Figure 8-4. The demand matrix 

comprised of 15 randomly chosen O-D pairs with a demand of 4 units between them. 

Span costs are approximated as the geographic distance between the nodes.

On the hardware given, none of the designs took longer than 2 hours to run to 

optimality. Each experiment was repeated five times to test heuristic robustness unless 

otherwise specified. In each graph of results below, individual points are plotted along 

with line through the average design cost and the lowest design cost for each run. All 

results are based on full CPLEX terminations with terminating MIPGAP of 0.01, or in 

other words, all solutions are solved to be within 1% of optimal.

In the nominal case, for each demand, we found the five shortest eligible working 

routes by length and grouped them into one eligible working route set (EligibleRouteSet). 

The shortest working route for each demand was taken as the starting point for a sample 

DRS and additional routes (from the eligible working route) were chosen such that they
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are disjoint from all the routes already in the DRS. We repeated this process 10 times for 

each demand and created 10 eligible DRSs for each demand. This also ensured that the 

shortest working route for the demand belonged to at least 10 DRSs in the final eligible 

DRS set. For each DRS we then found the five shortest cycles that pass through the 

collective set of end-nodes of the working routes in the DRS. To the set of eligible DRSs 

generated using the GenerateDRSs algorithm, we added a set of DRSs that contained the 

single shortest working route for each demand in the demand matrix. This was done to 

allow the solver to place smaller p -cycles to protect large demand bundles if that results 

in a net decrease in network cost. A random termination function was added to the 

GenerateDRSs algorithm. This randomly terminates the DRS formation loop, even if the 

DRS is not complete. This resulted in a selection of cycles of various sizes.

The ILP model was implemented in AMPL 9.0 and solved using the CPLEX 9.0 

MIP solver on a quad-processor Sun V480 SPARC server with 16GB of RAM. The test 

case network used is the COST239 network in Figure 8-4. We considered 15 unique 

demand bundles between randomly selected node pairs and in all cases the demand 

bundle is exactly 4 units. Span costs are equal to the geographic distance between their 

end-nodes on the network graph. For the results below, we varied the number of routes 

per DRS, number of eligible cycles per DRS and the number of eligible working routes 

per demand one at a time and studied the effect on the network costs and the spare to 

working capacity redundancies. Each of the tests were repeated five times with the input 

set of DRSs generated randomly for each run. Exact data points are plotted individually 

and an average is drawn as a line in the graph for all the test cases. All variables are 

restricted to be integers. All results are based on full CPLEX terminations with optimality 

gap settings of 0.01, or in other words, all solutions are solved to be within 1% of optimal 

given the specified inputs. Runtimes were not recorded but they were in the order of 

seconds or minutes for most test cases, with none running over 2 hours.
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8.6. Results for the FIPP-SCP Model

8.6.1. Preliminary Comments

Overall the FIPP designs took the longest time to solve, as compared to the 

benchmark SBPP and SCP designs and could not be solved to optimality for the larger 

networks. This is attributed to complexity arising primarily out of the y "  1/0 variables. In 

time these problems may be overcome with suitable branching strategies and added 

relaxations or bounds, often in light of the difficulty of ILP problems, people dismiss the 

use of ILP for network design altogether. At present, however, our concern is not 

primarily about run time, but in trying to appraise the intrinsic properties of this new 

network architecture itself, and for this ILP is an essential tool. In this regard the role of 

ILP is as a research tool to try to understand the intrinsic efficiency of the new scheme 

compared to other schemes. The philosophy is that if the intrinsic capabilities or potential 

of the new architecture as revealed by ILP studies are promising, it then makes sense to 

work on faster heuristic algorithmic design strategies and so on. So both ILP and design 

heuristics have their roles to play. But the problem with using heuristics for design of the 

corresponding test case networks for research comparison is that the results then depend 

on both intrinsic properties of the architectures being compared and the different sub­

optimalities inherent in the various heuristics used. Even time-limited “best feasible” 

results from incomplete ILP runs can be valuable in research, however, as they usually 

still provide very high quality existence-proof type solutions, without even needing to 

develop a purpose-specific heuristic. For this purpose, we first attempt to compare FIPP 

p-cycles with other architectures like SBPP, span p -cycles and mesh using optimal 

solutions. In the later sections where we present results for the FIPP-JCP-DRS model, we 

will present a heuristic for FIPP /?-cycle design.

In addition our philosophy is that differences in capacity efficiency of a few 

percent in are not really important in practice, if other important benefits such as full pre­

connection can be achieved. It is more a matter of theoretical understanding of the 

relative schemes being compared. In practice our only real concern is to see if FIPP p- 

cycles are at least characteristically in the same range least as SBPP for efficiency.
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Because if they are, it means their other advantages over SBPP can be exploited without 

practical penalty. Additionally, even if FIPP only performs better than span />cycles and 

span restoration it is still of interest because now we have the /?-cycle advantage of pre­

connection and the ability to do end-to-end service protection.

Our initial tests are for the 7nl2s test case from Figure 7-4(a) for which the solver 

terminated at a 3% MIPGAP for the Span Restoration (SR), Path Restoration (PR) and 

SBPP runs with complete problem information as above. For the larger networks, 

COST239 from [COST239] and illustrated in Figure 8-4 and 15n20s, (a 20 span 

derivative of the 15n30s network in Figure 8-5 from [DoPhD04] ) the number of eligible 

routes and cycles was limited as described above. CPLEX terminations with a 1% 

MIPGAP were obtained for all the reference architectures but for these test cases the 

FIPP design results are only the “best feasible” solutions found after about two days of 

run time. These best feasible solutions remain associated with gaps of 30% to 60% above 

the fully-relaxed LP lower bound. This means that the solver itself can only assure us that 

these designs are within 30% to 60% of optimal. It needs to be kept in mind therefore, 

that in what follows for the two larger networks, feasible but sub-optimal FIPP /i-cycle 

designs are being compared to other designs that are known to be within 1% of optimum.

8.6.2. Discussion

We start with a discussion of the results for the 7nl2s in Table 11 using all 

possible eligible routes for the SR, PR and SBPP designs and all possible cycles as 

eligible cycles for the FIPP and span />cycle designs and a 1% MIPGAP. On 7nl2s we 

could only get within 3% of optimality for the test case where we used shortest path 

routing (first column of Table 11). Nonetheless, the FIPP design is within 7% of the 

corresponding SBPP-shortest path solution (32 versus 30).
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Table 11. Total spare capacity results (channels required) for 7nl2s network designs (Adapted from
[KoGrJLT])

Protection
Scheme

Shortest Path Routing Adjusted
Routing

FIPP 32(3% gap) 26

SBPP 30 26

SR 42 35

Span p-Cycles 42 35

PR 25 23

Table 11 also shows that PR also outperforms both FIPP and SBPP, and this is in 

line with expectations because as discussed, true path restoration is indeed the absolute 

lower bound on the capacity requirements for any single failure survivability technique. 

SR and span ju-cycles perform equally well but worse than SBPP, PR and FIPP. This is 

also as expected from much prior research on these schemes. Recognizing, that these are 

non-joint designs, and because we have reason to suspect qualitatively that joint 

optimization may be relatively quite advantageous under the FIPP architecture, we 

allowed ourselves a further experiment on 7nl2s where we manually deviated four of the 

working routes from their shortest routes to routes that would (by inspection) be 

equivalent in hop count, more amenable to efficient FIPP implementation. We then re­

solved all the corresponding benchmarks for the new routing and the results are in the last 

column of Table 11. Here we found that the FIPP solution ran to a full termination under 

the 1% MIPGAP condition (in less than an hour) and is as good as the optimal SBPP 

design for the same set of demands and routes. Interestingly, all the other architectures 

also benefited, to varying degrees, from the adjusted working path routing. We consider 

this an experimental validation of the qualitative reasoning suggesting that FIPP and 

SBPP are at least categorically similar in the capacity efficiencies that can be achieved. 

By categorical similarity we mean, for example, in the sense that SR and span /7-cycles 

are also categorically similar. The existence of an identical result, and another that is only 

-3%  different suggests that there is no argument that the schemes lie in theoretically 

different categories of capacity efficiency, such as can be stated with confidence about, 

for example, SR and PR, which are clearly in different basic categories of achievable 

efficiencies.
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Results for the larger COST239 and 15n20s test networks are summarized in 

Table 12. In Table 12 the FIPP results are only the best feasible solutions obtainable in 

the time available. The bracketed value shows the remaining gap from optimality. In 

practice, where the remaining gap on a FIPP solution suggests the true optimum solution 

could be below the PR solution value, PR more correctly provides the real lower bound 

on the possible solution value for FIPP. The last row of Table 12 is for the special case of 

SBPP designs in which we allowed only routes equal in length to the single shortest 

backup path (disjoint from the working route) in the eligible route set. This represents a 

practical SBPP provisioning option (optimally designed nonetheless) wherein each 

working route takes the shortest path to the destination and its backup path is planned 

along one o f the next shortest routes that is disjoint from the primary.

Table 12. Results (spare capacity channel counts) for Cost 239 and 15n20s networks (Adapted from
[KoGrJLT])

COST239-19 COST239-27 COST239-55 15n20s -  21
best feasible FIPP (gap) 33(30%) 44(47%) 67(66%) 173(58%)
SBPP(opt) 28 30 46 134
Span Restoration (opt) 29 33 62 174
Span p-cycles (opt) 39 47 76 174
Path Restoration(opt) 21 22 35 111
SBPP(SP Alternate-opt) 46 44 64 174

In COST 239, the best feasible FIPP designs are similar or better than SBPP when 

the latter uses only shortest alternate backup routes. In COST 239 with 19 demands, the 

best feasible FIPP design with a gap of 30% is within 18% of fully optimal SBPP. 

Beyond this, the large remaining gaps on the best-feasible FIPP />-cycle designs make it 

hard to say where the latter stands relative to fully optimal SBPP solutions. If we take the 

totality of results into account, however, we have one case in 7nl2s with a full demand 

matrix, where FIPP is within 3% of SBPP in the initial designs and matches SBPP when 

four working routes are adjusted. And in the larger test cases, the SBPP solution costs are 

all within the range of the gaps on the best feasible FIPP />-cycle designs. To this we 

should add the considerations from first principles that the most closely related scheme of 

all those considered to FIPP, is SBPP. These are the only two path-oriented, failure 

independent schemes above, i.e., path-type schemes that do not benefit from stub-release
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as does PR. All-told, therefore, it seems reasonable to expect that the FIPP architecture 

may be reasonably close in intrinsic efficiency to SBPP, just that we are not presently 

skilled enough at solving the FIPP p -cycle network design problems. In fact there is also 

one observation about FIPP and SBPP architectural properties that suggests that in at 

least one aspect FIPP could possibly be even more efficient than SBPP in some 

circumstances. Consider the following:

From one point of view it seems reasonable to surmise that a FIPP /7-cycle could 

always be viewed as being formed from a specific choice of two backup routes, so that 

SBPP would have to serve as a lower bound for the spare capacity results of FIPP p -cycle 

designs. However, there is one important respect in which it can be demonstrated that the 

FIPP solution space is not simply a subset of the SBPP solution space. To explain this we 

need only look back at the case of the partially straddling path example in Figure 8-2(d). 

SBPP has a fundamental requirement that every working path is fully disjoint from its 

own backup route (except at its end-nodes), as well as fully disjoint from other working 

paths that share any spare capacity in their backup paths. There is no exception possible 

to this restriction under SBPP. But look again at Figure 8-2 (d). Here we see that under 

FIPP, a working path can in general have path segments in common with its own 

protection structure. The switching behaviour to allow this was explained when Figure 

8-2 was introduced. What is seen in Figure 8-2 (d) is equivalent to a limited type of stub- 

release. Stub release is only otherwise found in true path restoration. In path restoration, 

restoration paths are allowed (when advantageous to the design) to re-use part of their 

own working paths within the protection path. In FIPP as we can see in Figure 8-2 (d), 

we can allow the backup path to be co-routed with the working path, thus effectively re­

using the surviving component of the working route. This possibility separates the FIPP 

^-cycles architecture from SBPP and leaves it open that FIPP /7-cycles might in some 

cases outperform SBPP in capacity efficiency, given suitable solutions to the 

optimization problem because the behavior in Figure 8-2(d) allows the optimizing design 

solver to occasionally save more capacity than would be possible under SBPP. The reader 

might also note that in the example where FIPP /7-cycles wind up re-using their “stub” 

path segments, it is easy to construct an actual trap situation for SBPP. In SBPP if no 

backup route exists that is disjoint from the chosen working route then an infeasibility
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“trap” situation arises. In sparse networks this may mean that working routes tend to have 

to be significantly longer for SBPP feasibility. In contrast (as the example shows), FIPP 

does not fall into such traps and allows working paths to take shortest routes.

8.6.3. Inspection of FIPP Design Characteristics

Both as a form of validation of the functional correctness (mainly the property of 

100% restorability) and to further portray and understand the FIPP architecture, we 

picked the 19 demand COST239 test case to draw out all the FIPP ̂ -cycles that are in the 

solution. The completely restorable design was based on only five FIPP ^-cycles shown 

in Figure 8-6 through Figure 8-10 below. Each figure shows one of the actual FIPP p- 

cycles chosen in the best-feasible design and the working demands associated with the 

cycle (shown using thin arrow-headed lines). We also show a simplified logical 

abstraction of each />cycle and the end-to-end-node demand pairs that it protects.

Figure 8-6. (a) FIPP p-Cycle A in Solution for Cost 239 network with 19 Demands (SCP), (b) logical 
view, (c) example of potential additional loading capability. (Adapted from [KoGrJLT])

Cycle A in Figure 8-6 protects up to 2 units of demand for demand relations 

9,5,4,12,10. The working routing is shown using thin arrow-headed lines. Notably if p- 

cycle A were to be used as a span protecting />cycle its ratio of protected capacity to its 

own consumed capacity is only 1 because it has no straddling spans. Flowever, on using 

the same cycle as a FIPP p-cycle, this ratio increases to 2.6 (end to end demands 

protected per channel-hop of the /7-cycle) for the combination of demands shown in 

Figure 8-6(c), a much higher efficiency. The chances of cycle A actually being selected 

as a span p -cycle would therefore have been low, but this same cycle becomes of much 

higher merit as a FIPP £>-cycle because it does have good straddling relationships when

Logical View
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allowed to operate to protect paths solely on an end-to-end path basis. We note, therefore, 

that if we re-use the standard Apriori Efficiency [GrDoLEOS02] measure for span p- 

cycle selection to cut down the ILP problem size, we would tend not to include cycles 

such as this in the set of eligible cycles. This motivates further work on developing new 

heuristics and metrics for a priori cycle selection in FIPP. Another observation is that the 

number of demands that the FIPP /7-cycle can protect can be increased, if the working 

routes are deviated from shortest path. This suggests not surprisingly that a joint model 

that simultaneously optimizes the working capacity and p -cycle placements may yield 

considerably more efficient designs by having even greater latitude over the group of 

compatible routes that are chosen to associate with each candidate /7-cycle. The same 

FIPP /7-cycle A can “soak up” more demands without any increase in spare capacity. 

This also motivates further work in developing a working routing strategy that maximizes 

FIPP efficiency.

Logical V iew

©

Figure 8-7. (a) /7-Cycle (B) FIPP /7-Cycle Solution for Cost 239 network with 19 Demands (SCP) and
(b) logical view. (Adapted from [KoGrJLT))

Similarly, p -cycle B protects up to 2 units of demand for node pairs 

8,2,3,18,17,16,15,0 in Table 8. FIPP /7-cycle C protects demands on node pairs

9,2,18,16,15,12,11,10,1. FIPP /7-Cycle D protects demands on node pairs 6,4,16,14 and 

FIPP /7-cycle E protects demands on node pairs 7,4,18,13.
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Logical V iew

Figure 8-8. (a) FIPP p-Cycle C and (b) logical view. (Adapted from [KoGrJLT))

Logical V iew

Q 0

Figure 8-9. (a) FIPP /(-Cycle (D) and (b) logical view. (Adapted from |KoGrJLT])

L ogical V iew

4

Figure 8-10. (a) FIPPp-Cycle (E) and (b) logical view. (Adapted from [KoGrJLT])
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On inspection of Figure 8-9 and Figure 8-10 we can see that the /(-cycles do not 

give the impression of being very heavily loaded with protection relationships. In the 

present case, despite this seeming waste, the overall solution still requires less absolute 

spare capacity than the span p-cyde  design. For interest and comparative purposes the 

optimal span protecting /7-cycle solution for the same networks and set of working 

demands and routes is shown in Figure 8-11.

(a) (b) (c)

0 ::0.
© Q

O

O
o

0

(d)

Figure 8-11. Conventional Span /-cycle solution for COST239 with 19 demands and 1000 eligible
cycles. (Adapted from [KoGrJLT])

By simple inspection it is not clear if there are any strategies that could be used to 

convert span /7-cycles to FIPP /7-cycles. We ran a quick test case where we limited the 

FIPP-SCP solver to choosing from the 4 span /7-cycles from Figure 8-11. It did result in 

an optimal FIPP solution quickly but did not improve on the overall capacity efficiency 

relative to the span /7-cycles design. There is no guarantee that a span /7-cycle set can 

produce a feasible FIPP solution. This suggests, however, a possibly powerful strategy 

for assisting the ILP solution of the FIPP /7-cycle network design problem: first solve the 

generally much easier regular /7-cycle design problem and the corresponding PR problem 

and use its number of /7-cycles and objective function values as guiding additional upper 

and lower bounds respectively for the FIPP /7-cycle ILP solution.

8.7. Results for the FIPP-DRS-SCP Model

Experimental results show that using the FIPP-DRS ILP model herein, with the 

heuristic above to populate its candidate DRS set, we are able to produce FIPP /7-cycle 

network designs that are more capacity-efficient than even strictly optimal conventional 

/7-cycle network designs by as much as 6%, as shown in Figure 8-12. Each data point in 

Figure 8-12 corresponds to the optimally designed solution of the test case network with
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the indicated average nodal degree using the indicated design method. That is to say that 

the CPLEX terminations were optimal solutions for the problem models and data given to 

them. This is separate from absolute sub-optimality that may still be imputed from the 

restricted datasets given the corresponding problems. Although the FIPP /7-cycle designs 

are the most sub-optimal by nature of the DRS-limiting heuristic used, they come within 

10-18% of the capacity of SBPP network designs which have essentially no significant 

limitation on their global optimality (ILP termination and dataset provided). However, 

they provide the important property of offering a fully-pre-connected protection 

alternative. It should be noted that although the FIPP designs in 8.6, much more closely 

approached the capacity requirements of SBPP designs, the FIPP-DRS-SCP designs were 

solved in seconds or minutes, while the prior FIPP designs required up to 48 hours to 

solve.

2.6

2.4 -a— p-Cycle 
FIPP p-Cycle 
SBPP

2.2

CL

2.5 3.0
Average Nodal Degree

3.5 4.02.0

Figure 8-12 -  Total capacity costs of FIPP /j-cycle network designs using the FIPP-CDS ILP model.
(Adapted from [KoGrDRNC05])

8.7.1. Improvements

Although the ILP-based heuristic above produced FIPP p -cycle designs that were 

highly efficient (i.e., more efficient than strictly optimal conventional p -cycle designs), 

the algorithmic enumeration of DRSs is not the best achievable. Consider that the number
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of DRSs enumerated in each test network above was 2205 (21 for each of the 105
1 7demands), whereas the same test networks have possibly 6.6x10 distinct DRSs in total. 

Obviously there is therefore scope for a DRS enumeration algorithm that will generate 

candidate DRSs in a more guided manner that should allow the FIPP-DRS model to 

produce designs closer in capacity to SBPP without increasing runtime.

One alternative DRS enumeration technique we tried was to limit the number of 

working routes per DRS. The rationale is that from an availability perspective, reducing 

the number of working routes protected by any one FIPP p-cycle will reduce the exposure 

to dual-failure combinations affecting two working routes within the same />-cycle and is 

a measure that would probably be insisted upon in later practice anyway. This is 

motivated by the work in [DoClONM03] on SBPP capacity-availability tradeoffs that 

showed that limiting the number of sharing relationships on any individual spare capacity 

channel will not significantly affect the network efficiency, but will considerably improve 

its availability. The corresponding limitation for FIPP p-cycles is to restrict the number of 

working routes sharing any FIPP p-cycle, or in other words, limit the maximum possible 

size of each DRS. A simple modification of the GenerateDRSs  algorithm was made 

by adding another “i f ’ statement stating that “DRS c i s  c o m p le te ” if it already 

includes a specified number of working routes. Then using one of the test case networks 

(the 22-span member of the test network family), we ran the FIPP-DRS problem with 

numerous different restrictions on DRS size ranging from 2 through 10.

Like the previous results discussed, the FIPP p-cycle designs had efficiencies 

approximately 6% below an optimally designed jo-cycle network and 10% above an 

optimally designed SBPP network. Each data point in Figure 8-13 corresponds to the 

normalized capacity cost of the FIPP-DRS designed test network with the indicated 

maximum number of working routes per DRS. The solid (green) horizontal line 

intersecting the y-axis at approximately 1.16 corresponds to p -cycle capacity cost for that 

same network. We can see that so long as we allow 5 or more working routes per DRS, 

the exact number will have little impact on capacity efficiency. Similar effects were seen 

in [DoClONM03] with regards to SBPP sharing limits. Since the set of eligible DRSs 

provided to the ILP model are enumerated randomly, we also investigated the sensitivity 

of the resulting network designs to the specific set of DRSs provided. To do so, we ran 10
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instances of the previous test data (i.e., 10 instances of the 22-span test case network with 

a maximum of two disjoint routes per DRS, another ten with three disjoint routes allowed 

per DRS, etc.), with the average of all ten instance for each scenario shown in Figure 

8-13. When the worst-case and best-case results are extracted for each scenario (i.e., for 

each specified maximum number of working routes per DRS), we actually find that the 

solution quality is quite robust with regard to specific set of DRSs provided: solutions 

ranged little more than ±0.5% over all test cases. In fact, for most cases, the error bars 

were lost in the data point markers when plotted on top of the curve in Figure 8-13. While 

this suggests that any particular solution obtained with the heuristic is quite repeatable (in 

the sense of equivalently good designs being reached, but which may differ in detail). But 

it also implies that finding a DRS enumeration method that produces any significantly 

better results may be difficult.
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Figure 8-13 -  Total capacity costs of FIPP p-cycle network designs with limited numbers of demand 
relations per CDS. (Adapted from [KoGrDRCN05])

8.8. Results for the FIPP-JCP-DRS Model

8.8.1. Varying Cycles Per DRS

In this experiment, we varied the number of eligible cycles provided as input to 

the solver. All other parameters are the same as the standard parameters in 8.5.3.2. Figure
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8-14 shows the corresponding design cost profile. In both cases the X  axis shows the 

number of eligible cycles per DRS.
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Figure 8-14. Cost Versus Cycles per DRS. (Adapted from [KoBaPNET06])

Standard redundancy for this design varies between 55 and 75%. Standard 

redundancy does not take into consideration distance effects, as it is purely a capacity 

calculation. In a joint design, especially, spare to working channel redundancy is actually 

not an effective metric because the working routing may deviate from the shortest path 

and thus may provide an artificial lower redundancy by increasing the network working 

capacity. The total network cost however shows a more accurate profile. What we see in 

the lower thicker line in Figure 8-14 is that the costs show a saturation trend as the 

number of eligible cycles per DRS are increased. Beyond five cycles per DRS cost 

improvements are only marginal. This shows the existence of a threshold effect on the 

number of eligible cycles that need to be provided to the solver. As long as five eligible 

shortest cycles are provided for each DRS, we can be sure that the no further significant 

cost reductions will result from additional cycles. This results in a reduction in problem 

size as there are only 5*(Number of DRSs) eligible cycles provided to the solver.
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8.8.2. Varying Maximum Number of Routes In Each DRS

In this experiment, we varied the maximum size of the DRS from 2 routes to 16 

routes per DRS, while keeping all the other parameters as given in section 8.5.3.2. From 

the resulting cost profile in Figure 8-15 we can see that the average cost saturates at 

around 8 to 10 routes per DRS. The least expensive design is when a maximum of 10 

routes are allowed per DRS. In practice a DRS with 10 routes will already be large 

enough to reach limiting efficiency. As an effective analogy, this is similar to the 

threshold number of sharing relationships a single spare channel needs to support in 

SBPP to achieve limiting efficiency as discussed in [DoClONM03],
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Figure 8-15. Cost versus Routes Per DRS. (Adapted from [KoBaPNET06]) 

8.8.3. Varying The Number of Eligible Routes Per Demand

In this experiment the number of eligible routes per demand is varied between 1, 

the single shortest route, and 8 shortest routes. In Figure 8-16 we can see that as the 

number of eligible routes per demand is increased from one to two, there is a decrease in 

the total network cost. However as the number of eligible routes increases beyond two, 

there is a sharp increase in the total cost of the network as seen by the thin ascending line. 

This seems counter intuitive as increasing the number of eligible working routes should
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not, in any case, worsen the solution. In other words, a case with 2 eligible working 

routes per demand is only a subset of 3 eligible working routes per demand case. Indeed 

the best solution obtained with the 2 eligible routes can be used as the best solution over 

all cases, as indicated by the thick rigid line in Figure 8-16, if increasing the number of 

eligible routes worsens the solution.
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Figure 8-16. Cost versus number of eligible routes per demand. (Adapted from [KoBaPNET06])

To understand the reason for this discrepancy, we examined the eligible route set 

generated in the COST239 test network. In Figure 8-17 we see a 95th percentile average 

length profile for the set of routes included in the Nth shortest route set.
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Figure 8-17. Average Length versus Nth shortest route. (Adapted from |KoBaPNET06])

To generate this graph we enumerated the n shortest routes for each possible O-D 

in the COST239 network graph by length. We then separated the routes into groups 

corresponding to the rank of their relative length with respect to the shortest route from 

the same OD pair. The top 5% of the routes (by length) were discarded and an average 

length was calculated based on the remaining routes. What we can see in Figure 8-17 is 

that as the number of eligible routes per O-D pair is increased, the average length of the 

set of working routes also goes up significantly. As an example, the average route in the 

set of 3rd shortest working routes is 50% longer than the average route among the shortest 

working routes. The GenerateDRS algorithm is essentially a random algorithm that 

selects routes from the master set to be part of the DRS. When this master set is 

populated with an extremely large number of long routes (as compared to the number of 

short routes), it becomes more likely that the limited sample set of eligible DRSs 

generated, contain, on average, longer routes. Since there is no restriction in 

GenerateDRS that all enumerated routes be part of at least one eligible DRS, the routes 

that are in the solution from the “2 eligible routes per demand” trial have a much poorer 

chance of being efficiently placed into DRSs generated from the “3 eligible routes per 

demand” trial. The problem worsens as the size of the master eligible route set increases. 

On average, as the number of eligible routes per demand is increased, the average length 

of the working routes protected by the generated DRSs will increase as well. This leads to
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degradation in design efficiency and an increase in network costs as the working capacity 

is routed over longer paths and the FIPP /7-cycles also, on average, have to be larger.

To verify these results we re-ran the experiment with a slight modification to 

include a DRS set history. In other words in the test case with the 3 shortest eligible 

routes, we also included in the input all the DRSs generated as part of the 2 shortest route 

test case and all the DRSs generated as part of the single shortest route test case. In 

general, the test case where n-shortest routes were provided contained all the set of DRSs 

generated when (n-1), (n-2) ... 1 eligible route(s) per demand are provided. This 

guarantees that, in the worst case, the solver in the n-eligible route case can always 

choose any of the previous solutions as optimal or in other words, the design cannot 

worsen as the number of eligible working routes per demand are increased. Results for 

this trial are in Figure 8-18. Figure 8-18 shows the total network cost, cost of working 

and cost of spare as the number of eligible working routes per demand is increased. In 

Figure 8-18 we see that the joint design is 13% more cost efficient than the non-joint 

design (i.e. the difference between the first and second data point). The standard cost 

redundancy improves to 53% for the joint case. It can be seen that by choosing some 

alternate working paths, as seen by the increase of the working cost, the solver is able to 

greatly reduce the spare capacity cost. What we also see in Figure 8-18 is that once all 

routes up to and including the second shortest route per demand are enumerated, no more 

gains are to be had in efficiency by enumerating more routes. In other words, at the point 

where all routes up to the second shortest route are enumerated, limiting efficiency is 

reached. The existence of this threshold validates our hypothesis from section 8.4.2.1 

where we speculated on the existence of a threshold number of eligible routes. But one 

question still remains. Why does the threshold exist at all and why does it exist at the 

specific point “2” for this network? To understand and answer this question we go back 

to Figure 8-17 and see that the average route length of the set of second shortest routes 

was 26% longer than the average shortest route. The length difference between the 

average lengths of the shortest and 3rd shortest routes is 50%. Recalling our discussion in 

section 8.4.2.1 earlier: To offset a 50% increase in the cost of a single working route, in 

an approximately 50% redundant survivable network, the corresponding spare capacity 

cost reduction must be, relatively, at least a 100%. In other words, with our current
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experimental assumptions of geographic distance being approximated as cost - i f  a 

working route that is 10% longer than the shortest route is chosen, the corresponding 

spare capacity savings must actually be at least 20%. This level of improvement is 

extremely unlikely to happen. The reason the solver sees a benefit from going from one 

eligible route to two per demand must be that it is now able to spread out the working 

capacity among essentially equal shortest routes. To verify these, we drew out the 

solutions for the first two data points in Figure 8-18. The results are in Figure 8-19 and 

Figure 8-20. In Figure 8-19 (and Figure 8-20), the FIPP j9-cycle is shown using the thick 

line and the working routes are shown using the thin arrow tipped lines. We can see that 

when only the shortest routes are allowed as input, the complete solution requires 

building 7 FIPP p-cycles (6 unique cycles). When the second shortest route is introduced, 

the number of FIPP p-cycles is reduced from 7 to 4, and 6 working routes are chosen 

from the set of second shortest working routes (shown by the dotted arrow tipped line.) 

What is important to note however is that the newly included routes are no more than a 

few percent longer than the previous solution. From Figure 8-18 we know that including 

the third shortest route is of little benefit because, on average, the third shortest working 

route is much longer. The joint design of FIPP p -cycles works because the solver can 

now cut down the number of FIPP /^-cycles built by routing the working along multiple 

equally short working routes which is a kind of working capacity leveling over multiple 

routes. It is not because the solver is allowed to choose very long routes. Based on this 

insight, as long as all routes within say 20% of the shortest route length are included in 

the input eligible working route set, maximal efficiency is reached.
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Figure 8-18. Number of Eligible Routes per Demand vs. Cost, with history propagation. (Adapted
from [KoBaPNET06])

\ 1

Figure 8-19. Complete FIPP DRS Solution with Shortest Routes Only. (Adapted from
[KoBaPNET06])
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Figure 8-20. Complete FIPP solution when up to two shortest routes are allowed. (Adapted from
[KoBaPNET06])

8.9. Summary

In this Chapter we have proposed many design approaches for FIPP p -cycle 

design and presented results. What is significant about FIPP />cycles is that they offer all 

the desirable features of SBPP, namely failure independent end-node fault detection and 

activation of protection paths, built-in protection against either node or span failures and 

dynamic path-restoration like capacity efficiency, but without requiring any real-time 

cross-connection between optical channels to form protection paths in real time. In 

addition, they closely match SBPP in capacity efficiency. The protection structures from 

which protection paths are claimed upon failure are fully pre-connected structures which 

mean they can be in completely tested and monitored “known-good” states prior to their 

emergency use upon some network failure. In all other schemes of this characteristic 

range of spare capacity efficiency, the efficiency is ultimately achieved by resorting to 

on-demand switched assembly of spare channels into backup wavelength paths. Only 

after formation following the start of the emergency will it be found out if these paths 

work or not.
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Further work on FIPP /7-cycles is currently in progress at the Network Systems 

Group at TRLabs and is summarized briefly in the following Chapter.
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Chapter 9. CLOSING DISCUSSION

9.1. Summary of Thesis

In this thesis our main intent is to provide network planners and operators with 

better tools, knowledge and strategies to design /7-cycle-based optical networks. Chapter 

1 introduced the topic area. In Chapter 2 we presented an overview of Transport 

Networking Fundamentals. We looked at nodal equipment architecture, transmission 

systems and technologies like SONET, CWDM, DWDM, etc. We also looked at various 

physical and logical layer techniques for network restoration such as Rings, APS and p- 

cycles, with pointers to extensive reference material for further information. We also 

reviewed some topics from the recent literature that deals with pre-connection and optical 

layer protection.

Sets, graphs and optimization concepts were reviewed in Chapter 3. We also 

reviewed routing algorithms for route and cycle finding. Advanced topics like modularity 

and economy of scale were briefly discussed. Chapter 4 contained a network planner’s 

appreciation of some issues in the physical layer (optical link design), where we 

presented a detailed discussion about the steps involved in activating a single point-to- 

point optical link. We also discussed pre-connection and failure independence and 

explained their importance in optical networking. Our aim was to help the designer and 

the general research community understand why the assumption that on-the-fly 

concatenation of light-path channels to form backup paths after the failure, in real-time, is 

invalid, given the current generation of optical networking technologies. Power levels, 

error rates, amplifier gains, etc. must all be tuned just right, and often manually, end-to- 

end, for the point-to-point link to work.

Chapter 5 detailed our first study topic, which was on mining rings to /7-cycles. 

Two specific design models were presented, one where the problem was to maximally 

serve demands using existing resources mined to /7-cycles whereas the other was to 

selectively and strategically add the minimum capacity required to serve a specified 

uniform demand growth multiplier. Tests on 17 pseudo-random ring networks showed
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significant potential for migration. Subsequent tests on real network data from TELUS, 

for their Calgary metro network, showed that we could support a uniform demand 

multiplier of 1.5 without any capacity addition. To literally double the carrying capacity 

of the TELUS network, only a few additional modules of capacity need to be added. We 

also found that restricting the re-routing of existing working demand reduced the growth 

potential slightly, but could be considered a valid trade-off as the operator can migrate his 

network without affecting his customers. Overall we established that p-cycles are almost 

as capacity efficient as mesh networks for ring-mining purposes. The nodal compatibility 

of p-cycles and ring networks may eventually make /7-cycles a better choice for a 

migration target.

In Chapter 6 we presented our study on /7-cycle path lengths. We found that a 

threshold hop limit effect does exist. In our test networks, we found that the hop limit was 

at around 6 to 9 hops for />-cycles. This is similar to what mesh networks exhibit, except 

that the hop limit thresholds were about 3 hops lower than the corresponding path length 

limited /7-cycle design. We also proved, for our test networks, that the extra ability to 

precisely control path lengths does not actually produce any better results than the 

standard /7-cycle design model. The more complex path length limiting model may 

actually be replaced with a simple circumference limited model without any penalty.

In Chapter 7 we presented our work on supporting multiple Quality of Protection 

classes using the same set of resources in a /7-cycle network. We showed, using 

examples, how a multi-QoP framework can be efficiently implemented in a static /7-cycle 

network. We also discussed how provisioning of dual failure survivable platinum services 

can be integrated with the other survivability classes. The results showed that with the 

straddling routing principle for platinum service channels, a significant level of dual 

failure protection may be obtained for free, with just the resources required for a single 

failure protected network. With the introduction of economy channels, we showed how a 

network may be operated with almost no spare capacity. This enabled the operator to run 

a network where almost every single in-use channel generated some revenue. We also 

confirmed other results in the literature that have shown that a fully dual failure 

survivable network is around 300% redundant.

233

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



In Chapter 8 we presented a significant extension to the existing body of 

knowledge and techniques for /7-cycles: FIPP /7-cycles. FIPP /7-cycles are almost as 

capacity-efficient as SBPP and PR, while at the same time providing failure independent 

and pre-connected optical protection paths. FIPP /7-cycles are therefore the first efficient, 

failure independent, pre-connected, path protecting mechanism in the literature. We 

discussed both joint and non-joint designs and also presented a heuristic approximation 

for the DRS-based FIPP /7-cycle design model.

To summarize, the main contributions from this thesis are listed in the following

section.

9.2. Main Contributions

There are five main areas of contributions of this thesis:

1. Conception and development of FIPP /7-cycles.

o Design of FIPP /7-cycles using the cycle -  route set selection 

principle.

o DRS-based FIPP /7-cycle design.

o Joint design of FIPP /7-cycles.

o FIPP /7-cycle network operation techniques.

o DRS-based heuristics for FIPP /7-cycle design.

o Detailed review and comparison of FIPP /7-cycles to SBPP.

2. Ring-mining to /7-cycles.

o Migrating to /7-cycles using existing ring nodal equipment.

o Ring-mining where existing working routes can be re-routed.

o Migrating a network without affecting current working traffic.

o Selective minimum capacity addition to support specified demand 

growth multiplier.

3. Design of /7-cycles with multiple qualities of protection classes.
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o Operational paradigm for supporting multi-QoP using the same set 

of resources.

o Dual failure protection strategies using static /7-cycles: straddler 

routing and dispersal principles.

o Operating networks without any redundant capacity by selective 

placement of pre-emptible economy channels.

o Effect of traffic growth on network efficiency in a multi-QoP 

network.

o Strategies to maximize revenue from a network by correctly 

distributing a multi-QoP mix.

4. Dual failure survivability for selected services using static /7-cycles.

o Static routing techniques to ensure dual failure protection.

o Operational paradigm to support dual failure survivability by pre­

emption of gold protection by failed platinum channels.

5. Designing /7-cycles with explicit path length restrictions.

o Explicit path length limitations instead of circumference limits.

o Demonstration of the existence of a threshold hop limit effect.

o Establishing the trade-off in terms of higher thresholds for pre- 

connected-ness.

o Bi-criteria techniques to obtain shorter protection paths.

9.3. Publications and Presentations

As discussed at the beginning of Chapters 5 to 8, the work presented in this thesis 

resulted directly, or in part, in the production of two published journal articles, one book 

Chapter, five articles published in various IEEE conference proceedings and one patent 

filing on FIPP /?-cycles. Numerous related presentations were also made locally and 

internationally. We have also recently submitted two more journal submissions based on
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the work in this thesis. These publications, listed in each Chapter, are listed below as a 

summary:

1. W.D.Grover, A. Kodian, “Failure Independent Path Protecting /7-Cycles,” 

provisional US Patent filed Nov. 29, 2004.

2. A. Kodian, W. D. Grover, J. Slevinsky*, D. Moore* (*TELUS 

Communications), "Ring-Mining to /7-Cycles as a Target Architecture: Riding 

Demand Growth into Network Efficiency," Proceedings o f  the 19th Annual 

National Fiber Optics Engineers Conference (NFOEC 2003), Orlando, 

September 2003, pp.1543-1552.

3. A. Kodian, A. Sack, W. D. Grover, " /7-Cycle design with hop limits and 

circumference limits,” Proceedings o f IEEE BROADNETS 2004, San Jose, 

October 2004. Winner of IEEE- Phillips best paper award.

4. W.D. Grover, J.E. Doucette, A. Kodian, D. Leung, A. Sack, M. Clouqueur, 

G. Shen, “Design of Survivable Networks based on /7-cycles,” Elandbook of 

Optimization in Telecommunications,” Kluwer Academic Publishers, Editors: 

Panos M. Pardalos, Mauricio G. C. Resende.

5. A. Kodian, W.D. Grover, “Failure independent path-protecting /7-cycles: 

efficient and simple fully pre-connected optical-path protection,” IEEE 

Journal o f Lightwave Technology, vol. 23, no. 10, October 2005

6. A. Kodian, A. Sack, Wayne D. Grover, “The threshold hop-limit effect in p- 

cycles: Comparing hop- and circumference-limited design,” invited 

publication in Journal o f Optical Switching and Networking, Elsevier, July 

2005, p p .72-85.

7. A. Kodian, W.D. Grover, “Multiple-Quality of Protection Classes Including 

Dual-Failure Survivable Services in /7-Cycle Networks,” in Proceedings o f  

IEEE BroadNets2005, Boston, October 3-7, 2005.
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8. A. Kodian, W. D. Grover, J. Doucette, "A Disjoint Route Sets Approach to 

Design of Failure-Independent Path-Protecting /7-Cycle Networks," in the 5th 

International Workshop on Design o f Reliable Communication Networks 

(DRCN2005), Ischia (Naples), Italy, 16-19 October 2005.

9. W.D. Grover, A. Kodian, “Failure-Independent Path Protection with j17- 

Cycles: Efficient, Fast and Simple Protection for Transparent Optical 

Networks,” invited paper in Proc. IEEE International Conference on 

Transparent Optical Networks, July 3-7, 2005, Barcelona, Spain.

9.3.1. Presentations/Reports/In Preparation

10. A. Kodian, W.D. Grover, “How do Survivable Networks Work: How to make 

a profit and ensure network availability despite daily failures?” Campus 

Computing 2005, Edmonton, Alberta, June 21, 2005.

11. A. Kodian, D. Baloukov, W.D. Grover, “Joint optimization of working and 

spare capacity in FIPP /7-cycle network design,” to be submitted to Photonic 

Network Communications.

12. A. Kodian, W.D. Grover, “/7-Cycle Network design with multiple Quality of 

Protection and dual failure survivability,” to be submitted to Journal of 

Optical Switching and Networking.

13. A. Kodian, W. D. Grover, "Ring-Mining to /7-Cycles as a Target 

Architecture," TRLabs Tech Forum 2003, Calgary, Alberta, October 2003. 

(Presentation)

14. A. Kodian, W. D. Grover, "Operating a completely static /7-cycle network 

with Multiple Quality of Protection Service Classes, including dual failure 

protection of selected services," TRLabs Tech Forum 2004, Saskatoon, 

Saskatchewan, October 2004. (Presentation)
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9.4. Topics for Further Research

This section outlines some research ideas generated during the studies in Chapters 

5 to 8, but never actually implemented. Some of these ideas are currently being 

researched by newer members of our research group.

9.4.1. Envelope-Based Operation of FIPP p-Cycle Networks

In span restoration and p-cycles, it is the working capacity on a failed span that 

are protected and restored. In FIPP />cycles it is the individual working wavelengths that 

is protected. A new operating paradigm, called the Protected Working Capacity Envelope 

(PWCE), was proposed by Grover in [Grov03] with its corresponding application to p- 

cycles in [ShGrKLUWER04]. In operating a network under the PWCE framework, as 

defined for span restoration, if the network is properly designed so that pre-determined 

amounts of working capacity are fully restorable over all single span failures, then any 

working lightpaths that are routed over these channels are also restorable by extension. 

The predetermined amounts of working capacity is considered to be an envelope of 

protected capacity within which lightpaths can be dynamically provisioned or taken 

down, without explicitly providing for their protection. The PWCE concept improves on 

SBPP. In SBPP, as we saw in Chapter 2, the backup route must be found at the time of 

provisioning the working path and that the backup path be cross connected in real-time 

after the failure. This requires a global database that maintains information about every 

connection that arrives or departs. In contrast in the PWCE concept, only the working 

path is cross connected in real time. For more information on the PWCE concept we refer 

the reader to [Grov03],

FIPP p-cycles lend themselves to PWCE-type operation in an even more 

attractive way because entire working paths between given O-D pairs will become pre­

defined structurally protected entities. First, no explicit cross-connections or calculations 

need to be made for protection when a lightpath demand arrives, between a given O-D 

pair, as long as a FIPP p-cycle is available. Second, and unlike span protection based 

PWCE, no cross-connections are required even when working demand is to be 

provisioned. One can then imagine a network that is built essentially out of pre-made
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cross-connections where end-to-end demands may arrive and depart frenetically, but the 

network as a whole requires no cross-connections in the demand arrival time-scale. In a 

network that operates under this paradigm, there is no more ‘routing’ just switching at the 

end-nodes of the failed working lightpath. The only cross-connections are when the 

envelope is to be resized but this is an essentially off-line process.

9.4.2. Multi-QoP in FIPP /7-Cycle Networks

This is a fairly simple extension of the multi-QoP framework proposed in Chapter 

7 for FIPP /?-cycle network operation. The key new piece will be the creation of strategies 

specific to FIPP /7-cycles for dual failure protection of platinum working channels.

9.4.3. Dual Failure Analysis of FIPP /7-Cycle Networks

The basic idea is to develop a design model that takes as input a Rl=100% design 

and analyses it for maximal R2. In other words, the idea is to answer the question: “How 

many demands in the network are protected against dual span failures?”

9.4.4. Ring Mining to FIPP /7-Cycles

Mining rings to FIPP /7-cycles is a straightforward extension of the work in 

Chapter 5. We found that most ring networks exhibited high levels of balance and 

capture. In other words, most demands originated and terminated on the same ring. 

Converting rings to FIPP /?-cycles is an even easier step than converting to span /7-cycles, 

with the benefit that demands can now be protected end-to-end.

9.4.5. Simplifying FIPP ILP-based Design Using Column Generation

In the FIPP-DRS model in Chapter 8, we can see that the main complexity of the 

design model is in enumerating the set of disjoint routes. As the number of enumerated 

DRSs is increased, the run-time and complexity of the model increases. This is 

particularly problematic in joint design of FIPP /7-cycles. Column generation is an 

optimization technique where variables are enumerated on demand and therefore the 

explicit enumeration of DRSs is not required. This approach promises to simplify optimal 

models published in Chapter 8. Attempting to speed up the FIPP design models is
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currently being explored as a collaborative opportunity between Dr. Bridgitte Jaumard of 

Concordia University and the Network Systems Group at TRLabs.
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Footnotes
1 Traffic G room ing is a separate area that studies the efficient packing o f  m ultiple low er data rates (33 .6kbs 

m odem s, D SL etc.) into one larger data rate backbone. This is som ew hat analogous to  w hen you fly from  

Edm onton to Tokyo. A sm aller plane (sm aller data rate) takes a  few  people from  E dm onton to  D enver. 

These people are then aggregated  w ith o ther Tokyo-bound passengers from  num erous other sm aller points 

o f  origin on a  large Jum bo je t. T his achieves better fuel efficiency on the long-haul portion by achieving a 

better m atching o f  plane size to  the traffic on each leg o f  the route.

" On a  related note the C R TC , the Canadian telecom m unications regulation  agency recently m andated that 

telephony custom ers m ay also be reim bursed for poor quality service and outages.

iii G raph theory is som etim es used for illustrative purposes and to abstract netw ork  inform ation. A  span in 

the netw ork is usually represented  as an edge in the netw ork graph and a  node in the netw ork is represented 

by a vertice in the netw ork graph. Thus the popular notation for a netw ork graph is G  = (V ,E) w here V is a 

set o f  nodes and E is the set o f  spans. In subsequent discussions w e w ill use the w ord  span and node to also 

refer to edges and vertices, respectively, in the corresponding netw ork graph.

,v As an aside, it has been show n that full node failure survivability can be achieved under the capacity 

provisioned for single span failure survivability, prim arily because in the event o f  a node failure, only 

transiting dem ands can survive. This takes a significant load o ff  the survivability  m echanism  as the 

dem ands that originate/term inate at the node do not use the backup/w orking capacity. Thus nodes have to 

be physically protected i f  the local dem ands are to  survive.

v M ax flow  refers to one o f  tw o possible variations on a com m only found design problem : a) calculate the 

m axim um  flow  betw een tw o end-nodes under existing capacity assignm ents on all edges or b) calculate the 

m inim um  netw ork capacity required  to support a give num ber o f  flow  units betw een end-node pairs. See 

[D uGrJSAC94] and pp. 236 -  244 o f  [Grov03] for m ore inform ation.

vl M utual capacity is a problem  specific to any attem pt at end-to-end path restoration. A  single span failure 

may sim ultaneously affect m ultiple end-to-end w orking paths. Each affected w orking path requires 

restoration. O ne w orking path m ay have 20 possible backup options w hereas another working path  m ay 

have only one. H ow  does one fundam entally ensure that the first backup path chosen does not b lock the 

only backup path available to another dem and that has also failed? F or m ore details on mutual capacity, we 

refer you to [Grov03] and [IrM aTON98].
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v" Fault localization refers to th e  determ ination  o f  w hich span or node actually  w as the cause o f  th e  path 

failure. This inform ation is needed as part o f  a failure-specific response, such as for path resto ration  

[IrM aTON98]. In a transparen t optical netw ork this inform ation is, how ever, no t necessarily available 

quickly because the payload is no t accessed electronically  at every interm ediate node to  inspect its overhead  

bytes. In addition, transparent optical cross-connects typically  do no t generate “keep alive” optical ou tpu t 

signals, so that w hen an outright loss o f  light occurs, this alarm  goes o ff  at all dow nstream  nodes. A 

centralized interrogation o f  alarm  data  m ay then be needed to  find  the node nearest to  the actual physical 

source o f  the failure. Failure independence o f  the protection reaction  is therefore desirable as it requires 

only end-node failure detection, not failure localization, to  be able to  act.

vl" Each additional hop in the path im plies additional signalling to  seize and cross-connect the respective 

shared spare channel, including checks that it is not already in use. A  pre-connected protection path has no 

such delays. The only delays are the tim e to sw itch the failed signal path over into the protection structure at 

the end-nodes, follow ed by physical propagation and refram ing tim es. The latter are com m on to any 

possible protection schem e o ther than dedicated 1+1 APS, how ever.

lx Standard capacity redundancy is the ratio o f  total protection capacity-distance plus extra w orking 

capacity-distance over shortest paths to  the w orking capacity needed only for a shortest-path realization  o f  

the w orking paths alone. This avoids the degeneracy o f  m easuring redundancy w hen w orking paths are 

them selves m ade longer than shortest paths. O therw ise, by increasing w orking path lengths one can 

apparently reduce redundancy w ithout reducing absolute spare capacity . (See [G rov03] pp. 47-49)

x It m ight be pointed out that in [K oZyTech04] larger savings, up to 28%  relative to  1+1 APS, are achieved 

if  only 2/3rds o f  the netw ork dem ands are to  be protected. B ut sim ple om ission o f  any desired fraction  o f  

total dem and from the protected dem and is also an option in any schem e to reduce overall protection costs.

xl Triple and quadruple span failures are not considered because it is very rare for three or four spans to  fail 

sim ultaneously. In addition, so m any sim ultaneous failures can rarely be rem edied by design alone. In  the 

studies in this thesis, w e consider only single and dual span failure scenarios

x“ This is extrem ely rare and is called Total U nim odularity. A TU  ILP is one that produces an integral 

solution w hen all variables are LP relaxed. An exam ple o f  a TU IL P is the transportation problem  in 3.5.1. 

The reader w ill note that none o f  the variables w ere forced to be integers but the resultant solution is 

integral. Currently, all analytical m ethods to verify w hether an IL P is TU are also fairly involved. In 

practice, the quickest w ay to check is to run the LP relaxed version and exam ine the results to see i f  all 

variables are indeed integral.
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xl" O ptical signal reach is defined as the m axim um  distance a W D M  signal can travel before it requires 3R  

regeneration. E quipm ent designers are alw ays try ing  to  im prove optical reach as it reduces the num ber o f  

expensive 3R  regenerators tha t have to be placed in the netw ork.

xlt N otably for th is w riter, the  first ever proposal and technical analysis for the case for FEC in fiber optic 

transm ission system s w as coincidentally  m ade by the supervisor o f  th is w ork in 1988 [GrJLT88 

]
xv Any other pattern  o f  non-uniform  grow th m ultip liers can be used in an actual planning study using these 

methods.

xvl B i-criteria objective functions as applied to  netw ork design are studied in [D oG rO FC O l], The logic 

behind bi-criteria objective functions com es from  a fundam ental property o f  ILPs. In  m ost cases, in a g iven 

solution space, m any different optim al solutions exist. W hile it is guaranteed that all optim al solutions w ill 

have the sam e value o f  objective function, they all differ in the details. In the current context, adding a b i­

criteria objective is like asking the solver, “ if  there are m ultiple optim al solutions, can you return one that 

also uses shorter path lengths, on average?” A quick w ay o f  doing this is to  sim ply add a w eighted variable 

term in the objective function. The w eight, S , is usually  a  very sm all value (0.0001 in our case) and 

ensures that the value o f  the second term  in the objective function d o esn ’t actually significantly change the 

objective function.

xv" M ultiple quality  o f  service classes are well understood by another transport industry, the airlines. M ost 

flights may have m ultiple service classes on board-E xecutive, F irst, E nhanced Econom y, E conom y/C oach- 

but also tiers o f  price classes based on booking tim e. The ultim ate aim  to m axim ize revenue through 

responsiveness to  the different actual needs o f  custom ers. The aim  here is to  develop a custom er-need 

responsive optical network.

xv'“ R eaders m ay find it interesting that w e first describe the straddling  span routing principle for dual 

failure survivability, and subsequently exploit it in the design m odel. B ut understanding o f  this principle 

actually cam e in the reverse sequence: First a  general m odel w as created that presupposed nothing about 

routing choices w hatsoever, and the dual failure survivability requirem ents sim ply asserted on som e 

dem ands. U pon inspecting the results, we found that the p-cycles had been chosen such that all routes for 

platinum  services only ever crossed straddling spans! In hindsight, th is explained as above. It is an exam ple 

o f  how netw orking science can benefit from ILP m odels as research too ls to discover such insights.

XIX Standard capacity redundancy is the ratio  o f  total protection capacity-distance plus extra w orking 

capacity-distance over shortest paths to  the w orking capacity needed only for a shortest-path realization o f  

the w orking paths alone. This avoids the degeneracy o f  m easuring redundancy w hen w orking paths are
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them selves m ade longer than shortest paths. O therw ise, by increasing w orking path lengths one can 

apparently reduce redundancy w ithout reducing absolute spare capacity. (See [Grov03] pp. 47-49)

xx Each additional hop in the path im plies additional signaling to seize and cross-connect the respective 

shared spare channel, including checks that it is no t a lready in use. A pre-connected protection path has no 

such delays. The only delays are the tim e to  sw itch the failed  signal path over into the protection  structure at 

the end-nodes, follow ed by physical propagation  and refram ing tim es. The latter are com m on to  any 

possible protection schem e other than dedicated 1+1 A PS, how ever.

xxl This is a reasonable assum ption in jo in t optim al designs as in [G rD oLEO S02] because the solver w ill be 

strongly biased tow ards producing relationships w here straddlers are can fully utilize both sides o f  the F IPP  

p-cycle.

xxii Shortest path w orking routing m ay not alw ays resu lt in a feasible FIPP p-cycle  solution in a netw ork 

that has traps. F or a com prehensive exam ination o f  trap-avoiding routing strategies see [Bhan99]. W e deal 

w ith traps using B handari’s digraph based solution to Suurballe’s problem  also in [Bhan99].
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Appendix 1. AMPL Models

1. Ring Mining

#################################################################################
# P A R A M E T E R S

# SETS

se t S P A N S ;
# S e t o f  all spans.

set P C Y C L E S ;
# S et o f  all p-cycles.

se t D E M A N D S ;
# S e t o f  all O -D  dem an d  pairs.

se t W O R K _ R O U T E S { r in D E M A N D S } ;
# S e t o f  all w o rk ing  ro u te s  fo r each  dem an d  p a ir  r.

p aram  C o s tfj in S P A N S };
ft C o s t o f  each  un it o f  capacity  on  span  j.

p aram  W ork{j in  S P A N S };
#  N u m b er o f  w o rk in g  links  p la ced  on  span  j.

param  X pi{p in P C Y C L E S , i in S PA N S } d e fa u lt 0;
# N u m b e r o f  pa th s  a  sin g le  copy  o f  p -cy c le  p  p ro v id e s  fo r res to ra tio n  o f  fa ilu re  o f
# sp an  i (2 i f  s trad d lin g  span , 1 i f  o n -cycle  sp an , 0  o th e rw ise ).

p aram  pC rosse sj{p  in P C Y C L E S , j  in S PA N S } ;=  su m { i in S PA N S : i = j  and  X pi[p ,j] =  1} 1;
#  E qua l to  1 i f  p -cycle  p passes  ov er sp an  j ,  0  o th e rw ise .
#  i.e. i f  X p i[p j]  =  1, then  p -cycle  p  c ro sses  sp an  j.

p aram  D em a n d U n itsJr  in D E M A N D S } d e fa u lt 0;
# N u m b e r o f  dem an d  un its  be tw een  n ode  p a ir  r.

p aram  Z e taW orkR ou te{ j in  S P A N S , r in  D E M A N D S , q in  W O R K _ R O U T E S [r]}  d e fau lt 0;
#  E qua l to  1 i f  q th  w o rk in g  rou te  fo r dem an d  b e tw e en  n o d e  pa ir r  u ses  span  j  and  0 o therw ise .

p aram  R in gC apacity{ i in S PA N S };

# V A R IA B L E S
#################################################################################
v a r  w o rk f lo w jr  in D E M A N D S , q in W O R K _ R O U T E S [r]}  > = 0 , < = 10000 ;
#  W o rk in g  capacity  requ ired  by q th  w o rk in g  ro u te  fo r  dem an d  be tw een  n ode  pair r.

v a r  w o rk  {j in S PA N S} > = 0 , < = 10000  in teger;
#  N u m b e r o f  w o rk in g  w av e len g th s  p laced  on  span  j.

v a r  p_ cy c le_ u sag e{ p  in P C Y C L E S }  > = 0  in teg er, < = 1 0 0 0 0 ;
#  N u m b e r o f  cop ies  o f  p -cycle  p  used.

v a r  spare  {j in SPA N S} > = 0  in teger, < = 1 0 0 0 0 ;
#  N u m b e r o f  spare links p laced  on  span  j.

v a r  to ta l_ co st_ sp a re  > = 0 , < =  1000000000000;
#  T o tal co s t o f  spare capacity .
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v a r to ta l_ co st_ w o rk  > = 0 , < = 1 0 0 0 0 0 0 0 0 0 0 0 0 ; 
# T o ta l co st o f  w o rk in g  capacity .

v a r  lam b d a  >=1;

# O B JE C T IV E  F U N C T IO N

# m in im ize  T o ta lC ost: to ta l_ c o st_ sp a re  +  to ta l_ c o st_ w o rk ; 
m in im ize  m ult: 0 -lam bda;

# M in im ize  the to ta l co s t o f  capacity .
# T o tal co sts  o f  w o rk in g  and  spare  are ca lcu la ted  in d iv id u a lly  b e lo w  as  v a riab les .
# W e do  it th is  w ay  so th a t w e  can  sim ply  look  a t th e  v a lu es  o f  th o se  tw o  variab les
# to  determ ine th e  sep ara te  co s ts  o f  w o rk in g  an d  sp a re  (in s tead  o f  n e e d in g  to  se t up
# a  sp read sh ee t w ith  in d iv idua l sp an  cap ac itie s  to  c a lcu la te  them ).

# C O N S T R A IN T S

su b jec t to  dem an d s_ m et{ r in  D E M A N D S }:
sum { q  in W O R K _R O U T E S [r]}  w o rk flo w [r,q ] > =  la m b d a  * D em a n d U n its [r];
#  A ll dem ands m u s t b e  fu lly  rou ted .

su b je c t to  w o rk in g _ cap ac ity _ assig n m en t{ j in S P A N S }:
w ork [j] =  sum {r in D E M A N D S , q in W O R K _ R O U T E S [r]: Z e ta W o rk R o u te [ j ,r ,q ]= l} w o rk flo w [r ,q ];
# T he re  m u s t be en o u g h  w o rk in g  cap ac ity  on sp an  j  to  ac co m o d ate  all w o rk in g  flow s
# s im u ltaneously  ro u ted  o v e r  it by  all d em an d  pairs.

su b jec t to  fu ll_ res to ra tio n { i in S PA N S }:
w o rk ji]  < =  s u m jp  in P C Y C L E S }  X p i[p ,i] * p _ cy c le_ u sag e[p ];
#  E n o u g h  p -cycles  m u s t b e  p la ced  so th a t each  sp an  fa ilu re  is fu lly  res to rab le .

su b jec t to  spare_ cap ac ity _ p lacem en t{ j in S P A N S }:
spare [j] =  sum {p  in P C Y C L E S }  p C ro sse sj[p ,j]  * p _ cy c le_ u sag e[p ];
# E no u g h  spare capacity  is p laced  on  each  sp an  to  ac co m o d a te  all th e  p -cy c les
# p la ced  on  it.

su b jec t to  ca lu la te_spare_cost:
to ta l_ c o st_ sp a re  =  sum {j in S PA N S }  C ost[j] * spare[j];
#  T h e  to ta l co st o f  spare  ca p ac ity  is th e  sum  o f  th e  co sts  o f  spare  o n  each  span.

su b je c t to  ca lu la te_w ork_cost:
to ta l_ c o st_ w o rk  =  sum {j in S PA N S } C ost[j] * w o rk [j];
# T h e  to ta l co s t o f  w o rk in g  cap ac ity  is the sum  o f  th e  co sts  o f  w o rk in g  on  each  span.

su b jec t to  r in g c a p ji in  SPA N S }: 
w o rk [i]  +  spare ji] < =  R ing C ap ac ity [i] ;
#  T o ta l w o rk in g  and  spare  a llo ca tio n  on each  sp an  m ust n o t ex c eed  th e  s ize  o f  the
#  o rig in a l ring  span.

2. ;?-Cycle Design with Hop and Circumference Limits:

# A B S T R A C T  
#
# T h is  m ode l is used  to  desig n  m o d u la r JC P  p -cy c le  n e tw o rk s  w ith  p a th  leng th
# res tr ic tio n s. (N ote: th e  co n v e n tio n  w e use is th a t the  sh o rte r  s ide  o f  the
#  p -cy c le  is alw ays L , and  the  lo n g e r side  is a lw a y s  R.
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set M O D U L E T Y P E S ;
# S et o f  availab le m o d u le  ty p e s , in d e x ed  by  m. 

set SPA N S;
# S et o f  spans, indexed  by  i ( fa ile d )  o r  j  (su rv iv ing ), 

set D E M A N D S;
# S et o f  dem and re la tio n s , in d e x ed  by  r. 

set C Y C L E S ;
#  S et o f  elig ib le  cy c les , in d e x ed  b y  p.

set W O R K _R O U T E S  {r in  D E M A N D S };
#  S e t o f  elig ib le  w o rk in g  ro u te s  fo r each  d em an d  re la tio n  r, indexed  b y  q. 

set A L L W O R K R O U T E S ;

# P A R A M E T E R S

param  Large d efau lt 100000;
# A  large positive  c o n s ta n t (1 00000 ).

param  M o d u le C o s tjm  in M O D U L E  T Y P E S };
# C o s t o f  one m odu le  o f  ty p e  m.

param  S p a n C o stjj in S P A N S };
# C o st o f  span  j  ( in c lu d es  le n g th , an d  o th e r costs).

param  M o d u leS iz e jm  in M O D U L E  T Y P E S };
# C apac ity  in STS-1 eq u iv a len ts  o f  m o d u le  ty p e  m.

param  D em a n d U n its jr  in D E M A N D S }  d e fau lt 0;
#  N u m b er o f  dem an d  u n its  in  STS-1 eq u iv a len ts  fo r re la tio n  r.

param  Z e taW orkR ou te{ j in  S P A N S , r  in  D E M A N D S , q in W O R K _ R O U T E S [r]}  d e fa u lt 0;
# E qua l to  1 i f  rou te  q  is th ro u g h  sp an  j  fo r re la tio n  r, 0  o therw ise .

p aram  X pi{p  in C Y C L E S , i in  S P A N S }  d efau lt 0;
# E qua l to  1 i f  p -cycle  p  can  p ro v id e  an  accep tab le  res to ra tio n
# path  fo r fa ilu re  o f  sp an  i, 0  o th e rw ise  (o r can  b e  the  ac tu a l h op  v a lu e ) - n o t used .

param  X pi_L {p  in C Y C L E S , i in S PA N S }  d e fau lt 0;
# E qua l to  1 i f  th e  L  side  o f  p -cy c le  p  can  p ro v id e  an  ac cep ta b le  res to ra tio n  
M path  fo r fa ilu re  o f  span  i, 0  o th e rw ise  (o r can  b e  th e  ac tual h op  value).

param  X pi_R {p  in  C Y C L E S , i in  S PA N S } d efau lt 0;
# E qua l to  1 i f  the  R  side  o f  p -cy c le  p  can  p ro v id e  an  ac cep ta b le  res to ra tio n  
M p a th  fo r fa ilu re  o f  span  i, 0  o th e rw ise  (o r can  b e  the  ac tu a l hop  value).

param  C Y C L E _ H O P S { p  in C Y C L E S }  d efau lt 0;
# T h is  is the  n u m b e r o f  h o p s  fo r e a ch  cyc le  - n o t used.

param  p C ro sse s j{p in C Y C L E S , j  in  S PA N S } d e fa u lt 0;
# E qua l to  1 i f  cyc le  p  lie s  o n  sp an  j ,  0 o therw ise .

param  S panW iseE llig ib ility  L j p  in  C Y C L E S , i in S PA N S } defau lt 0; 
param  S p an W iseE llig ib ility _ R {p  in  C Y C L E S , i in S PA N S }  defau lt 0;
#d u m m y  param ete rs  to  k ee p  am p l hap p y  - used  to  d eb u g  d a t files.

p a ram  W orkH ops{q  in A L L W O R K R O U T E S );
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# V A R IA B L E S
#################################################################################

v a r  nu m b er_ m o d u le s{ j in  S P A N S , m  in  M O D U L E _ T Y P E S } > =  0  < =  L a rg e  in teg er;
# N u m b er o f  m o d u les  o f  ty p e  m  p la ced  on  sp an  j.

v a r  w o rk { j in S PA N S } > = 0  < =  L a rg e  in teger;
#  W o rk in g  ca p ac ity  on  sp an  j.

va r sp are  {j in S PA N S } > =  0 < =  L a rg e  in teger;
# S pare cap ac ity  o n  span  j.

va r w o rk f lo w jr  in D E M A N D S , q in  W O R K _ R O U T E S [r]}  > =  0 < =  L a rg e  in teger;
# N u m b e r o f  u n its  fo r re la tio n  r  th a t u se  rou te  q.

v a r  p _ cy c le_ u sag e{ p  in C Y C L E S }  > =  0 < =  L a rge  in teger;
# N u m b e r  o f  u n it-cap ac ity  co p ies  o f  cy c le  p.

var p _ cy c le_ u sag e_ sp an _ re s t{ i in  S P A N S , p  in  C Y C L E S }  > =  0 < =  L a rg e  in teg er;
# N u m b e r o f  un it-cap ac ity  co p ie s  o f  cy c le  p  requ ired  fo r re s to ra tio n  o f  sp an  i.

v a r  p _ cy c le_ u sag e_ sp an _ re s t_ l{ i in  S P A N S , p in  C Y C L E S }  > =  0 < =  L a rg e  in teg er;
M N u m b e r o f  u n it-cap ac ity  co p ie s  o f  cyc le  p  requ ired  fo r  re s to ra tio n  o f  sp an  i,
#  i f  the  L  side  o f  the  cyc le  is used.

v a r  p _ cy c le_ u sag e_ sp an _ re s t_ r{ i in S P A N S , p in C Y C L E S }  > =  0 < =  L a rg e  in teger;
#  N u m b e r  o f  un it-cap ac ity  co p ies  o f  cyc le  p  requ ired  fo r  re s to ra tio n  o f  sp an  i,
#  i f  the  R  side o f  the  cyc le  is used.

# O B JE C T IV E

m in im ize  to ta l_ M o d u leC o st: su m { m  in  M O D U L E _ T Y P E S , j in  S P A N S }  M o d u leC o s t[m ] * S p anC ostfj] * n u m b e r jn o d u le s [ j ,m ] ;
#  M in im ize  to ta l m odu le  cost.

# C O N S T R A IN T S

su b jec t to  d em an d s_ m e t{ r in  D E M A N D S } :
sum { q  in  W O R K _ R O U T E S [r]}  w ork flo w [r,q ] > =  D em a n d U n its [r];
#  A ll dem an d s m u s t be rou ted .

s u b jec t to  w o rk in g _ cap a c ity _ assig n m en t{ j in  S P A N S }:
sum { r in  D E M A N D S , q in  W O R K _ R O U T E S [r]}  Z e taW o rk R o u te [j,r ,q ]  * w o rk flo w [r,q ] < =  w ork[j];
# E n o u g h  w o rk in g  cap ac ity  fo r all d em an d s  to  be routed .

su b jec t to  fu ll_ res to ra tio n { i in S PA N S }:
sum { p  in C Y C L E S }  (X p i_ L [p ,i] * p _ cy c le _ u s a g e _ s p a n _ re s tJ [ i ,p ]  +  Xpi__R[p,i] * p _ c y c le_ u sag e_ sp an _ re s t_ r[i,p ])  > =  w o rk [i];
# S u ffic ien t p -cy c les  to  res to re  all w o rk in g  capacity .

su b jec t to  sp are_ cap ac ity _ p lacem en t{ j in  SPA N S}:
sum { p  in  C Y C L E S }  p C ro sse sj[p ,j] * p _ cy c le_usage[p ] < =  spare [j] ;
#  E n o u g h  spare  capacity  to  fo rm  all p-cycles.

su b jec t to  m o d u la r p ro v is io n in g jj in  S PA N S}:
su m { m  in M O D U L E _T Y P E S }  M odu leS ize[m ] * n u m b e r_ m o d u le s[j ,m ] > =  w o rk [j]  +  spare})];
#  C ap a c ity  to  p ro v is io n  w o rk in g  an d  spare can  be ass ig n ed  o n ly  in  m o d u la r  units.

su b jec t to  cop ies_su ffic ien t_ l {i in  S P A N S , p in  C Y C L E S } : 
p _ cy c le_ u sag e_ sp an _ re st[i,p ]  > =  p_cy c le_ u sag e_ sp an _ rest_ l[i,p ];
#  M u st have  m o re  cop ies  than  n u m b er o f  paths on L  s ide , fo r each  fa iled  span .

s u b jec t to  cop ies_ su ffic ien t_ r{ i in S P A N S , p in C Y C L E S ): 
p _ cy c le_ u sag e_ sp an _ rest[i,p ]  > =  p_ cy c le_ u sag e_ sp an _ re st_ r[i,p ];
#  M u st h ave  m ore  cop ies than  n u m b e r o f  paths on R  s ide , fo r each  fa iled  span.
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su b jec t to  co p ies_ o k _ fo r_ a ll_ fa ilu re s{ i in  S P A N S , p in  C Y C L E S ): 
p _eyc Ie usage[p ] > =  p _ cy c le_ u sa g e _ sp a n _ re s t[ i,p j;
# E n o u g h  cop ies  o f  p -cy c le  p  to  re s to re  ev e ry  s in g le  sp a n  fa ilu re . T h is  w ill en su re
# tha t the  n um ber o f  co p ie s  o f  cy c le  p  is  g re a te r  th a n  th e  m a x  n u m b e r req u ired  by
# any  one failure.

sub jec t to  c o p ie s_ ze ro _ u n ac cep ta b le_ l{i in S P A N S , p  in C Y C L E S ): 
p_cyc le_ u sag e_ sp an _ rest_ l[i,p ]  < =  L a rg e  * X p i_ L [p ,i] ;
#  N u m b er o f  cop ies  is z e ro  i f  L  side  p a th  u n ac cep ta b le .

sub jec t to  c o p ie s_ ze ro _ u n ac cep ta b le_ r{ i in  S P A N S , p  in  C Y C L E S ): 
p_cy c le_ u sag e_ sp an _ re st_ r[i,p ]  < =  L a rg e  * X p i_ R [p ,i] ;
#  N u m b er o f  co p ies  is z e ro  i f  R  s id e  p a th  u n accep tab le .

3. /7-Cycle design with multiple Quality of Protection Service Classes
% % % % % % up % % ip % % up % %. % % % % % % % % % % %

# SETS

set S PA N S ;
# S et o f  all spans.

set P C Y C L E S ;
# S e t o f  a ll p-cycles.

£****** * * * * * * * * * * * * * * * * * * * * * *

# P A R A M E T E R S

p aram  L a m b d a  d efau lt 1;
# th is  is the  dem and  g row th  m ultip lier.

param  Q o P M ix G o ld  :=  0.5; 
param  Q o P M ix P la tin u m  :=  0 .2; 
param  Q oP M ix E co n o m y  :=  0 .3;

p aram  C o s t) ; in  S P A N S );

param  W ork{ j in S P A N S );

param  X pi{p  in P C Y C L E S , i in S P A N S ) d e fau lt 0;

param  p C ro sse sj{p  in  P C Y C L E S , j in  S P A N S ) :=  sum { i in S P A N S : i =  j and  X p i[p j]  =  1 ) 1 ;

param  W ork _ g o ld { i in  S P A N S ) := W o rk [i]* Q o P M ix G o ld ; 
param  W ork_ p la tin u m {i in S P A N S ) :=  W o rk [i]* Q o P M ix P la tin u m ; 
param  W ork _ eco n o m y { i in  S P A N S ) :=  W o rk [i]* Q o P M ix E co n o m y ;

tip tip slf; % ilfi sip ifc tip % jp % sfc % % %

# V A R IA B L E S

var p _ cy c le_ u sag e{ p  in P C Y C L E S ) > = 0  in teger, < = 1 0 0 0 0 ;
# N u m b er o f  co p ies  o f  p -cycle  p  ev e n tu a lly  p rov isoned .

var s p a re j j  in  S P A N S ) > =0  in teger, < = 1 0 0 0 0 ;
#  N u m b e r o f  spare  links p laced  on  sp an  j.

v a r  to ta l_ sp a re  > = 0 , < = 100000 ;
# T o tal co s t o f  spare capacity .
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^ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

# O B JE C T IV E  F U N C T IO N  
^ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

m in im ize  T o ta lC ost: to ta l_ sp are ;
#  M in im ize  th e  to ta l c o s t o f  capacity .
#  T o tal co sts  o f  w o rk in g  and  spare  a re  ca lcu la ted  in d iv id u a lly  b e lo w  as variab les .
#  W e do  it th is  w ay  so  th a t w e  can  s im p ly  lo o k  a t the  v a lu e s  o f  th o se  tw o  v a riab le s
# to  determ ine  th e  sep ara te  co s ts  o f  w o rk in g  an d  spare  ( in s te ad  o f  n ee d in g  to  se t up
# a  sp read sh ee t w ith  in d iv idual sp an  ca p ac itie s  to  c a lcu la te  them ).

^ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

# C O N S T R A IN T S  
^****************************

su b jec t to  fu ll_ res to ra tio n { i in  S P A N S }:
su m { p  in  P C Y C L E S } p _ c y c le _ u sa g e [p ]*  X p i[p ,i]> = W o rk _ g o ld [i]* L am b d a  +  2 * W o rk _ p la tin u m [i]* L a m b d a ; 

su b jec t to  p la t_ res t{ i in  S PA N S }:
su m { p  in P C Y C L E S }  X pi[p ,i] * ( l-p C ro s s e s j[p ,i] )  *p _ cy c le_ u sag e[p ] > =  2 * W o rk _ p la tin u m [i]* L a m b d a ; 

su b jec t to  spare_capacity__placem ent{ j in  SPA N S }:
spare [j] =  sum { p  in  P C Y C L E S }  (p C ro s se s jfp j]  * p _ cy c le_ u sag e [p ] - W o rk _ eco n o m y [j]" 'L am b d a);
# E n o u g h  spare cap ac ity  is p laced  o n  each  span  to  ac co m o d a te  all th e  p -cycles
# p la ced  on it.

su b jec t to  ca lu la te_spare_cost: 
to ta l_ sp a re  =  sum { j in  S PA N S} spare[j];
#  T h e  to tal co s t o f  spare  capacity  is th e  sum  o f  the  co sts  o f  spare  on  each  span.

4. FIPP /7-Cycles: (JCP-DRS, SCP, JCP-DRS with Autoformat)

# M odel

^ : f c : ( e $ : ) c 3 k * * * * * * * * * * * * * * * * * * * * * * *

# SE T S
^  * * * * * * * * * * * * * * * * * * * * * * * * * * * *  

set S P A N S ;
#  S e t o f  all spans.

se t D R S ;
# se t o f  all D R Ss.

set C Y C L E S ;
# S e t o f  all e lig ib le  cyc les.

se t D E M A N D S ;
# S e t o f  all O -D  dem and  pairs.

set W O R K _ R O U T E S { r in  D E M A N D S } ;
# S e t o f  all w o rk in g  rou te s  fo r each  dem and  pa ir r.

se t A L L W O R K IN  G R O U T E S ;
#  se t o f  all w o rk in g  rou te s  fo r all d em ands, (b ig  set)

^ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

#  P A R A M E T E R S

p aram  C ost{ j in S P A N S ) d efau lt 1;
# C o s t o f  in s ta llin g  one  m odu le  on  sp an  j .  T h is is
#  a  c o n s ta n t co s t irre spec tive  o f  m o d u le  size.
#  T h is  can  be used  to  code in the span  length ,
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# specific  g eo g rap h ic /in s ta lla tio n /le a s in g  co s ts  etc.

param  D em andU nits{ r in D E M A N D S }  d e fa u lt 0;
#  un its  o f  dem and  on  re la tion  R;

param  X _p_i{x  in C Y C L E S , i in  S P A N S }  d e fa u lt 0;
# N u m b er o f  p ro tec tio n  p a th s  a  sin g le  co p y  o f  p -cy c le  x  p ro v id e s
# span  i (2  i f  s trad d lin g  span , 1 i f  o n -cy c le  sp an , 0  o th e rw ise ).
#  th is  has to  be p ro v id e d  in  the  d a t file , (c an  be 0  1 o r  2)

param  X _p_q{p  in C Y C L E S , q  in  A L L W O R K IN G R O U T E S } d e fa u l t 0;
#  N u m b er o f  p ro te c tio n  p a th s  a  s in g le  co p y  o f  p -cy c le  x  p ro v id e s  to
# w ork in g  route q. (can  be 0  1 o r  2)

param  X _p_c{p  in C Y C L E S , c in D R S }  d e fa u lt 0;
# Equal to  1 i f  D R S  c  can  be p ro te c ted  b y  e lig ib le  cy c le  p  (can  be 0  o r  1)

param  X _c_q{c in D R S, q  in A L L W O R K IN G R O U T E S }  d e fau lt 0;
#  E qua l to  1 i f  D R S  c inc ludes  ro u te  q. (can  be  0 o r  1)

param  P C rosses j{ p  in C Y C L E S , j  in  S PA N S }  :=  
i f ( X _ p J [ p , j ] = l ) t h e n  1 e lse  0;
# th is  s im ply  d e fin e s  w h e th e r a  p a rticu la r sp an  j  is on
# cy c le  p. (can  b e  0 o r 1)

param  Z e taW orkR ou te{ j in S P A N S , r in D E M A N D S , q in  W O R K _ R O U T E S [r]}  d e fa u l t 0;
# E qual to  1 i f  q th  w ork in g  ro u te  fo r d em an d  b e tw e e n  n ode  p a ir  r 
U u ses  sp an  j an d  0 o therw ise , (can  be 0 o r  1)

param  O m e g a fq  in  A L L W O R K IN G R O U T E S }  d e fau lt 0;
#  E qual to  1 i f  ro u te  q  is part o f  a tle a s t 1 D R S.
# th is  p reven ts a llo ca tin g  w o rk in g  ca p ac ity  to  a  rou te
# th a t can  no t be p ro tec ted , (can  be 0 o r  1)

# V A R IA B L E S
f t * * * * * * * * * * * * * * * * * * * * * * * * * * * *

v a r spare  {j in SPA N S} > = 0  in teger, < = 1 0 0 0 0 ;
#  S pare  capacity  p laced  on  span  j.

v a r  w o rk  {j in S PA N S } > = 0  in teger, < = 1 0 0 0 0 ;
# W o rk in g  capacity  p laced  on span  j.

v a r  p_cy c le_ u sag e_ D R S _ ro u te{ p  in  C Y C L E S , c in D R S , q in A L L W O R K IN G R O U T E S }  > = 0  in teger, < = 1 0 0 0 0 ;
# N u m b e r  o f  co p ies  o f  p -cycle  p  req u ired  to  p ro te c t rou te  q o f  d em an d  r  as  p a r t o f  D R S  c.

v a rp _ c y c le _ u sa g e _ D R S { p  in C Y C L E S , c in D R S} > = 0  in teger, < = 1 0 0 0 0 ;
# N u m b er o f  co p ies  o f  p -cycle  p  req u ired  to  p ro te c t D R S c.

v a r  p _ cy c le_ u sag e{ p  in C Y C L E S } > = 0  in teg er, < = 10000 ;
#  n u m b e r o f  co p ies  o f  p -cycle  p  ac tu a lly  built.

v a r  w o rk flo w {r in D E M A N D S , q in W O R K _ R O U T E S [r]}  > = 0 , < = 1 0 0 0 0 ;
#  W o rk in g  capacity  requ ired  by  q th  w o rk in g  ro u te  fo r  dem an d  b e tw e en  n o d e  p a ir  r.
#  n o te  in teg ra lity  h as  been  re laxed  - as  it is im p lic itly  im posed.

# O B JE C T IV E  F U N C T IO N
ft*********************

m in im ize  T o talC ost: sum {j in S PA N S }  C o s t[j]* (sp are [j]+ w o rk [j]) ;
# m in im ize  the to ta l co s t o f  the  m o d u les  p laced  on  all spans in th e  netw ork .

£* * * * * * * * * * * * * ***************

# C O N S T R A IN T S
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# R ou te  all w o rk ing  d em an d  ac ro ss  the  ne tw o rk .
# do  n o t u se  w ork in g  ro u te s  th a t d o n t b e lo n g  to  a tle a s t o n e  D R S. 
su b jec t to  d em an d s_ m et{ r in  D E M A N D S ):
sum { q  in W O R K _ R O U T E S [r]}  w o rk flo w [r ,q ]  * O m eg a[q ] > =  D e m a n d U n its [r];

# P lace  enough  w o rk in g  ca p ac ity  to  su p p o rt all w o rk  rou ting .
#  T here m ust be  en o u g h  w o rk in g  ca p ac ity  o n  sp an  j  to  ac co m o d a te  all w o rk in g  flow s
#  s im ultaneously  ro u te d  o v e r  it by  a ll d em an d  p a irs  
su b jec t to  w o rk in g _ cap a c ity _ ass ig n m en t{ j in  S P A N S ):
w o rk jj]  > =  s u m jr  in  D E M A N D S , q  in W O R K _ R O U T E S [r): Z e ta W o rk R o u te [ j ,r ,q ]= l} w o rk flo w [r,q );

# P rov ide  su fficen t p ro te c tio n  re la tio n sh ip s  fo r all in -u se  w o rk  rou tes, 
su b jec t to  fu ll_ ro u te_ re s to ra tio n { r in  D E M A N D S ,q  in W O R K _ R O U T E S [r]} : 
sum { p  in C Y C L E S , c in  D R S: X _ c_ q [c ,q ] =  1 an d  X _p_c[p ,c ] =  1) 
X _p_q[p ,q ] * p _ cy c le_ u sag e_ D R S _ ro u te [p ,c ,q ] > =  w o rk flow [r,q );

#  C a lcu la tes  the to ta l n u m b e r o f  co p ies  o f  p -cy c le  p  per D R S c.
su b jec t to  p _ cy c le_ u sag e_ p e r_ ro u te{ q  in A L L W O R K IN G R O U T E S , c in D R S ,
p in C Y C L E S : X _c_ q [c ,q ] =  1 and  X _p _ c[p ,c ] =  1}:
p cyc le_usagc  D R S fp x  ( > =  p _ cy c le  usagc_L )R S ro u te [ p .c,q):

# C alcu la tes  the  to ta l n u m b e r o f  co p ies  o f  p -cy c le  p  ac tually  built, 
su b jec t to  p _ c y c le _ u sa g e ja e r_ ro u te _ p e r_ D R S { p  in  C Y C L E S ): 
p_cyc le_usage[p ] =  s u m jc  in D R S )  p _ cy c le_ u sag e_ D R S [p ,c );

#  S u ffic ien t spare ca p ac ity  m u s t b e  p la ced  o n  each  span  to
# s im ultaneously  acco m m o d a te  all p -cy c les  used , 
sub jec t to  sp are_ cap ac ity _ p lacem en t{ j in S P A N S ):
spare[j] > =  s u m jp  in C Y C L E S ) P C ro sse s j[p ,j]  * p_cy c le_ u sag e[p );

5. FIPP SCP- Model (from [KoGrJLT])

se t S PA N S ;
# (se t o f  all spans)

se t N O D E S ;
#  (se t o f  all nodes) 
se t D E M A N D S ;
# (se t o f  all dem and  p a irs  o r  n ode  p a irs)

se t P C Y C L E S ;
# se t o f  all e lig ib le  cyc les.

se t W O R K _ R O U T E S {r  in D E M A N D S );

param  Large d efau lt 100000;
# A  large positive  c o n s ta n t (100000 ).

p a ram  S m all d e fau lt 0 .01 ;
#  A  sm all positive  co n s ta n t

p aram  C ost{ j in S P A N S ) d e fau lt 1;
# (c o s t o f  each  w av e len g th  o f  o n  span  j)

p aram  D em an d U n its{ r in D E M A N D S ) d e fau lt 0;
# (n u m b e r o f  dem and  un its  b e tw e en  n ode  p a ir  r)

param  D e lta M N jm  in D E M A N D S , n in D E M A N D S ) d efau lt 0;
# en co d es  dem and  riv a lry  b e tw e en  M  and  N  d em ands
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param  X pr{p  in  P C Y C L E S , r  in  D E M A N D S } d e fa u lt 0;
#  is a  2 i f  cyc le  p p ro v id e s  2 p ro te c tio n  o p tio n s  to  dem an d  r

p aram  X pi{p  in  P C Y C L E S , i in  S PA N S }  d e fa u lt 0 ;
#  is a  2 i f  cyc le  p p ro v id e s  2 p ro te c tio n  o p tio n s  to  sp an  i
#  inc luded  to  ca lcu la te  p C ro sse sj

p aram  pC rossesj{p  in P C Y C L E S , j  in  S PA N S }  :=  sum { i in S P A N S : i = j  an d  X p i[p ,j] =  1} 1;
#  Equal to  1 i f  p -cy c le  p  p a sse s  o ver sp an  j ,  0  o the rw ise .
# i.e. i f  X p ijp j ]  =  1, th e n  p -cy c le  p  c ro sses  sp an  j.

param  W o rk ji  in S P A N S };
# to tal w o rk  capacity  o n  sp an  i.

#  be lo w  param ete rs  fo r co m p a tib ility
param  D e m a n d R o u tin g B y S p an s{ r in  D E M A N D S ,i in  S PA N S } d e fa u l t 0;
param  D e m a n d R o u tin g B y N o d e s jr  in D E M A N D S ,i in N O D E S }  d e fa u l t 0;
param  S p a n E n d N o d esfi in S P A N S , n in  N O D E S }  d e fau lt 0;
param  S p an sC o n n e c te d T o N o d e s jn  in N O D E S , i in S PA N S }  d e fa u l t 0;
param  Z e taW o rk R o u te{ i in  S P A N S , r in D E M A N D S , k in W O R K J lO U T E S jr} }  d e fa u lt 0;
p aram  S p an sC ro ssed B y C y c le{ p  in  P C Y C L E S , i in  S PA N S } d e fa u lt 0;
param  N o d esC ro ssed B y C y c le{ p  in P C Y C L E S , i in N O D E S }  d e fa u l t 0;

v a r  spare{ j in S PA N S } > = 0 , < = 1 0 0 0 0  in teger;
#  (n u m b er o f  spare  w av e len g th s  p la ced  on span  j )

v a r  np{ p  in  P C Y C L E S }  > = 0 , < = 1 0 0 0 0  in teger;
# n u m b e r o f  co p ies  o f  cy c le  p

v a r n p r jp  in  P C Y C L E S , r in D E M A N D S } > = 0 , < = 1 0 0 0 0 ;
# n u m b er o f  co p ie s  o f  cy c le  p  fo r dem and  r.

v a r  g a m m a p rjp  in P C Y C L E S , r in  D E M A N D S }  > = 0 , in teger < = 1 ;

m in im ize  T o tS pare : sum { j in S PA N S }  spare[j];
#  M in im ize  to ta l spare  cost.

sub jec t to  p ro te c t_ a ll_ d em an d s{ r in D E M A N D S } : 
sum {p  in P C Y C L E S }X p r[p ,r]* n p r[p ,r]  > =  D em an d U n its[r];

su b jec t to  m a x _ p cy c le s_ p ro v is io n ed { p  in P C Y C L E S , r in D E M A N D S } : 
np [p ]> = npr[p ,r];

sub jec t to  su ffic ien t_ sp are{ j in  SPA N S }:
spare[j] > =  s u m jp  in  P C Y C L E S }  np[p] * pC ro ssesj[p ,j] ;

su b jec t to  c o m p a tl{ p  in  P C Y C L E S , r  in D E M A N D S }: 
gam m ap rjp ,r]  > =  S m all * n p rjp ,r j ;

su b jec t to  co m p at2 { p  in  P C Y C L E S , r  in D E M A N D S }: 
g am m ap rjp ,r]  < =  L a rge  * n p rjp ,r j ;

su b jec t to  c o m p a t3 { p  in  P C Y C L E S , m  in D E M A N D S , n in D E M A N D S :m o n } :  
D eltaM N [m ,n ] +  g am m ap rjp ,m ] +  g am m ap rjp ,n ] < =  2;

6. FIPP-DRS Model with Auto-Formatting

se t N E T W O R K  { "F IP P -cy c le -JC P -S ee d ed D R S P ro p ag a tio n _ feb 3 2 0 0 6 _ S ie m en s  
se t C A S E S  :=  { "30 -2 -11 -1 ''} ;
o p tio n  cp lex _ o p tio n s  Tnipgap 0.01 p reso lve  0 d isp lay  1 th re ad s  4 ’;

£(*>$:**************************

# SETS
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se t S P A N S ;
#  S e t o f  all spans.

set D R S;
# set o f  all D R Ss.

set C Y C L E S ;
# S e t o f  all e lig ib le  cyc les .

set D E M A N D S ;
# S e t o f  all O -D  d em an d  pairs.

se t W O R K R O U T E S  {r in  D E M A N D S };
# S e t o f  all w o rk in g  ro u te s  fo r  each  dem and  p a ir  r.

set A L L W O R K IN G R O U T E S ;
# se t o f  all w o rk in g  ro u te s  fo r  all d em ands, (b ig  set)

# P A R A M E T E R S

param  C ost{ j in S P A N S }  d e fa u lt 1;
# C o s t o f  in s ta llin g  one  m o d u le  on  span  j. T h is  is
# a c o n s ta n t co s t irre sp ec tiv e  o f  m odu le  size.
# T h is  can  be u sed  to  code in the  span  length ,
# sp ec ific  g eo g rap h ic /in s ta lla tio n /le a s in g  costs  etc.

param  D e m a n d U n its fr  in  D E M A N D S }  d efau lt 0;
# u n its  o f  d em and  on  re la tio n  R;

param  X _ p _ i{ x  in C Y C L E S , i in S PA N S } d efau lt 0;
# N u m b e r o f  p ro te c tio n  p a th s  a  sing le  copy  o f  p -cy c le  x  p ro v id es
# span  i (2  i f  s trad d lin g  sp an , 1 i f  on -cycle  span , 0  o the rw ise ).
# th is  h as  to  be p ro v id e d  in  the  d a t file, (can  be 0 1 o r 2)

p aram  X _ p _ q {p  in C Y C L E S , q in A L L W O R K IN G R O U T E S }  d e fau lt 0;
# N u m b e r o f  p ro te c tio n  p a th s  a  s ing le  copy  o f  p -cy c le  x  p ro v id es  to
# w o rk in g  rou te  q. (can  be 0 1 o r 2)

param  X _ p _ c{ p  in C Y C L E S , c in  D R S} d efau lt 0;
# E qua l to  1 i f  D R S  c can  be  p ro te c ted  by  e lig ib le  cyc le  p  (can  be 0 o r  1)

param  X _ c_ q { c  in  D R S , q  in A L L W O R K IN G R O U T E S }  d efau lt 0;
M E q u a l to  1 i f  D R S  c inc lu d es  rou te  q. (can  be  0 o r 1)

p aram  P C ro sses j{ p  in C Y C L E S , j in SPA N S} := 
i f  (X _ p _ i[p ,j]= l)  then  1 e lse  0;
# th is  sim ply  d efin es  w h e th e r  a  particu la r span  j  is on 
M cy c le  p. (can  be  0 o r 1)

p aram  Z e ta W o rk R o u te jj in S P A N S , r in D E M A N D S , q in  W O R K _ R O U T E S [r]}  d e fau lt 0;
# E qua l to  1 i f  q th  w o rk in g  rou te  fo r dem and  be tw een  n o d e  p a ir  r
# u se s  sp an  j and  0 o the rw ise , (can  be 0 o r 1)

param  O m eg a{q  in A L L W O R K IN G R O U T E S }  d efau lt 0;
# E qua l to  1 i f  ro u te  q  is p a r t o f  a tleas t 1 D R S.
# th is  p rev en ts  a llo ca tin g  w o rk in g  capacity  to  a  rou te
# th a t can  n o t be p ro tec ted , (can  be 0 o r 1)

* * * * * * * * * * * * * * * * * * * * * * * * * * * * *

# V A R IA B L E S

v a r  sp are  {j in S PA N S }  > = 0  in teger, < = 10000 ;
#  S pare  cap ac ity  p laced  on  span  j.
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v a r  w o rk { j in S PA N S } > = 0  in teger, < = 1 0 0 0 0 ; 
ft W o rk in g  capacity  p laced  o n  s p an  j.

v a r  p _ cy c le_ u sag e_ D R S _ ro u te{ p  in C Y C L E S , c in  D R S , q  in  A L L W O R K IN G R O U T E S ) > = 0  in teg er, < = 1 0 0 0 0 ;
#  N u m b e r o f  co p ies  o f  p -cy c le  p  req u ired  to  p ro te c t ro u te  q  o f  d em an d  r  as  pa rt o f  D R S  c.

v a r  p _ cy c le_ u sag e_ D R S {p  in  C Y C L E S , c in  D R S }  > = 0  in teg e r, < = 1 0 0 0 0 ;
#  N u m b e r o f  co p ies  o f  p -cycle  p  req u ired  to  p ro te c t D R S  c.

v a r  p _ cy c le_ u sag e{ p  in C Y C L E S }  > = 0  in teg er, < = 1 0 0 0 0 ; 
ft n u m b e r o f  cop ies  o f  p -cy c le  p  ac tu a lly  bu ilt.

v a r  w o rk flo w { r in  D E M A N D S , q in  W O R K _ R O U T E S [r]}  > = 0  in teger, < = 1 0 0 0 0 ; 
ft W o rk in g  capacity  requ ired  by q th  w o rk in g  ro u te  fo r  d e m an d  b e tw e en  n o d e  p a ir  r. 
ft n o te  in teg ra lity  has been  re lax ed  - as  it is im p lic itly  im posed .

v a r  T o ta lW o rk in g C ap ac ity ; 
v a r T o ta lS p areC ap ac ity ; 
v a r  T o ta lD esignC ost; 
v a r  T o ta lW o rk in g C o st; 
v a r  T o ta lS p areC o st;
tf bo th  v a riab les  abo v e  d efined  fo r fo rm atting . 

ft O B JE C T IV E  F U N C T IO N

m in im ize  T o ta lC ost: sum {j in S PA N S } C o s t[ j]* (sp a re [j]+ w o rk [j]) ;
# m in im ize  the to ta l co s t o f  th e  m odu les  p la ced  o n  all sp an s  in the  netw ork .

tt C O N S T R A IN T S  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * *

ft R o u te  all w o rk in g  dem and  ac ro ss  the  netw ork .
tt d o  n o t use w ork in g  rou tes th a t do n t b e lo n g  to  a tle a s t o n e  D R S.
su b je c t to  dem ands m e tjr  in D E M A N D S }:
s u m jq  in  W O R K _R O U T E S [r]}  w ork flo w [r,q ] * O m eg a [q ] > =  D em an d U n its [r];

ft P lace  en o u g h  w ork in g  cap ac ity  to  su p p o rt all w o rk  rou ting .
tt T h e re  m ust be en o u g h  w ork in g  cap ac ity  on  sp an  j  to  ac co m o d a te  all w o rk in g  flow s 
tf s im u ltan e o u sly  ro u ted  o v e r it by all d em an d  p a irs  
su b je c t to  w ork ing  capacity _ assig n m en t{ j in  S P A N S }:
w o rk [j]  > =  s u m jr  in  D E M A N D S , q in  W O R K _ R O U T E S [r]: Z e ta W o rk R o u te [ j ,r ,q ]= l} w ork flo w [r,q ];

tt P ro v id e  su fficen t p ro tec tion  re la tionsh ip s  fo r all in -u se  w o rk  routes, 
su b jec t to  full rou te  r e s to r a t io n ^  in  D E M A N D S ,q  in W 'ORK R O U T L S [r | }: 
su m { p  in  C Y C L E S , c in D R S: X _c_q [c ,q ] =  1 an d  X _ p _ c [p ,c ] =  1} 
X _ p _ q [p ,q ] * p_cy c le_ u sag e_ D R S _ ro u te [p ,c ,q ] > =  w o rk flo w [r,q ];

ft C a lcu la te s  the  to ta l n um ber o f  cop ies  o f  p -cy c le  p  p e r  D R S  c. 
su b je c t to  p_cycle_usage_per__route{q in A L L W O R K IN G R O U T E S , c in D R S, 
p  in C Y C L E S : X _ c_q [c ,q ] =  1 and X _ p_c[p ,c] =  1}: 
p _ cy c le_ u sag e_ D R S [p ,c ] > =  p _ c y c le_ u sag e_ D R S _ ro u te [p ,c ,q ];

ft C a lc u la te s  the  to ta l n um ber o f  co p ies  o f  p -cy c le  p  ac tu a lly  built, 
su b je c t to  p _ cy c le_ u sag e_ p e r_ ro u te_ p er_ D R S {p  in  C Y C L E S } : 
p_ cy c le_ u sag e [p ] =  s u m jc  in D R S} p _ cy c le_ u sag e_ D R S [p ,c ];

tt S u ff ic ie n t spare cap ac ity  m ust be p laced  on  each  sp an  to  
ft s im u ltan e o u sly  acco m m o d a te  all p -cy c les  used.
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sub jec t to  sp are_ cap ac ity _ p lacem en t{ j in S P A N S }:
spare[j] > =  sum {p  in  C Y C L E S }  P C ro sse s j[p ,j]  * p _ cy c le_ u sag e [p ],

fo r {c in C A SE S}} 
fo r }n in  N E T W O R K }}

reset data;

o p tio n  cp lex _ o p tio n s  'm ip g a p  0 .01  p re so lv e  0  d isp la y  1 th read s  4 tim in g  1'; 
op tion  log_file  (n  &  c  &  " .log .tx t" ); 
op tion  sh ow _sta ts  1;

d a ta  (n &  c &  ".dat"); 
so lve;
le t T o ta lW o rk in g C ap ac ity  :=0; 
le t T o ta lS p areC ap ac ity  :=0; 
fo r }i in  S PA N S} { 

i f  w ork[i] > 0  then  

{
p r in tf  "w ork :% s:% d \n " ,i,w o rk [i]  »  (" S o lu tio n F ile ."  &  n  & c & ".tx t"); 
le t T o ta lW o rk in g C ap ac ity  :=  T o ta lW o rk in g C a p a c ity  +  w ork[i];i

}

fo r  }i in S PA N S} { 
i f  spare[i] > 0  then  

{
p r in tf  "sp are :% s:% d \n " ,i,sp a re [i]  »  ("S o lu tio n F ile ."  &  n &  c &  " tx t"); 
le t T o ta lS p areC ap ac ity  := T o ta lS p a reC ap ac ity  +  spare[i];

}
}

le t T o ta lD esig n C o st :=  sum {j in S PA N S }  C o s t[j]* (sp a re [j]+ w o rk [j]) ; 
le t T o ta lW o rk in g C o s t :=  sum { j in  S P A N S }  C os t[j]* (w o rk [j]) ; 
le t T o ta lS p areC o st :=  su m (j in  S PA N S }  C o s t[j]* (sp a re [j]) ;

p r in tf  " c o s t_ re d u n d an cy :% f\n " ,T o ta lS p a reC o s t/T o ta lW o rk in g C o s t»  ("S o lu tio n F ile .” &  n &  c &  " tx t"); 
p r in tf  "w ork ing  c o s t:% f\n " ,T o ta lW o rk in g C o s t»  ("S o lu tio n F ile ."  &  n &  c  &  " tx t"); 
p r in tf  "spare c o s t:% f\n " ,T o ta lS p a re C o s t»  ("S o lu tio n F ile ."  &  n &  c &  ".tx t"); 
p r in tf  " to ta lc o s t:% f\n " ,T o ta lD e s ig n C o s t» ("S o lu tio n F ile ."  &  n  &  c &  " tx t");

p r in tf  "h o p _ red u n d an c y :% f\n " ,T o ta lS p a reC ap ac ity /T o ta lW o rk in g C a p ac ity  »  ("S o lu tio n F ile .” &  n &  c &  ".tx t"), 
p r in tf  " to ta l_ w o rk in g :% f\n " ,T o ta lW o rk in g C ap ac ity  »  ("S o lu tionF ile ."  &  n &  c &  ".tx t"); 
p r in tf  " to ta l_ sp are :% f\n " ,T o ta lS p are C ap ac ity  »  ("S o lu tio n F ile ."  & n &  c &  " tx t");
p r in tf  " to ta l_ cap ac ity _ u sed :% f\n " ,T o ta lW o rk in g C a p ac ity + T o ta lS p a reC ap a c ity  »  ("S o lu tio n F ile ."  &  n &  c & " tx t");

fo r }p in C Y C L E S } {
i f  p_cy c le_ u sag e[p ]> 0  then

p r in tf  ”cy c leu sag e :% s:% f\n " ,p ,p _ cy c le_ u sag e [p ] »  ("S o lu tionF ile ."  &  n &  c &  ".tx t");

}

fo r { p in  C Y C L E S } } 
fo r { d in  D RS} {

i f  p _ cy c le_ u sag e_ D R S [p ,d ] >0.1 then
p r in tf  "cy c leu sag ed rs :% s:% s:% f\n " ,p ,d ,p _ cy c le _ u sa g e_ D R S [p ,d ] »  ("S o lu tio n F ile ."  &  n &  c  &  ".tx t");

}

}
fo r }p in C Y C L E S ) { 

fo r }d in D RS} {
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fo r {q in A L L W O R K IN G R O U T E S }  { 
i f  p _ cy c le_ u sag e_ D R S _ ro u te [p ,d ,q ] >0.1 then
p r in tf  " c y c le u sa g e d rs ro u te :% s:% s:% s:% f:% s\n " ,p ,d ,q ,p _ cy c le_ u sag e_ D R S _ ro u te [p ,d ,q ],X _ p _ q [p ,q ] »  ("S o lu tio n F ile ."  &  n 

&  c &  ".txt");

}

}

f o r  {r in D E M A N D S } {
for {q in W O R K _ R O U T E S [r]} {  

i f  w ork flow [r,q ]> 0 .1  then
p r in tf  "w o rk flo w :% s:% s:% R n ",r ,q ,w o rk flo w [r,q ] »  ("S o lu tio n F ile ."  &  n &  c  &  ".tx t");

}

fo r {r in  D E M A N D S} {
fo r {q in W O R K _ R O U T E S [r]} {  

fo r { p in C Y C L E S } {  
fo r {d in D R S}{

ifw o rk flo w [r ,q ]> 0 .1  an d  p _ c y c le _ u sa g e JD R S _ ro u te [p ,d ,q ]> 0 .1 th e n
p r in tf  "d e m a n d ro u tec y c le :% s:% s:% s:% f:% s:% f\n " ,r ,D em an d U n its [r] ,q ,w o rk flo w [r,q ],p Ip _ cy c le_ u sag e_ D R S _ ro u te [p ,d ,q ] 

»  ("S o lu tionF ile ."  &  n &  c &  " .tx t");

Appendix 2. Test Networks

1. COST 239 Network

T opo logy

N O D E X Y S IZ E
NO 140 281 6
N1 315 350 4
N 2 304 298 5
N 3 356 235 5
N 4 447 308 4
N 5 417 161 5
N 6 242 159 5
N 7 250 214 5
N8 185 208 5
N 9 128 143 4
N 10 344 50 4

S P A N O D L E N G T H U N IT C O S T
SI NO N1 820 820
S2 NO N 2 6 00 600
S3 NO N 5 1090 1090
S4 NO N 7 4 00 400
S5 NO N 8 300 300
S6 NO N 9 4 50 450
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S7 N1 N 2 320 320
S8 N1 N 4 820 820
S9 N1 N 8 930 930
S10 N 2 N 3 565 565
s u N 2 N 4 730 730
S12 N 2 N 7 350 350
S13 N 3 N 10 740 740
S 14 N 3 N 4 320 320
S15 N 3 N 5 340 340
S16 N 3 N 7 730 730
S 17 N 4 N 5 660 660
S18 N 5 N 1 0 390 390
S 19 N 5 N 6 660 66 0
S20 N 6 N 10 760 760
S21 N 6 N 7 390 390
S22 N 6 N 8 210 210
S23 N 6 N 9 550 550
S24 N 7 N 8 220 2 20
S25 N 8 N 9 390 390
S26 N 9 N 1 0 1310 1310

D em ands (55 D em an d s)

D E M A N D  O D  N B U N IT S  R E S T C L A S S  H O P L IM  D IS T L IM  M A X O U T A G E
0 0 1 2 R1 in f  in f  0
1 0 2 2 R1 in f  in f  0
2 0 3 2 R1 in f  in f  0
3 0 4 2 R1 in f  in f  0
4  0 5 2 R1 in f  in f  0
5 0 6 2 R1 in f  in f  0
6 0 7 2 R1 in f  in f  0
7 0 8 2 R1 in f  in f  0
8 0 9 2 R1 in f  in f  0
9  0 10 2 R1 in f  in f  0
10 1 2 2 R1 in f  in f  0
11 1 3 2 R1 in f  infO
12 1 4 2 R1 in f  in f  0
13 1 5 2 R1 in f  in f  0
14 1 6 2 R1 in f  in f  0
15 1 7 2 R1 in f  in f  0
16 1 8 2 R1 in f  infO
17 1 9 2 R1 in f  in f  0
18 1 10 2 R1 in f  in f  0
19 2 3 2 R1 in f  in f  0
20  2 4 2 R1 in f  infO
21 2 5 2 R1 in f  in fO
22 2 6 2 R1 in f  in f  0
23 2 7 2 R1 in f  in f  0
24 2 8 2 R1 in f  in f  0
25 2 9 2 R1 in f  infO
26  2 10 2 R1 in f  infO
27 3 4 2 R1 in f  in f  0
28 3 5 2 R1 in f  in f  0
29  3 6 2 R1 in f  in f  0
30 3 7 2 R1 in f  in f  0
31 3 8 2 R1 in f  infO
32 3 9 2 R1 in f  infO
33 3 10 2 R1 in f  in f  0
34 4 5 2 R1 in f  i n f 0
35 4 6 2 R1 in f  in f  0
36 4 7 2 R1 in f  infO
37 4 8 2 R1 in f  in f  0
38 4 9 2 R1 in f  infO
39 4 10 2 R1 in f  infO
40 5 6 2 R1 in f  in f  0
41 5 7 2 R1 in f  infO
42 5 8 2 R1 in f  in f  0
43 5 9 2 R1 in f  infO
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44  5 10 2 R1 in f in fO
45 6 7 2 R1 in f in f O
46  6 8 2 R1 in f in fO
47  6 9 2 R1 in f in fO
48 6 10 2 R1 in f in fO
49  7 8 2  R1 in f in fO
50 7 9 2 R1 in f in fO
51 7 10 2 R1 in f in fO
52 8 9 2 R1 in f in fO
53 8 10 2 R1 in f in fO
54 9 10 2 R1 in f in fO

D em ands (27  D em a n d s)

D E M A N D  O  D  N B U N IT S  R E S T C L A S S  H O P L IM  D IS T L IM  M A X O U T A G E
0 0 2 2 R1 in f  in f  0
1 0 4 2 R1 in f  in f  0
2 0 6 2 R1 in f in fO
3 0 8 2 R1 in f in f O
4 0 10 2 R1 in f in f O
5 1 3 2 R1 in f in fO
6 1 5 2 R1 in f  in f  0
7 1 7 2 R1 in f  in f  0
8 I 9 2 R1 in f  in f  0
9 2 3 2 R1 in f in f O
10 2 5 2 R1 in f in fO
11 2 7 2 R1 in f in fO
12 2 9 2 R1 in f  in f  0
13 3 4 2 R1 in f  in f  0
14 3 6 2 R1 in f  infO
15 3 8 2 R1 in f in fO
16 3 10 2 R1 in f in fO
17 4 6 2 R1 in f in fO
18 4 8 2 R1 in f  in f  0
19 4 10 2 R1 in f in fO
20  5 7 2 R1 in f  in f  0
21 5 9 2 R1 in f  in f  0
22 6 7 2 R1 in f in fO
23 6 9 2 R1 in f in fO
24  7 8 2 R1 in f  in fO
25 7 10 2 R1 in f in fO
26 8 10 2 R1 in f in fO

2. 13n23s Network

T opo logy

N O D E
N 02
N 04
NOS
N 06
N 07
N 08
N 09
N 10
N i l
N 12
N 13
N 14
N 15

X
268
525
290 
612 
508 
572 
402 
259
291
292  
186 
49 
75

S PA N
505
506 
S10

O
N 02
N 02
N 04

Y
55
97
233
218
349
485
456
325
598
483
458
421
274

SIZ E
4
3 
6
5
4 
4 
4
6
3
4
3
4 
3

D
N 04
N 05
N 06

L E N G T H
2 6 0 .409
179.354
149.03
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S l l N 05 N 0 7 246 .941 246 .941
S12 N 05 N 10 97 .0 8 2 97 .0 8 2
S13 N 05 N 15 2 1 8 .8 7 4 2 1 8 .8 7 4
S14 N 0 6 N 0 7 167.263 167.263
S16 N 0 7 N 09 150.615 150.615
S17 N 0 8 N 0 6 2 6 9 .9 8 2 6 9 .9 8
SIB N 08 N i l 3 0 2 .8 7 30 2 .8 7
S19 N 0 9 N 08 172.456 172.456
S21 N 1 0 N 0 6 3 6 8 .8 6 3 6 8 .8 6
S23 N i l N 12 115.004 115.004
S24 N i l N 14 2 9 9 .8 2 2 2 9 9 .8 2 2
S25 N 12 N 0 9 113.265 113.265
S26 N 1 2 N 10 161.409 161.409
S27 N 13 N 10 151.717 151.717
S28 N 13 N 12 108.908 108.908
S29 N 1 4 N 13 141.908 141.908
S 30 N 15 N 1 4 149.282 149.282
S3! N 15 N 02 2 9 1 .908 2 9 1 .9 0 8
S32 N 05 N 04 27 1 .516 2 7 1 .5 1 6
S33 N 02 N 06 3 8 0 .664 3 8 0 .6 6 4

D em ands

D E M A N D  0  D  N B U N IT S  R E S T C L A S S  H O P L IM  D IS T L IM  M A X O U T A G E
N 02-N 04  N 02  N 0 4  9 R1 in f n f 0
N 02-N 05  N 02  N 0 5  4 R1 in f n f 0
N 02-N 06  N 02 N 0 6  1 R l in f n f 0
N 02-N 07  N 02  N 0 7  7 R1 in f n f 0
N 02-N 08  N 02  N 0 8  3 R l in f n f 0
N 0 2 -N 0 9  N 02  N 0 9  4 R l in f n f 0
N 02-N 10  N 02  N 1 0  6 R l in f n f 0
N 02-N 11 N 0 2 N 1 1  2 R l in f n f 0
N 02-N 12  N 02  N 1 2  2 R l in f n f 0
N 0 2 -N 13 N 02  N 13 2 R l in f n f 0
N 0 2 -N 1 4  N 02  N 1 4  5 R l in f n f 0
N 0 2 -N 15 N 02  N 15 2 R l in f n f 0
N 04-N 05  N 04  N 05  1 R l in f n f 0
N 0 4 -N 0 6  N 04  N 0 6  2 R l in f n f 0
N 0 4 -N 0 7  N 0 4  N 0 7  1 R l in f n f 0
N 04-N 08  N 04  N 0 8  6 R l in f n f 0
N 04-N 09  N 04  N 09  3 R l in f n f 0
N 04-N 10  N 04  N 1 0  1 R l in f n f 0
N 04-N 11  N 0 4 N 1 1  9 R l in f n f 0
N 0 4 -N 12 N 04  N 1 2  8 R l in f n f 0
N 04-N 13  N 04  N 13  4 R l in f n f 0
N 0 4 -N 14 N 04  N 14 5 R l in f n f 0
N 0 4 -N 15 N 04  N 15 4 R l in f n f 0
N 0 5 -N 0 6  N 05  N 0 6  3 R l in f n f 0
N 0 5 -N 0 7  N 05  N 0 7  8 R l in f n f 0
N 0 5 -N 0 8  N 05  N 0 8  8 R l in f n f 0
N 05-N 09  N 05  N 09  7 R l in f n f 0
N 0 5 -N 1 0  N 05  N 1 0  4 R l in f n f 0
N 05-N 11 N 0 5 N 1 1  6 R l in f n f 0
N 0 5 -N I2  N 05  N 12  8 R l in f n f 0
N 05-N 13  N 05  N 13  1 R l in f n f 0
N 0 5 -N 1 4  N 05  N 1 4  8 R l in f n f 0
N 05-N 15  N 05  N 15  9 R l in f n f 0
N 0 6 -N 0 7  N 06  N 0 7  5 R l in f n f 0
N 0 6 -N 0 8  N 06  N 08  9 R l in f n f 0
N 0 6 -N 0 9  N 06  N 09  8 R l in f n f 0
N 0 6 -N 1 0  N 06  N 1 0  9 R l in f n f 0
N 06-N 11  N 0 6 N 1 1  6 R l in f n f 0
N 0 6 -N I2  N 06  N 1 2  7 R l in f n f 0
N 0 6 -N 13 N 0 6  N 13 4 R l in f n f 0
N 06-N 14  N 06  N 14  2 R l in f n f 0
N 06-N 15  N 06  N 15  3 R l in f n f 0
N 07-N 08  N 07  N 08  1 R l in f n f 0
N 0 7 -N 0 9  N 0 7  N 0 9  5 R l in f n f 0
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N 0 7 -N 1 0  N 0 7 N 1 0  6 R l in f n f 0
N 0 7 -N U  N 0 7 N 1 1  1 R l in f n f 0
N 0 7 -N 1 2  N 0 7 N 1 2  2 R l in f n f 0
N 0 7 -N 1 3  N 0 7 N 1 3  1 R l in f n f 0
N 0 7 -N 1 4  N 07  N 1 4  8 R l in f n f 0
N 0 7 -N 1 5  N 07  N 15  4 R l in f n f 0
N 0 8 -N 0 9  N 08  N 09  3 R l in f n f 0
N 0 8 -N 1 0 N 0 8  N 1 0  6 R l in f n f 0
N 08-N 11  N 0 8 N 1 1  6 R l in f n f 0
N 0 8 -N 1 2  N 08  N 12  6 R l in f n f 0
N 0 8 -N 1 3  N 08  N 13  9 R l in f n f 0
N 0 8 -N 1 4  N 08  N 1 4  5 R l in f n f 0
N 0 8 -N 1 5  N 08  N 15  9 R l in f n f 0
N 0 9 -N 1 0  N 09  N 1 0  1 R l in f n f 0
N 0 9 -N 1 1  N 0 9 N 1 1  8 R l in f n f 0
N 0 9 -N 1 2  N 09  N 1 2  8 R l in f n f 0
N 0 9 -N ] 3 N 09  N 13  9 R l in f n f 0
N 0 9 -N 1 4  N 09  N 1 4  4 R l in f n f 0
N 0 9 -N  ] 5 N 09  N 1 5 7 R l in f n f 0
N 1 0 -N 1 I N 1 0 N I1  4 R l in f n f 0
N 1 0 -N 1 2  N 10  N 12  2 R l in f n f 0
N 1 0 -N 1 3  N 10  N 13  5 R l in f n f 0
N 1 0 -N 1 4  N 10  N 14  7 R l in f n f 0
N 1 0 -N 1 5 N 10  N 15  7 R l in f n f 0
N 1 1 -N 1 2  N i l  N 1 2  9 R l in f n f 0
N 11 - N 13 N 11 N 1 3 2 R l in f n f 0
N U -N 1 4 N 1 1  N 1 4 5 R l in f n f 0
N 1 1 -N 1 5 N 1 1  N 1 5 7 R l in f n f 0
N 1 2 -N 1 3  N 12  N 13  5 R l in f n f 0
N 1 2 -N 1 4  N 12  N 1 4  5 R l in f n f 0
N 1 2 -N 1 5  N 12  N 15  6 R l in f n f 0
N 1 3 -N 1 4  N 13  N 1 4  1 R l in f n f 0
N 1 3 -N I5  N I3  N 15  7 R l in f n f 0
N 1 4 -N 1 5  N 1 4 N 1 5  3 R l in f n f 0

3. 12nl 9s Network
T o p o lo g y

N O D E X Y S IZ E
N 02 268 55 4
N 04 525 97 3
N 05 290 233 6
N 06 612 218 5
N 07 508 349 4
N 08 572 485 4
N 09 402 456 4
N i l 291 598 3
N 12 292 483 4
N 13 186 458 3
N 14 49 421 4
N 15 75 2 74 3

S P A N 0 D L E N G T H U N IT C O S T
S05 N 02 N 0 4 26 0 .409 2 6 0 .4 0 9
S06 N 02 N 05 179.354 179.354
S10 N 04 N 0 6 149.03 149.03
S l l N 05 N 0 7 246.941 246 .941
S14 N 06 N 07 167.263 167.263
S16 N 0 7 N 09 150.615 150.615
S17 N 08 N 0 6 269 .98 26 9 .9 8
S18 N 08 N i l 302 .87 3 0 2 .8 7
S19 N 09 N 08 172.456 172.456
S23 N i l N 12 115.004 115.004
S24 N i l N 14 2 9 9 .822 299 .822
S25 N 12 N 0 9 113.265 113.265
S28 N 13 N 12 108.908 108.908
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S29 N 14 N 1 3 141.908 141 .908
S30 N 15 N 1 4 149.282 149 .282

S31 N 15 N 0 2 2 9 1 .9 0 8 2 9 1 .9 0 8
S32 N 05 N 0 4 2 7 1 .5 1 6 2 7 1 .5 1 6
S33 N 15 N 05 2 1 8 .874 21 8 .8 7 4
S34 N 13 N 05 2 4 7 .873 2 4 7 .8 7 3

D em ands

D E M A N D  0  D  N B U N IT S  R E S T C L A S S  H O P L IM  D IS T L IM  M A X O U T A G E
N 02 -N 0 4  N 02 N 0 4  5 R l in f in f 0
N 02-N 05  N 02 N 05  6 R l in f in f 0
N 0 2 -N 0 6  N 0 2 N 0 6  10 R l in f in f 0
N 0 2 -N 0 7  N 02 N 0 7  7 R l in f in f 0
N 02-N 08  N 02 N 08  9 R l in f in f 0
N 0 2 -N 0 9  N 02  N 09  9 R l in f in f 0
N 02-N 11 N 0 2 N 1 1  4 R l in f in f 0
N 02-N 12  N 02 N 12  8 R l in f in f 0
N 0 2 -N 1 3 N 02  N 13  8 R l in f in f 0
N 0 2 -N 14 N 02  N 1 4  4 R l in f in f 0
N 0 2 -N 1 5  N 02 N 15  3 R l in f in f 0
N 04-N 05  N 04 N 05  8 R l in f in f 0
N 04-N 06  N 04  N 06  7 R l in f in f 0
N 0 4 -N 0 7  N 04  N 0 7  2 R l in f in f 0
N 04-N 08  N 04  N 08  10 R l in f in f 0
N 0 4 -N 0 9  N 04  N 09  10 R l in f in f 0
N 04-N 11 N 0 4 N 1 1  9 R l in f in f 0
N 04-N 12  N 04 N 12  5 R l in f in f 0
N 0 4 -N 1 3 N 04  N 13  5 R l in f in f 0
N 04 -N 1 4  N 04  N 1 4  5 R l in f in f 0
N 04-N 15  N 04  N 15  10 R l in f in f 0
N 0 5 -N 0 6  N 05 N 06  3 R l in f in f 0
N 0 5 -N 0 7  N 05 N 0 7  6 R l in f in f 0
N 05-N 08  N 05  N 08  3 R l in f in f 0
N 0 5 -N 0 9  N 05  N 0 9  2 R l in f in f 0
N 05-N 11  N 0 5 N 1 1  9 R l in f in f 0
N 0 5 -N 1 2  N 05 N 12  2 R l in f in f 0
N 05-N 13  N 05  N 13  7 R1 in f in f 0
N 0 5 -N 1 4  N 05 N 1 4  8 R l in f in f 0
N 05-N 15  N 05 N 15  3 R l in f in f 0
N 0 6 -N 0 7  N 06  N 07  5 R l in f in f 0
N 06-N 08  N 06  N 08  8 R l in f in f 0
N 0 6 -N 0 9  N 06  N 09  5 R l in f in f 0
N 06-N 11  N 0 6 N 1 1  4 R l in f in f 0
N 06 -N 1 2  N 06  N 12  3 R l in f in f 0
N 06-N 13  N 06  N 13  6 R l in f in f 0
N 0 6 -N 1 4  N 06  N 14  7 R l in f in f 0
N 0 6 -N 15 N 06  N 15 4 R l in f in f 0
N 0 7 -N 0 8  N 07  N 08  2 R l in f in f 0
N 0 7 -N 0 9  N 07  N 0 9  7 R l in f in f 0
N 07-N 11  N 0 7 N 1 1  6 R l in f in f 0
N 07-N 12  N 07  N 12  2 R l in f in f 0
N 0 7 -N 1 3  N 07  N 13  8 R l in f in f 0
N 0 7 -N 1 4  N 07  N 14  9 R l in f in f 0
N 0 7 -N 1 5  N 07  N 15  10 R l in f in f 0
N 0 8 -N 0 9  N 08  N 0 9  3 R l in f in f 0
N 08-N 11  N 0 8 N 1 1  9 R l in f in f 0
N 0 8 -N 1 2  N 08  N 12  9 R l in f in f 0
N 0 8 -N 1 3  N 08  N 13  3 R l in f in f 0
N 0 8 -N 1 4  N 08  N 14  8 R l in f in f 0
N 0 8 -N 1 5  N 08  N 15  9 R l in f in f 0
N 0 9 -N 1 1 N 09  N 1 1 4 R l in f in f 0
N 0 9 -N 1 2  N 09  N 12  7 R l in f in f 0
N 0 9 -N 1 3 N 09  N 13  8 R l in f in f 0
N 0 9 -N 1 4  N 09  N 14  7 R l in f in f 0
N 0 9 -N 1 5  N 09  N 15  10 R l in f in f 0
N 1 1 -N 1 2 N 1 1  N 1 2 6 R l in f in f 0
N 1 1 - N 1 3 N 1 1 N 1 3 2 R l in f in f 0
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N 1 1 - N 1 4 N il  N 14  7 
N 11-N 15  N i l  N 1 5 6  
N 12-N 13  N 12 N 13  4 
N 1 2 -N 1 4  N 12 N 14  9 
N 1 2 -N 1 5  N 12 N 15  7 
N 1 3 -N 1 4  N 13 N 14  8 
N 13 -N 15 N 13 N 15 5 
N 14-N 15  N 14 N 15  8

R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0

4. NSFNET Network

T opo logy

N O D E X Y S IZ E
N01 9 126 3
N 02 57 69 3
N 03 53 193 3
N 04 98 117 3
N 05 156 138 3
N 06 152 211 4
N 07 222 118 2
N 08 278 84 3
N 09 327 48 4
N 10 312 237 2
N i l 369 9 3
N 12 429 53 3
N 13 425 138 3
N 14 360 188 3

SPA N O D L E N G T H U N IT C O S T
SOI N 01 N 02 74 .5 1 8 74 .518
S02 N 01 N 03 80 .156 80 .156
S03 N01 N 04 89 .4 5 4 8 9 .4 5 4
S04 N 02 N 03 124 .064 124.064
S05 N 02 N 08 2 2 1 .5 0 8 2 21 .508
S06 N 03 N 06 100.623 100.623
S07 N 04 N 05 61 .685 61 .685
S08 N 0 4 N i l 2 9 1 .7 2 8 2 9 1 .7 2 8
S09 N 05 N 06 73.11 73.11
S10 N 05 N 07 6 8 .9 6 4 6 8 .9 6 4
S l l N 06 N 10 162 ,099 162.099
S12 N 06 N 14 2 0 9 .2 6 8 2 0 9 .268
S13 N 07 N 08 6 5 .5 1 3 65 .513
S 14 N 08 N 09 6 0 .803 60 .803
S15 N 0 9 N 10 189 .594 189.594
S16 N 09 N 12 102.122 102.122
S17 N 09 N 13 133.056 133.056
S18 N i l N 12 7 4 .4 0 4 7 4 .4 0 4
S19 N i l N 13 140.631 140.631
S20 N 12 N 14 151.611 151.611
S21 N 13 N 14 82 .006 82 .006

D em ands

D E M A N D  O  D  N B U N IT S  R E S T C L A S S  H O P L IM  D IS T L IM  M A X O U T A G E
N 0 1 -N 0 2  N01 N 02  7 G o ld in f in f 0
N 0 1 -N 0 3  N01 N 03  2 G o ld in f in f 0
N 0 1 -N 0 4  N01 N 0 4  10 G o ld in f in f 0
N 0 1 -N 0 5  N01 N 05 5 G old in f in f 0
N 0 1 -N 0 6  N01 N 0 6  5 G o ld in f in f 0
N 0 1 -N 0 7  N01 N 07  3 G old in f in f 0
N 0 1 -N 0 8  N01 N 08  9 G old in f in f 0
N 0 1 -N 0 9  N01 N 0 9  8 G o ld in f in f 0
N 0 1 -N 1 0  N01 N 10  8 G o ld in f in f 0
N 01-N 11  N01 N i l  8 G o ld in f in f 0
N 0 1 -N 1 2  N01 N 1 2 5 G o ld in f in f 0
N 01 -N 1 3  N01 N 13  7 G o ld in f in f 0
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N 0 1 -N 1 4 N 0 1  N 14  9 
N 0 2 -N 0 3  N 02  N 03  7 
N 0 2 -N 0 4  N 02  N 04  3 
N 0 2 -N 0 5  N 02  N 05  5 
N 0 2 -N 0 6  N 02  N 06  9 
N 0 2 -N 0 7  N 02  N 0 7  1 
N 0 2 -N 0 8  N 02  N 08  10 
N 0 2 -N 0 9  N 02  N 0 9  3 
N 0 2 -N 1 0  N 02  N 10  7 
N 02-N 11  N 0 2 N 1 1  7 
N 0 2 -N 1 2  N 02  N 12  6 
N 0 2 -N 13 N 02  N 13 2 
N 0 2 -N 14 N 02  N 14 3 
N 0 3 -N 0 4  N 03  N 04  5 
N 0 3 -N 0 5  N 03  N 05  6 
N 0 3 -N 0 6  N 03  N 06  1 
N 0 3 -N 0 7  N 03  N 0 7  1 
N 0 3 -N 0 8  N 03  N 08  1 
N 0 3 -N 0 9  N 03 N 09  2 
N 0 3 -N 1 0  N 03  N 10  1 
N 03-N 11  N 0 3 N 1 1  8 
N 0 3 -N 1 2  N 03 N 12  2 
N 0 3 -N 1 3  N 03  N 13  5 
N 03 -N 1 4  N 03  N 14  4 
N 04-N 05  N 04  N 05 6 
N 04 -N 0 6  N 04  N 06  7 
N 0 4 -N 0 7  N 04  N 07  5 
N 0 4 -N 0 8  N 04  N 08  10 
N 0 4 -N 0 9  N 04  N 09  5 
N 0 4 -N 1 0  N 04  N 10  5 
N 0 4 -N 1 1 N 0 4 N 1 1  7 
N 0 4 -N 1 2  N 04  N 12  8 
N 0 4 -N 1 3  N 04  N 13  10 
N 0 4 -N 1 4  N 04  N 14  2 
N 0 5 -N 0 6  N 05  N 06  7 
N 0 5 -N 0 7  N 05  N 07  1 
N 0 5 -N 0 8  N 05  N 08  5 
N 0 5 -N 0 9  N 05  N 09  1 
N 0 5 -N 1 0  N 05  N 10  2 
N 05-N 11  N 0 5 N 1 1  4 
N 0 5 -N 1 2  N 05  N 12  7 
N 0 5 -N 1 3  N 05  N 13  3 
N 0 5 -N 1 4  N 05  N 14  7 
N 0 6 -N 0 7  N 06  N 07  8 
N 0 6 -N 0 8  N 06  N 08  8 
N 0 6 -N 0 9  N 06  N 09  8 
N 0 6 -N 1 0  N 06  N 10  5 
N 06 -N 1 1  N 0 6 N 1 1  2 
N 0 6 -N 1 2  N 06  N 12  2 
N 0 6 -N 1 3  N 06  N 13  2 
N 0 6 -N 1 4  N 06  N 14  3 
N 0 7 -N 0 8  N 07  N 08  10 
N 0 7 -N 0 9  N 07  N 09  3 
N 0 7 -N 1 0  N 07  N 10  10 
N 07-N 11  N 0 7 N 1 1  2 
N 0 7 -N 1 2  N 0 7  N 12  7 
N 0 7 -N 1 3  N 07  N 13  10 
N 0 7 -N 1 4  N 07  N 14  7 
N 0 8 -N 0 9  N 08  N 09  10 
N 0 8 -N 1 0  N 08  N 10  4 
N 08-N 11  N 0 8 N 1 1  7 
N 0 8 -N 1 2  N 08  N 12  1 
N 0 8 -N 1 3  N 08  N 13  6 
N 0 8 -N 1 4  N 08  N 14  5 
N 0 9 -N 1 0  N 09  N 10  4 
N 09-N 11  N 0 9 N 1 1  8 
N 0 9 -N 1 2  N 0 9  N 12  5 
N 0 9 -N 1 3  N 09  N 13  4

G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G old in f in f 0
G old in f in f 0
G o ld in f in f 0

G old in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G old in f in f 0
G old in f in f 0
G o ld in f in f 0
G old in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0

G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0

G old in f in f 0
G old in f in f 0
G o ld in f in f 0
G old in f in f 0
G old in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G old in f in f 0
G old in f in f 0
G o ld in f in f 0
G o ld in f in f 0

G old in f in f 0
G o ld in f in f 0

G old in f in f 0
G o ld in f in f 0
G o ld in f in f 0

G o ld in f in f 0
G o ld in f in f 0

G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G o ld in f in f 0
G old in f in f 0
G old in f in f 0
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N 0 9 -N 1 4  N 09  N 1 4  9 G o ld in f in f 0
N 10-N 11  N 1 0 N 1 1  9 G old in f in f 0
N 1 0 -N 1 2  N 1 0  N 1 2  5 G o ld in f in f 0
N 1 0 -N 1 3  N 10  N 13  5 G o ld in f in f 0
N 1 0 -N 1 4  N 10  N 1 4  2 G o ld in f in f 0
N 1 1 -N 1 2  N i l  N 1 2  1 G o ld in f in f 0
N 1 1 -N 1 3 N 1 1  N 1 3  3 G o ld in f in f O
N 1 1 -N 1 4  N i l  N 1 4  9 G old in f in f 0
N 12 -N 1 3  N 12  N 1 3  5 G o ld in f in f O
N 1 2 -N 1 4  N 12  N 1 4  1 G o ld in f in f 0
N 1 3 -N 1 4  N 13  N 1 4  9 G old in f in f 0

5. 19n35sl Network
T o p o lo g y

N O D E X Y S IZ E
N01 183 456 3
N 02 222 322 3
N 03 275 163 4
N 04 266 297 5
N 06 470 253 4
N 07 378 241 5
N 08 331 314 4
N 09 476 318 5
N 10 607 311 3
N i l 533 410 5
N 12 634 482 3
N 13 513 516 4
N 14 406 389 6
N 15 285 4 3 7 4
N 16 338 473 5
N 17 433 538 3
N 18 510 637 3
N 19 380 549 4
N 20 260 543 3

S PA N 0 D L E N G T H U N IT C O S T
SOI N01 N 02 139.56 139.56
S03 N 01 N 20 116.181 116.181
S04 N 02 N 03 167.601 167.601
S05 N 02 N 04 50 .6 0 6 50 .606
S07 N 04 N 03 134.302 134.302
SI 3 N 06 N 10 148 .772 148.772
S15 N 0 7 N 06 9 2 .7 7 9 92 .779
S16 N 07 N 08 86 .822 86.822
S17 N 07 N 09 124.631 124.631
S18 N 08 N 09 145.055 145.055
S19 N 08 N 15 131.32 131.32
S20 N 09 N i l 108.227 108.227
S21 N 09 N 14 99 .705 99 .705
S22 N 10 N 09 131 .187 131.187
S23 N 10 N 12 173.118 173.118
S24 N i l N 12 124.036 124.036
S25 N i l N 13 107.87 107.87
S26 N 12 N 18 198.497 198.497
S27 N 13 N 17 82 .9 7 82 .97
S32 N 15 N 16 64 .0 7 64 .07
S33 N 16 N i l 2 0 4 .924 204 .924
S34 N 16 N 14 108.074 108.074
S35 N 16 N 20 104.805 104.805
S 36 N 17 N 19 54 .129 54 .129
S 37 N 18 N 13 121.037 121.037
S38 N 19 N 16 86 .833 86 ,833
S39 N 19 N 18 156.984 156.984
S40 N 20 N 19 120.15 120.15
S41 N 03 N 07 129.201 129.201
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S42 N 04 N 2 0 2 4 6 .073 246 .073
S43 N 15 N 01 103.755 103.755
S44 N 14 N 1 7 151 .427 151.427
N 03-N 08 N 03 N 0 8 161.05 161.05
N 04-N 08 N 04 N 0 8 67 .1 8 6 67 .186
N 09-N 06

D em ands

N 09 N 06 6 5 .2 7 6 65 .276

D E M A N D  0  D  N B U N IT S  R E S T C L A S S  H O P L IM  D IS T L IM  M A X O U T A G E
N 01 -N 0 2  N01 N 0 2  7 R l in f n f 0
N 01 -N 0 3  N 0 1 N 0 3  8 R l in f n f 0
N 0 1 -N 0 4  N 01 N 0 4  7 R l in f n f 0
N 0 1 -N 0 6  N 01 N 0 6  3 R l in f n f 0
N 0 1 -N 0 7  N01 N 0 7  8 R l in f n f 0
N 0 1 -N 0 8  N 0 1 N 0 8  9 R l in f n f 0
N 0 1 -N 0 9  N 01 N 0 9  8 R l in f n f 0
N 0 1 -N 1 0  N01 N 1 0  2 R l in f n f 0
N 01-N 11  N01 N i l  4 R l in f n f 0
N 0 1 -N 1 2  N01 N 1 2  2 R l in f n f 0
N 0 1 -N 1 3 N 01 N 13  5 R l in f n f 0
N 0 1 -N 1 4  N 01 N 1 4  9 R l in f n f 0
N 0 1 -N 1 5  N01 N 1 5 2 R l in f n f 0
N 0 1 -N 1 6  N 01 N 1 6  10 R l in f n f 0
N 0 1 -N 1 7  N01 N 1 7  10 R l in f n f 0
N 0 1 -N 1 8 N 01 N 1 8 5 R l in f n f 0
N 0 1 -N 1 9 N 0 1  N 1 9 2 R l in f n f 0
N 01 -N 2 0  N 01 N 2 0  5 R l in f n f 0
N 0 2 -N 0 3  N 02  N 0 3  3 R l in f n f 0
N 02 -N 0 4  N 02  N 0 4  4 R l in f n f 0
N 02 -N 0 6  N 02  N 0 6  8 R l in f n f 0
N 0 2 -N 0 7  N 02  N 0 7  10 R l in f n f 0
N 02 -N 0 8  N 02  N 0 8  3 R l in f n f 0
N 0 2 -N 0 9  N 02  N 0 9  7 R l in f n f 0
N 0 2 -N 1 0  N 02  N 1 0  6 R l in f n f 0
N 02-N 11  N 0 2 N 1 1  4 R l in f n f 0
N 0 2 -N 1 2  N 02  N 1 2  6 R l in f n f 0
N 02-N 13  N 02  N 13  9 R l in f n f 0
N 0 2 -N 1 4  N 02  N 1 4  9 R l in f n f 0
N 0 2 -N 1 5  N 02  N 1 5 4 R l in f n f 0
N 0 2 -N 1 6  N 02  N 1 6  6 R l in f n f 0
N 0 2 -N 17 N 02  N 17 2 R l in f n f 0
N 0 2 -N 18 N 02  N 18 4 R l in f n f 0
N 0 2 -N 19 N 02  N 19 5 R l in f n f 0
N 0 2 -N 2 0  N 02  N 2 0  9 R l in f n f 0
N 0 3 -N 0 4  N 03  N 0 4  7 R l in f n f 0
N 0 3 -N 0 6  N 03  N 0 6  2 R l in f n f 0
N 0 3 -N 0 7  N 03  N 0 7  6 R l in f n f 0
N 0 3 -N 0 8  N 03  N 0 8  7 R l in f n f 0
N 0 3 -N 0 9  N 03  N 0 9  5 R l in f n f 0
N 03 -N 1 0  N 03  N 1 0  8 R l in f n f 0
N 0 3 -N 1 1 N 03  N 1 1 4 R l in f n f 0
N 03 -N 1 2  N 03  N 12  8 R l in f n f 0
N 0 3 - N 1 3 N 0 3 N 1 3 4 R l in f n f 0
N 0 3 -N 1 4  N 03  N 14  2 R l in f n f 0
N 0 3 -N 1 5  N 03  N 15  4 R l in f n f 0
N 0 3 -N 1 6  N 03  N 1 6  6 R l in f n f 0
N 0 3 -N 1 7  N 03  N 17  5 R l in f n f 0
N 0 3 -N 1 8 N 03  N 1 8 7 R l in f n f 0
N 0 3 -N 1 9  N 03  N 1 9  4 R l in f n f 0
N 0 3 -N 2 0  N 03  N 2 0  3 R l in f n f 0
N 0 4 -N 0 6  N 04  N 0 6  5 R l in f n f 0
N 0 4 -N 0 7  N 04  N 0 7  9 R l in f n f 0
N 0 4 -N 0 8  N 0 4  N 08  7 R l in f n f 0
N 0 4 -N 0 9  N 0 4  N 0 9  8 R l in f n f 0
N 0 4 -N 1 0  N 0 4  N 10  6 R l in f n f 0
N 04-N 11  N 0 4 N 1 1  7 R l in f n f 0
N 0 4 -N 1 2  N 04  N 12  10 R l in f in f 0
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N 04-N 13  N 04  N 1 3  5 
N 04-N 14  N 04  N 1 4  3 
N 0 4 -N 15 N 0 4  N 15 2 
N 04 -N 1 6  N 04  N 1 6  4 
N 04-N 17  N 04  N 1 7  4 
N 04-N 18  N 0 4 N 1 8  2 
N 04 -N 1 9  N 04  N 1 9  8 
N 04-N 20  N 04  N 2 0  9 
N 0 6 -N 0 7  N 06  N 0 7  9 
N 06-N 08  N 06  N 0 8  8 
N 06-N 09  N06 N 09  3 
N 0 6 -N 1 0  N 06  N 1 0  3 
N 06-N 11  N 0 6 N 1 1  2 
N 06-N 12  N 06  N 1 2  7 
N 06-N 13  N 06  N 1 3  7 
N 0 6 -N 1 4  N 06  N 1 4  3 
N 06-N 15  N 06  N 1 5  4 
N 06-N 16  N 06  N 1 6  10 
N 0 6 -N 1 7  N 06  N 1 7  6 
N 06-N 18  N 06  N 1 8  9 
N 06-N 19  N 06  N 1 9  5 
N 06-N 20  N 06  N 2 0  9 
N 07-N 08  N 07  N 0 8  4 
N 0 7 -N 0 9  N 07  N 0 9  2 
N 07-N 10  N 0 7 N 1 0  10 
N 07-N 11  N 0 7 N 1 1  8 
N 0 7 -N 12 N 07  N 12 7 
N 0 7 -N 13 N 07  N 13 6 
N 07-N 14  N 0 7  N 1 4  6 
N 0 7 -N 15 N 0 7  N 15 4 
N 0 7 -N 1 6  N 07  N 1 6  7 
N 0 7 -N 1 7  N 07  N 1 7  5 
N 07-N 18  N 0 7  N 1 8  5 
N 0 7 -N 19 N 07  N 19 7 
N 0 7 -N 2 0  N 0 7  N 2 0  7 
N 0 8 -N 0 9  N 08  N 0 9  6 
N 0 8 -N 10 N 08  N 1 0 9 
N 08-N 11  N 0 8 N 1 1  6 
N 0 8 -N 1 2  N 08  N 1 2  3 
N 0 8 -N 1 3  N 08  N 1 3  9 
N 08-N 14  N 08  N 1 4  3 
N 08-N 15  N 08  N 15  6 
N 0 8 -N 16 N 08  N 1 6  3 
N 0 8 -N 1 7  N 08  N 1 7  2 
N 08-N 18  N 08  N 1 8  5 
N 0 8 -N 1 9  N 08  N 1 9  2 
N 0 8 -N 2 0  N 08  N 2 0  5 
N 0 9 -N 1 0  N 09  N 1 0  6 
N 09-N 11  N 0 9 N 1 1  3 
N 0 9 -N 1 2  N 0 9  N 1 2  6 
N 09-N 13  N 09  N 13  9 
N 0 9 -N 1 4  N 09  N 1 4  3 
N 09-N 15  N 09  N 15  6 
N 0 9 -N 1 6  N 0 9  N 1 6  8 
N 0 9 -N 1 7  N 09  N 1 7  6 
N 0 9 -N 1 8 N 0 9 N 1 8 3  
N 0 9 -N 1 9 N 0 9 N 1 9  8 
N 0 9 -N 2 0  N 0 9  N 2 0  3 
N 10-N 11  N 1 0 N 1 1  6 
N 1 0 -N 1 2  N 10  N 1 2  8 
N 1 0 -N 1 3  N 1 0 N 1 3  2 
N 1 0 -N 1 4  N 1 0  N 1 4  3 
N 10-N 15  N 10  N 15  7 
N 1 0 -N 1 6  N 1 0  N 1 6  2 
N 10-N17 N 10 N 17 8 
N 10 -N 18 N 10 N 18 7 
N 10-N  19 N 10 N 19 7 
N 1 0 -N 2 0  N 1 0  N 2 0  7

R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f in f 0

R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f in f 0

R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
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N 11 -N 1 2  N i l  N 12  3 
N 11-N 13  N i l  N 1 3  8 
N 1 1 -N 1 4  N i l  N 1 4 7  
N U -N 1 5  N i l  N 15  3 
N 1 1 - N 1 6 N il  N 1 6 7  
N 1 1 -N 1 7 N 1 1  N 1 7 3  
N 1 1 -N 1 8  N i l  N 1 8 7  
N 1 1 - N 1 9 N il  N 1 9 8  
N 1 1 -N 2 0  N i l  N 2 0  7 
N 1 2 -N 1 3  N 12 N 13  4 
N 1 2 -N 1 4  N 12 N 1 4  3 
N 1 2 -N 1 5  N 12 N 15  4 
N 1 2 -N 1 6  N 12  N 16  5 
N 1 2 -N 1 7  N 12 N 1 7  7 
N 1 2 -N 1 8  N 12 N 18  5 
N 1 2 -N 1 9 N 12 N 1 9 5 
N 1 2 -N 2 0  N 12 N 2 0  8 
N 1 3 -N 1 4  N 13 N 14  9 
N 1 3 -N 1 5  N 13 N 15  10 
N 1 3 -N 1 6  N 13 N 1 6  4 
N 1 3 - N 1 7 N 1 3 N 1 7 9  
N 1 3 -N 1 8  N 13 N 18  5 
N 1 3 -N 1 9  N 13 N 1 9  8 
N 13-N 20  N 13 N 20  9 
N 1 4 -N 1 5  N 14 N 15  7 
N 1 4 -N 1 6  N 14 N 1 6  4 
N 1 4 -N 1 7  N 14  N 1 7  5 
N 1 4 -N 1 8  N 14 N 18  7 
N 1 4 -N 1 9  N 14 N 1 9  9 
N 1 4 -N 2 0  N 14 N 2 0  3 
N 1 5 -N 1 6  N 15 N 1 6  2 
N 15-N 17 N 15 N 17 2 
N 1 5 -N 1 8 N 1 5 N 1 8 7  
N 1 5 -N 1 9  N 15 N 1 9  5 
N 1 5 -N 2 0  N 15 N 2 0  9 
N 1 6 -N 1 7  N 16  N 1 7  7 
N 1 6 -N 1 8  N 16  N 18  2 
N16-N19 N 16 N 19 6 
N 1 6 -N 2 0  N 16 N 2 0  5 
N 1 7 -N 1 8  N 17  N 18  8 
N 17-N19 N 17 N 19 2 
N 1 7 -N 2 0  N 17  N 2 0  8 
N 1 8 -N 1 9 N 1 8 N 1 9  10 
N 1 8 -N 2 0  N 18  N 2 0  9 
N 1 9 -N 2 0  N 19 N 2 0  9

R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f in f 0

R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f n f 0
R l in f in f 0

R l in f n f 0
R l in f n f 0

6. 25n50s Network
T o p o lo g y

N O D E X Y SIZ E
N01 92 136 3
N 02 175 78 3
N 03 266 117 3
N 04 359 32 3
N 05 390 159 3
N 06 344 239 5
N 07 4 80 223 4
N 08 561 195 4
N 09 515 297 3
N 10 432 290 6
N i l 564 411 5
N 12 446 414 4
N 13 504 4 82 3
N 14 390 454 4
N 15 351 316 7
N 16 337 556 3
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N 17 168 571 4
N 18 212 427 5
N 19 127 451 4
N 20 193 375 3
N 21 155 283 6
N 22 52 349 4
N 23 105 254 3
N 24 245 286 4
N 25 210 190 4

S PA N 0 D L E N G T H M T B F M T T R F IX E D C O S T U N IT C O S T
SOI N 01 N 0 2 101 .257 0 0 0 101.257
S02 N 01 N 21 159.931 0 0 0 159.931
S03 N 02 N 03 99 .005 0 0 0 99 .005
S04 N 02 N 25 117,341 0 0 0 117.341
S05 N 03 N 0 4 125.992 0 0 0 125.992
S06 N 03 N 0 6 144.803 0 0 0 144.803
S07 N 05 N 04 130 .729 0 0 0 130.729
S08 N 05 N 0 7 110.436 0 0 0 110.436
S09 N 06 N 24 109.59 0 0 0 109.59
S10 N 07 N 06 136.938 0 0 0 136.938
S l l N 07 N 08 85 .703 0 0 0 85 .703
S12 N 07 N IO 82.42 0 0 0 82.42
S13 N 08 N 0 4 2 5 9 .5 6 3 0 0 0 25 9 ,563
S ] 4 N 08 N 09 111.893 0 0 0 111.893
S15 N 08 N IO 160 .206 0 0 0 160.206
S16 N 09 N IO 83.295 0 0 0 83 .295
S17 N 09 N i l 124.085 0 0 0 124.085
S18 N IO N 06 101.71 0 0 0 101.71
S19 N i l N IO 179 .067 0 0 0 179.067
S20 N i l N 13 92 .9 5 7 0 0 0 92 .9 5 7
S21 N i l N 15 233 .225 0 0 0 233 .225
S22 N 12 N i l 118.038 0 0 0 118.038
S23 N 12 N 13 89 .376 0 0 0 8 9 .3 7 6
S24 N 13 N 1 4 117.388 0 0 0 117.388
S25 N 14 N 12 68 .8 1 9 0 0 0 6 8 .8 1 9
S26 N 15 N IO 85.071 0 0 0 85.071
S27 N 15 N 12 136.488 0 0 0 136.488
S28 N 15 N 14 143.405 0 0 0 143.405
S29 N 15 N 1 7 3 1 3 .869 0 0 0 31 3 .869
S30 N 16 N 14 114.948 0 0 0 114.948
S31 N 16 N 18 179.627 0 0 0 179.627
S32 N 17 N 1 6 169.664 0 0 0 169.664
S33 N 17 N 19 126.811 0 0 0 126.811
S34 N 18 N 15 177.882 0 0 0 177.882
S35 N 18 N 17 150.572 0 0 0 150.572
S36 N 19 N 18 88 .323 0 0 0 88.323
S37 N 20 N 18 55 .362 0 0 0 55 ,362
S38 N21 N 19 170 .317 0 0 0 170.317
S39 N21 N 22 122.332 0 0 0 122.332
S40 N21 N 24 90 .05 0 0 0 90 .0 5
S41 N 22 N 19 126.606 0 0 0 126.606
S42 N 22 N 20 143.377 0 0 0 143.377
S43 N 23 N01 118.714 0 0 0 118.714
S44 N 23 N21 57.801 0 0 0 57.801
S45 N 23 N 22 108.784 0 0 0 108.784
S46 N 24 N 15 110.164 0 0 0 110.164
S47 N 24 N 20 103.078 0 0 0 103.078
S48 N 25 N 05 182.65 0 0 0 182.65
S49 N 25 N 06 142.678 0 0 0 142.678
S50 N 25 N 21 108.046 0 0 0 108.046

D em an d s

D E M A N D  0 D N B U N IT S  R E S T C L A S S H O P L IM  D IS T L IM  M A X O U T A G E
D1 N01 N 02 20 R l in f in f 0
D 2 N01 N 03 20 R l in f in f 0
D 3 N01 N 04 20 R l in f in f 0
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D 4 N01 N 05 20 R l in f in f 0
D 5 N01 N 06 20 R l in f in f 0
D 6 N01 N 0 7 20 R l in f in f 0
D 7 NOl NOS 20 R l in f in f 0
D 8 N01 N 09 20 R l in f in f 0
D 9 N01 N IO 20 R l in f in f 0
D IO N01 N i l 20 R l in f in f 0
D l l N01 N 12 20 R l in f in f 0
D 12 N01 N 13 20 R l in f in f 0
D 13 N01 N 14 20 R l in f in f 0
D 14 N01 N 15 20 R l in f in f 0
D 15 N 01 N 16 20 R l in f in f 0
D 16 N01 N 17 20 R l in f in f 0
D 17 N Ol N 18 20 R l in f in f 0
D 18 N01 N 19 20 R l in f in f 0
D 19 N Ol N 20 20 R l in f in f 0
D 20 N Ol N21 20 R l in f in f 0
D21 N Ol N 22 20 R l in f in f 0
D 22 NOl N 23 20 R l in f in f 0
D 23 NOl N 24 20 R l in f in f 0
D 24 NOl N 25 20 R l in f in f 0
D 25 N 02 N 03 20 R l in f in f 0
D 26 N 02 N 04 20 R l in f in f 0
D 27 N 02 N 05 20 R l in f in f 0
D 28 N 02 N 06 20 R l in f in f 0
D 29 N 02 N 07 20 R l in f in f 0
D 30 N 02 N 08 20 R l in f in f 0
D31 N 02 N 09 20 R l in f in f 0
D 32 N 02 N IO 20 R l in f in f 0
D 33 N 02 N i l 20 R l in f in f 0
D 34 N 02 N 12 20 R l in f in f 0
D 35 N 02 N 13 20 R l in f in f 0
D 36 N 02 N 14 20 R l in f in f 0
D 37 N 02 N 15 20 R l in f in f 0
D 38 N 02 N 16 20 R l in f in f 0
D 39 N 02 N 17 20 R l in f in f 0
D 40 N 02 N 18 20 R l in f in f 0
D41 N 02 N 19 20 R l in f in f 0
D 42 N 02 N 20 2 0 R l in f in f 0
D 43 N 02 N21 20 R l in f in f 0
D 44 N 02 N 22 20 R l in f in f 0
D 45 N 02 N 23 20 R l in f in f 0
D 46 N 02 N 24 20 R l in f in f 0
D 47 N 02 N 25 20 R l in f in f 0
D48 N 03 N 04 2 0 R l in f in f 0
D 49 N 03 N 05 20 R l in f in f 0
D 50 N 03 N 06 20 R l in f in f 0
D51 N 03 N 07 20 R l in f in f 0
D 52 N 03 N 08 20 R l in f in f 0
D 53 N 03 N 09 20 R l in f in f 0
D 54 N 03 N IO 20 R l in f in f 0
D 55 N 03 N i l 20 R l in f in f 0
D 56 N 03 N 12 20 R l in f in f 0
D 57 N 03 N 13 20 R l in f in f 0
D 58 N 03 N 14 20 R l in f in f 0
D S9 N 03 N 15 20 R l in f in f 0
D 60 N03 N 16 20 R l in f in f 0
D61 N 03 N 17 20 R l in f in f 0
D 62 N 03 N 18 20 R l in f in f 0
D 63 N 03 N 19 20 R l in f in f 0
D 64 N 03 N 20 20 R l in f in f 0
D 65 N 03 N21 20 R l in f in f 0
D 66 N 03 N 22 20 R l in f in f 0
D 67 N 03 N 23 20 R l in f in f 0
D 68 N 03 N 24 20 R l in f in f 0
D 69 N 03 N 25 20 R l in f in f 0
D 70 N 04 N 05 20 R l in f in f 0
D71 N 04 N 06 20 R l in f in f 0
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D 72 N 04 N 07 20
D 73 N 04 N 08 20
D 74 N 04 N 09 20
D 75 N 04 N IO 20
D 76 N 04 N i l 20
D 77 N 04 N 12 2 0
D 78 N 04 N 13 20
D 79 N 04 N 14 20
D 80 N 04 N 15 20
D81 N 04 N 16 20
D 82 N 04 N 17 20
D 83 N 04 N 18 20
D 84 N 04 N 19 20
D 85 N 04 N 20 20
D 86 N 04 N21 20
D 87 N 04 N 22 20
D 88 N 04 N 23 20
D 89 N 04 N 24 20
D 90 N 04 N 25 20
D91 N 05 N 06 20
D 92 N05 N 07 20
D 93 N05 N 08 20
D 94 N 05 N 09 20
D 95 N 05 N IO 20
D 96 N 05 N i l 20
D 97 N05 N 12 20
D 98 NOS N 13 20
D 99 N05 N 14 20
D 100 N 05 N 15 20
D 101 N 05 N 16 20
D 102 N05 N 17 20
D 103 N05 N 18 20
D 104 N05 N 19 20
D 105 N 05 N 20 20
D 106 N 05 N21 20
D 107 N05 N 22 20
D 108 N05 N 23 20
D 109 N 05 N 24 20
D 110 N 05 N 25 20
D i l l N 06 N 07 20
D 112 N06 N 08 20
D 113 N 06 N 09 20
D 114 N 06 N IO 20
D 1 15 N 06 N i l 20
D 116 N 06 N 12 20
D 117 N 06 N 13 20
D 118 N 06 N 14 20
D 119 N 06 N 15 20
D 120 N 06 N 16 20
D121 N 06 N 17 20
D 122 N 06 N 18 20
D 123 N 06 N 19 20
D 124 N 06 N 20 20
D 125 N 06 N 21 20
D 126 N 06 N 22 20
D 127 N 06 N 23 20
D 128 N 06 N 24 20
D 129 N 06 N 25 20
D 130 N 07 NOS 20
D131 N 07 N 09 20
D 132 N 07 N IO 20
D 133 N 07 N i l 20
D 134 N 07 N 12 20
D 135 N 07 N 13 20
D 136 N 07 N 14 20
D 137 N 07 N 15 20
D 138 N 07 N 16 20
D 139 N 07 N 17 20

R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
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D 140 N 07 N 18 20
D141 N 07 N 1 9 2 0
D 142 N 07 N 20 2 0
D 143 N 07 N 21 20
D 144 N 07 N 22 20
D 145 N 07 N 23 2 0
D 146 N 07 N 2 4 20
D 147 N 07 N 25 20
D 148 N 08 N 0 9 2 0
D 149 N 08 N IO 2 0
D 150 N 08 N i l 20
D151 N 08 N 1 2 20
D 152 N 08 N 13 20
D 153 N 08 N 14 2 0
D 154 N 08 N 15 20
D 155 N 08 N 1 6 20
D 156 N 08 N 17 20
D !5 7 N 08 N 18 20
D 158 N 08 N 19 20
D 159 N 08 N 20 20
D 160 N 08 N21 20
D161 N 08 N 22 20
D 162 N 08 N 23 20
D 163 N 08 N 24 20
D 164 N 08 N 25 20
D 165 N 09 N IO 20
D 166 N 09 N i l 20
D 167 N 09 N 12 2 0
D 168 N 09 N 13 2 0
D 169 N 09 N 14 20
D 170 N 09 N 15 20
D171 N 09 N 1 6 20
D 172 N 09 N 17 2 0
D 173 N 09 N 18 20
D 174 N 09 N 1 9 20
D 175 N 09 N 20 20
D 176 N 09 N 21 20
D 177 N 09 N 22 20
D 178 N 09 N 23 20
D 179 N 09 N 24 20
D 180 N 09 N 25 2 0
D181 N IO N i l 20
D 182 N IO N 12 20
D 183 N IO N 13 20
D 184 N IO N 14 20
D 185 N IO N 15 20
D 186 N IO N 16 20
D 187 N IO N 17 20
D 188 N IO N 18 2 0
D 189 N IO N 19 20
D 190 N IO N 20 20
D191 N IO N21 20
D 192 N IO N 22 20
D 193 N 10 N 23 20
D 194 N IO N 24 20
D 195 N IO N 25 20
D 196 N i l N 12 20
D 197 N i l N 13 20
D 198 N i l N 14 20
D 199 N i l N 15 20
D 200 N i l N 16 20
D201 N i l N 17 20
D 202 N i l N 18 20
D 203 N i l N 19 20
D 204 N i l N 20 20
D 205 N i l N 2I 20
D 206 N i l N 22 20
D 207 N i l N 23 20

R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
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D 208 N i l N 2 4 20
D 209 N i l N 2 5 20
D 210 N 12 N 13 20
D211 N12 N 1 4 20
D 212 N 12 N 15 20
D 213 N 12 N 1 6 20
D 214 N 12 N 1 7 20
D 215 N 12 N 1 8 20
D 216 N 12 N 1 9 20
D 217 N 12 N 2 0 20
D 218 N 12 N 21 20
D 219 N 12 N 2 2 20
D 220 N 12 N 2 3 20
D221 N 12 N 2 4 20
D 222 N 12 N 25 20
D 223 N 13 N 1 4 20
D 224 N13 N 15 20
D 225 N13 N 1 6 20
D 226 N13 N 1 7 20
D 227 N 13 N 18 20
D 228 N13 N 1 9 20
D 229 N13 N 2 0 20
D 230 N13 N 21 20
D 2 3 i N13 N 22 20
D 232 N 13 N 23 20
D 233 N 13 N 2 4 20
D 234 N13 N 25 20
D 235 N 14 N 15 20
D 236 N 14 N 1 6 20
D 237 N 14 N 1 7 20
D 238 N 14 N 18 20
D 239 N 14 N 1 9 20
D 240 N 14 N 20 20
D 241 N 14 N 21 20
D 242 N 14 N 22 20
D 243 N 14 N 23 2 0
D 244 N 14 N 24 20
D 245 N 14 N 25 20
D 2 4 6 N 15 N 1 6 20
D 247 N 15 N 1 7 20
D 248 N 15 N 18 20
D 249 N 15 N 1 9 20
D 250 N 15 N 2 0 20
D 251 N 15 N21 20
D 252 N 15 N 22 20
D 253 N 15 N 23 20
D 254 N 15 N 2 4 20
D 255 N 15 N 25 20
D 256 N 16 N 1 7 20
D 257 N 16 N 18 20
D 258 N 16 N 19 20
D 259 N 16 N 2 0 20
D 2 6 0 N 16 N 21 20
D 261 N 16 N 22 20
D 262 N 16 N 23 20
D 263 N 16 N 24 20
D 264 N 16 N 25 20
D 265 N 17 N 18 20
D 266 N 17 N 19 20
D 267 N 17 N 20 20
D 268 N 17 N21 20
D 269 N 17 N 22 20
D 270 N 17 N 23 20
D271 N 17 N 24 20
D 272 N 17 N 25 20
D 273 N 18 N 1 9 20
D 274 N 18 N 2 0 20
D 275 N 18 N21 20

R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
R l in f in f 0
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D 276 N I8 N 22 20 R l in f in f 0
D 277 N 18 N 23 20 R l in f in f 0
D 278 N 18 N 2 4 20 R l in f in f 0
D 279 N 18 N 25 20 R l in f in f 0
D 280 N 19 N 20 20 R l in f in f 0
D 281 N 19 N21 20 R l in f in f 0
D 282 N 19 N 22 20 R l in f in f 0
D 283 N 19 N 23 20 R l in f in f 0
D 284 N 19 N 24 20 R l in f in f 0
D 285 N 19 N 25 20 R l in f in f 0
D 286 N 20 N 21 20 R l in f in f 0
D 2 8 7 N 20 N 22 20 R l in f in f 0
D 288 N 20 N 23 20 R l in f in f 0
D 289 N 20 N 24 20 R l in f in f 0
D 290 N 20 N 25 20 R l in f in f 0
D 291 N21 N 22 20 R l in f in f 0
D 292 N21 N 23 20 R l in f in f 0
D 293 N21 N 24 20 R l in f in f 0
D 294 N21 N 25 20 R l in f in f 0
D 295 N 22 N 23 20 R l in f in f 0
D 296 N 22 N 24 20 R l in f in f 0
D 297 N 22 N 25 20 R l in f in f 0
D 298 N23 N 24 20 R l in f in f 0
D 299 N23 N 25 20 R l in f in f 0
D 300 N 24 N 25 20 R l in f in f 0

7. 9nl6s Network

T o p o lo g y

N O D E X Y S IZ E
N o d e l 216 86 3
N ode2 189 132 4
N od e3 177 193 4
N o d e4 160 260 3
N ode5 261 358 3
N o d e6 465 294 3
N o d e7 598 217 3
N o d e8 582 94 5
N o d e9 417 77 4

S PA N 0 D L E N G T H M T B F M T T R F IX E D C O S T U N IT C O S T
N o d e l-N o d e 5 N o d e l N ode5 2 7 5 .6 9 7 0 0 0 2 7 5 .6 9 7
N o d e2 -N ode8 N ode2 N ode  8 394 .833 0 0 0 394 .833
N od e2 -N o d e9 N ode2 N o d e9 2 3 4 .5 4 0 0 0 234 .54
N o d e3 -N o d e7 N ode3 N ode7 4 2 1 .684 0 0 0 4 21 .684
N o d e3 -N ode8 N ode3 N ode8 4 1 6 .9 2 4 0 0 0 4 1 6 .924
N o d e4 -N o d e9 N od e4 N od e9 3 1 5 .496 0 0 0 315 .496
N od e4 -N o d e5 N od e4 N od e5 140.73 0 0 0 140.73
N od e4 -N o d e3 N ode4 N ode3 69 .123 0 0 0 69.123
N od e6 -N o d e7 N od e6 N od e7 153.681 0 0 0 153,681
N od e8 -N o d e6 N od e8 N ode6 2 3 1 .7 0 9 0 0 0 2 3 1 .7 0 9
N od e5 -N o d e6 N ode5 N o d e6 2 1 3 .804 0 0 0 213 .804
N od e8 -N o d e7 N o d e  8 N ode7 124.036 0 0 0 124.036
N od e9 -N o d e8 N ode9 N ode8 165.873 0 0 0 165.873
N od e9 -N o d e  1 N ode9 N o d e l 201,201 0 0 0 201.201
N od e2 -N o d e3 N ode2 N o d e  3 62 .169 0 0 0 62 .169
N o d e2 -N o d e l N ode2 N o d e l 53 .339 0 0 0 53 .339

D em a n d s

D E M A N D  O  D N B U N IT S  R E S T C L A S S  H O P L IM  D IS T L IM  M A X O U T A G E
N o d e l-N o d e 2  N o d e l N ode2  188 R l in f in f 0
N o d e l-N o d e 3  N o d e l N ode3  100 R l in f in f 0
N o d e l-N o d e 4 N o d e l  N od e4  149 R l in f in f 0
N o d e l-N o d e 5  N o d e l N od e5  191 R l in f in f 0
N o d e l-N o d e 6  N o d e l N od e6  115 R l in f in f 0
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N o d e l-N o d e 7  N o d e l N o d e7  159 R l in f n f 0
N o d e l-N o d e 8  N o d e l  N od e8  111 R l in f n f 0
N o d e l-N o d e 9  N o d e l N o d e9  140 R l in f n f 0
N od e2 -N o d e3  N o d e2  N o d e3  129 R l in f n f 0
N o d e2 -N o d e4  N o d e2  N o d e4  184 R l in f n f 0
N od e2 -N o d e5  N o d e2  N o d e5  150 R l in f n f 0
N o d e2 -N o d e6  N o d e2  N o d e6  108 R l in f n f 0
N o d e2 -N o d e7  N o d e2  N o d e7  107 R l in f n f 0
N o d e2 -N o d e8  N o d e2  N o d e8  177 R l in f n f 0
N o d e2 -N o d e9  N o d e2  N o d e9  157 R l in f n f 0
N o d e3 -N o d e4  N od e3  N o d e4  123 R l in f n f 0
N od e3 -N o d e5  N o d e3  N od e5  196 R l in f n f 0
N o d e3 -N o d e6  N o d e3  N o d e6  149 R l in f n f 0
N o d e3 -N o d e7  N o d e3  N o d e7  154 R l in f n f 0
N od e3 -N o d e8  N o d e 3 N o d e 8  160 R l in f n f 0
N o d e3 -N o d e9  N o d e3  N od e9  188 R l in f n f 0
N od e4 -N o d e5  N o d e 4 N o d e 5  108 R l in f n f 0
N o d e4 -N o d e6  N o d e4  N o d e6  195 R l in f n f 0
N o d e4 -N o d e7  N o d e4  N o d e7  146 R l in f n f 0
N o d e4 -N o d e8  N o d e4  N od e8  156 R l in f n f 0
N o d e4 -N o d e9  N o d e4  N o d e9  195 R l in f n f 0
N o d e5 -N o d e6  N odeS  N o d e6  198 R l in f n f 0
N o d e5 -N o d e7  N o d e5  N o d e7  177 R l in f n f 0
N o d e5 -N o d e8  N od e5  N ode8  158 R l in f n f 0
N o d e5 -N o d e9  N o d e5  N o d e9  162 R l in f n f 0
N o d e6 -N o d e7  N o d e6  N o d e7  134 R l in f n f 0
N o d e6 -N o d e8  N o d e6  N od e8  174 R l in f n f 0
N o d e6 -N o d e9  N o d e 6 N o d e 9  146 R l in f n f 0
N o d e7 -N o d e8  N o d e 7 N o d e 8  108 R l in f n f 0
N o d e7 -N o d e9  N o d e7  N od e9  114 R l in f n f 0
N o d e8 -N o d e9  N o d e8  N o d e9  126 R l in f n f 0

8. 7nl Is Network

T o p o lo g y

N O D E X Y S IZ E
N o d e l 265 164 3
N ode2 193 237 3
N ode3 254 341 3
N od e4 366 2 27 3
N ode5 658 185 3
N od e6 593 369 4
N od e7 500 74 3

SPA N O D L E N G T H M T B F M T T R F IX E D C O S T  U N IT C O S T
N o d e l-N o d e 4 N o d e l N od e4 119.038 0 0 0 119.038
N o d e7 -N o d e6 N od e7 N od e6 309 .312 0 0 0 309 .312
N o d e7 -N o d e5 N od e7 N ode5 193.093 0 0 0 193.093
N o d e5 -N o d e6 N ode5 N od e6 195.144 0 0 0 195.144
N o d e4 -N o d e5 N ode4 N ode5 295 .005 0 0 0 2 9 5 .005
N o d e l-N o d e 7 N o d e l N od e7 251 .645 0 0 0 2 5 1 .645
N o d e3 -N o d e4 N ode3 N od e4 159,812 0 0 0 159.812
N o d e2 -N o d e3 N ode2 N ode3 120.569 0 0 0 120.569
N o d e 2 -N o d e l N od e2 N o d e l 102.533 0 0 0 102.533
N o d e3 -N o d e6 N ode3 N o d e6 340 .154 0 0 0 340 .154
N o d e2 -N o d e6 N ode2 N o d e6 4 2 1 .217 0 0 0 4 2 1 .217

D em ands

D E M A N D  O  D  N B U N IT S  R E S T C L A S S  H O P L IM  D IS T L IM  M A X O U T A G E
N o d e l-N o d e 2  N o d e l N ode2  124 R l in f in f 0
N o d e l-N o d e 3  N o d e l N ode3  107 R l in f in f 0
N o d e l-N o d e 4  N o d e l N o d e4  182 R l in f in f 0
N o d e l-N o d e 5  N o d e l N ode5  125 R l in f in f 0
N o d e l-N o d e 6 N o d e l  N od e6  173 R l in f in f 0
N o d e l-N o d e 7  N o d e l N od e7  100 R l in f in f 0

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



N o de2 -N ode3  N o d e 2  N o d e3  151 R l in f n f 0
N od e2 -N o d e4  N o d e 2 N o d e 4  168 R l in f n f 0
N o de2 -N ode5  N o d e2  N ode5  187 R l in f n f 0
N o de2 -N ode6  N o d e2  N od e6  124 R l in f n f 0
N od e2 -N o d e7  N o d e 2  N o d e7  128 R l in f n f 0
N od e3 -N o d e4  N o d e3  N o d e4  100 R l in f n f 0
N o de3 -N ode5  N o d e3  N od e5  108 R l in f n f 0
N o d e3 -N o d e6  N o d e3  N o d e6  149 R l in f n f 0
N o d e3 -N o d e7  N o d e3  N o d e7  140 R l in f n f 0
N o d e4 -N ode5  N o d e 4  N od e5  123 R l in f n f 0
N o d e4 -N o d e6  N o d e4  N o d e6  148 R l in f n f 0
N od e4 -N o d e7  N o d e4  N o d e7  144 R l in f n f 0
N o d e5 -N o d e6  N o d e5  N o d e6  124 R l in f n f 0
N o d e5 -N o d e7  N o d e5  N o d e7  110 R l in f n f 0
N o d e6 -N o d e7  N o d e6  N o d e7  103 R l in f n f 0

9. TELUS Metro Calgary Network (Isomorphic)
T opo logy

N O D E X Y S IZ E
A 519 381 0
B 667 901 0
C 60 458 0
D 6 86 75 0
E 2 60 394 0
F 520 69 0
G 58 918 0
H 135 49 0
1 751 148 0
K 568 206 0
L 332 753 0
M 456 752 0
N 25 640 0
O 117 785 0
P 477 1070 0
Q 549 623 0
R 717 1007 0
S 70 121 0
T 149 364 0
U 428 1086 0
V 2 26 996 0
w 373 87 0
X 829 561 0
Y 243 848 0
Z 768 263 0
A A 309 163 0
BB 308 142 0
C C 2 44 595 0
D D 367 1076 0
E E 540 802 0
FF 6 87 354 0
G G 803 218 0
H H 2 19 890 0
A E 4 12 32 2
C E 541 30 2
K K 266 160 2
II 750 380 2

S PA N O D L E N G T H IV
SI A G 7.3 0
S2 A K 3.7 0
S3 A T 3.2 0
S4 A X 4 0
S5 A A A 3.1 0
S6 B L 11.2 0
S7 B P 5.6 0

M T T R  F IX E D C O S T  U N IT C O S T  
0 0 7.3
0 0 3 .7
0 0 3.2
0 0 4
0 0 3.1
0 0 11.2
0 0  5 .6
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S8 B Q 3 .7 0 0 0 3.7
S9 B X 6.8 0 0 0 6.8
S10 B E E 6.5 0 0 0 6.5
sn C N 5.5 0 0 0 5.5
S12 C S 13.8 0 0 0 13.8
S13 C T 7 0 0 0 7
S14 D F 7 0 0 0 7
S15 D A A 8.3 0 0 0 8.3
S16 E H 9.4 0 0 0 9.4
S17 E T 3 0 0 0 3
S18 E A A 2.5 0 0 0 2.5
S20 F W 7.4 0 0 0 7.4
S22 G N 12.2 0 0 0 12.2
S23 G 0 6 .4 0 0 0 6 .4
S24 G cc 5.1 0 0 0 5.1
S25 H s 5.4 0 0 0 5.4
S26 H T 6.5 0 0 0 6.5
S27 H w 6.1 0 0 0 6.1
S28 I K 2.8 0 0 0 2.8
S30 I FF 6,8 0 0 0 6.8
S31 K X 3.8 0 0 0 3.8
S32 K A A 2 0 0 0 2
S33 L P 17 0 0 0 17
S34 L V 5.2 0 0 0 5.2
S35 L Y 2.6 0 0 0 2 .6
S36 L H H 4.9 0 0 0 4 .9
S37 M P 6.8 0 0 0 6.8
S38 M E E 11.8 0 0 0 11.8
S39 Q X 4.4 0 0 0 4.4
S40 R EE 5.9 0 0 0 5.9
S41 T C C 4.8 0 0 0 4.8
S42 X Z 4.1 0 0 0 4.1
B B -F B B F 195.451 0 0 0 195.451
B B -H B B H 85.615 0 0 0 85 .615
Y -G Y G 150.659 0 0 0 150,659
I-G G I G G 152.761 0 0 0 152.761
G G -X G G X 169.452 0 0 0 169.452

D em ands

D E M A N D  0  D  N B U N IT S  R E S T C L A S S  H O P L IM  D IS T L IM  M A X O U T A G E
D1 A B  62 R l in f in f 0
D 2 A C  42 R l in f in f 0
D3 A D  15 R l in f in f 0
D 4 A E  6 R l in f in f 0
D5 A F  21 R l in f in f 0
D 6 A G  26 R l in f in f 0
D7 A H  40 R l in f in f 0
D 8 A  I 25 R l in f in f 0
D9 A K  20 R l in f in f 0
D IO A L  33 R l in f in f 0
D l l A M  16 R l in f in f 0
D 12 A N  13 R l in f in f 0
D 13 A P  4 R l in f in f 0
D 14 A Q  4 R l in f in f 0
D 15 A T  4 R l in f in f 0
D 16 A X  3 R l in f in f 0
D 17 A A A  12 R l in f  in f 0
D 18 A C C  13 R l in f  in f 0
D 19 A E E  1 R l in f in f 0
D 20 A K K . 14 R l in f  in f 0
D21 A l l  10 R l in f in f 0
D 22 A Z  2 R l in f in f 0
D 23 B C  1 R l in f in f 0
D 24 B D  23 R l in f in f 0
D 25 B E  5 R l in f in f 0
D 26 B F  1 R l in f in f 0
D 27 B G  3 R l in f in f 0
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D 28 B H  5 R l in f in f 0
D 29 B I 2 R l in f  in f  0
D 30 B K  15 R l in f in f 0
D31 B L  16 R l in f in f 0
D 32 B M  1 R l in f in f 0
D 33 B N  1 R l in f in f 0
D 34 B P  1 R l in f  iin f 0
D 35 B Q  11 R l in f in f 0
D 36 B T  1 R l in f in f 0
D 37 B X  1 R l in f in f 0
D 38 B A A  2 R l in f in f 0
D 39 B D D 1 R l in f in f 0
D 40 B E E  11 R l in f in f 0
D41 B Z  2 R l in f in f 0
D 42 C G  1 R l in f in f 0
D 43 C H  6 R l in f in f 0
D 44 C K  2 R l in f in f 0
D 45 C N  10 R l in f in f 0
D 46 C T  5 R l in f in f 0
D 47 C A A  1 R l in f in f 0
D 48 D F  7 R l in f in f 0
D 49 D H  1 R l in f in f 0
D 50 D K  5 R l in f in f 0
D51 D T  1 R l in f in f 0
D 52 D  A A  1 R l in f in f 0
D53 D  B B  6 R l in f in f 0
D 54 D  II 1 R l in f in f 0
D 55 E H  2 R l in f in f 0
D 56 E l  1 R l in f  iin f  i0
D 57 E N  1 R l in f in f 0
D 58 E X  1 R l in f in f 0
D 59 E A A  1 R l in f in f 0
D 60 F H  4 R l in f in f 0
D61 F T  1 R l in f in f 0
D 62 F  A A  1 R l in f in f 0
D 63 G L  10 R l in f in f 0
D 64 G N  5 R l in f in f 0
D 65 G P  1 R l in f in f 0
D 66 G X  1 R l in f in f 0
D 67 G  C C  7 R l in f in f 0
D 68 H T  1 R l in f in f 0
D 69 H X  6 R l in f in f 0
D 70 H  A A  1 R l in f  in f 0
D71 H B B  6 R l in f in f 0
D 72 H K K 1 2  R l in f  in f  0
D 73 I K  6 R l in f in f 0
D 74 I M  1 R l in f in f 0
D 75 I X  1 R l in f in f 0
D 76 I A A  1 R l in f in f 0
D 77 I G G  4 R l in f in f 0
D 78 K T  2 R l in f in f 0
D 79 K X  3 R l in f in f 0
D 80 K  A A  5 R l in f  in f 0
D81 K  II 7 R l in f in f 0
D 82 L M  3 R l in f in f 0
D 83 L N  6 R l in f in f 0
D 84 L P  9 R l in f in f 0
D 85 L V  4 R l in f in f 0
D 86 L Y  8 R l in f in f 0
D 87 L D D 6 R l in f  in f 0
D 88 L E E  1 R l in f in f 0
D 89 M P  6 R l in f in f 0
D 90 M  E E  6 R l i n f  inf ' 0
D91 P D D  1 R l in f  in f 0
D 92 P E E  6 R l in f in f 0
D 93 T  A A  2 R l in f  inf ' 0
D94 T  C C  1 R l i n f  in f 0
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