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Abstract

Extracting 3D geometry of an object from 2D images has been a popular topic

in computer vision for decades. Many methods have been proposed to solve this

problem with high accuracy and structured light methods are one of the most com-

monly used. Despite their high accuracy, there are limitations for existing methods.

First, most existing methods can either be applied to obtain dense correspondences

but limited to static scenes, or be applied to dynamic scenes but limited to sparse

correspondences. Second, existing methods cannot be applied to scenes with global

illuminations such as inter-reflection and projector defocus. Last but not least, ex-

isting structured light methods are rarely applied to underwater applications due to

the difficulties of underwater camera calibration.

Motivated by the above limitations, a new structured light method is presented

to establish dense correspondences for dynamic scenes. Many simulated and real

datasets are used to test the robustness of this method. Moreover, another novel

structured light method is presented in this thesis to account for global illuminations

such as inter-reflection, subsurface scattering and severe projector defocus. The ex-

perimental results demonstrate that the proposed method consistently outperforms

two of the state-of-the-art methods. To address the limitation in underwater appli-

cations, two new underwater camera calibration methods are presented by using the

physically correct refraction model. All the experimental results of applying these

two methods are evaluated against the ground truth, and the simulated experiments

are compared to the methods that produces the best results. The comparison demon-
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strates that our results are promising. The most significant advantage of these two

methods is that no calibration object is required, which can be very difficult to access

when the cameras are deployed undersea. Finally, a multi-camera multi-projector

system is designed and developed to monitor the undersea habitat. Since 2014, the

system has been deployed along the coast of B.C., collecting data that can be shared

with researchers from around the world.
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Chapter 1

Introduction

1.1 Motivation

Three dimensional (3D) surface reconstruction refers to the process of extracting three

dimensional geometry of an object from 2D images. It is an important research topic

in computer vision because it has many applications in different fields. For example,

in digital heritage [54], 3D models of cultural art works are built. The preserved

digital 3D models help people remember history, and re-tell the story of an artifact

even if it is damaged due to the war or other reasons. Other applications include

industrial inspection of manufactured parts [88] and object recognition [76]. Many

methods have been developed to obtain the 3D geometry of an object and among

them, stereo methods are most commonly used. Stereo methods capture images of

the scene from two or more viewpoints, and then correspondences of scene points

among different images are used to compute the 3D positions of the scene points
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using a procedure called triangulation.

Stereo methods can be categorized into two groups: passive and active stereo.

Passive stereo methods rely on the captured images only and do not require a priori

information. The research in passive stereo methods has reached a new era since

the launch of a publicly available performance evaluation website [41], which allows

researchers to compare their methods with the state-of-the-art ones using a set of

standard stereo datasets. The major limitations of passive stereo methods include the

difficulties of handling occlusions and finding correspondences in textureless regions

in the scene. In contrast, active stereo methods such as laser scanning and structured

light project illumination patterns into the scene to create identifiable features, and

hence minimize the difficulty of establishing correspondences. Because of its accuracy,

the structured light method [80] is often used to construct the ground truth of the

depth maps used for evaluating passive stereo methods [41]. However, developing

robust and practical structured light methods remains an active research area and is

still an open problem in computer vision.

Most of the existing structured light methods are proposed for a land-based cam-

era system, and cannot be applied directly to an underwater camera system. The

biggest challenge is in calibrating the cameras, which is an essential step for 3D recon-

struction. Even though the system may be correctly calibrated on land, the strong

water turbulence could potentially change the positions and orientations of the cam-

eras and projectors. As well, routine maintenance such as cleaning the lenses by

divers may also alter the calibration parameters. Such changes require re-calibrating
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the entire system, which is costly and impractical when the system has been deployed

permanently undersea. This challenge usually does not exist for a typical land-based

structured light system. Additionally, in a typical underwater camera system, the

camera is placed inside a watertight housing, and views the scene through a flat piece

of glass. As a result, the light that travels into the camera undergoes two refractions

and its path is not a straight line, the result of which causes distortion in the captured

images. The distortion depend on the scene depth and cannot be simply modeled as

lens radial distortion. To be able to compute refraction correctly requires estimating

more parameters of the underwater camera system than a similar land-based camera

system. Therefore, calibrating underwater cameras remains a challenging problem in

computer vision.

1.2 Background

Many structured light methods have been proposed in the past [2, 3, 4, 15, 21, 22].

Some of them can achieve real-time performance [50, 74], and some build remark-

ably accurate 3D models [80]. However, there are two major limitations in existing

structured light methods. First, these methods either project multiple patterns onto

the object and utilize temporal information to establish correspondences, or project

a single pattern and use neighboring information to establish correspondences. The

former ones typically produces dense and more accurate results compared to the latter

ones, but they cannot be applied to dynamic scenes because they require to project

multiple patterns. The latter ones can be applied to dynamic scenes since only one
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pattern is required. However, the established correspondences are usually sparse.

Motivated by this limitation, a new structured light pattern, which can be applied to

dynamic scenes and produce dense correspondences, is designed in this thesis.

The second limitation is that most state-of-the-art structured light methods have a

fundamental assumption that every scene point receives more direct illumination from

the light source than from indirect illumination. The indirect illumination is usually

called global illumination which includes inter-reflection, subsurface scattering and

projector defocus. Nevertheless, this assumption can be violated. An example is to

perform structured light 3D scanning of the inside of a bowl where global illumination

in the form of inter-reflection can be the dominant source for many scene points

inside the bowl. Under this circumstance, the correctness of most structured light

methods cannot be guaranteed, in which case large errors may be present in the

reconstructed model. Moreover, projector defocus is also a major source of errors

for most structured light methods. When the projected pattern is defocused, the

projected identifiable features may not be correctly identified and results in errors

in establishing correspondences. Various methods have been developed to handle

scenes in the presence of either global illumination or projector defocus effects [35,

37, 39, 89, 94]. Even the few that can handle both of them require some restricted

assumptions. For example, the method developed in [35, 61] assumes that patterns

with stripe width larger than or equal to 8 pixels are not blurred. Furthermore, it is

assumed that there is only one kind of global illumination effect at each scene point.

To address these limitations, in this thesis, a novel method that handles both global

4



illumination and projector defocus is presented.

Once the correspondences are established, the 3D points can be computed by

triangulation, which can only be accurately performed provided the cameras are cal-

ibrated. In camera calibration, the parameters, which include the focal length of the

camera, the lens distortion parameters, and the principal point of the optical axis,

are determined. In a stereo camera system, the additional information of the relative

position between the two cameras are required. Figure 1.1(a) shows the setup of a

typical structured light system and Figure 1.1(b) the principle of triangulating the

3D position once the correspondence between the camera and the projector is estab-

lished. In Figure 1.1(b), xp and xc are the established correspondence between the

projector and the camera. Op and Oc are the centers of projection for the projector

and the camera, respectively. X is the triangulated 3D position. In this thesis, the

focus is on structured light systems using 2 cameras instead of one because such sys-

tems offer better accuracy and can avoid the problem of mismatched resolution and

color between the camera and the projector in a single camera system. As well, there

is no need to calibrate the projector, which is used to project patterns only.

Despite the simplicity of triangulation in air, it is much more difficult in under-

water because of refraction. To account for the refraction effects, the camera housing

parameters need to be estimated in addition to the above described parameters. Ex-

isting underwater camera calibration methods usually have certain limitations. For

example, some require using a checkerboard pattern [1, 90], which is very difficult to

use when the camera system is deployed undersea. Some require the refractive inter-
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(a) (b)

Figure 1.1: (a) Configuration of a typical structured light system (From Wikipedia).

(b) Triangulation with established correspondence. See text for details.

face to be parallel to the image plane [48], which may not be practical. In this thesis,

two novel underwater camera calibration methods that do not require any calibration

target such as a checkerboard pattern are presented.

There are many existing camera systems that are deployed undersea for studying

the underwater species and their habitat. Researchers from different discipline study

them for different purposes. For example, marine biologists try to understand the

marine environment which helps to support life on earth [78, 5]. Studying underwater

species helps them understand the effects of climate change, pollution, and invasive

species and so on. The environmentalists may require the information on water

turbidity [57]. Other information such as the change in the population of underwater

species in a certain period of time can be useful to researchers studying underwater

ecological systems [73]. The major limitation of the existing undersea camera system
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is that only 2D images are provided. To address this problem, a new multi-camera

multi-projector undersea system with the capability of performing accurate 3D surface

reconstruction is presented in this thesis.

1.3 Thesis Organization

The organization of this thesis is as follows. Chapter 2 provides an overview of

structured light systems and different methods of underwater camera calibration.

This chapter gives the introduction and categorization to the existing structured light

methods, as well as their limitations. The existing underwater camera calibration

methods and their limitations are also discussed.

Chapter 3 presents a new structured light method that recovers a dense depth

map using a single color pattern. Compared to the existing methods, the advantages

of the new method include: 1) it can establish dense correspondences and 2) it can

be applied to dynamic scenes. Part of this chapter is published as:

• X. Chen and Y.H. Yang, Recovering Stereo Depth Maps using a Single Gaus-

sian Blurred Structured Light Pattern. Canadian Conference on Computer and

Robot Vision, May 28-31, 2013, pp. 295-302.

In Chapter 4, a novel structured light method is presented which can handle

global illuminations such subsurface scattering, inter-reflection, as well as projector

defocus. Compared to the state-of-the-art methods, this method can handle more

severe projector defocus. As well, it detects and corrects errors caused by inter-
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reflection iteratively. This method has been published in:

• X. Chen and Y.H. Yang, Scene Adaptive Structured Light using Error Detec-

tion and Correction. Pattern Recognition, Vol. 48, Issue 1, 2015, pp. 220-230.

(http://dx.doi.org/10.1016/j.patcog.2014.07.014)

Chapter 5 presents two novel methods for underwater calibration, as well as a

new method that performs 3D reconstruction using a single camera. Compared to

the methods in literature, this method does not make any assumption about the

camera configuration, such as the refractive interface needs to be parallel to the

image plane. It requires no calibration target such as a checkerboard pattern. One of

the methods is submitted to the International Conference on Computer Vision (2015)

and is currently under review. The other method has been published in:

• X. Chen and Y.H. Yang, Two-view Camera Housing Parameters Calibration

for Multi-Layer Flat Refractive Interface. Proceedings of IEEE Conference on

Computer Vision and Pattern Recognition, June 24-27, 2014, Columbus, Ohio.

Chapter 6 presents the design and development of a new multi-camera multi-

projector undersea system, which is able to provide 3D reconstruction to the undersea

habitat. This system has been deployed in Saanich Inlet, B.C., where it monitors the

undersea habitat, and uploads the collected data, making it accessible to researchers

around the world. This chapter will be submitted to a journal or a conference for

publication.

Finally, conclusion and future work are described in Chapter 7.
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Chapter 2

Related Work

A typical structured light method consists of two major components which include

decoding and calibration.

¶ Decoding is the most important component of a structured light system. It

takes image(s) captured by the camera as input, and establishes pixel correspondences

between the captured image(s) and the projected pattern as appears in the projector.

· Calibration obtains the camera parameters which are necessary for triangula-

tion. After triangulation, a 3D point cloud can be obtained from the correspondences

that are established from the decoding step.

2.1 Decoding

Structured light methods project one or more patterns to the scene in order to cre-

ate identifiable features. Most of the existing methods can be categorized into two
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Table 2.1: Categorization of most existing structured light methods.

Temporal Coding

Binary Code [44, 71, 85]

Gray Code [3, 4, 8, 30, 34, 35, 61, 74, 87, 89]

N-ary Code [15]

Phase Shifting [42, 43, 97, 98, 99]

Spatial Coding
De Bruijn Stripe Patterns [66, 67, 92]

Pseudo-random Grid Patterns [2, 32, 56, 59, 68]

Others
Space-time Stereo [21, 93, 95]

Viewpoint Coding [91]

groups based on the number of required projected patterns (multiple-shot or single-

shot). The advantage of multiple-shot methods is that they usually produce a higher

accuracy than those using only single shot. However, single-shot methods can be

applied to dynamically deformed or moving objects while most of the multiple-shot

methods cannot. Table 2.1 summarizes the categories of most existing structured

light methods.

2.1.1 Temporal Coding

Multiple-shot methods are usually called temporal coding methods. It is one of the

earliest and most commonly used structured light methods. A series of patterns are

projected onto the surface of an object, and each pixel is coded by a sequence of

illumination values by temporally varying the projected pattern.
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Binary code patterns [71, 85] include only black and white stripes. By applying

this set of patterns, each point can be assigned to a unique code (e.g. black is 0 and

white is 1). In general, N binary code patterns can encode 2N stripes. Binary coding

methods are reliable and not too sensitive to the object surface characteristics since

they do not rely on any object’s color information. Therefore, binary code patterns

are widely used in modern structured light systems to achieve high speed and high

accuracy reconstruction [44]. However, a disadvantage of using binary code patterns

is that the stripe width of the pattern with the highest spatial frequency is only one

pixel in order to uniquely encode each pixel, and this pattern can be easily blurred

when projected. Therefore, it can be hard to distinguish a black pixel from a white

pixel when this pattern is projected.

Gray code patterns [8, 34] are very similar to binary code patterns in which every

pixel is uniquely coded as well. In this set of patterns, the stripe width of the pattern

with the highest spatial frequency is two pixels. Recently, gray code patterns have

been combined with other techniques such as photometric processing [3, 4]. There

are two main advantages of incorporating photometric information into a structured

light system, which can recover more surface details and self-calibrate the cameras

and the projectors. By incorporating a photo-geometric optimization stage, both

geometric and photometric data are used for optimization so that the final 3D surface

is the best fit for both sets of data. With the optimization step, the results show

significant improvements in both accuracy and resolution in the reconstructed 3D

models. However, this method is computationally intensive. In one of the experiments
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using 4 cameras and 2 projectors, the photo-geometric optimization step implemented

using C/C++ takes over 30 minutes using a computer with 3.2 GHz CPU and 2GB

memory.

The gray code patterns have been applied to challenging scenes such as the ones

with inter-reflections [89]. Inter-reflections exist when reflecting items such as a ce-

ramic bowl or a piece of metal is placed in the scene. It is challenging because the

decoding can be wrong. For example, a pixel that corresponds to a scene point illumi-

nated by a black stripe might be brighter than when the same scene point illuminated

by a white stripe because of inter-reflection from other parts of the scene. A robust

categorization method is proposed in [89] to label a camera pixel as certain or un-

certain. For the camera pixels that are labeled certain, their corresponding pixels in

the projected patterns are obtained. Then, new patterns are designed so that the

corresponding pixels in the projected patterns are set to be black so that there is no

illumination coming from them. In this case, the total amount of illumination from

the projector is reduced since some pixels are set to be black. After that, the new

patterns are projected iteratively until every camera pixel is labeled as certain. The

results shown in [89] indicate that there are still errors exist. Moreover, this method is

not designed to account for any projector defocus. Also, this method requires a large

number of iterations (10-20) and results in a large number of captured images (400-

800). Last but not least, the method applies a pre-processing technique [62] which is

to separate the direct and global components of the illumination. This step is quite

complex, which could fail when the global illumination is too strong. Besides inter-
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reflection, the method proposed in [35] handles another kind of global illumination

effects which is sub-surface scattering, and projector defocus as well. This method

uses four sets of patterns including gray code patterns in order to label a pixel as

certain or uncertain. The error correction step is also an iterative process which is

similar to that of [89]. A basic assumption of this method is that there is only one

kind of effect at each scene point. Therefore, it cannot handle the scenario where

multiple global illumination effects are present at the same scene point. Furthermore,

the method handles projector defocus only to a limited extent and large errors still

exist when the projector defocus is severe.

Gray code patterns can be applied to achieve high accuracy and high resolution.

A multi-camera multi-projector system is designed using gray code patterns in the

work of [87]. High Dynamic Range (HDR) imaging technique is applied to handle

challenging scenes such as the ones with shinny objects. A super resolution method

is incorporated so that the reconstructed models have a higher resolution. Although

accurate results have been obtained, this method requires a massive number of images

since multiple cameras and multiple exposure settings are used to handle specular

highlights. The number of captured images is 172,140 in one of their experiments.

On the other hand, high efficiency performance is made possible when modification

is applied to systems using gray code patterns [74]. Different kinds of gray code

patterns have been designed, where the number of patterns is reduced to four [74]

and eight [30] in total. Under this circumstance, the method can reconstruct 3D

models efficiently with a high speed camera and projector.
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When the binary and gray code patterns are applied, it may not be simple to

obtain the correct code for a pixel because of the difference of surface albedo of a

scene. A scene point that is lit by a white stripe may appear darker than another

scene point that is lit by a black stripe, in which case, using simple thresholding can

result in the wrong code. To solve this problem, both the patterns and their inverse

patterns are usually projected. The decoding for each pixel for each pattern is then

performed by comparing its brightness between the pattern and its inverse pattern.

Using this approach, the number of patterns required is doubled.

N-ary code patterns [15] can effectively reduce the number of required patterns.

It is noteworthy that the patterns described above encode each pixel in two pos-

sibilities only, i.e. black or white. Therefore, the intensity or color information is

never exploited. Caspi et al. [15] propose a technique to code patterns in the RGB

color space. The design of N-ary patterns depends on some parameters described

as follows: the number of colors to be used (N), the number of projected patterns

(M) and the noise immunity factor (α). The method proposes a reflectivity model

which is similar to a hash function. It transforms the code for each projector pixel

into a set of projected intensity in each color channel. Comparing to binary and gray

code scheme, the advantage of N-ary code is that the number of required patterns is

reduced significantly. In particular, when M patterns are used with N colors, NM

stripes can be uniquely coded using the N-ary coding strategy. However, only 2M

stripes can be uniquely coded using either binary code or gray code patterns. The

disadvantage of N-ary code is that it is sensitive to the object’s color since the pat-
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terns are designed in the RGB space. Therefore, it is less robust comparing with the

binary and gray codes.

Phase shifting is a set of well-known temporal coding methods for object surface

measuring. This kind of techniques takes advantage of the gray level resolution of

modern projectors by projecting a set of sinusoidal patterns. The patterns are usually

designed by the following equation

I(x, y, t) = I ′(x, y) + I ′′(x, y) cos
(
φ(x, y) + δ(t)

)
. (2.1)

In Eq. 2.1, δ(t) is the time-varying phase-shift angle which is pre-defined when

designing the patterns. φ(x, y) is the unknown phase related to this temporal phase

shift. I ′(x, y) is the intensity-bias and I ′′(x, y) the modulation signal amplitude.

I(x, y, t) is the intensity in the designed patterns.

There are three unknowns in Eq. (2.1). Therefore, the minimum number of

required patterns is three. In this case, the phase-shift angle δ(t) is normally set to

be 2π/3. Hence, Eq. (2.1) can be re-written as three equations shown in Eq. (2.2)

I0(x, y) = I ′(x, y) + I ′′(x, y) cos
(
φ(x, y)− 2π/3

)
I1(x, y) = I ′(x, y) + I ′′(x, y) cos

(
φ(x, y)

)
I2(x, y) = I ′(x, y) + I ′′(x, y) cos

(
φ(x, y) + 2π/3

)
.

(2.2)

According to Eq. (2.2), the unknown variable φ(x, y) can be calculated by Eq.

(2.3)

φ(x, y) = tan−1

(√
3

I0(x, y)− I2(x, y)

2I1(x, y)− I0(x, y)− I2(x, y)

)
. (2.3)

When applying a phase shifting method, the projection period is often designed to

be 2kπ in order to achieve high accuracy. Therefore, the recovered phase φ(x, y)
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has an ambiguity of 2kπ, where k is an integer representing the projection period.

In particular, there are discontinuities in the arc tangent function every time when

φ changes by 2π. Figure 2.1(a) shows an example of the recovered phase where

ambiguity exists. To solve this problem, phase unwrapping is normally applied to

convert the wrapped phase to the absolute phase. Figure 2.1(b) shows the absolute

phase by applying phase unwrapping to the wrapped phase in 2.1(a).

(a)

(b)

Figure 2.1: (a) The recovered phase with ambiguity. (b) The unwrapped phase

without ambiguity.

Phase shifting has been applied in [39] to address the problem of inter-reflection
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present in the scene. The method uses a sliding projector and recover depth maps by

analyzing the intensity profile of each pixel in the frequency domain. The assumption

of this method is that direct illumination is the dominant source for every scene point

which may not hold in general. Furthermore, it introduces the overhead of translating

the projector at a constant velocity which is also not very practical. Last but not

least, the method is unable to handle severe projector defocus. The structured light

method in [61] applies phase shifting patterns to reconstruct scenes including regions

that have specular highlights or are in shadow. It places a diffuser in front of the light

source so that the effects of specular highlights and of the shadow can be reduced.

Although a diffuser could potentially blur the projected patterns, the method takes

advantage of the observation that most structured light patterns are designed to be

either vertical or horizontal. Using a vertical pattern as an example, each pixel has

the same color comparing to all the other pixels in the same vertical line. The method

is carefully designed and the diffuser is placed so that the light is scattered only along

the line that has the same color, in which case, the pattern is preserved after going

through the diffuser. The diffuser is a lenticular array that is 12” × 12” in size.

The method can perform 3D reconstruction for regions that are in shadow or have

specular highlights. However, this method cannot handle global illumination.

There are some advantages of phase shifting methods when compared to using

the gray code patterns. First, phase shifting methods [42, 43, 99] can achieve high

accuracy comparable to the methods using the gray code patterns. Second, since

the number of required patterns is reduced to a minimum of three, high efficiency
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can be achieved when the camera and the projector are synchronized [97, 98]. In

particular, a modern projector can project 60 frames per second, which means that

if a camera can capture 60 images per second when synchronized with the projector,

then three images are captured in 1/20th of a second. With a proper design of the

phase shifting algorithm, a structured light system has the possibility of achieving an

efficiency of 20fps (frames per second). Last but not least, phase shifting methods

can be adapted to capturing semi-dynamic scenes. Since the image capturing time

is only 1/20 seconds, and under the assumption that the motion of the objects in

a scene is small within this time, the phase shifting method can be applied. By

applying certain motion compensation techniques [96], phase shifting methods can

provide 3D reconstruction of dynamic objects with acceptable error. Despite the

above advantages, there are some disadvantages of phase shifting methods. The major

disadvantage is that the phase unwrapping methods can be sensitive to noise, and

hence complex algorithms are required [29]. Furthermore, phase shifting methods are

more sensitive to projector defocus compared to methods using gray code patterns.

2.1.2 Spatial Coding

Temporal coding techniques establish correspondences by the identifiable features

created temporally, in particular, by capturing a set of images. On the contrary,

spatial coding methods create identifiable features within one single pattern. This is

achieved by utilizing neighborhood information in the pattern. For example, every 3

× 3 window can be designed to appear only once in the pattern. With this kind of
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design, correspondences can be established using only one pattern.

Although temporal coding methods usually achieve high accuracy in the recon-

structed 3D models, and can be applicable to dynamic scenes in certain circumstances,

they are rarely applied to dynamic scenes in practice. The reason is that multiple

shots are required and motion exist among different captured images, and hence er-

ror can exist in the code due to the motion. Even with synchronized camera and

projector where each image is captured in 1/60 seconds and the number of captured

images is only three [97, 99], the result is inaccurate due to the motion that cannot be

neglected within 1
60
× 3 = 1

20
seconds. Therefore, complex techniques to compensate

the motion between captured images are required [99]. To sum up, a structured light

system using temporal coding is normally applied to static scenes. Instead, spatial

coding methods which require only one shot are used to handle dynamic scenes.

Kinect [40] is one of the most popular commercial products that is able to produce

depth map. It projects one infrared structured light pattern onto the object and

recovers the depth map in real-time. The infrared pattern is used such that the

method is less sensitive to the object surface color. Kinect is originally designed for

interactive gaming instead of recovering depth maps. The reason is that the recovered

depth map is not accurate. In particular, it generates sparse correspondences using

the single infrared pattern, and post processing techniques are used to recover dense

depth map.

The De Bruijn pattern, which is designed based on the De Bruijn sequence [26], is

one of the most commonly used spatial coding patterns. A De Bruijn sequence can be
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generated using a publicly available generator [75]. Using the De Bruijn sequence, De

Bruijn structured light patterns can be generated. Due to the windowed uniqueness

property of a De Bruijn pattern, global optimization such as dynamic programming

can be applied to establish correspondences. A sample De Bruijn pattern is shown in

Figure 2.2. This pattern consists of 125 stripes.

Figure 2.2: A sample De Bruijn pattern (Image from [92]). See text for details.

Various methods based on the De Bruijn patterns have been proposed [66, 67,

92]. Although they are different from each other, the general procedure is similar.

First, most methods use stripe patterns such as the one shown in Figure 2.2. The

pattern is projected onto the scene and the camera captures the image. Second,

these methods usually require an image processing step to extract the stripe edges in

the captured image. Finally, a global optimization method is applied to match the

extracted stripe edges in the captured image and in the projected pattern. Once a

set of matches are obtained, triangulation can be applied to reconstruct the object

surface. The differences among these methods are normally in three aspects: patterns,

image processing techniques and global optimization methods. For example, Zhang

et al. [92] apply the De Bruijn pattern shown in Figure 2.2. A different pattern is
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designed in the work of Pages et al. [66, 67]. The pattern is a classic stripe pattern

with windowed uniqueness property in the RGB space. Furthermore, the intensity

channel of this pattern is a multi-slit pattern which has a similar property as the

windowed uniqueness property.

In a typical structured light system using a De Bruijn stripe pattern, an image

processing technique is usually required to detect the edges of the stripes. For ex-

ample, the second order derivative of the captured image is obtained and the stripe

edges are located at the local maxima of the second order derivative [67]. The edges

can be detected to sub-pixel accuracy. A more complicated stripe color classification

algorithm is proposed by Fechteler et al. [23, 24]. The method first applies first-order

derivative to the captured image to locate candidate stripe edges. Then, the location

of each stripe is refined using a color classification technique.

After the edges of the stripes are detected in both the captured images and the

projected pattern, global optimization is applied to obtain the correspondences. Dy-

namic programming is frequently employed in this step because it is fast and can be

easily parallelized. However, since monotonicity is an assumption for dynamic pro-

gramming, the produced results generally contain some errors when this assumption

is violated such as the scenario indicated in Figure 2.3. This figure shows that the

projector indices Pi < Pi+1. However, the camera indices Ci > Ci+1 indicate that

monotonicity does not hold anymore. To solve this problem, a multi-pass dynamic

programming procedure is proposed in the work of Zhang et al. [92].

Besides the above described stripe patterns, grid patterns are commonly applied
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Figure 2.3: Errors could exist when the monotonicity assumption is violated. See

text for details.

as well. The grid patterns are also designed based on a De Bruijn sequence. To be

more specific, every sub-window is uniquely labeled in a 2D grid pattern so that its

position is identifiable. Several representative grid patterns are described as follows.

Pseudo-random sequences can be used to generate a grid pattern so that the grid

corners can be marked using dots or other primitives. Within this array, any sub-

window of a certain size that slides over the entire array is uniquely coded. The known

code for a sub-window can be used to locate the position in the array. Various grid

patterns have been designed [32, 56, 59]. A sample pattern that is designed based on

a pseudo-random sequence is shown in Figure 2.4. Three different primitives are used

22



in this pattern. Any 3 × 3 sub-window is unique in this pattern and one sub-window

of the designed patterns is shown in the bottom left corner. Once a sub-window is

decoded, its location in the pattern can be obtained. Other primitives such as disc,

circle and stripe can be used as well [2].

Figure 2.4: A sample grid pattern that is designed based on pseudo-random sequence

(Image adapted from [77]).

The pattern in Figure 2.4 consists of only black and white colors. Color coded grid

patterns are commonly used, which are an extension of the De Bruijn stripe pattern.

The pattern in Figure 2.2 is coded in one direction. By extending the coding strategy

to both vertical and horizontal directions and with some other modifications, a 2D

grid indexing pattern can be designed [68]. A grid pattern with colors is shown
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in Figure 2.5(a). Depending on the applications, the coding strategies for the two

directions can be either the same or different.

(a) (b)

Figure 2.5: (a) A color coded grid pattern (Image from [68]). (b) A 2D color dot

pattern designed based on pseudo-random 2D array (Image from [22]).

A pseudo-random 2D array has the property that any sub-window within the array

is unique. Hence, a brute force algorithm [58, 65] has been proposed to generate a

2D array such that the uniqueness property of any sub-window is preserved. The

algorithm can be briefly described as follows. An iterative procedure is performed to

add a new code to the pattern and check against all the previously added ones. If

the newly added code is different from all the others, then it is accepted; otherwise it
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is rejected. The iteration is performed until the entire pattern is created. A pattern

designed using this algorithm is shown in Figure 2.5(b) which is applied in [22].

This pattern has the property that every 3 × 3 array of color dots is unique in the

pattern. For example, there are two white rectangles marked in the pattern and each

rectangle is a 3 × 3 sub-window. It is obvious that the codes in these two rectangles

are different.

In a typical structured light system, temporal coding methods usually can achieve

higher accuracy than spatial coding methods since each projector pixel is uniquely

labeled. The accuracy of spatial coding methods can be impacted by the robustness

of the image processing step in detecting the stripe edges or the grid corners. How-

ever, temporal coding techniques usually do not require such a step. Furthermore,

the former can achieve higher resolution since the spatial coding methods establish

correspondences along the stripe edges or the grid corners only. Last but not least,

temporal coding methods such as gray and binary codes are usually more robust be-

cause they are not sensitive to object’s color. In contrast, most patterns used in the

spatial coding methods are designed in the RGB color space. Since they require only

one shot, they are frequently applied to dynamic scenes and some of them can achieve

real time performance [50, 51], while typical temporal coding methods are applied to

static scene.
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2.1.3 Other Coding Methods

Space-time stereo [21, 93] is a technique that combines the advantages of temporal

coding and spatial coding methods. A traditional stereo method establishes corre-

spondences between two captured images of a scene at a certain temporal frame.

However, space-time stereo matches a pair of video streams. The observation is that

the appearance of a real-world scene varies over time, due to lighting changes, motion

and shading. Such a variation over time is used as a cue to establish correspondences

in this method. In particular, different patterns are projected onto a scene, which

can be either dynamic or static, and two space-time windows are defined to compute

the matching cost. The experimental results of space-time stereo are significantly

better than that of traditional stereo methods. This method has been extended and

applied to 3D reconstruction of facial expressions [95]. The accuracy of space-time

stereo methods is normally in between the spatial and temporal coding methods.

Young et al. [91] develop a theoretical framework to replace time-coded structured

light patterns with viewpoint codes. In particular, the method projects only one

pattern but uses several cameras to view the scenes from different viewpoints to

achieve the same effect as that of using temporal patterns. The method can be applied

to dynamic scenes because only one pattern is required. Since cameras are cheap and

affordable nowadays, this framework is quite applicable to real-world applications.

However, the cameras have to be synchronized in the system, and need to be placed

accurately in pre-designed positions.

Unstructured light patterns [19] is presented to account for inter-reflection. It
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uses a large number of random patterns such that the code ambiguity is minimized.

Shape from caustics [84] is another coding scheme that uses caustics created by the

natural sun light in an underwater scene to encode each scene point. However, there

is no guarantee that the coding can be unique. As well, the method is appreciable

to shallow water environment in the presence of bright sunlight. O’Toole et al. [64]

present a one-shot structured light method that is able to recover the 3D shape

with global illumination. The method uses a high speed projector synchronized with

a camera such that the captured image is indeed an integration of many random

patterns. Time-of-Flight imaging is a 3D reconstruction technique that is applied in

the second generation of Kinect [40]. It uses only one-shot, and the basic principle is

use the round trip time of the light from the sensor to the scene and back to measure

the distance to the scene.

2.2 Calibration

Geometric calibration for a single camera has been extensively studied over the last 40

years [12, 14, 100]. A camera is normally modeled as a pinhole camera with intrinsic

and extrinsic parameters. The intrinsic parameters include the focal length, the prin-

cipal point, and lens distortion of the camera. The extrinsic parameters include the

rotation and translation from the world coordinate system to the camera coordinate

system. The goal of geometric calibration is to recover both sets of parameters of the

camera.

A commonly used camera calibration method proposed in [100] requires a planar
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checkerboard pattern imaged at different positions and orientations. The corners in

the checkerboard pattern are either automatically detected or manually selected, and

the corresponding points in different images are matched. With a sufficient number

of corner points, the intrinsic and extrinsic parameters can be obtained using a closed

form solution [100]. Then, the results are refined using maximum likelihood inference.

A user-friendly camera calibration toolbox [10] is implemented based on the method

proposed in [100].

In a typical underwater system, a camera is placed inside water-tight housing and

completely sub-merged in water. An example is shown in Figure 2.7 where the ray

from the object points (green points) to the camera center does not go through a

straight line because of the refraction at the interface of two different media. In this

case, knowing the intrinsic and extrinsic parameters of the camera is not enough. In

particular, the housing parameters such as the refractive interface normal and the

distance from the camera center to the interface need to be measured. Underwater

camera calibration is more difficult compared to land-based calibration due to the

refraction effects. Since perspective projection cannot be applied directly, almost

all land-based computer vision algorithms cannot be used in the underwater envi-

ronment. For example, the epipolar geometry does not hold underwater. As well,

triangulation is more complex. Moreover, the refraction effects result in scene depen-

dent distortion in the image that cannot be simply modeled as lens radial distortion

[70]. Figure 2.6 demonstrates that radial distortion cannot be used to approximate

the refraction effects. In particular, this diagram shows that two points P1 and P2,
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which are at different scene depths, map to the same image pixel x after refraction. In

order for radial distortion to correctly model the refraction, x has to be corrected to

another image pixel that corresponds to the perspective projection of the actual scene

point. However, x could potentially be the image of either P1 or P2, and they map to

different image pixels under perspective projection. In other words, it is impossible

to have a unique solution, which means that the approximation would always fail.

Therefore, calibrating an underwater camera system with multiple refractive layers

with an unknown refractive axis and layer thickness is still an open problem. Notice

that Figure 2.7 demonstrates the configuration of most underwater camera systems

[1, 16, 18, 17] where the glass interface is flat. Some other systems use dome housing

[52, 63] where the glass is a hemispheric dome. In this case, the camera calibration

is even more difficult because the interface normal is different at different position

of the refractive interface unless the camera center coincides with the center of the

dome, in which case there is no refraction effect. However, a precise alignment is not

trivial. Therefore, this thesis focuses on the case where the refractive interface is flat.

The refraction effects are either ignored in the early works of underwater computer

vision [72], or approximated, such as using focal length adjustment [25, 47, 53]. How-

ever, it is a known fact that the refraction effects are highly non-linear and depend

on the scene geometry. Therefore, approximation methods usually produce errors in

the results.

Chari and Sturm [17] provide a theoretical analysis of refraction to demonstrate
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Figure 2.6: Illustration that using radial distortion to approximate the refraction

effects would fail.

that the refractive fundamental matrix exists between two cameras viewing a scene

through the same refractive interface. By formulating the refraction in terms of

quadratic lifted coordinates, a 12 × 12 refractive fundamental matrix is derived.

However, only theoretical results are provided instead of practical implementation.

Moreover, there is no follow-up work to implement a practical algorithm based on

their idea.

Chang and Chen [16] solve the calibration problem provided some of the parame-

ters are known. The method uses an Inertial Measurement Unit (IMU) that is built in

the camera to measure the vertical direction of each view, which is perpendicular to

a single refraction interface, i.e., the water surface. With this constraint, the relative

pose among the cameras and the 3D object points can be computed. The method

can be outlined as follows and the different parameters are shown in Figure 2.8. The
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Figure 2.7: A camera that is placed in a water-tight housing.

coordinate system is aligned with the refractive plane, and the camera center c is

along the Z axis. In this case, the angle θ1 can be determined, which means that the

direction of the refracted ray can be obtained as well. As a result, the coordinate px

can be written as a linear function of the camera height cz and the point depth pz.

After that, a set of linear equations can be obtained by making the coordinate of p

the same from correspondences between two views and by eliminating pz. The un-

known camera center c can be obtained by solving the equations. A major limitation

of this method is that it requires an IMU to measure the vertical direction of each

view. Moreover, an IMU cannot give accurate result when the refractive plane is not

perpendicular to the earth’s gravity, which is the case when the interface surface is not

a calm water surface and when the camera is deployed underwater. The method also
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Figure 2.8: Illustration of the proposed method of Chang and Chen [16]. (Image from

[16]). In the 3D case, the y axis is orthogonal to the page.

assumes that all the cameras share the same interface which may not be practical.

A flexible method is presented in [81] to calibrate the housing parameters for un-

derwater stereo rigs. The method detects corresponding features from an underwater

stereo image pair, and applies a sequence of nonlinear optimizations over the trian-

gulated points, camera poses and refractive parameters. The novelty of this method

is the derivation of a “virtual camera” error function, in order to avoid the computa-

tion for the refractively-projected point at each optimization iteration. The authors

claim that such an error function can improve efficiency. However, the running time
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of the optimization process is about 3 hours. Moreover, the result of real data is not

evaluated against the ground truth.

Kang et al. [48] study two-view structure from motion using cameras that do not

share the same interface. This method also starts with a set of pixel correspondences

between two camera views. It first demonstrates that when the camera rotations

are known, then minimizing the reprojection error based on camera translations, 3D

points, and interface distances can be formulated as a convex optimization. Moreover,

the method also demonstrates that the camera rotations can be estimated by an

algorithm based on Differential Evolution. This method provides some good 3D

reconstruction results. However, there are still limitations. First, this method assumes

that there is only one refraction, where in most of the cameras there are two refractions

which are air→ glass, and glass→ water. Second, the refractive interface is assumed

to be parallel to the image plane is a major limitation because it is difficult to place

the camera inside the housing such that the image plane is exactly parallel to the

refractive interface. Last but not least, no quantitative evaluation result against the

ground truth is provided.

An efficient calibration method is proposed in [1], which estimate the parameters

for a flat refraction camera model. In particular, this model assumes that a camera is

viewing the object through multiple parallel flat refractive interface. Fig 2.9 demon-

strates the idea of this method. The insight of this method is that the flat refraction

model can be regarded as an axial camera, which means that all the imaged rays

go through an axis that is perpendicular to the refractive interface, and this axis is
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Figure 2.9: Illustration of the proposed method in [1]. (Image from [1])

called the “axis of refraction”. Moreover, the path of a particular light ray lies on a

plane called the “plane of refraction”. With these two important observations, all the

refractive parameters can be computed by solving two sets of linear equations. The

limitation of this method is that it assumes that the 3D geometry of the calibration

target to be known. Therefore, a typical implementation requires to use a checker-

board pattern as the calibration target, which may not be practical when the camera

is deployed undersea.

The method proposed in [45] derives a “virtual camera” error function where each

3D object point is projected using an imaginary perspective camera (the “virtual

camera”), which is a modified version of their earlier work [81]. An iterative nonlinear

optimization strategy is applied to minimize the reprojection error. The authors claim

that the method can be applied to estimate both the housing parameters and the
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relative camera pose. However, in their simulated experiments the results of housing

parameters are not shown and not evaluated. Moreover, in their real experiments, the

estimation of relative camera pose is not shown, and the estimated housing parameters

are not evaluated against the ground truth.

More recently, Yau et al. [90] extend the work of [1] by making use of light dis-

persion and significant improvement in accuracy is achieved. Light dispersion is a

common phenomenon when lights with different wavelengths refract differently at

the interface because of different refractive indices. In other words, with a single

dichromatic light source, two different wavelengths will be observed at two different

locations in the image due to dispersion. The diagram of this method is shown in the

left figure of Figure 2.10. It shows that when a light source emits two different wave-

lengths corresponding to red and blue lights, it reaches the camera at two different

locations. The right figure shows the captured image of an array of point light sources

emitting red and blue lights. It can be observed that each light source is observed

at two pixel locations in the image. With such a useful insight, the authors derive a

linear system based on the observation that the two rays reaching the camera center

are on the same plane as the refractive normal. By solving this set of linear equations,

the refractive normal can be computed. Then, the distance from the camera center

to the refractive interface and the layer thickness can be estimated using a similar

but simpler method as that presented in [1]. Their experimental results show that

their method can achieve a much higher accuracy compared to that of [1]. A major

limitation of this method is that it requires a heavy custom-built light box which
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weighs over 60lbs, and is impossible to use when the camera system is undersea.

Figure 2.10: Illustration of the proposed method in [90]. (Image from [90])

A virtual camera method presented in [49] models refraction by assuming that each

pixel has a different focal length. With this approach, the perspective camera model

can be applied. In this case, the relative camera pose can be easily estimated among

multiple cameras. The main limitation of this method is that in order to compute

the per-pixel focal length, the housing parameters of the camera are required. When

a camera system is deployed undersea, the camera may move slightly with regards to

its housing equipment due to strong underwater turbulence. Therefore, this method

may not be practical in such a scenario.
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2.3 Undersea Imaging Systems

Using ROVs or AUVs [31, 33] to explore the ocean is still a popular approach nowa-

days. They are useful in many ways, mostly because of human safety and the ability

to conduct continuous operations. In the intense underwater pressure of the ma-

rine environment, ROVs or AUVs eliminate the risk of accidents to the occupants

of manned submersibles. The failure of pressure seals or of the life-support system

that provides oxygen and removes carbon dioxide is not a concern in ROVs or AUVs.

Moreover, ROVs can operate in a continuous manner. In contrast, due to safety

concerns, shipboard recovery of these submersibles can often restrict operations to

daylight hours. Despite of their advantages, there are still limitations of using ROVs

or AUVs to explore the ocean. First, ROVs or AUVs are usually deployed undersea

every 4 to 6 months. During each trip, the digital camera(s) and video camera(s)

mounted on them are used to collect as much data as possible. However, one funda-

mental issue is that the data is only available every 4 to 6 months and there is no

data in between. Furthermore, it is difficult if not impossible to go back to exactly

the same location because of the lack of landmarks and the accuracy of the GPS. In

this case, the data may not be very helpful to biologists or ecologists. For example,

in order to study how the pollution impact the undersea habitat, the image or video

data may need to be continuous. Furthermore, the cost of each trip is very high. In

particular, in addition to the time for planning, a typical ROV trip takes 3-7 days

to explore different observation sites. A large ship and its entire crew are needed to

carry the ROV to the observation site. Additionally, a group of scientists has to be
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onsite to navigate the ROV in order to collect data at the location that would be

useful to them. Last but not least, the trip can also be impacted by weather. When

the undersea turbulence is too strong due to bad weather, the ROV will be very hard

to control. Careless control of the ROVs or AUVs could damage both the vehicle and

the undersea habitat. Besides ROVs and AUVs, some system [11] uses structured

light scanning to create 3D reconstruction for the undersea habitat, but requires a

diver to carry the system.

Due to the above limitations of ROVs and AUVs, there are systems being devel-

oped to long-term surveillance purpose. A camera surveillance system is presented in

[9] to monitor the fish populations. It focuses on the development of software to rec-

ognize and track fish from a very large database of videos. Ocean Networks Canada

[38, 7] has deployed many undersea systems along the western coast of Canada. Some

systems are deployed at over 2000m deep, while others are at about 100m deep. The

entire Ocean Networks Canada consists of NEPTUNE and VENUS cabled observato-

ries, where NEPTUNE is an earthquake and tsunami research lab and VENUS an un-

derwater landslide research lab. The collected data are shared with many researchers

for data visualization and analysis. The data is potentially useful for many appli-

cations, such as studying ocean/climate change, ocean acidification, recognizing and

mitigating natural hazards, non-renewable and renewable natural resources. With

such a huge observation network, different functionalities can be achieved. Consider

NEPTUNE as an example. It can be used to determine the presence of fish sounds

by examining the deep sea acoustic recordings [86]. It is also used to study faunal
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grouping [46]. The study shows that distinct seasonal faunal groupings are observed,

together with summer and winter trends in temperature, salinity and current pat-

terns. Obviously a long-term surveillance system can achieve much more than that

from discrete ROV or AUV trips.

The system developed by [83] recover the stereo depth map for an underwater

scene. The method does not account for the refraction effects. It is worthy to note

that refraction is not the only problem in underwater imaging. The backscattering

is another problem when applying a structured light method to an underwater scene.

The methods presented in [36, 60] handles underwater imaging with poor-visibility

conditions. However, this problem is beyond the scope of this thesis.
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Chapter 3

Single Gaussian Blurred Pattern

In this chapter, a new single shot structured light method is presented to recover dense

depth maps. Contrary to most temporal coding methods which require projecting a

series of patterns, the new method needs one color pattern only. Unlike most single

shot spatial coding methods which establish correspondence along the edges of the

captured images, it produces a dense set of correspondences. The new method is

built based on an important observation that a Gaussian blurred De Bruijn pattern

preserves the desirable windowed uniqueness property. A Gaussian blurred De Bruijn

pattern is used so that the color of every illuminated pixel is used to its fullest

advantage. The simulated experiments show that the proposed method establishes a

correspondence set whose density and accuracy are close to that of using a temporal

coding method. The robustness of the new approach is demonstrated by applying it

to several real-world datasets.
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3.1 Gaussian Blurred De Bruijn Pattern

The pattern used in this method is based on a stripe pattern generated by Zhang et al.

[92], which is shown in Figure 3.1. The pattern consists of 125 vertical stripes using

eight different colors. It is generated by the generator that is publically available

online [75] and is based on the De Bruijn sequence [26]. A De Bruijn sequence of

order o over an alphabet of a symbols is a cyclic string of length ao. It has the

property that each sub-sequence of length o appears exactly once, which is referred

to as the windowed uniqueness property. An example of a De Bruijn sequence is

S = 00101110 which has an order o = 3. It means that any substring of S with

a length of 3 appears exactly once. Because of the windowed uniqueness property,

global optimization methods such as dynamic programming (DP) can be applied to

establish correspondences.

Figure 3.1: Stripe pattern used in Zhang et al. [92] (Image from [92]).

Gaussian blur is applied to the pattern shown in Figure 3.1, which results in a

blurred pattern shown in Figure 3.2. It is observed that after applying Gaussian

blur, the resulting pattern maintains the windowed uniqueness property as long as

the original pattern has such a property. Based on this property, a blurred De Bruijn

pattern can be used in a structured light system, and can produce a dense set of
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correspondences. In order to mathematically prove the correctness of this property,

a lemma which explores an important feature of Gaussian blur is introduced first.

Figure 3.2: Blurred pattern after Gaussian blur is applied to the pattern in Figure

3.1.

Throughout this section, the kernel size for Gaussian blur is assumed to be 2m+1.

The weight can be written as W = {w1, ..., w2m+1} and wi = 1√
2πσ2

e−
(i−(m+1))2

2σ2 . Here

i ∈ {1, ..., 2m + 1} and m + 1 is the index of the kernel center. Given two sets of

integers C = {c1, ..., c2m+1} and C’ = {c′1, ..., c′2m+1} where C 6= C’, the following

lemma is introduced.

Lemma 1. Given the above described W, C and C’, assuming that σ is a rational

number, then
∑2m+1

i=1 (ci − c′i)wi 6= 0 as long as the following constraint is satisfied:

cm+1 6= c′m+1 or there exists at least one j such that cm+1−j+cm+1+j 6= c′m+1−j+c
′
m+1+j,

where j ∈ {1, ...,m}.

Proof. Since the weight of a Gaussian kernel is symmetric with respect to its center,

the following equation can be derived

2m+1∑
i=1

(ci − c′i)wi =
m∑
i=1

(
(cm+1−i + cm+1+i)− (c′m+1−i+

c′m+1+i)
)
wm+1−i + (cm+1 − c′m+1)wm+1. (3.1)
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Notice that even if C 6= C’, there could exist some ck = c′k and that wkck = wkc
′
k.

However, all the same items are canceled with the operation of ci − c′i in Eq. 3.1.

Because it is assumed that C 6= C’, there is always a certain i such that ci 6= c′i. With

the above discussion, Eq. 3.1 can be re-written as follows:

2m+1∑
i=1

(ci − c′i)wi =
1√

2πσ2

(
f1e
− k21

2σ2 + f2e
− k22

2σ2 + ...+ fle
− k2l

2σ2

)
, (3.2)

where

fi = cm+1−ki + cm+1+ki − (c′m+1−ki + c′m+1+ki
). (3.3)

Note that none of the terms in Eq. 3.2 is 0, i.e. f1 6= 0, ..., fl 6= 0, because all the

ci = c′i are canceled. Denote a = e−
1

2σ2 . Since e is a transcendental number and it is

assumed that σ is a rational number, it follows that a is also transcendental [6]. On

the other hand, Eq. 3.2 can be written as

2m+1∑
i=1

(ci − c′i)wi =
1√

2πσ2

(
f1a

k21 + f2a
k22 + ...+ fla

k2l

)
. (3.4)

Since f1 6= 0, ..., fl 6= 0, Eq. 3.4 can never equal to 0. It can be seen by reductio ad

absurdum, if
∑2m+1

i=1 (ci − c′i)wi = 0, then a = e−
1

2σ2 is algebraic, which is clearly a

contradiction.

In order to better understand the constraint, an example that violates the con-

straint is provided. The two sets of integers are {0, 100, 200, 150, 50} and {20,

120, 200, 130, 30} which are different. However, since (0 + 50) = (20 + 30) and

(100 + 150) = (120 + 130) and 200 = 200, hence (0 + 50)× w1 + (100 + 150)× w2 +

200×w3 = (20 + 30)×w1 + (120 + 130)×w2 + 200×w3. This example illustrates a
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scenario that violates the constraint, and hence the results are the same even if the

input sequences are different.

Using Lemma 1, it can be proved that the windowed uniqueness property is pre-

served when applying Gaussian blur to a De Bruijn pattern. Given a De Bruijn

pattern without applying Gaussian blur and assume that a set of n contiguous pixels

appear exactly once. Suppose that there are two sets of n contiguous pixels that are

different from each other, then there exists at least one color channel that is different

and this method focuses on that channel only. Denote the pixel value of that channel

to be P and Q for the two sets. To be more specific, P = p1...pn and Q = q1...qn.

P 6= Q represents that there exists one or more i such that pi 6= qi where i ∈ {1, ..., n}.

After applying Gaussian blur to P and Q, the results are denoted as P ′ = p′1...p
′
n and

Q′ = q′1...q
′
n, respectively. Theorem 1 proves that P 6= Q → P ′ 6= Q′. It states that

if two sets of n contiguous pixels are different, then the results of applying Gaussian

blur to them are different, which means that the result has the windowed uniqueness

property.

Theorem 1. Given the above assumptions, P 6= Q→ P ′ 6= Q′.

Proof. Denote the neighboring pixels of pi as Npi
= {pi−m, ..., pi, ..., pi+m}, and Nqi

=

{qi−m, ..., qi, ..., qi+m} for qi. According to the definition of Gaussian blur, p′i is the

weighted sum of Npi
. That is, p′i =

∑i+m
j=i−mwjpj and q′i =

∑i+m
j=i−mwjqj. Since

P 6= Q, there exist a certain i such that Npi
6= Nqi

. Let’s divide the relationship

between Npi
and Nqi

into two cases.

1) Npi
and Nqi

satisfy the constraint in Lemma 1, and
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2) They do not satisfy the constraint.

¶ From Lemma 1, it can be easily deduced that in the first case, p′i 6= q′i, therefore

P ′ 6= Q′.

· In the second case, Npi
and Nqi

violate the constraint, which means that

p′i = q′i. In order to prove the theorem, it is required to show that if Npi
and Nqi

violate the constraint such as the example shown after Lemma 1, then Npi+1
and

Nqi+1
can never violate the constraint. If that is true, it is inferred that p′i+1 6= q′i+1

by Lemma 1, and hence P ′ 6= Q′.

The basic procedure of proving that Npi+1
and Nqi+1

never violate the constraint

is by reductio ad absurdum and is described as follows. From the definition of Npi

and Nqi
, it can be derived that Npi+1

= {pi−m+1, ..., pi, pi+1, pi+2, ..., pi+m+1} and

Nqi+1
= {qi−m+1, ..., qi, qi+1, qi+2, ..., qi+m+1}, where i + 1 is now the index of the

center. Suppose Npi+1
and Nqi+1

also violate the constraint, if it can be proved that

Npi
= Nqi

, which is clearly a contradiction, then the theorem follows.

Suppose Npi+1
and Nqi+1

violate the constraint, it can be inferred that,

pi+1 = qi+1 (3.5)

and

pi+1−j + pi+1+j = qi+1−j + qi+1+j j ∈ {1, ...,m}. (3.6)

Since Npi
and Nqi

violate the constraint, it is inferred that,

pi = qi (3.7)
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and

pi−j + pi+j = qi−j + qi+j j ∈ {1, ...,m}. (3.8)

Putting (3.5) and (3.8) together it can be inferred that pi−1 = qi−1. (3.6) and (3.7)

infer that pi+2 = qi+2. pi+2 = qi+2 and (3.8) infer that pi−2 = qi−2. pi−1 = qi−1

and (3.6) infer that pi+3 = qi+3, and this last one with (3.8) infer that pi−3 = qi−3.

pi−2 = qi−2, with (3.6) infer that pi+4 = qi+4 and this together with (3.8) infer that

pi−4 = qi−4. Hence, by putting Eq. 3.5, 3.6, 3.7, 3.8 together, it can be inferred that

pi−j = qi−j for all j ∈ {1, ...,m}. Furthermore, since pi = qi, it can be inferred that

Npi
= Nqi

, which contradicts the assumption. Therefore, P ′ 6= Q′.

It is worthy to note that Gaussian blur is carefully selected because it maintains the

windowed uniqueness property and other linear filters may not. The following is an ex-

ample to illustrate that. Given an order 3 De Bruijn sequence {0,120,150,150,120,0,180,

90,150,180}. If an average filter is applied over a 1-D window of 3 values, where each

boundary is padded with 0, the result is {40,90,140,140,90,100,90,140,140,110}. It

is obvious that the sub-sequence {90,140,140} appears twice, and hence the win-

dowed uniqueness property is broken. The result of applying Gaussian blur with

kernel size set to be 3 and σ = 0.95 is {29,87,128,128,87,72,97,117,128,112}, where

the windowed uniqueness property still holds. Another very important assumption

in Lemma 1 is that σ is a rational number. If this constraint is not satisfied, the

lemma may fail. Given a sequence {0,100,50,100,150,0,100,100,100,0} as an example.

Let the size of Gaussian kernel to be 3 and assume that the scaled weights of the

Gaussian kernel is {1
4
, 1

2
, 1

4
}. The result of applying the scaled weight to the sequence
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is {25,62.5,75,100,100,62.5,75,100,75,25}. It can be seen that the sub-sequence of

{62.5,75,100} appears more than once. In this case, σ = (2 ln 2)−
1
2 and is clearly

not a rational number. Hence, only by using such a “reverse engineering” technique

which computes the specific weight first and calculates a non-rational σ accordingly,

the windowed uniqueness property might be violated. Furthermore, a rational num-

ber is commonly used in practice when selecting σ for Gaussian blur. Therefore, the

windowed uniqueness property is preserved after Gaussian blur by selecting a rational

σ. Also, when selecting σ, extremely small number such as 0 should be avoided so

that the pattern can be blurred. The determination of an optimal value for σ is an

interesting problem for future research.

It has been proved that Gaussian blur preserves the windowed uniqueness property

of a De Bruijn pattern, such property of a Gaussian blurred De Bruijn (GBDB) pat-

tern has never been studied. Because of such property, global minimization methods

can be applied to establish dense correspondences when a GBDB pattern is used.

3.1.1 Establishing Correspondences

Based on the windowed uniqueness property of a GBDB pattern, DP can be used to

establish correspondences.

Traditional spatial coding methods normally have two steps. The first is to detect

edges from both the captured image and the projected pattern. The second is to

match the detected edges using edge gradients. Therefore, these methods only recover

matched pixels along edges, which are sparse. As a result, these methods are rarely
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used in depth map recovery. One major advantage of the new method is that it

provides a dense set of correspondences. In the experimental setup, a projector is

used to project pattern(s) and two cameras are used as a stereo rig instead of only

one camera. The pixels in the two captured images are matched instead of matching

the edges in the captured image with the edges in the projected pattern. Using this

setup, the number of established correspondences is not limited by the resolution

of the projector anymore. Furthermore, it is natural to match the pixels since the

illumination condition provided by the projector will be similar from both cameras’

viewpoints. It is discovered that although pixels belonging to the same color stripe

have the same color in the pattern, their color can be different when the pattern is

blurred. This can be seen in Figure 3.3, which is a cropped image from one of the

Figure 3.3: A sub-region of a captured image in one of the experiments.

experimental datasets. It is clear that surface points that are illuminated by the same

color stripe are likely to have different colors. Combining this observation with the

windowed uniqueness property of a GBDB pattern, DP can be applied to establish

correspondence for almost every illuminated pixel that is not occluded.
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It is assumed that the captured images are rectified so that the correspondence

can be established one scanline at a time. DP is applied to the new method in order

to find the matching and the process is similar to the method described in [20]. That

is, the color of every illuminated pixel is matched along each scanline in the two

captured images. This is valid due to two reasons. First, the windowed uniqueness

property of a GBDB pattern guarantees that a set of contiguous pixels along each

scanline appears only once. Second, the color within one color stripe will be different

in the captured images because of the blur. The cost function used in the new method

is defined as

cost(I1, I2) =

∑
k=R,G,B

(
I1(k)−I2(k)

255

)2

3
+ ε. (3.9)

Here I1, I2 are the colors of two pixels along the same scanline from the two captured

images. The cost function measures the similarity between two colors. ε is a very small

number set to be 10−5 to make sure that the cost is larger than 0. The pseudo-code

for establishing correspondences can be found in [20].

3.2 Experimental Results

The GBDB pattern is applied to several datasets to demonstrate that the property is

useful to a structured light system, and both quantitative and qualitative evaluations

are provided.

49



3.2.1 Simulated Datasets

The Stanford Bunny model serves as an object in the experiments. Maya is used to

project the GBDB pattern onto the bunny. Two cameras are set in Maya to capture

the scene from different viewpoints. The captured images are shown in Figure 3.4(a).

The blurred pattern used is the result of applying Gaussian blur with kernel size of

15 × 15, and its resolution is 868×768. In the captured images, the edges of the

color stripes in the pattern are blurred. The ground truth of the depth map from

one viewpoint is shown in Figure 3.4(b) and is obtained using Maya as well. Figure

3.4(c) shows the 3D mesh corresponding to the ground truth. Figure 3.4(d) shows the

recovered depth map by the new method and Figure 3.4(e) shows the reconstructed

3D surface mesh from two different viewpoints. Both the depth map and the 3D mesh

demonstrate that the result produced by the new method is very hard to distinguish

from the ground truth. Furthermore, the comparison with the ground truth in the

close up view of the part inside the rectangle in Figure 3.4(c) is shown in Figure

3.4(f). In this figure, the left one is from the ground truth and the right one from

the result by the new method. Obviously this figure shows that the new method can

recover very fine details on the object surface.

To evaluate the new method quantitatively, two measures metrics are used.

1. Accuracy Percentage: An important advantage of the new method is to pro-

vide dense correspondences with only one shot. Suppose the number of pixels whose

depth are recovered by the new method is M , and the number of pixels whose depth

values are valid in the simulated ground truth is N , then the accuracy percentage is
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(a) (b) (c)

(d) (e) (f)

Figure 3.4: Result of simulated experiment. (a) Captured images using Maya. (b)

Simulated ground truth. (c) 3D mesh corresponding to (b). (d) Depth map recovered

by the new method. (e) 3D mesh by the new method. (f) Close up comparison.

defined to be M
N
× 100%.

2. RMS error: Another advantage of the new method is high accuracy. In

order to measure that, an error metric is applied which is the same as the one most

commonly applied in stereo vision [79]. For every pixel whose disparity is valid in the

simulated ground truth, its disparity is denoted as dT (x, y) in the ground truth and

dC(x, y) recovered by the new method. Then the RMS (root-mean-square) error is

defined as

RMS =

√
1

N

∑
(x,y)

|dC(x, y)− dT (x, y)|2. (3.10)

Comparison with Temporal Coding
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Figure 3.4(d) shows the recovered depth map by the new method, and the accuracy

percentage is 96.39% with RMS error = 0.06155. To better understand the numbers,

another simulated experiment is designed. This experiment is the same as the one

shown in [80], which serves as to obtain the ground truth depth maps for the datasets

used in [41]. It is a temporal coding technique and can be briefly described as follows.

A set of 20 coded patterns and their inverse patterns are projected onto the scene

and the codewords for each pixel from the captured images are obtained so that

the correspondences can be established via codewords. Applying this method, the

correspondence of every pixel can be found unless it is occluded. This experiment

is employed in order to find the accuracy percentage of occluded pixels from the

captured images. The accuracy percentage of pixels that are not occluded is 98.11%.

Therefore, only a small part (1.72%) of the un-occluded pixels is not recovered by the

new method. The RMS error for the temporal coding method is 0.05899. Comparing

with this number, the accuracy of the new method is close to the temporal method,

and the new method requires projecting only one pattern instead of 40 in the temporal

coding method.

Robustness Test

More datasets are generated using Maya to demonstrate that the new method is

robust to noise. To be more specific, datasets are generated by applying Gaussian

blur to Figure 3.1 with different kernel size. The Gaussian kernel size varies from

3× 3 to 39× 39. Besides, the width of each color stripe in Figure 3.1 is 7 pixels, and

more datasets are generated with width of 8 pixels and 9 pixels. The graphs of both
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accuracy percentages and RMS error are shown in Figure 3.5.

(a) (b)

Figure 3.5: Graphs of accuracy percentage and RMS error in the simulated experiment

with varying Gaussian kernel sizes and stripe widths. (a) Accuracy percentage graph.

(b) RMS error graph.

A traditional spatial coding method is implemented and its accuracy percentage

and RMS error are shown as the point when the kernel size is 0. Since the traditional

spatial coding method requires edge detection, it can be applied to the dataset only

when a non-blur pattern is projected. A U-shaped or V-shaped bar graph is expected

for the error graph, in which case the accuracy first improves and then degrades as the

kernel size increases. The accuracy percentage graph is expected to be inverted U-

shaped or inverted V-shaped. The shape of the graphs can be explained by the nature
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of Gaussian blur and DP. When the size of Gaussian kernel is small, the color within

one stripe is similar in the captured images. Hence, the matching percentage is smaller

and there are ambiguities which cause a larger error when applying DP. When the

kernel is increased to a certain size, the color within one color stripe varies significantly

in the captured images. Therefore, more correspondences can be established with

fewer ambiguities. However, when the size of Gaussian kernel is further increased,

more neighboring pixels are mixed, and hence, more pixels appear similar again. As

a result, when the kernel size is too big, the number of matched pixels decreases and

the error increases. Through this figure, it shows that the density of the established

correspondences increases dramatically by applying the new method when comparing

with the traditional spatial coding method. Moreover, the accuracy is always higher

than that of applying the traditional spatial coding method, as shown in Figure 3.5(b).

It is clear that the shapes of both graphs are similar to what are expected.

3.2.2 Real-World Datasets

In the real-world experiments, the blurred pattern is not used anymore. Instead a

more elegant idea is applied which is to set the projector out of focus to achieve a

similar effect of projecting a Gaussian blurred pattern. Indeed, projector defocus has

been used in the computer vision area. In particular, it has been pointed out [69]

[98] [35] [13] that when the projector is out-of-focus, the display is uniformly blurred

by a PSF (point-spread function), which can be modeled as a blur kernel. This blur

kernel is generally assumed to be smooth and well approximated by a 2D Gaussian.
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Therefore, when the projector is out-of-focus, it is similar to projecting a Gaussian

blurred pattern. In the real world, projectors may not be able to focus on every part

of the object, in which case the traditional spatial coding methods would have trouble

with detecting edges in the parts that are out of focus. It can also cause problems

to temporal coding methods when identifying the codewords. Throughout all the

experiments, two Canon 5D cameras are used to capture images and a Samsung SP-

P410M LED projector is used to project patterns. The resolution of the cameras is

2496 × 1664, and the projector is 800 × 600. It shows that even if the projector is out

of focus, the new method can provide dense correspondences and accurate results.

(a) (b) (c) (d)

Figure 3.6: Quantitative evaluation. (a) Captured image with a De Bruijn pattern

projected onto a wall. (b) Captured image when a grid pattern is projected. (c)

Ground truth. (d) Depth map recovered by the new method.

Quantitative evaluation is provided in the first experiment. In particular, the

pattern is projected onto a wall which is a flat surface, and the captured image is

shown in Figure 3.6(a). To obtain the ground truth, several shifted checkerboard

patterns are projected and the captured image with one of the projected pattern is

shown in Figure 3.6(b). The corners are extracted in both camera views and matched
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to obtain the ground truth in subpixel accuracy. When projecting the checkerboard

patterns, the projector is set to focus on the wall so that the corners are sharp.

However, after that, its focus setting is carefully changed without moving its position

so that the Gaussian blurred pattern can be projected. The ground truth of the

depth map is shown in Figure 3.6(c). The result by the new method is shown in

Figure 3.6(d), and its RMS error is 0.273 pixels which is very small.

Since the new method requires no temporal information, it can be applied to both

static and dynamic scenes as well. In these experiments, the new method is applied

to several different scenes with static and dynamic objects.

(a) (b) (c) (d)

Figure 3.7: Results of face scene. (a,c) Two images with different facial expression

and defocus level. (b,d) Depth maps recovered by the new method for (a) and (c),

respectively.

The depth maps are shown for visual qualitative evaluation. Figure 3.7 shows the

result when the new method is applied to capture facial expressions. Two images with

different facial expressions and different defocus levels from one viewpoint are shown.

Only images from one viewpoint are shown and the regions that include human hair

or are not illuminated are masked out. The depth maps shown in Figure 3.7(b) and
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(a) (b) (c) (d)

Figure 3.8: Results of cup and mug scene. (a,c) Captured images of cup and mug

scene. (b,d) Depth maps recovered by the new method for (a) and (c), respectively.

3.7(d) indicate that the results are visually pleasant. The new method is also applied

to object whose surface color is not neutral, as shown in Figure 3.8. It shows that

even when there are colors on the object surface, the new method can still recover

the depth map.

3.3 Discussion

First, let’s compare the new method to conventional temporal and spatial coding

methods. Comparing to the temporal coding methods, it is not limited to static

scenes, and still gives comparable accuracy as a temporal coding method which has

been demonstrated in simulated experiments. Comparing to the spatial coding meth-

ods, it produces dense depth maps, while the former only recovers the depth along

edges.

In Section 3.1, a proof of an important property is presented that a GBDB pattern

also maintains the windowed uniqueness property, so that DP can be applied to

establish correspondences. Based on the GBDB pattern, the color information of the
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illuminated pixels is fully used to provide much denser correspondences comparing

to the traditional spatial coding methods. This property has been verified in both

simulated and real-world experiments. It is noteworthy that traditional spatial coding

methods usually require the detection of edges in the captured images. This step

may not be robust enough due to the image processing techniques that are applied.

However, the new method does not require edge detection, and hence is more robust to

noisy conditions. Last but not least, since projectors normally have large apertures,

the in-focus region is very limited. Therefore, the patterns can be blurred when

projected onto the scene if the depth range of the scene is big, in which case, the

edge detection in the traditional spatial coding method would fail. However, the new

method can still establish correspondences because it takes advantage of a blurred

pattern.

One final experiment is designed to compare the new method with other meth-

ods. The traditional spatial coding methods are edge-based while the new method

is intensity-based. Moreover, the pattern can be blurred or non-blurred. Therefore,

there are four possible combinations. These four combinations are applied to the sim-

ulated datasets. In particular, a non blurred pattern and a Gaussian blurred pattern

with kernel size of 7× 7 are used. Quantitative evaluation is provided and the accu-

racy percentage and RMS error are used as measurement metrics. Table 3.1 shows

the evaluation results. From the table it can be seen that using an intensity-based

method provides better results. Moreover, the combination of intensity-based with

blurred pattern provides the best results.
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Accuray Percentage +

RMS Error

Blurred Pattern Non-blurred Pattern

Edge-based 11.34% + 0.1153 13.44% + 0.07578

Intensity-based 95.01% + 0.06148 76.00% + 0.07395

Table 3.1: Evaluation of two methods with two types of patterns.

There are certain limitations of our method. First of all, it has been shown in

Figure 3.5 that the accuracy of the proposed method decreases when the Gaussian

kernel size increases. When the kernel size is very large, the windowed uniqueness

property may be violated broke and the proposed method could fail. Moreover, sur-

face colors could also alter the observed colors and hence, could impact the windowed

uniqueness property.

In summary, a depth recovery method is presented which requires only one shot

and yet provides accurate depth map with density much higher than traditional spa-

tial coding methods. Moreover, the projector needs not be focused on the objects,

which is more realistic in real world applications.
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Chapter 4

Scene Adaptive Patterns

Even though the previously designed Gaussian blurred pattern can be used to recover

dense depth map, it cannot be applied to scenes with global illumination because it

could potentially broke the uniqueness property of the pattern. In this chapter,

a new structured light 3D reconstruction method is presented that can be applied

to scenes in the presence of global illumination such as inter-reflection, subsurface

scattering and severe projector defocus. In particular, inter-reflection is regarded

as long-range effects, whereas subsurface scattering and projector defocus as short-

range. The proposed method takes advantage of important properties embedded in

the binary code patterns, and determines the minimum stripe width that eliminates

the effects of subsurface scattering and projector defocus in the capturing stage.

Moreover, errors caused by inter-reflection are detected, and corrected by an iterative

approach. The new method can be applied to scenes where more than one global

illumination effect appears in a scene point. The accuracy of the new method is
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Figure 4.1: Pipeline of the presented method.

demonstrated by quantitative evaluation, and its robustness by qualitative evaluation

when applying to real-world scenes with various characteristics, both of which are

better than two of the currently known best methods.

The pipeline of the new method is shown in Figure 4.1. The first stage is to deter-

mine the minimum stripe width that eliminates the blurry effects in the subsequent

image capturing process. The second stage is an iterative approach by which the error

caused by inter-reflection is detected and corrected. Following that, a post-processing

method is applied to refine the correspondences.

4.1 Short-range Effects

When gray code or binary code patterns are used, both the patterns and their inverse

patterns are usually projected in order to determine whether an image pixel is under

the illumination of a white or black stripe. This process is illustrated in Figure 4.2.
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Figure 4.2(a) is a captured image when a black/white pattern is projected, and 4.2(b)

is when its inverse pattern is projected. Figure 4.2(c) is the decoded bit for 4.2(a),

where blue indicates that the region is under the illumination of a black stripe and

yellow a white stripe. That is, 0 for blue and 1 for yellow. In this section, the term

“bit-change” is used to denote the scenario of two neighboring pixels having different

bits. To determine the minimum stripe width that could eliminate the short-range

(a) (b) (c)

Figure 4.2: (a) A captured image under the illumination of a black/white pattern.

(b) Image with its inverse pattern. (c) Decoded bit for (a).

Figure 4.3: The patterns used in the new method.

effects, binary code patterns are used which are shown in Figure 4.3. Notice that
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the new method does not use the pattern with a stripe width of 1 pixel because this

pattern can be easily blurred when projected. Therefore, Figure 4.3 has 9 patterns

instead of 10. the binary code is chosen over the gray code patterns because of certain

desired properties of which the new method will take advantage.

4.1.1 Image Formation Model

The notation tn1:n2 is used to denote that t is an integer in the range [n1, n2], where

both n1 and n2 are integers and n2 > n1. Moreover, Tn1:n2 denotes the set of all

integers in the range [n1, n2]. P (T1:9) = {P (t1:9)} denotes the set of projected patterns

shown in Figure 4.3, where P (t1:9) denotes a projected pattern with stripe width

SW (t1:9) = 210−t1:9 . The unit of the stripe width is pixel. The new method is

presented based on vertical stripe patterns where the horizontal ones are very similar.

Therefore bit-change refers to two neighboring pixels on the same horizontal scanline

and have different decoded bits. It can be easily modified for horizontal patterns.

Assume that the intensity of the captured image is denoted as I(t1:9) when projecting

P (t1:9) and is obtained by

I(t1:9) = P (t1:9) ∗ PSFp ·R ∗ PSFc. (4.1)

In here, ∗ denotes convolution and · multiplication. PSFp represents the point spread

function for the projector and PSFc for the camera. R stands for the surface re-

flectance which depends on the object material and is invariant to t1:9. For a static

scene point, PSFp, PSFc and R are fixed during the capturing stage once the camera

and projector settings are fixed.
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4.1.2 Minimum Stripe Width Determination

The key idea can be described as follows. Assume that there is no blurry effects in

I(T1:4) at all. As a result, I(T1:4) are used as reference images and an error function

is applied to each I(t5:9) to measure the degree of blurriness. Whenever the error

for a certain I(t5:9) is larger than a threshold, the corresponding pattern P (t5:9) is

discarded because it causes blurry effects.

Denote the intensity of a 1D window w around any bit-change position in the

patterns as Pw(t1:9), and an example is Pw(t1:9) = {255, 255, 0, 0}. According to Eq.

4.1, the intensity of a 1D window w arround the bit-change in the captured image

which is Iw(t1:9) = Pw(t1:9) ∗ PSFp · R ∗ PSFc remains constant if R is unchanged.

This phenomenon is demonstrated in Figure 4.4. Figure 4.4(a) 4.4(c) 4.4(d) are the

captured images I(2), I(6), I(9), respectively. The scene contains a planar object and

the projector is defocused. Figure 4.4(b) is the decoded bit for I(2) where the red

arrow is pointing at a 1D window around a bit-change position. The 1D window at

the same position in I(2), I(6), I(9) is zoomed in and attached next to itself. The

intensity curve of each 1D window is shown in Figure 4.4(e). Each 1D window is

colored the same as its intensity curve. Observe that the intensity of the 1D window

from different images is similar to each other under the condition that there is no

blurring inside the window. That is, the red curve is similar to the blue one, but the

green curve is not similar to either one. The assumption of the new is that the surface

reflectance R is constant inside these windows used for comparison. It is noteworthy

that an important property of binary code patterns is that the bit-change in the low
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(a) (b) (c) (d)

(e) (f)

Figure 4.4: (a, c, d) I(2), I(6), I(9) and selected 1D windows, respectively. (b)

Decoded bit for I(2). (e) Intensity curves of the 1D windows. (f) Depth obtained by

the new method and by using gray code patterns, for the red dotted line in (a).

frequency patterns always re-appear at the same position in the higher frequency

patterns. Therefore, the captured images has a similar property. For example, a

bit-change in I(2) always re-appears at the same position in I(3) ∼ I(9), and the

surface reflectance R is always the same at the same scene point. With this useful

observation, the new method uses those 1D windows around the bit-changes in I(T1:4)

as reference and estimates the degree of blurriness caused by short-range effects in
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I(T5:10). The details are described as follows. Assume that the decoded bit has been

obtained for captured images I(T1:9). The new method sets a 1D window w(t1:4)

centered at the position of every bit-change in I(t1:4). The window size is initialized

to be |w(t1:4)| = 9 pixels. After that, the intensity of each w(t1:4) is compared to

the 1D window w(t5:9) at the same position in the image I(t5:9). Notice that the size

of the window should be adjusted if necessary to guarantee that there is no more

than one bit change inside w(t5:9). The reason is that the comparison is meaningless

if there is one bit-change in w(t1:4) but more than one in w(t5:9). After that, the

1D window is flipped reversal. if the bit-change inside the window is 0 → 1. The

rotation guarantees the bit-change inside the 1D windows is consistent and therefore

the comparison between them is meaningful. The dissimilarity between w(t1:4) and

w(t5:9) is measured by

e =

∑ |w(t5:9)|
2

i=− |w(t5:9)|
2

|I(x+ i, y, t5:9)− I(x+ i, y, t1:4)|

255× |w(t5:9)|
. (4.2)

e is smaller if the intensity of two windows are closer. After e is obtained for

each 1D window in I(t5:9), they are averaged and stored as e(t5:9). If I(t5:9) is not

blurred, then e(t5:9) should be smaller comparing to that of when I(t5:9) is blurred.

For example, e(6) for I(6) shown in Figure 4.4(c) is 0.0154, and e(9) for Figure 4.4(d)

is 0.0605. A threshold δ is set to be 0.03. e(t5:9) is compared to δ, and the pattern

P (t5:9) should be discarded if e(t5:9) > δ. δ is set conservatively. More patterns will

be discarded if δ is smaller. The range of [0.03, 0.045] is suitable for δ through the

experiments.
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Figure 4.5: The newly designed patterns.

Assume that P (tm) is the pattern with the minimum stripe width after some pat-

terns are discarded by the new method, then P (tm) is shifted to create new patterns so

that every projector pixel can be uniquely encoded. Each new pattern is obtained by

shifting P (tm) to the right one pixel at a time. In total, P (tm) is shifted SW (tm)− 1

times. An example is shown in Figure 4.5. In particular, P (9) is discarded by the

new method due to blurry effects in I(9). After that, P (8) is shifted 3 times to the

right in order to encode every projector pixel. By projecting this set of patterns, the

short-range effects are eliminated in the captured images. Figure 4.4(f) compares the

depth obtained by using the newly generated patterns and gray code patterns, for the

portion that is colored by the red dotted line in Figure 4.4(a). This graph indicates

that the result of the new method is better because the object is a planar board.

One could argue that the bit-change in I(t1:4) may be due to inter-reflection,

which is true. To solve that, the new method presented in Section 4.2.1 detects the

bit-changes caused by inter-reflection in I(t1:4), and the 1D window around these

bit-changes will not be used as reference.
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4.2 Long-range Effects

Long-range effects are usually caused by diffuse and specular inter-reflection. Denote

the new patterns as P ′(t′1:N) and the intensity of captured images as I ′(t′1:N), where

the number of patterns is N . A symbol with ′ is associated with the new patterns.

Suppose M patterns are not shifted. Then P ′(t′1:M) is termed “unshifted patterns”

and I ′(t′1:M) “unshifted images,” while P ′(t′M+1:N) “shifted patterns” (such as the

bottom four in Figure 4.5) and I ′(t′M+1:N) “shifted image.” The basic procedure of

the new method is to detect the errors caused by inter-reflection whose details are

described in the following subsections, and iteratively corrects the error by reducing

the incident illumination of the projector. More details about the procedure are given

at the end of this section together with Figure 4.7.

The new method casts the problem of detecting inter-reflection errors in the cap-

tured images into a labeling problem. That is, each pixel is assigned a label (either

consistent or inconsistent) and a cost is associated with each possible labeling. A

local winner-take-all optimization is applied to minimize the cost and obtain a label

for each pixel.

4.2.1 Unshifted Images

An important property that is embedded in the binary code patterns is used. In par-

ticular, a bit-change in a pattern always re-appear at the same position in the patterns

that have higher frequencies. As illustrated in Figure 4.6, the bit-change colored red

in P (1) re-appears at the same position in P (T2:8). The bit-changes colored green
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Figure 4.6: The properties embedded in binary code patterns. See text for details.

have this property as well. Due to image noise, two bit-changes at the same position

in two patterns may not appear at the same position in two corresponding images.

However, their positions should be very close. In the presence of inter-reflection, such

a property may not hold in the captured images and can be used to detect and correct

errors.

For each bit-change at position (x, y) in I ′(t′1:M), the spatially closest bit-change is

obtained in every I ′(t′i) where t′1:M < t′i ≤M . The bit-change in I ′(t′i) must be on the

same horizontal scanline y. Assume that the closest bit-change in I ′(t′i) is at position

(x′i, y), then the distance between these two bit-change positions is |x′i − x|. This

distance is obtained for each I ′(t′i). After that, the distances are averaged and the

average is denoted as d′(x, y, t′1:M). One can infer that d′(x, y, t′1:M) should be smaller

without the presence of inter-reflection. Denote lp = {con, inc} where con(inc) is a

label to pixel p to denote that it is consistent or inconsistent. The corresponding cost

for each label is defined as

Cp(con) =

 0 if b′(x, y, t′1:M) = b′(x− 1, y, t′1:M)

2d
′(x,y,t′1:M ) otherwise

(4.3)
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Cp(inc) =

 ∞ if b′(x, y, t′1:M) = b′(x− 1, y, t′1:M)

W
d′(x,y,t′1:M )+ε

otherwise.

(4.4)

b′(x, y, t′1:M) is the decoded bit for a pixel (x, y) in I(t′1:M). W represents the width

of the captured images, and ε = 1 × 10−5 prevents division by 0. The designed cost

is explained as follows. b′(x, y, t′1:M) = b′(x − 1, y, t′1:M) means that there is no bit-

change at (x, y) in I(t′1:M), which means this pixel should be consistent. The reason

is that the errors due to inter-reflection always happen at the bit-change positions.

As a result, the cost for assigning con to a pixel that has no bit-change should be 0,

and ∞ for assigning inc. When bit-change occurs at (x, y) in I(t′1:M), whether it is

consistent or not depends on d′(x, y, t′1:M). In particular, when d′(x, y, t′1:M) is larger,

the bit-change is more likely to be inconsistent due to inter-reflection. Therefore, the

cost of assigning inc to this pixel is smaller and of assigning con to it is larger.

4.2.2 Shifted Images

The presented method detects errors based on the fact that P ′(t′M+1:N) is consistently

shifted based on P ′(t′i) where t′i ∈ T ′M+1:N \ t′M+1:N . The assumption is that the effect

of inter-reflection causes inconsistency to such shift. The details are as follows. When

a bit-change occurs at (x, y) in I(t′M+1:N), its spatially closest bit-changes (x′, y) are

obtained for all t′i according to the shifting direction. The total amount of shift for

each pixel is computed as

u′(x, y, t′M+1:N) =
∑

t′i∈T ′M+1:N\t
′
M+1:N

|x′ − x|. (4.5)
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The average ū′(t′M+1:N) is obtained for I ′(t′M+1:N) by

ū′(t′M+1:N) =

∑
(x,y)∈I′(t′M+1:N ) u

′(x, y, t′M+1:N)

W ×H
. (4.6)

The W,H in Eq. 4.6 are the width and height of the images, respectively. The

amount of shift u′(x, y, t′M+1:N) is expected to be similar for all (x, y) ∈ I ′(t′M+1:N)

with no inter-reflection. Therefore, u′(x, y, t′M+1:N) should be close to ū′(t′M+1:N).

Finally the cost is defined as

Cp(con) =

 0 if b′(x, y, t′M+1:N) = b′(x− 1, y, t′M+1:N)

|u′(x, y, t′M+1:N)− ū′(t′M+1:N)| otherwise

(4.7)

Cp(inc) =

 ∞ if b′(x, y, t′M+1:N) = b′(x− 1, y, t′M+1:N)

W
|u′(x,y,t′M+1:N )−ū′(t′M+1:N )|+ε otherwise.

(4.8)

The design of the cost is similar to that of Eq. 4.3 and 4.4. When b′(x, y, t′M+1:N) =

b′(x−1, y, t′M+1:N) which means that there is no bit-change, the pixel should be consis-

tent. When a bit-change occurs, the cost depends on |u′(x, y, t′M+1:N) − ū′(t′M+1:N)|.

The cost is minimized by applying a local winner-take-all optimization to one im-

age at a time. In particular, label con is assigned to pixel p if Cp(con) < Cp(inc).

Global optimization is not applied and the reason is described as follows. Whether a

pixel is consistent or not should not have any impact to its neighboring pixels, which

means that there is no smoothness prior in the labeling problem. Moreover, a global

optimization without any smoothness prior is equivalent to a local winner-take-all

optimization.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.7: (a, b) Captured images with P (1) and its inverse pattern. (c) Decoded bit

for 4.7(a). (d) The regions colored pure green are error regions detected by the new

method. (e) Pattern mask. The black regions are correspondences from image pixels

that are in the no-error regions. In the next iteration, this mask is applied to all the

projected patterns. (f) Newly decoded bit for 4.7(a). Compare to 4.7(c), decoded bit

are changed in the error regions only. (g) Error regions detected in 4.7(f). (h) Final

decoded bit where there is no error region detected.

An example of detecting and correcting long-range effects are shown in Figure

4.7, where 4.7(a) is the captured image with pattern P (1) and 4.7(b) with its inverse

pattern. The scene contains two books organized in a Vshape. The two white dots

are at the same position and their intensities indicate that inter-reflection exists in the

scene. Figure 4.7(c) is the decoded bit for 4.7(a) and one can see that the region with

error is large. 4.7(d) indicates the error region (colored green) detected by the new
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method. In particular, the new method labels certain pixels in 4.7(c) as inconsistent

bit-changes. After that, a window with size 50 × 50 pixels is centered at each pixel

labeled inconsistent. These windows are the regions where error exists. Then the

new method find correspondences for the image pixels that are not considered as

error which are the pixels that are not colored green in 4.7(d). The black regions in

4.7(e) are the correspondences found from the error-free regions in the image. These

regions are masked to reduce the incident light so that the long-range effects can be

reduced. The masked patterns are projected to the scene, and the decoded bits are

updated for each image but only for the regions that are colored green in 4.7(d). The

new decoded bits are shown in 4.7(f) and one can see that the bits in those green

regions are correct now. One could argue that the 50 × 50 windows may not be big

enough to cover all the error regions. This is true and is indicated in 4.7(d). The new

method addresses this problem by iteratively corrects the errors. In particular, when

a new decoded bit (4.7(f)) is obtained, the new method is applied again to detect the

inconsistent bit-changes. The error regions are colored pure green in 4.7(g) and one

can see that the error regions are gradually reduced. In the 4th iteration, no more

error regions are detected and the new method converges. The final decoded bits are

shown in 4.7(h). One can see that the new method successfully corrects the errors

caused by long-range effects. It is noteworthy that the above method to correct the

long-range effects is heuristic and iterative. While there is no guarantee that it would

converge, it converges in all the experiments described in this thesis.
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4.3 Implementation Details

A step-by-step description of the new method is provided first and some details are

explained later.

In step 1, the inconsistent bit-changes are detected in I(T1:4) and the intensity of

the windows around these bit-changes will not be used as reference. Therefore, it is

not needed to correct the inconsistent bit-changes in step 1.

The implementation captures two additional images by projecting fully white/black

patterns to remove the ambient lighting. These two images are obtained before the

entire Algorithm 1 starts.

It is well known that binary code may produce more noise in the correspondences

comparing to gray code. In order to reduce the noise, median filtering is applied (step

6).

4.4 Experimental Results

The new method is applied to many real-world scenes with different characteristics.

Both quantitative and qualitative evaluation are provided to demonstrate the accu-

racy and robustness of the new method. The experimental setup includes a Point

Grey flea2 camera and a Dell M110 projector, both are with resolution 1024× 768.

The first experiment is designed using a scene which includes a ceramic bowl

placed in a small carton (named “Bowl Scene”). The bowl has texture on its surface.

Five datasets are captued, and the projector focus setting is purposely adjusted so
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Algorithm 1 Scene Adaptive Structured Light

1. Detect any bit-change that is caused by inter-reflection in I(T1:4) based on Eq. 4.3

and 4.4. Only I(T1:4) are used because these are the reference images used in Step 2.

Details of this step are described in Section 4.2.1.

2. Compute dissimilarity e(t5:9) based on Eq. 4.2, for each image I(t5:9) using bit-

changes in I(T1:4) as reference. Notice that the bit-changes detected in Step 1, which

are due to inter-reflection, are not used as reference. Determine whether an image

I(t5:9) is blurred or not based on e(t5:9) and discard its corresponding pattern P (t5:9).

Design new patterns P ′(t′1:N) by shifting P (tm) which is the pattern with the minimum

stripe width after some patterns are discard. Figure 4.5 is an example of the new

patterns. Details are described in Section 4.1.

3. Project new patterns P ′(t′1:N). Label each pixel in the image I ′(t′1:N) to be either

consistent or inconsistent by Eq. 4.3, 4.4 and 4.7, 4.8 with winner-take-all optimiza-

tion. Place a 50 × 50 pixels window centered at each pixel that is labeled inconsistent.

These windows are the error regions due to inter-reflection. Details are described in

Section 4.2.

4. Obtain correspondences for pixels with no errors. Mask correspondences in the

patterns to reduce the amount of incident light. Generate new patterns with the

mask (such as Figure 4.7(e)).

5. Repeat step 3 and 4 until converge.

6. Run post-processing.
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that the blurry effects are different among them. Each row of Figure 4.8 shows the

results of one dataset and one can see that the blurry effects become more severe from

top to bottom. In particular, the five rows correspond to the results when patterns

with stripe width = 2, 4, 8, 16, 32 pixels are blurred, respectively. Under these

experimental settings, both short- and long-range effects are present simultaneously

in some regions of the bowl.

The new method is compared with [35] and [61], which consistently outperform

traditional methods such as gray code and phase shifting. The publicly available

Matlab code provided on the author’s webpage is used. The correspondence map is

used for comparison with red and green used for the x and y coordinates, respectively.

A black pixel in the correspondence map indicates that the correspondence cannot

be recovered for that pixel. The method presented in [35] fails for the last three

rows because this method has an implicit assumption that stripe width ≥ 8 cannot

be blurred. Although this method is suppose to work for row 1 and 2, there are

still errors in the results due to strong inter-reflection. Comparing with [35], the

new method can handle stronger inter-reflection which is indicated in row 1 and 2,

and certain extreme cases of defocusing where [35] fails (indicated in row 3, 4 and

5). It is noteworthy that the Micro Phase Shifting method [61] requires the user

to select the frequency of the band. The authors of [61] recommend using the low

frequency band such as 32 pixels wide patterns when the defocus is strong. Therefore,

the frequency to be 32 pixels is selected and the number of frequencies is set to be

15 throughout these experiments. Moreover, this method also requires the projected
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(a) (b) (c) (d)

Figure 4.8: Experimental results for the “Bowl Scene”. Each row shows the results

of a dataset. (a) One of captured images. (b-d) Final correspondence map by the

new method, [35] and [61], respectively. Red and green are used for the x and y

coordinates, respectively.
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Figure 4.9: Comparing details of correspondence maps in Figure 4.8.
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images to be radiometrically calibrated to account for projector’s non-linear response.

The method presented in [82] is applied for radiometric calibration. Since [61] uses

monochrome patterns, gray scale calibration is performed only. As well, calibration is

applied whenever the setting of the projector or camera is changed. Certain regions

in the correspondence maps are selected and further compared in Figure 4.9. The

selected regions are indicated by blue rectangles and they are all on the surface of

the ceramic bowl where inter-reflection and projector defocus exist at the same time.

Since the surface of the bowl is smooth, the correspondence map in these regions

should not have any sharp discontinuity. One can see that the results of the new

method are smooth except the one in the last row. However, the results by [35] and

[61] have sharp discontinuities which indicate errors caused by either inter-reflection

or defocus, or both. The comparison indicates that the results of the new method are

better than both [35] and [61], especially with strong blurry effects. The disadvantage

of our method is that it requires an iterative process that corrects the error caused

by inter-reflection, which results in large number of captured images. In particular,

the number of captured images for [35] is always 80, and 17 for [61]. However, the

number of iterations for our method is typically 5-6, which requires 100-120 images.

Besides comparing the final correspondence map, quantitative accuracy evaluation

is provided for this set of experiments. To be more specific, the ground truth is

obtained by manually determining the decode bit. After that, the results of the new

method and that of [61] are compared to the ground truth using the following error
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(a) (b)

Figure 4.10: (a) Comparison of the error (in percent) among the new method, [61]

and [35]. The x axis is the row index in Figure 4.8. (b) e(t5:9) is obtained by the new

method described in Section 4.1.

measure

Err = (num/NUM)× 100%. (4.9)

NUM is the number of recovered correspondences in the ground truth, and num the

number of pixels whose correspondences are different from the ground truth. Figure

4.10(a) shows the comparison of the error among the new method, [61] and [35]. This

graph demonstrates that the new method is better in accuracy. In particular, the

error is always lower than that of both [35] and [61]. One can see that very large

error exists in the last three rows for [35]. The reason is that this method assumes

that patterns with stripe width ≥ 8 pixels cannot be blurred. Starting from row3,

the pattern with stripe width = 8 pixels is blurred, and hence the method fails.

The result of minimum stripe width determination is an error e(t5:9) for each
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I(t5:9). The error is shown in Fig 4.10(b). After e(t) is obtained for t ∈ [5, 10], the

new method discards certain pattern(s) and designs new patterns such as those shown

in Figure 4.5.

(a) Ceramic Bowl: strong inter-reflection

(b) Candle and Paper cup: subsurface scattering and inter-reflection.

(c) Fruit: subsurface scattering

(d) Russian dolls: projector defocus

Figure 4.11: Comparison of results produced by different method: the new method,

conventional gray code, [35] and [61].
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Figure 4.12: Comparing details of correspondence maps in Figure 4.11.

The new method is applied to many other scenes and qualitative evaluation is

provided to demonstrate its robustness. The experimental results are shown in Figure

4.11. The experiments include scenes which have different kinds of global illumination

effects, and with different characteristics such as texture. The final correspondence

maps are used for comparison. Similar to Figure 4.8, red and green are used for the

x and y coordinates, respectively. A black pixel indicates that the correspondence

cannot be recovered for that pixel. The results produced by the new method are

compared with that by the conventional gray code method, [35] and [61]. Some regions

are selected and their correspondence maps are compared in Figure 4.12. In these

experiments, the frequency is set to be 16 pixels and the number of frequencies to be

8 when applying [61]. In Figure 4.11(d), the smallest doll is 65cm from the projector
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Figure 4.13: Comparison of 3D models recovered from correspondence maps produced

by different method: the new method (left column), [35] (middle column) and [61]

(right column).

and the largest doll 85cm. Therefore, the projector defocus is quite significant. One

can see that there are still some artifacts in the Paper cup dataset when applying

[61]. This is due to the frequency selection. Once the number of frequencies is

changed from 8 to 15, the result becomes much better. That is, the selection of
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frequency can impact the accuracy of the results. The 3D models reconstructed from

the correspondence maps are compared and shown in Figure 4.13. In particular,

the results of the new method are compared with that of [35] and [61]. The results

demonstrate that the new method consistently outperforms the conventional gray

code method. In the cases where inter-reflection is severe (Figure 4.11(a)), the new

method produces better results comparing with that of both [35] and [61].

Quantitative analysis is provided for the 3D reconstruction results shown in Figure

4.13. The evaluation is performed as follows. The bit for the input images is manually

determined for all the datasets shown in Figure 4.11 so that the ground truth for

the correspondences can be obtained. For each pair of correspondences between the

camera and the projector, a 3D point can be obtained by triangulation. After that,

the Euclidean distance between every 3D point computed from the ground truth

correspondences and that using the correspondences by the new method is calculated

and averaged. Denote the averaged distance by ∆X and one can see that it represents

the error for the created 3D model. The same error measurement is used for the gray

code method, as well as for methods presented in [35] and [61]. Table 4.4 shows

the size of the object, as well as ∆X for all the datasets shown in Figure 4.11 and

the unit for the numbers in the table is mm. One can see that the error of the

new method is always smaller than the other methods, although both [35] and [61]

provide reasonable results. Notice that in “Ceramic Bowl”, although there are a few

3D point whose error is large, the overall 3D error is still small because ∆X denotes

the averaged error and the number of correspondences is huge.
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Object

Size

Proposed

Method

[35] [61] Gray Code

Figure 4.11(a) 400 0.9483 1.5893 1.7969 2.2003

Figure 4.11(b) 400 1.3635 1.3930 1.5515 2.7528

Figure 4.11(c) 400 0.9842 1.0850 1.1758 1.6672

Figure 4.11(d) 750 1.5906 2.4149 1.9812 123.2214

Table 4.1: The 3D error ∆X for all the datasets in Figure 4.11. The unit for the

numbers is mm.
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Chapter 5

Camera Housing Calibration

In the previous chapters, two new structured light methods are presented to establish

correspondences between two camera views. For a camera system that is placed in air,

the triangulation method shown in Figure 1.1(b) is used to compute the 3D points

from the established correspondences. However, the method does not work when

the camera system is deployed undersea. The reason is demonstrated in Figure 5.1.

One can see that when refraction exists, the light path from the object point to the

camera is not a straight line anymore. In this case, the resulting 3D point is incorrect

if the in-air triangulation method is applied as shown in Figure 1.1(b), which is the

intersection of those two green dashed lines. In other words, the in-air triangulation

method must be modified to accommodate for the refraction effect.

In this chapter, a novel refractive housing calibration method is presented for an

underwater stereo camera system where both cameras are looking through multiple

parallel flat refractive interfaces, as the one shown in Figure 5.1. At the heart of this
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Figure 5.1: Demonstration that the typical triangulation method does not work for

an underwater camera system.

method is an important finding that the thickness of the interface can be estimated

from a set of pixel correspondences in the stereo images when the refractive normal

is given. Besides that, another novel housing calibration method is presented for a

single underwater camera by making full use of triple wavelength dispersion. This

method is based on another important finding that there is a closed-form solution

to the distance from the camera center to the refractive interface once the refractive

normal is known. The correctness of this finding is mathematically proved. As well,

the refractive normal can be estimated by solving a set of linear equations using

dispersion. Both important findings have not been studied or reported by other

researchers. It is noteworthy that the new methods do not require any calibration

target such as a checkerboard pattern which may be difficult to manipulate when

the cameras are deployed deep undersea. The implementation of both methods is
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simple. In particular, they mainly require solving a set of linear equations of the form

Ax = b. Extensive experiments have been carried out which include simulations to

verify the correctness of both methods as well as to test their robustness to noise.

The results of real experiments show that the new methods work as expected. The

accuracy of the results are evaluated against the ground truth in both simulated and

real experiments. Finally, dispersion is used to compute the 3D shape of an object

using one single camera.

5.1 Stereo Camera Housing Calibration

Without loss of generality, let’s assume that each camera is facing the refractive

interface of its own underwater housing. Notice that the two cameras sharing the same

interface is a special case. Moreover, assume that there is one or multiple refractive

interfaces and they are all parallel to each other. Both 3D and 2D diagrams for this

scenario are shown in Figure 5.2. The diagram shows two corresponding rays coming

out from the camera centers, passing through multiple interfaces, and intersecting at

an object point.

The symbols shown in Figure 5.2(b) are described first. The subscript “L” denotes

the left camera view and “R” the right. Suppose there are N refractions in each

camera view and the refractive indices µiL and µiR, i ∈ [0, N ] are given. Here i is

always an integer. The normals of the refractive interfaces are denoted as nL and

nR. Assume that the orientations and positions of the two cameras are known by

performing offline calibration in air. In other words, camera centers CL and CR
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(a) (b)

Figure 5.2: (a) Flat refractive geometry with multi-layer of refractive interface for a

stereo camera system. (b) 2D diagram for (a).

are provided. Moreover, assume that a set of corresponding rays coming out of the

camera centers has been established, which can be easily done by SIFT/SURF feature

matching. For example, {r0
L, r

0
R} is a pair of corresponding rays and there are M pairs.

The directions of rays in each refractive interface are denoted as riL and riR, and the

rays intersect each interface at points qiL and qiR. The thickness of the left layer is diL,

and of the right diR, i ∈ [0, N − 1]. To sum up, CL, CR and M pairs of corresponding

rays such as {r0
L, r

0
R}, and the refractive indices µiL, µ

i
R are assumed to be known.

The new method solves for nL, nR, d
i
L and diR, i ∈ [0, N − 1] simultaneously. Once the

results are obtained, the 3D geometry of the scene can be reconstructed by ray-tracing

from the correspondences.
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5.1.1 Given refractive normal, estimate layer thickness

Assume that nL and nR are given, which will be relaxed later in Section 5.1.2. Let’s

demonstrate that diL and diR can be obtained by solving a set of linear equations once

nL and nR are known. The new method is based on an important finding which is

expressed as (
qNL − qNR

)
·
(
rNL × rNR

)
= 0. (5.1)

In the equation, · denotes dot product and × cross product. The equation states

that qNL q
N
R is on the plane formed by the two rays rNL and rNR . One can see that this

condition is always true. According to Snell’s law, it can be derived that

qiL = qi−1
L − di−1

L

ri−1
L

nL · ri−1
L

, i ∈ [2, N ], (5.2)

and qiR is obtained similarly. Furthermore,

q1
L = CL − d0

L

r0
L

nL · r0
L

(5.3)

and a similar equation holds for q1
R. By substituting Eq. 5.2 and Eq. 5.3 to Eq. 5.1,

Eq. 5.1 can be written as((
CL − d0

L

r0
L

nL · r0
L

− d1
L

r1
L

nL · r1
L

− · · · − dN−1
L

rN−1
L

nL · rN−1
L

)

−
(
CR − d0

R

r0
R

nR · r0
R

− d1
R

r1
R

nR · r1
R

− · · · − dN−1
R

rN−1
R

nR · rN−1
R

))
·
(
rNL × rNR

)
= 0. (5.4)

Let R =
(
rNL × rNR

)
, Ri

L =
riL

nL·riL
and Ri

R =
riR

nR·riR
. Eq. 5.4 can be further expanded

as

(
CL − CR − d0

LR0
L − · · · − dN−1

L RN−1
L + d0

RR0
R + · · ·+ dN−1

R RN−1
R

)
· R = 0. (5.5)
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Re-arrange the order of terms produces

− d0
L(R0

L · R)− · · · − dN−1
L (RN−1

L · R) + d0
R(R0

R · R)

+ · · ·+ dN−1
R (RN−1

R · R) = (CR − CL) · R. (5.6)

Finally Eq. 5.6 can be written as

(
− (R0

L · R), . . . ,−(RN−1
L · R), (R0

R · R), . . . , (RN−1
R · R)

)
(
d0
L, . . . , d

N−1
L , d0

R, . . . , d
N−1
R

)T
= (CR − CL) · R. (5.7)

Once nL and nR are known, then riL and riR, i ∈ [1, N ] can be obtained since r0
L

and r0
R are known, and the refractive indices are assumed to be given. Therefore,

Ri
L, i ∈ [0, N − 1] which is

riL
nL·riL

, can be calculated. Similarly, Ri
R and R can be

computed as well. Up to this point, one can see that
(
d0
L, . . . , d

N−1
L , d0

R, . . . , d
N−1
R

)T
are the unknowns in Eq. 5.7 and all the others can be calculated. Notice that Eq.

5.7 has the same form as Ax = b which can be easily solved. Given M pair of

correspondences, the dimension of A is M × 2N , b is 2N × 1 and x is M × 1. By

solving the set of linear equations, diL and diR, i ∈ [0, N − 1] are obtained.

5.1.2 Search space

The above section demonstrates that once nL and nR are provided, diL and diR can be

computed by solving a set of linear equations. After that, the 3D geometry of a scene

can be obtained as well. This method can be readily incorporated into an existing

underwater stereo camera system where the normals of the refractive interfaces are
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known. Unfortunately, some systems do not have information of the normal and the

method presented in this section is designed to address this problem.

Although the accurate nL and nR are not known, they are both inside a search

space which is the hemisphere shown in Figure 5.3. That is, the z component of the

normal direction is always negative in the camera’s coordinate system. Denote nL =[
nL(x), nL(y), nL(z)

]
. Then, nL(x) ∈ [−1, 1], nL(y) ∈ [−1, 1], nL(x)2 + nL(y)2 ≤ 1

Figure 5.3: The search space for the normal of the refractive interfaces.

and nL(z) = −
√

1− x2 − y2. Both nL(x) and nL(y) are within [−1, 1] because nL

represents the normal direction and its length is 1. The search space for nR can

be defined in the same way. Since the relative pose between the two cameras are

calibrated in air, the relationship between their coordinate systems can be obtained.

As a result, the search space for both nL and nR can be defined.

There are many hypotheses for nL and nR in the search spaces, and the repro-

jection error is used to measure whether or not the result produced by a particular

hypothesis is appropriate. To be more specific, for a certain hypothesis of nL and nR,
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diL and diR, i ∈ [0, N − 1] is computed using the new method in Section 5.1.1. After

that, M pairs of corresponding rays generate M 3D points by ray-tracing, and these

3D points are projected back to the images to compute the reprojection error. It is

demonstrated in [1] that by solving a 4th degree equation the reprojected pixels can

be obtained for a single refraction, and a 12th degree equation for two refractions.

Assuming that the measured corresponding pixels in the two images are p̂L and p̂R,

and the corresponding reprojected pixels are pL and pR, then the reprojection error

is defined as the following root mean square (RMS) error:

J =

√√√√ 1

M

M∑
i=1

(
pL(i)− p̂L(i)

)2

+
(
pR(i)− p̂R(i)

)2

. (5.8)

The hypothesis of nL and nR that minimizes J is selected.

5.1.3 Implementation Details

A naive implementation of the method in Section 5.1.2 is a brute force search in the

search space for the normals. For example, one can use a step size of 0.01 when

searching the entire space for nL and nR. However, this implementation is very time

consuming and the results may not be accurate enough because the step size is 0.01.

Instead, binary search is used in the defined search space. In particular, the proposed

implementation terminates at the 10th iteration and the step size at the ith iteration

is 0.5i. At each iteration, there are 25 hypotheses each for nL and nR, which result

in a total of (25)2 hypotheses. Therefore, this implementation explores (25)2 × 10

hypotheses and the final step size is 0.510, which is much finer than 0.01 using the
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brute force approach.

Since the established corresponding rays such as {r0
L, r

0
R} can be corrupted by

noise, a post-processing step is performed. The sparse bundle adjustment is used [55]

to refine the parameters nL, nR, d
i
L and diR, i ∈ [0, N − 1].

5.1.4 Experimental Results

Extensive experiments have been performed and the results are reported here. The

refractive index for air is 1.0, for water 1.33 and for glass 1.50. Assume that the light

path from the camera to the object is air→ glass→ water. This is the most common

scenario for both the lab environment and for camera systems deployed undersea. For

example, water is usually contained in a tank made of glass in the lab environment.

Cameras are normally placed in their own housing equipment made of glass before

they are deployed undersea. From now on, the term “single approximation” is used

to represent that a single refraction of water is used to approximate the refraction of

glass + water. Under this circumstance, the glass thickness is not estimated.

5.1.4.1 Simulations

The following six cases are tested in the simulated experiment. Case 1: Known

refractive normal + single approximation. Case 2: Known refractive normal + known

glass thickness. Case 3: Known refractive normal + estimate both layers’ thickness.

Case 4: Unknown refractive normal + single approximation. Case 5: Unknown

refractive normal + known glass thickness. Case 6: Unknown refractive normal +
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estimate both layers’ thickness. The results for Case 4 and 6 are compared with that

produced by [1]. The reason for comparing only these two cases is that the method

of [1] assumes that both the refractive normal and the glass thickness are unknown.

Case 2 and Case 5 are designed because all the housing equipment is custom built

and the thickness of the glass is normally known. The positions of the cameras, the

normals of the refractive interfaces, the distances from the camera centers to the glass

are randomly generated. Since the thickness of the glass varies for different systems,

it is set to be a factor of the distance from the camera center to the glass. The factor

varies from 0.1 to 1.9. The object is set to be a plane in order to easily inspect the

quality of the reconstruction. Another reason is that the results of the new method

are compared with that produced by [1], which requires a planar calibration object.

It is noteworthy that the new method does not require the scene to be a planar

object. In the real experiments, arbitrary 3D objects are used. The size of the object

is 0.5 × 0.5 units. Throughout the simulated experiments, the image resolution is

2048× 1536 pixels. The number of pixel correspondences established from the object

is M = 50. The correspondences are generated with Gaussian noise (variance σ2

pixels) and 100 trials are performed for each noise setting. The results are evaluated

as follows. Suppose the refractive normal recovered by the new method is n̂L and the

ground truth is nL, then the angle between them is computed by arccos (n̂L · nL)×180◦

and termed “angular error.” It is applied to nR as well. Moreover, assume that the

layer thickness recovered by the new method is d̂iL, i ∈ [0, N − 1] and the ground

truth is diL, then the normalized error is computed by
|d̂iL−d

i
L|

diL
where | · | denotes
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absolute value. The error of diR is also computed. Besides the above parameters,

a 3D error is computed as follows. Combining the estimated parameters and the

generated correspondences, the 3D models of the objects can be reconstructed. They

are compared with the actual 3D points. Denote the coordinates of each 3D point as

P , and the coordinates computed using the estimated parameters as P̂ . The distance

between these two points is obtained and averaged for the entire object. D is used

to denote the averaged distance. One can see that all the measures indicate errors in

the results. Therefore, a lower value in a curve indicates a better result.

Figure 5.4: Experimental results for Case 1.

Figure 5.5: Experimental results for Case 2.
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Figure 5.6: Experimental results for Case 3.

The results for all the cases are shown in Figure 5.4 to 5.9. Overall, the results in

the category when the refractive normal is known (Case 1-3) are better than when

it is unknown (Case 4-6). It implies that the refractive normal has a large impact

on the results. It is possibly because when the normal is incorrect, the error in the

refracted ray can be large. Another interesting result is that regardless of whether or

not the refractive normal is known, the results when the glass thickness is known are

the best, and then the results when the glass thickness is unknown are the next, and

the results using single approximation are the worst. The results of Case 4 and 6 by

the new method are compared with that of applying [1]. The comparison shows that

the accuracy of the new method is similar to that of [1], which requires a calibration

target such as a checkerboard pattern.
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Figure 5.7: Experimental results for Case 4.
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Figure 5.8: Experimental results for Case 5.

5.1.4.2 Simulations with Outliers

Besides noise, outliers are added to the correspondences and repeat the experiments.

The experiments are designed as follows to demonstrate that the new method is robust

to outliers. The datasets generated in Sec. 5.1.4.1 are re-used where each one has

M = 50 pairs of correspondences. However, some of the correspondences are changed

to be outliers and the number of outliers varies from 0% to 85%. The noise variance

is set to be 0.5 pixels and the experiments are repeated for all the 6 cases described

in Section 5.1.4.1.

RANSAC is used in the implementation to handle outliers. In particular, 4 cor-

responding pairs are used in each RANSAC trial, and the maximum number of trials

is set to be 500. Case 2 is used as an example to demonstrate the implementation.

99



Figure 5.9: Experimental results for Case 6.

In this case, the glass thickness is known and the unknowns are d0
L, d

0
R. That is, two

pairs of correspondences are sufficient to solve the linear equation Eq. 5.1. However,

since the correspondences are corrupted by Gaussian noise, the solution of Ax = b

using two pairs is not robust. In the implementation, RANSAC randomly selects

four pairs of correspondences to solve the linear equation Ax = b, and then checks

how many other correspondences can be fit into this linear equation. The solution

that fits the most number of correspondences is selected. The result for Case 2 is
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shown in Figure 5.10. The curves for the other cases have a similar shape. The new

method can handle up to 80% of outliers. The probability of selecting four pairs of

correspondences to be all inliers at 80% and 85% is analyzed to explain the result.

When the outliers is 80%, there are 10 pairs of correspondences that are inliers among

a total of 50 pairs. The probability for RANSAC to select four pairs to be all inliers

is C4
10/C

4
50 = 9.1185 × 10−4. When there are 85% of outliers which means there are

only 7 pairs of inliers, the probability becomes C4
7/C

4
50 = 1.5198 × 10−4, which is 6

times smaller than when it is 80%. One can see that the probability at 85% is very

small, which explains the sudden jump in the error curve. Nonetheless, the number

of outliers in the established correspondences is usually fewer than 80% in reality.

Figure 5.10: Experimental results for Case 2 with ourliers in the input.

5.1.4.3 Real Data

Besides the simulated experiments, real experiments are carried out in a lab environ-

ment and the setup is shown in Figure 5.11. Two images are taken from different

angles to show the details of the setup. In particular, two Canon 5D cameras (indi-

101



(a) (b)

Figure 5.11: Setup for the real experiments.

cated by the green arrows) are placed in front of a plexiglass tank and each camera

has its own refractive interface. A projector, which is indicated by the purple arrow,

is used to project gray code structured light patterns in order to establish dense cor-

respondences between the cameras. In the experiments, SURF feature matches are

established to test the new methods, where the gray code correspondences are used

for the final dense 3D reconstruction in order to visually inspect the quality of the

3D model. The resolution of the cameras is 4368 × 2912 and of the projector is 1024

× 768. A reference camera (indicated by the red arrow) is used to obtain the ground

truth for the refractive axis (nL, nR) and the distance from the two Canon cameras

to the refractive interface (d0
L, d

0
R). The reference camera focuses on both checker-

board patterns. Therefore, the transformation between the coordinate systems of the

checkerboard and the reference camera can be computed through calibration. After

that, once the three cameras are calibrated in air, the transformation between the
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coordinate systems of the checkerboard and the two Canon cameras can be computed.

As a result, the ground truth for the refractive axis and the distance can be obtained.

The thickness of the glass (d1
L, d

1
R) is measured by a ruler. The results are compared

with the ground truth to measure the accuracy.

Three datasets are captured under the same stereo camera configuration. In par-

ticular, the three datasets are named “Plane”, “Cave” and “Boat”. SURF corre-

spondences are established for each dataset and the parameters are estimated from

each set of correspondences. Once all the parameters (n, d) are estimated, the 3D

reconstruction can be performed from gray code correspondences. The results of the

“Plane” scene are shown in Figure 5.12. From left to right, Figure 5.12 shows the

Figure 5.12: Results of the “Plane” scene. From left to right: captured image, 3D

reconstruction results for the case when refraction is not accommodated, results of

Case 5 and 6 using the presented method. The two rows shows the 3D reconstruction

results in two different views. The ground truth is shown in red for comparison.
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captured image, the 3D reconstruction results when refraction is not accounted for,

the results of Case 5 and 6 by applying the new method. The “Plane” scene includes

a piece of laminated paper pasted on a glass to show the impact of the refraction ef-

fects. Since the ground truth is measured for all the parameters (n, d), the “ground

truth” of the 3D reconstruction can be obtained by back projecting the established

pixel correspondences. The ground truth is shown in red for comparison. To demon-

strate that the measurement of ground truth is accurate, two points are marked on

the milk carton. The distance between these two points from 3D reconstruction us-

ing the measured ground truth is 99.0mm, and the distance measured using a ruler is

98.7mm. The above two numbers indicate that the measurement of the ground truth

for the parameters is very accurate. From the second column of Figure 5.12, one can

see that the objects are larger in 3D reconstruction when the refraction effects are

ignored which is the case in reality. In particular, the distance between the two points

marked on the milk carton is 149.8mm when refraction is not accounted for, which

means that the scene is assumed to be placed in air. One can see that the error is

quite large compared to the one measured by a ruler. Moreover, the reconstruction

of the laminated paper is not flat anymore. It demonstrates that the error can be

significant when the refraction effects are not accommodated in 3D reconstruction.

The results for the datasets “Cave” and “Boat” are shown in Figure 5.13. The top

row is the result for the “Cave” scene and the bottom row for the “Boat” scene. From

left to right, the figure shows the captured image, result without accounting for re-

fraction, results of Case 5 and Case 6. The ground truth is shown in red. By visual
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comparison with the ground truth, the results are the best in Case 5 and worst in

Case 6, which is consistent with the conclusion in the simulated experiments.

Figure 5.13: Top row: results of the “Cave” dataset. Bottom row: results of the

“Boat” dataset. The ground truth is shown in red for comparison.

Besides the visual comparison of the 3D reconstruction results between the ground

truth and the new method, the results of the housing parameters for the “Cave” scene

are shown in Table 5.1. The unit for the angular error is degree and for thickness is

mm. Some cells are filled in with “N/A” because it is not estimated in that case. For

example, nL and nR are assumed to be known in Case 1, 2 and 3. “D” represents

the 3D reconstruction error with unit in mm. The results indicate that most of the
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parameters are well estimated except the glass thickness where large errors still exist.

Therefore, it is strongly recommended that researchers should measure the thickness

of the refractive interface when building the underwater camera systems. Moreover, a

checkerboard pattern is placed in the water and the images are taken by both cameras

in order to apply the method proposed in [1]. Comparing with [1], the new method

is comparable in Case 4, while it is worse in Case 6. Nonetheless, [1] requires the

3D geometry of the scene to be known while the new method does not.

5.1.5 Limitation

When solving Eq. 5.7 which has the same form as Ax = b, an important assumption

is that A has to be full rank. Moreover, any two rays riL and rjL cannot be parallel.

Similar assumption is applied to riR. The second assumption infers that any two

layers cannot be the same material. The following two solutions are proposed to

address such a limitation. (1) If there are layers of the same material, the sum of the

thicknesses for the same material layers can be computed. However, the thickness for

each layer cannot be obtained separately. (2) If the layer material is not known, the

rank of A can be computed. After that, the sum of the thicknesses for the layers of

the same materials can be computed.
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angular error

for nL

angular error

for nR

d0
L d0

R d1
L d1

R D

GT 0 0 123.35 186.00 5.6 5.6 0

Case 1 N/A N/A 128.93 196.11 N/A N/A 1.85

Case 2 N/A N/A 122.43 187.31 N/A N/A 1.06

Case 3 N/A N/A 126.35 191.2 55.36 68.19 1.77

Case 4 1.9866 1.3979 128.86 195.74 N/A N/A 4.63

Case 4

([1])

0.5321 0.5145 134.65 202.36 N/A N/A 4.37

Case 5 1.1588 1.3268 125.54 189.75 N/A N/A 1.67

Case 6 4.2682 5.842 180.47 273.59 69.23 81.97 16.22

Case 6

([1])

0.8135 0.7754 151.23 233.62 95.52 89.97 8.20

Table 5.1: Comparison between the estimated parameters by the new method and

the ground truth. “GT” denotes the ground truth.
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5.2 Single Camera Housing Calibration

In the previous section, a method that estimate the housing parameters for stereo

cameras is presented. The method requires searching the normal search space to es-

timate the refractive normal, which can be inefficient. In this section, a new method

that utilizes triple wavelength dispersion to estimate housing parameters more effi-

ciently using a single camera is presented.

Figure 5.14: Refractive model.

Figure 5.14 shows the refractive model that is used in this method. A pinhole

perspective camera is viewing the object through multiple flat refractive layers where

all layers are parallel to each other, which means that all layers have the same refrac-

tive interface normal n. The number of layers is N and each layer has a thickness of

di. The distance from the camera center to the first refractive interface is denoted as
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the “interface distance”, d0. Assume that the object is able to emit three different

wavelengths of light (red, green and blue), then the dispersion can be observed due

to different refractive indices for different wavelengths. The goal is to compute both

the refractive normal n and the interface distance d0.

Let’s focus on a specific refraction case which is the most common and practical

one. In particular, assume that there are two refractions which are air → glass →

water. This is the most common scenario because a camera is always placed inside

a watertight housing before deployed underwater. Therefore, the camera is viewing

the object in water through a piece of glass. In the lab environment, the water is

always put inside a tank which is made of glass. The new method assumes that the

thickness of the glass is known because it can be easily measured.

5.2.1 Normal Computation

The method of normal estimation is the same as the one described in [90]. In partic-

ular, when observed by the camera, an object point reaches different pixel locations

in the camera through different rays due to different wavelengths. Denote va, vb as

the two rays with different wavelengths that travel in air and reach the camera, then

these two rays must lie on the same plane as the refractive normal n. As a result, a

constraint for n can be written as follows.

(va × vb)Tn = 0. (5.9)

Due to different wavelengths, va 6= vb and the above constraint describes that n is on

the same plane formed by va and vb. Assume that there are multiple object points
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described above, then by stacking multiple linear equations yields a linear system.

Thus, the refractive normal n can be computed by solving this linear system.

5.2.2 Interface Distance Computation

The most important novelty of the new method is in estimating the interface distance

d0. In particular, a mathematical proof and derivation is provided to show that there

is a closed-form solution to d0 when the interface normal n is known based on the

assumption that triple wavelength dispersion is observed. Because of this finding, the

new method does not require any calibration target.

(a) (b)

Figure 5.15: Computing the interface distance d0. See text for details.

Figure 5.15 depicts a typical case of triple wavelength dispersion. In particular,
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due to the dispersion of the red, green and blue colors, an object point is observed

at three different pixel locations in the captured images. The direction of the three

rays in air can be computed once the camera intrinsic parameters are known. Since

the refractive interface normal n can be obtained by the method described in Section

5.2.1, the direction of the rays traveling in glass and in water can be computed as well.

When d0 is the ground truth, the three rays in water intersect at three coincident

points p1, p2 and p3. With reference to Figure 5.15(b), in the following, a theorem is

presented to prove that when d0 is changed to d0 + ∆d with any ∆d 6= 0, the three

rays in water will intersect at three non-coincident points p′1, p
′
2 and p′3, and vice

versa. Using this important finding, then d0 corresponds to the point at which the

three points p1, p2 and p3 are coincident. It is noteworthy that using triple wavelength

dispersion is critically important in the new method and cannot be replaced using two

wavelengths such as the method in [90]. The reason is as follows. Assume that there

are only two wavelengths (red and blue), and hence there are two rays in water. One

can see that with any d0, these two rays in water will always intersect at one point.

Because no calibration target is used, it cannot determine which d0 corresponds to

the ground truth point in water. In contrast, the new method can determine that

the correct d0, which corresponds to the point where p1, p2 and p3 are coincident. In

general, the new method can be extended to more than 3 wavelengths.

Let’s denote the directions of the three rays in air as vra, v
g
a, v

b
a, where the subscript

“a” represents air and the superscript color, namely, red(r), green(g) and blue(b).

Using this notation, the directions of rays are denoted as vrg, v
g
g , v

b
g in glass, and
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vrw, v
g
w, v

b
w in water.

Lemma 2. vra, v
g
a, v

b
a, v

r
g, v

g
g , v

b
g, v

r
w, v

g
w, v

b
w are always on the same plane even if ∆d 6= 0

as shown in Figure 5.15(b).

Proof. According to Snell’s Law, all the incoming rays and the refracted rays are

always on the same plane as the refractive normal. Moreover, Section 5.2.1 demon-

strates that vra, v
g
a, v

b
a are always on the same plane because they are due to the

dispersion effects. In other words, all the 9 rays in Figure 5.15(a) are on the same

plane. Notice that once the interface normal n is known, vrg, v
g
g , v

b
g and vrw, v

g
w, v

b
w

are also fixed because they depend on vra, v
g
a, v

b
a and n only. Therefore, even if d0 is

changed to d0 + ∆d, the ray direction does not change. As a result, the 9 rays are

always on the same plane.

Now that all the rays are on the same plane, the problem can be simplified from 3D

to 2D. In particular, assume that the z plane is aligned with the plane that is formed

by the above 9 rays. As shown in Figure 5.15(a), the camera center is selected as the

origin of the new coordinate system. The y axis is perpendicular to the refractive

interface, and the x axis is set so that all the 9 rays are at the first quadrant. Denote

the slope of the 9 rays as mr
a,m

g
a,m

b
a,m

r
g,m

g
g,m

b
g,m

r
w,m

g
w,m

b
w.

Theorem 2. In Fig. 5.15(b), p′1 6= p′2, p
′
1 6= p′3 and p′2 6= p′3 ⇔ ∆d 6= 0.

Proof. The direction of ⇐ is proved first. The three rays in air pass the origin,
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therefore their equations are written as follows.

y = mr
ax

y = mg
ax

y = mb
ax

(5.10)

These three rays intersect the inner glass interface at three different points whose

coordinates are
(
d0
mra
, d0

)
,
(
d0
mga
, d0

)
and

(
d0
mba
, d0

)
. Similar to that, The equation of

those three rays inside the glass can be written as follows.

y = mr
gx+

(
d0 − d0

mr
g

mr
a

)
y = mg

gx+

(
d0 − d0

mg
g

mg
a

)
y = mb

gx+

(
d0 − d0

mb
g

mb
a

) (5.11)

These three rays intersect the outer glass at three points where the coordinate are(
d1
mrg

+ d0
mra
, d0 + d1

)
,
(
d1
mgg

+ d0
mga
, d0 + d1

)
and

(
d1
mbg

+ d0
mba
, d0 + d1

)
. Given these three

points, the equation for the three rays in water can be written as follows.

y = mr
wx+

(
d0 + d1 − d1

mr
w

mr
g

− d0
mr
w

mr
a

)
y = mg

wx+

(
d0 + d1 − d1

mg
w

mg
g
− d0

mg
w

mg
a

)
y = mb

wx+

(
d0 + d1 − d1

mb
w

mb
g

− d0
mb
w

mb
a

) (5.12)

Assume that p1 is the intersection between the red and green ray, p2 the red and

blue ray and p3 the green and blue ray. The coordinate for p1, p2 and p3 can now be

computed. In particular, let’s focus on the x component of these three points only
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and they are written as follows.

p1(x) =

d1mrw
mrg
− d1m

g
w

mgg
+ d0mrw

mra
− d0m

g
w

mga

mr
w −m

g
w

p2(x) =

d1mrw
mrg
− d1mbw

mbg
+ d0mrw

mra
− d0mbw

mba

mr
w −mb

w

p3(x) =

d1m
g
w

mgg
− d1mbw

mbg
+ d0m

g
w

mga
− d0mbw

mba

mg
w −mb

w

(5.13)

From p1 = p2 = p3 one can infer that p1(x) = p2(x) = p3(x).

The slope of all rays in Figure 5.15(b) is the same as that of in Figure 5.15(a).

Following the above calculation, the three rays in air have the same equation as shown

in Eq. 5.10. They intersect the inner glass interface at three points with coordinate(
d0+∆d
mra

, d0 + ∆d
)
,
(
d0+∆d
mga

, d0 + ∆d
)

and
(
d0+∆d
mba

, d0 + ∆d
)

. With that, the equation

of the three rays inside the glass can be written as follows.

y = mr
gx+

(
d0 + ∆d− (d0 + ∆d)

mr
g

mr
a

)
y = mg

gx+

(
d0 + ∆d− (d0 + ∆d)

mg
g

mg
a

)
y = mb

gx+

(
d0 + ∆d− (d0 + ∆d)

mb
g

mb
a

) (5.14)

These three rays intersect the outer glass at three points where the coordinate are(
d1
mrg

+ d0+∆d
mra

, d0 + ∆d+ d1

)
,
(
d1
mgg

+ d0+∆d
mga

, d0 + ∆d+ d1

)
and

(
d1
mbg

+ d0+∆d
mba

, d0 + ∆d+ d1

)
.

Given these three points, the equation for the three rays in water can be written as

follows.

y = mr
wx+

(
d0 + ∆d+ d1 − d1

mr
w

mr
g

− (d0 + ∆d)
mr
w

mr
a

)
y = mg

wx+

(
d0 + ∆d+ d1 − d1

mg
w

mg
g
− (d0 + ∆d)

mg
w

mg
a

)
y = mb

wx+

(
d0 + ∆d+ d1 − d1

mb
w

mb
g

− (d0 + ∆d)
mb
w

mb
a

) (5.15)

114



With the above equation, p′1(x), p′2(x), p′3(x) can be written as follows.

p′1(x) = p1(x) +

∆dmrw
mra
− ∆dmgw

mga

mr
w −m

g
w

p′2(x) = p2(x) +

∆dmrw
mra
− ∆dmbw

mba

mr
w −mb

w

p′3(x) = p3(x) +

∆dmgw
mga
− ∆dmbw

mba

mg
w −mb

w

(5.16)

Because p1(x) = p2(x), one can see that in order to prove p′1(x) 6= p′2(x), it only

needs to prove that(
mr
w

mr
a

− mg
w

mg
a

)
(mr

w −mb
w) 6=

(
mr
w

mr
a

− mb
w

mb
a

)
(mr

w −mg
w). (5.17)

Figure 5.16: Diagram for derivation of Eq. 5.18. See text for more details.

.

Denote the length of line segment OA in Figure 5.16 as lra. Similar to that, the

length of OB,OC is denoted as lga, l
b
a. Since mr

a denotes the slope of a ray, it can be

written as mr
a = d0

lra
,mg

a = d0
lga

and mb
a = d0

lba
. Denote the length of O′A′, O′B′, O′C ′ as
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lrw, l
g
w, l

b
w, and then mr

w = d2
lrw
,mg

w = d2
lgw
,mb

w = d2
lbw

. Substitute these into Eq. 5.17, the

following equation can be derived.

(
d2l

r
a

d0lrw
− d2l

g
a

d0l
g
w

)(
d2

lrw
− d2

lbw

)
6=
(
d2l

r
a

d0lrw
− d2l

b
a

d0lbw

)(
d2

lrw
− d2

lgw

)
⇒
(
lra
lrw
− lga
lgw

)(
1

lrw
− 1

lbw

)
6=
(
lra
lrw
− lba
lbw

)(
1

lrw
− 1

lgw

)
⇒
(
lral

g
w − lgalrw
lrwl

g
w

)(
lbw − lrw
lrwl

b
w

)
6=
(
lral

b
w − lbalrw
lrwl

b
w

)(
lgw − lrw
lrwl

g
w

)
⇒ (lral

g
w − lgalrw)(lbw − lrw) 6= (lral

b
w − lbalrw)(lgw − lrw)

⇒ lrw(lga − lba) + lbw(lra − lga) + lgw(lba − lra) 6= 0

⇒ lrw(lga − lba + lra − lra) + lbw(lra − lga) + lgw(lba − lra) 6= 0

⇒ lrw(lga − lra) + lrw(lra − lba) + lgw(lba − lra) + lbw(lra − lga) 6= 0

⇒ (lra − lga)(lbw − lrw) 6= (lra − lba)(lgw − lrw)

Together with Figure 5.16, the above equation can be written as Eq. 5.18 where

|AC| denotes length of the line segment AC.

|A′C ′|
|AC|

6= |B
′C ′|
|BC|

(5.18)

Denote the angle between the y axis and the red ray in air as θra, then similar

notation such as θga, θ
b
a, θ

r
g, θ

g
g , θ

b
g can be used. With this notation, Eq. 5.18 can be

further expanded. In Figure 5.17(a), line CA” is parallel to line AA′, and the following

derivation can be achieved.

|A′C ′|
|AC|

=
|A′A”|+ |A”C ′|

|AC|
= 1 +

|A”C ′|
|AC|

= 1 +
d1(tan θbg − tan θrg)

d0 (tan θba − tan θra)
(5.19)
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(a) (b)

Figure 5.17: Extension for Eq. 5.18.

Moreover, the line CB” in Figure 5.17(b) is parallel to BB′, and hence the following

equation can be derived.

|B′C ′|
|BC|

=
|B′B”|+ |B”C ′|

|BC|
= 1 +

|B”C ′|
|BC|

= 1 +
d1(tan θgg − tan θrg)

d0 (tan θga − tan θra)
(5.20)

By combining Eq. 5.19, Eq. 5.20 and together with Eq. 5.18, the following equation

is derived.

|A′C ′|
|AC|

6= |B
′C ′|
|BC|

⇒
tan θrg − tan θbg
tan θra − tan θba

6=
tan θrg − tan θgg
tan θra − tan θga

⇒

sin θrg√
1−(sin θrg)2

− sin θbg√
1−(sin θbg)2

µrg sin θrg√
1−(µrg sin θrg)2

− µbg sin θbg√
1−(µbg sin θbg)2

6=

sin θrg√
1−(sin θrg)2

− sin θgg√
1−(sin θgg)2

µrg sin θrg√
1−(µrg sin θrg)2

− µgg sin θgg√
1−(µgg sin θgg)2

(5.21)

One can see that the left-hand-side of Eq. 5.21 is a function of µrg and µbg. Let’s

denote it as f(µrg, µ
b
g). The right-hand-side can be denoted as g(µrg, µ

g
g). Eq. 5.21

can be proved by contradiction. Assume that f(µrg, µ
b
g) = g(µrg, µ

g
g), one can see that
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this is possible only when both sides are equal to the same constant. If f(µrg, µ
b
g) is a

constant, it implies that µrg and µbg are related, i.e. they are not independent which

is a contradiction.

In order to prove p′1(x) 6= p′3(x), it only needs to prove that
mrw
mra
−m

g
w

m
g
a

mrw−m
g
w
6=

m
g
w

m
g
a
−m

b
w

mba

mgw−mbw
.

Similar to the above, it can be simplified to be Eq. 5.22. The proof of this inequality

is very similar to that of Eq. 5.18.

|A′C ′|
|AC|

6= |A
′B′|
|AB|

(5.22)

Finally, to prove that p′2(x) 6= p′3(x), it needs to prove that
mrw
mra
−m

b
w

mba

mrw−mbw
6=

m
g
w

m
g
a
−m

b
w

mba

mgw−mbw
. It

can be simplified to be the same as Eq. 5.18.

To conclude, for any ∆d 6= 0⇒ p′1 6= p′2, p
′
2 6= p′3 and p′1 6= p′3.

Now let’s prove that p′1 6= p′2 ⇒ ∆d 6= 0, p′2 6= p′3 ⇒ ∆d 6= 0, and p′1 6= p′3 ⇒ ∆d 6=

0. The proof for p′1 6= p′2 ⇒ ∆d 6= 0 is provided, and the other two cases are very

similar.

Let’s rewrite Eq. 5.16 as follows:

∆d =

(
p′1(x)− p1(x)

)
(mr

w −mg
w)

mrw
mra
− mgw

mga

∆d =

(
p′2(x)− p2(x)

)
(mr

w −mb
w)

mrw
mra
− mbw

mba

(5.23)

It is known that p1(x) = p2(x), and now that p′1(x) 6= p′2(x), one can infer that at

least one of p′1(x)−p1(x) 6= 0 or p′2(x)−p2(x) 6= 0 is true. Hence, it can be concluded

that ∆d 6= 0, because mr
w −mg

w 6= 0,mr
w −mb

w 6= 0.

Denote the distance between p′1 and p′2 as d′12. In the following, Theorem 3 proves

that it varies linearly with ∆d.
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Theorem 3. The distance d′ij where i 6= j, i = {1, 2}, j = {2, 3}, varies linearly with

∆d.

Proof. It is sufficient to focus on the x component of d′12, d
′
13, d

′
23 because the y com-

ponent is a linear function to x. From Eq. 5.14, the following equations can be

derived.

p′1(x)− p′2(x) = p1(x)− p2(x) + ∆d

 mrw
mra
− mgw

mga

mr
w −m

g
w
−

mrw
mra
− mbw

mba

mr
w −mb

w


p′1(x)− p′3(x) = p1(x)− p3(x) + ∆d

 mrw
mra
− mgw

mga

mr
w −m

g
w
−

mgw
mga
− mbw

mba

mg
w −mb

w


p′2(x)− p′3(x) = p2(x)− p3(x) + ∆d

 mrw
mra
− mbw

mba

mr
w −mb

w

−
mgw
mga
− mbw

mba

mg
w −mb

w


(5.24)

Because p1(x) = p2(x) = p3(x) and from Theorem 2 it is known that
mrw
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m
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w
6=
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,
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,
mrw
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b
w

mba

mrw−mbw
6=

m
g
w

m
g
a
−m

b
w

mba

mgw−mbw
, it can be concluded that p′1(x) −

p′2(x) 6= 0, p′1(x)− p′3(x) 6= 0, p′2(x)− p′3(x) 6= and varies linearly with ∆d.

Theorem 4. There is a closed-form solution to d0.

Proof. From Eq. 5.13 together with p1(x) = p2(x), one can derive Eq. 5.25, which

concludes that d0 has a closed-form solution.

d0 =

(
d1mrw
mrg
− d1m

g
w

mgg

)
(mr

w −mb
w)−

(
d1mrw
mrg
− d1mbw

mbg

)
(mr

w −mg
w)(

mrw
mra
− mbw

mba

)
(mr

w −m
g
w)−

(
mrw
mra
− mgw

mga

)
(mr

w −mb
w)

(5.25)

One can see that d0 is easy to compute once the interface normal n is estimated.
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5.2.3 3D Reconstruction

Because an object point is observed at three different pixel locations due to dispersion,

these three pixel locations can be back projected to compute the 3D coordinate of

this object point once the interface normal n and distance d0 is known.

5.2.4 Implementation Details

The new method depends on triple wavelength dispersion, which means that the

object needs to emit three different kinds of colors (red, green and blue). The im-

plementation to achieve this is simple and very practical. An LED projector (TI

LightCrafter) is used to project three colors to illuminate the object. In this case, the

object changes its original color to red, green and blue, to create the required triple

wavelength dispersion.

When the observed pixel location is corrupted by noise, the three points p1, p2, p3

may not be the same, in which case, d0 is computed by minimizing the distances

among these three points, which vary linearly with ∆d as proved in Theorem 3, d0

can be easily found. Figure 5.18 demonstrates the procedure. In particular, two

datasets in the simulated experiment are selected where one is noise free (5.18(a))

and the other one corrupted with Gaussian noise (5.18(b)). The x axis is the value

for d0 where y is averaged d12, d13, d23 through all the object points. One can see

that the distance is monotonic in d0 even with Gaussian noise. In the case when

it is noise free, all three distance are zero. Notice that the 3D object points and

housing parameters are randomly generated in the simulated experiments, therefore
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(a) (b)

Figure 5.18: Plot of d12, d13, d23 when the observed pixel is (a) Noise free (b). Cor-

rupted by Gaussian noise with variance σ = 0.5 pixels.

the ground truth for d0 is different for different datasets.

After the interface normal n and the distance d0 are computed, a nonlinear refine-

ment process is applied to further optimize the results. In particular, all the object

points are reprojected to the image using all three wavelengths with the reprojection

error as the cost function. The Matlab function fmincon is applied in this step.

In the implementation of the 3D reconstruction step, the final 3D point is the

barycenter of p1, p2 and p3 if they do not intersect at the same point due to noise.

The Matlab code is run on a desktop PC with Intel Core i7. Solving the refrac-

tive normal takes about 1 second, the interface distance about 10 seconds, and the

nonlinear optimization less than 2 minutes.
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5.2.5 Experimental Results

Simulations and real experiments are designed to demonstrate the accuracy and ro-

bustness of the new method. In the experiments, it is assumed that the camera is

contained in a housing equipment, and hence the light path from the camera to the

object is air → glass → water, which is the most common scenario for the lab envi-

ronment and for camera systems deployed underwater. The refractive index for air

is 1.0 for all three wavelengths. It is 1.343 for red light in water, 1.337 for green and

1.332 for blue. It is 1.516 for red light in water, 1.502 for green and 1.488 for blue.

5.2.5.1 Simulations

In the simulated experiment, the focal length of the camera is set to be 5600 pixels.

The resolution of the image is 5472 × 3648 with the principal point at the center of

the image. This parameters is based on the Canon 6D camera used in the real exper-

iments. It is assumed that there is no distortion in the image. In the experimental

setup, the refractive normal n for each camera is randomly generated. However, the

angle between the refractive normal and the camera optical axis is within a range

of [10◦, 15◦]. Similarly, the interface distance d0 is also randomly generated to be

within 0.2 ∼ 0.25 units. Notice that for camera systems that require to be deployed

thousands of meters undersea, the glass is usually very thick. But for other systems

designed for shallow water, the glass is much thinner. Therefore, the glass thickness d1

is a random number between 0.02 and 0.5. 100 object points are randomly generated

and each is placed at a random distance that is around 1.5 units. Each object point
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is observed at three different pixels and the pixel locations are corrupted by Gaussian

noise (variance σ2 pixels) and 100 trials are performed for each noise setting. The

results are evaluated as follows. Suppose the refractive normal recovered by the new

method is n̂ and the ground truth is n, then the angle between them is measured in

degrees and called “angular error.” For interface distance d0, the normalized error is

computed by |d̂0−d0|
d0

, where | · | denotes the absolute value. One can see that all the

measures indicate errors, which means that a lower value in the curves indicates a

better result.

(a) (b) (c) (d)

Figure 5.19: Results for the simulated experiments. (a, b) Angular error before and

after nonlinear refinement. (c, d) Normalized error for d0 before and after nonlinear

refinement.

Figure 5.19 shows the results of the simulated experiments. The results are com-

pared with that of the method [90] that is known to be the current best underwater

camera calibration method. The implementation of [90] requires that the 3D geome-

try of the object to be known. To achieve that, it is assumed that the 3D coordinates

of the object points are known in the world coordinate system. One can see that this
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is impossible for an arbitrary 3D object. From the results one can see that compar-

ing with [90], the new method can achieve similar accuracy even though it does not

require the 3D geometry of the object.

5.2.5.2 Importance of Calibration

The importance of the camera housing calibration is demonstrated by showing the

impact of the housing parameters to the final 3D reconstruction. The same configu-

ration and parameters as the previously mentioned simulated experiments are used.

Using the observed pixel locations with triple wavelength dispersion along with the

ground truth housing parameters, these 3D object points can be computed without

any error. However, once the housing parameters are changed, errors appear in the

computed 3D object points. Denote the ground truth coordinates of each object point

as P , and the coordinates computed by the changed parameters as P̂ . The distance

between these two points is obtained and averaged for all the 3D points, which is de-

noted as D. One can see that D is the error when compared with the ground truth.

Figure 5.20 shows the error D. In particular, the x axis denotes the normalized

error for d0 in percentage, and the y axis denotes the angular error of the interface

normal. The error D is computed when the angular error is less than 10.5◦ and the

error for d0 is smaller than 10%. This figure is color coded where blue indicates a

smaller error and red a larger error. The color bar is also attached to the right of this

figure. The figure shows that when the interface normal is 10◦ off from the ground
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Figure 5.20: Impact of the housing parameters to the final 3D reconstruction results.

See text for details.

truth and d0 is 10% off, the error D is around 1 unit. This error is very large, because

each of the 3D points in the ground truth is about 1.5 unit away from the camera. In

other words, the housing parameters are critically important to the 3D reconstruction

result.

5.2.5.3 Real Data

Real experiments are carried out in a lab environment and the setup is shown in

Figure 5.21. A Canon 6D camera (indicated by the green arrow), with a resolution of

5472 × 3648, is placed in front of a plexiglass tank. A projector, which is indicated by

the purple arrow, is used to project the red, green and blue lights onto the object. A

reference camera (indicated by the red arrow), which is another Canon 6D camera, is

used to obtain the ground truth of the refractive normal n and the interface distance

d0. In particular, the reference camera focuses on the checkerboard pattern which
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(a) (b)

Figure 5.21: Setup for the real experiments.

is pasted on the interface. Therefore, the transformation between the coordinate

system of the checkerboard and that of the reference camera can be computed through

calibration. Once the two cameras are calibrated in air, the transformation between

the coordinate systems of the checkerboard and of the cameras facing the interface

can be computed. As a result, the ground truth of n and of d0 can be obtained,

and hence the results can be evaluated against them. The thickness of the glass is

measured by a ruler. In addition to using a Canon 6D camera, the same experiment

is performed using a Point Grey Blackfly mono camera with a resolution of 2448 ×

2048. Since the method presented in [90] requires a light box as a calibration target

while the new method use an arbitrary scene, it is compare with [90].

To demonstrate that the dispersion effect can be observed by both types of cam-

eras, a checkerboard pattern is placed in water and two images are captured when it

is illuminated by the red and blue lights from the projector. If the dispersion were

not observed, then the edge of the grids would align perfectly with each other in these
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two images. The blue image is superimposed onto the red image and the results are

shown in Fig. 5.22. One can see that the edges do not align well which indicates that

the dispersion between red and blue can be observed.

(a) (b)

Figure 5.22: The dispersion effect observed by (a) Canon 6D camera and (b) Blackfly

camera.

The procedures of the experiment can be described as follows. (1) The lens chro-

matic aberration is first corrected in air using the same method presented in [90].

(2) Red, green and blue patterns are projected onto an arbitrary scene and for each

pattern, one image is captured. (3) SIFT features are detected and matched using

the three images. The refractive normal and the interface distance are estimated us-

ing the detected SIFT matches. (4) Gray code [80] patterns are projected using red,

green and blue in order to establish dense correspondences. There are three scenes for

each type of camera. The results of using the Canon 6D camera are shown in Figure

5.23, while the results of using the Blackfly mono camera are shown in Figure 5.24.
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In particular, the left image is captured under ambient light. The ones captured

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 5.23: Experimental results using the Canon 6D camera. Left: Images captured

under ambient light. Middle two: Reconstructed 3D point cloud from two viewpoints.

Right: Comparison of 3D point cloud using the ground truth (red) and the estimated

parameters(green) by the new method.

by the Blackfly mono camera have no color. The middle two are the reconstructed

3D point clouds using the dense correspondences established from gray code and the

housing parameters estimated by the new method. One can see that many details are
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 5.24: Experimental results using the Point Grey Blackfly camera. Left: Images

captured under ambient light. Middle two: Reconstructed 3D point cloud from two

viewpoints. Right: Comparison of 3D point cloud using the ground truth (red) and

the estimated parameters(green) by the new method.

preserved in the 3D model. It is worthy to note that even though the image taken

by the Blackfly camera has no color, the images captured can be combined when the

scene is illuminated under the red, green and blue light, to form a color image. Even

though the color in the combined image is a little different comparing to its original
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color as captured by the Canon camera, it is close. The method presented in [18]

is used to compare the 3D point clouds of the new method and that of the ground

truth. That is, in the right image, the 3D point cloud that is reconstructed using

the estimated parameters by the new method is shown in green, and by using the

ground truth parameters is in red. One can see that the result of the new method is

very close to the ground truth. The evaluation of the result for these two scenes is

shown in Table 5.2. The error for the parameters is very close to the one that is re-

ported in [90] by using their calibration target, which is consistent with the simulated

results. It also indicates that the new method is practical. Besides the parameters,

the averaged distance between the 3D points computed by the new method and the

ground truth is also computed, and is denoted as “3D err” in the table. The value of

the 3D error is very small, which indicates that the new method can generate good

results. The real experiments also demonstrate that a black/white camera can be

used because the dispersion effects can be observed. Moreover, by combining the

three images captured when the scene is illuminated by red, green and blue pattern,

the color information can be obtained for every pixel.

Handling outlier. The new method can handle outliers easily. In particular, a

threshold is set when detecting SIFT matches using the three images. A SIFT match

is regarded as outlier if the difference of pixel location in these three images is larger

than a threshould. For the Canon 6D camera, the threshold is 10 pixels and 5 for the

Blackly camera. The reason is that a SIFT match must be from the same physical

point, even though it is observed at different pixel locations due to dispersion, the
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Err in d0 Err in n (deg) 3D err (mm)

Canon + Boat 1.733% 0.835 1.773

Canon + Coral 1.654% 0.985 1.812

Canon + House 1.813% 0.907 1.828

Blackfly + Boat 2.189% 1.248 2.648

Blackfly + Coral 2.318% 1.093 2.393

Blackfly + House 2.276% 1.447 2.729

Table 5.2: Evaluation of the new method against the ground truth.

difference of pixel location should not be too large.

5.2.6 Discussion and Limitation

Most existing methods can be grouped into two categories. The methods in the first

category require at least two cameras viewing the same scene, and estimate param-

eters from a set of feature matches. Two representative methods are [81, 45]. The

methods in the second category perform single camera calibration with a calibration

target. Two representative methods are [1, 90].

The new method is compared with some recent methods in Table 5.3 and highlight

the advantages. First, comparing with the methods in the first category, estimate the

relative camera pose is not required which largely reduces the number of parameters

to be optimized. Moreover, the new method can use SIFT matches from the entire

field of view of the camera because only one camera is required. Last but not least,
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Initialization Refinement Shortcomings

Category

1:

[81, 45]

Manual guess [81],

Initialization for

the housing param-

eters is not shown

[45]

Nonlinear op-

timization

Need to estimate relative camera

pose, SIFT matches come from

the regions viewed by both cam-

eras only, and the results using

real data are not compared to the

ground truth.

Category

2:

[1, 90]

Solving linear equa-

tions

Nonlinear op-

timization

Require calibration object.

The

new

method

Solving linear equa-

tions and closed-

form solution

Nonlinear op-

timization

See text for details.

Table 5.3: Comparison of different methods.

the initialization is more accurate than using manual guess in [81]. The nonlinear

optimization is more efficient compared to that in [81]. The method in [45] claims

that it can solve three different problems. However, the initialization for the housing

parameters is not shown. As well, in their simulations, the results of the estimated

the housing parameters are not shown or evaluated.

The new method is a major extension based on [90]. It produces results with

similar accuracy comparing to that in [90], which means that it is more accurate
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than that in [1]. Comparing to [90], the major advantage of the new method is

that calibration target is not required. In particular, the novelty is to exploit triple

wavelength dispersion, which not only requires no calibration target but also provides

a closed-form solution to the interface distance. The new method of projecting red,

green and blue patterns to the object is also unique, which removes the requirement for

an object of known geometry to emit light with three different wavelengths. Such an

implementation is obviously better than the custom-built light box [90]. As well, the

new method can perform 3D reconstruction from a single camera where no previous

methods can.

There is a limitation of this method, which is demonstrated in Fig. 5.25. In

particular, when the ray connecting the camera center and the object point is per-

pendicular to the refractive interface, then this ray undergoes no refraction at all. In

this case, there is no dispersion observed which means that the new method does not

apply. However, notice that there is only one point in the entire field of view (FOV)

of the camera where this would happen. In Figure 5.25, assume that the dispersion

of all the points within the green circle is less than one pixel in the image, and it can

be demonstrated that this green circle is very small comparing to the FOV of the

camera. The configuration of the simulated experiments is used and assume that the

z component of all the object points is 1.2 units. In this case, the FOV of the camera

is about 0.9×0.6 units. The radius of the green circle is 0.042 unit, which means that

there is about 1.03% of the FOV of the camera where the dispersion is less than one

pixel. Obviously this area is very small.
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Figure 5.25: Demonstration of the limitation of the presented method.
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Chapter 6

Undersea Camera System

In this chapter, the design and development of an undersea camera system is pre-

sented. The goal of this system is to provide a 3D model of the undersea habitat in

a long-term continuous manner. The most important feature of this system is the

use of multiple cameras and multiple projectors, which is able to provide accurate 3D

models with an accuracy of a millimeter. By introducing projectors in the system,

many different structured light methods can be used for different tasks. There are

two main advantages comparing this system with the existing underwater imaging

systems that are described in Section 2.3. First, this system can provide continuous

monitoring of the undersea habitat. Second, this system has a low hardware cost.

Comparing to existing deployed camera systems, the advantage of this system is that

it can provide accurate 3D models and provides opportunities for future development

of innovative algorithms for undersea research. In our system, we do not consider the

poor-visibility conditions such as the ones mentioned in [36, 60].
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The goal of this system is to provide a 3D model of the undersea habitat from

2D image. To achieve that, the system needs an image capture module and a control

module. The image capture module is in charge of taking images from different views

while the control module is in charge of streaming and collecting data from each

camera.

6.1 Image Capture Module

The most important feature of this system is the use of multiple projectors and

multiple cameras to build a 3D model of the undersea environment using 8 2D images

of projected patterns with a structured light method. The structured light method

is chosen because of its high accuracy, which can typically limit the error to within

a millimeter. The method requires at least one projector and one camera. Multiple

camera and multiple projectors are used so that the accuracy is even higher, and the

observed volume is larger. Using projectors in the system is a critical design for future

research opportunities. Because projectors can be used to project different structured

light patterns for accurate 3D object reconstruction. There are many structured light

methods that can be used in the developed system [28]. Some of the methods can be

used to capture dynamic events, while others can achieve extremely high accuracy. In

other words, this system is a framework that can be used to serve multiple purposes.

Figure 6.1 shows the diagram of the image capture module. There are 8 cameras

and 3 projectors arranged in a full circle, and all the devices are aiming at a common

point. The devices are arranged so that the system can observe as much information
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Figure 6.1: Diagram of the image capture module.

of the habitat as possible. Each camera used in the system is a Point Grey Flea3

GigE color camera with 5M pixels, where the data can be streamed through the

Ethernet. This camera is selected because it can be easily controlled through the

Ethernet and the image buffer can be transferred quickly. Since each device is placed

in a watertight housing, ideally the device should generate no or very low heat. It

is the main reason that the it also is selected, which is a pico data projector that

can operate without a fan. Another reason is that TI Lightcrafter can be controlled

via the Ethernet for projecting structured light patterns, which is consistent with the

camera. It can potentially achieve a very high frame rate at over 1000 fps.
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Figure 6.2: Diagram of the control module.

6.2 Control Module

Figure 6.2 shows the diagram of the control module. There are two PCs for redun-

dancy in charge of controlling the image capture module. One of the PC serves as

the main operating PC and the other one serves as a backup in case of hardware

failure of the main one. In particular, the PC is running custom designed software

that controls the TI Lightcrafters to project structured light patterns and the cam-

eras to capture images simultaneously, as well as to collect buffered data from the

cameras. In the design, the PC is carefully selected to satisfy several requirements.
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First of all, the PC needs to communicate with the image capture module through

the Gigabit Ethernet. It also needs to communicate with the server in order to up-

load the data. As well, the PC should be fast. In this case, a PC that has at least

two Gigabit Ethernet ports is selected, one for each of the above functions so that

the two separate communication channels will not interfere with each other. Another

important requirement of the PC is that it must run without a fan. The cooling for

the hardware such as the CPU should be air cooled and very efficient. As a result, the

Intense PC 1 is selected because it fits all of the requirements. It is a fanless PC with

an Intel i7 CPU, 8GB memory, two 1Gb Ethernet ports, and 500GB of solid state

hard drive. In the diagram, one can see that one of the Ethernet ports of the PC

(Eth-2) is connected to two 8-port Ethernet switches, which connect 8 cameras and

3 projectors together. Another Ethernet port (Eth-1) is connected to a 5-port switch

which connects to an on-shore computer as well as to a Web-I power relay board.

Using the Web-I relay board is another unique design of this system. In particular,

the relay board is software programmable and has 16 ports acting as power switches

for the 8 cameras, 3 projectors, 2 PCs and 2 8-port switches. With this design, the

on-shore computer can be used to turn on or off any device in the system using a

program. Moreover, once one of the PCs is turned on, programs can be used to turn

on or off any device using the undersea PC, which gives more control on the image

capture module. For example, one may not want the projector to be turned on at all

time because the light will attract fish.

1http://www.fit-pc.com/web/products/intense-pc/
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6.2.1 Housing

All the cameras and projectors are each mounted in a watertight housing equipment.

The entire control module is mounted in a watertight housing equipment. The original

housings of the PC’s and the switches are removed before mounting in the housing.

The left image in Figure 6.3 shows a camera and its housing before the camera is

sealed inside. The housing equipment is tested to guarantee that it can resist a

pressure of 100m depth of water. The right image shows a camera, a projector and

their housings.

Figure 6.3: Left: A camera and its housing. Right: A camera, a projector and their

housings.

Figure 6.4 shows the system before assembling. In particular, the 8 cameras and 3

projectors are put inside the housing and standing next to the connectors. The control

module and its housing are also shown in the figure. In this figure, only one side of

the control module can be seen. On this side, there is one PC, the relay board and
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Figure 6.4: The system before its final assembly.

the 5-port switch attached. On the other side, the other PC, the two 8-port switches

are attached. With this design, the space usage is best used. Figure 6.5 shows all the

components of this system after they have been mounted on a supporting frame and

is ready to be deployed undersea.
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Figure 6.5: The system before it is deployed undersea.

6.3 Software Development

The software of this system includes two parts: system calibration and 3D recon-

struction.

6.3.1 System Calibration

In order to obtain accurate 3D models for the underwater habitat, accurate system

parameters are needed which are obtained by system calibration. In particular, there

are two sets of parameters that are required for 3D reconstruction. The first includes
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the camera intrinsic parameters and the relative pose of cameras. The second con-

sists of the refractive interface normal and the distance from the camera center to

the refractive interface of each camera. Both sets of parameters can be obtained

when the system is built and before it is deployed undersea. The second set is used

to accommodate for water refraction so that the 3D reconstruction result is more

accurate.

6.3.2 3D Reconstruction

The structured light method is used for 3D reconstruction of the undersea habitat, to

be more specific, the gray code method [28]. After 3D reconstruction, the captured

images as well as the 3D model are uploaded to a data server instead of storing in

the PC.

6.4 Results

Figure 6.6: 3D reconstruction results of a coral reef in the lab: front view (left) and

top view (right).
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The prototype of this system was tested in the lab. In particular, Figure 6.6 shows

the 3D reconstruction result of a coral reef placed in water using the prototype. The

left image shows the result from the front view and right image from the top view.

One can see that many surface details are captured in the result using the structured

light method. Figure 6.7 shows the result using a passive multiview stereo method

[27]. One can see that the structured light method is able to provide much better

result than the result using the passive method [27].

Figure 6.7: 3D reconstruction results using PMVS2 [27]. Left: front view. Right:

Top view.

The system starts capturing images once it is deployed undersea. Figure 6.8(a)

shows images captured in Sept. 2015 by two different cameras. Figure 6.9 compares

the 3D reconstruction results of the structured light method with that of using the

method presented in [27], using the dataset that was captured in Sept. 2015. It is

obvious that structured light method generates more complete results since the result
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produced by [27] contains only part of the object.

(a) (b)

Figure 6.8: Images captured by two different cameras.
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Figure 6.9: Top row: 3D reconstruction result by the structured light method. Bottom

row: result by using the method in [27].
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Chapter 7

Conclusion and Future Work

This thesis focuses on the topic of 3D object reconstruction, which has been a popular

research topic in computer vision for many years. Several new methods have been de-

veloped in this thesis in two important areas, which are establishing correspondences

and underwater camera calibration.

7.1 Contributions

In Chapter 3, a new structured light pattern is designed to recover dense depth map.

The design of this pattern is based on an important finding that a Gaussian blurred

De Bruijn pattern preserves the desirable windowed uniqueness property. With the

newly designed pattern, dense correspondences can be established instead of sparse

correspondences using a typical single-shot structured light pattern. The method

can be applied to dynamic scene when a typical multi-shot structured light method
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cannot. The experimental results demonstrate that the new method produces results

with high accuracy.

A new structured light 3D reconstruction method is presented in Chapter 4. It

can be applied to scenes in the presence of global illumination such as inter-reflection,

subsurface scattering and severe projector defocus. Important properties that are

embedded in the binary code patterns are used to determine the minimum stripe

width that can eliminate the effects of projector defocus and subsurface scattering in

the capture stage. After that, an iterative approach is designed to detect and correct

errors due to inter-reflection. The experiments are designed to include real-word

scenes with various characteristics, and the results demonstrate the accuracy of this

method by quantitative evaluation, as well as robustness by qualitative evaluation.

Both quantitative and qualitative evaluation show that the new method is better than

two of the currently known best methods [35, 61].

In Chapter 5, a novel method to estimate the housing parameters for stereo cam-

eras is presented first. Its novelty is based on an important observation that the layer

thickness can be recovered once the refractive normal is known. Based on that, the

solution to the layer thickness can be formulated into a set of linear equations. In

terms of the refractive normal, either binary search or the dispersion constraint [90]

can be used to solve it. Another novel method is presented by making use of triple

wavelength dispersion. A closed-form solution is presented to compute the interface

distance when the refractive normal is known. The result enables a new method for

3D reconstruction using a single camera. An extensive set of experiments are designed
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to test the robustness of the new methods to noise and outliers. All the experimental

results are evaluated against the ground truth, and most of them are compared with

state-of-the-art methods [1, 90]. The experimental results demonstrate that the new

methods provides very good results.

In Chapter 6, an undersea system that provides 3D reconstruction of the undersea

habitat is presented. This system provides monitoring of the undersea habitat in a

long term continuous manner. In particular, it can capture images in a pre-defined

time interval and the collected data is uploaded to a data server where it is shared

with many researchers.

7.2 Future Work

The future work of this thesis includes two major directions. First, the method

presented in Chapter 3 requires the images captured by stereo cameras to be rectified

first. However, the stereo rectification is still an open problem for underwater images.

The reason is that the typical epipolar geometry only works for stereo cameras in air,

but not underwater. In other word, this method cannot be applied to underwater

images directly unless the underwater image rectification can be solved.

Another future direction is to improve the second part of Chapter 4 which is the

iterative approach to detect and correct errors due to inter-reflection. The iterative

approach is an online processing procedure which could be inefficient when the error

is large. The best way to improve it is to design an offline procedure, or a new set of

patterns that can accommodate the error.
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