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Abstract

We have designed a binary metallic alloy for nanoscale resonator applications.

Magnetron sputtering was used to deposit films with different stoichiometries

of aluminum and molybdenum and then characterized the microstructure and

physical properties of each film. A structure zone map is proposed to de-

scribe the dependence of surface and bulk structure on composition. We then

fabricated proof of principle resonators from the Al-32 at.%Mo composition,

selected for its optimized physical properties. An optical interferometer was

used to characterize the frequency response of our resonators.

In the second half of this thesis we investigate the growth of faceted poly-

crystalline thin films with modeling and simulations. A new analytic model is

derived for the case of orientation dependent facet growth velocity and the de-

pendence of growth on initial grain orientations is explicitly calculated. Level

set simulations were used to both confirm this analytic model and extend it

to include various angular flux distributions, corresponding to different de-

position methods. From these simulations, the effects of self-shadowing on

polycrystalline film growth are quantitatively evaluated.



Preface

The overarching topic of this thesis is thin film material science. This work

encompasses aspects of alloy design, fabrication and characterization of thin

films, as well as simulation and modeling of polycrystalline thin film growth.

Chapter 1 provides an overview of thin film technogologies and their impor-

tance in science and engineering, and also introduces methods of thin film

deposition, characterization and growth simulation. Chapter 2 describes the

design of a thin film Al-Mo alloy for a specific application: metal nanoscale

resonators. The fabrication and testing of these resonators is described in

Chapter 3. In Chapter 4, I derive a polycrystalline thin film growth model.

Chapters 5 and 6 present the results of two types of polycrystalline thin film

growth simulation. Finally, Chapter 7 summarizes the work contained in this

thesis and suggests future directions to extend the experiments and simulation.

This thesis follows a traditional format; however Chapters 2 to 6 are based on

one or more of our peer-reviewed papers. Links to these papers are provided

on each chapter title page.
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1
Introduction to Thin Films

1.1 Thin Film Technology and Materials Sci-

ence

Thin films are an essential part of a very large number of technologies. A thin

film is any material layer applied to a substrate, with thicknesses ranging from

single atomic layers to hundreds of micrometers. Thin films can be fabricated

in a variety of ways out of almost any solid material. Thin film technolo-

gies include semiconductor microelectronics, magnetic data storage, optical

coatings to improve reflection or transmission, anti-scratch and anti-corrosion

coatings, photonics, photo-volataic cells, supported catalysts, thermal barriers
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and microfluidics. All of these applications and more are currently the focus

of intense scientific study.

Materials science is central to advances in thin film technologies. Examples are

understanding the role of defects in semiconductor electronic properties and

failure times, creating alloys with optimum magnetic properties and reducing

interfacial roughness between different thin film solar cell layers. Materials sci-

ence teaches us how to relate underlying microscopic structure of materials to

their macroscopic properties. Thin film materials research may now encompass

optimizing fabrication routes, micro- and macro-scale chacterization, detailed

predictive models and many forms of computer simulation. Simulation espe-

cially has become an invaluable tool for a materials scientist in the past few

decades, a direct consequence of massive increases in computing power.

1.2 Structure

As in bulk materials, the microstructure of a solid thin film can be amor-

phous, single crystalline or polycrystalline. A mix of different phases is also

possible; these are termed composite materials. Thin film examples of these

three microstructures are shown in Figure 1.1. A scanning tunneling micro-

scope (STM) heightmap of a single crystalline gold surface taken from [1] is

shown in Figure 1.1A. Atomic terraces (composed of individual monolayers)

are the dominant surface structure in this image. A heightmap captured with

atomic force microscopy of polycrystalline nickel deposited by sputtering at

400 ◦C is shown in Figure 1.1B. In this micrograph, large faceted grains are

visible. Finally, an AFM heightmap of co-sputtered amorphous Al-32 at.%Mo

is shown in Figure 1.1C. Rounded cusps are visible, but the origin of this

surface structure is the stochastic and diffusive nature of the film deposition;

there is no clear microstructural boundary between them.
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Figure 1.1: Heightmaps of different thin film types: (A) Single crystal gold

surface fabricated by Lüssem et al. (B) Polycrystalline nickel surface. (C)

Amorphous Al-32 at.%Mo surface.

Figure 1.2 depicts the local structure of these three microstructures atomisti-

cally from a single element. The basic characteristics of these three structures

are sketched below. For the sake of simplicity, we will consider only materials

composed of a single element here.

1.2.1 Single Crystal

Because thin films can be grown atom by atom, it is possible to grow pure

single crystals of many materials epitaxially onto a substrate. In many cases

single crystals of a material can electronically or physically outperform their

polycrystalline or amorphous analog . Unfortunately fabrication of large di-

mension single crystals is typically quite costly. Silicon photovoltaic cells are

the prototypical example of such a material used in single crystal form to im-

prove electrical properties [2]. An example of single crystal materials created

for superior mechanical properties at high temperatures are turbines fabricated

from nickel super alloys [3].

As shown in Figure 1.2, the dominant feature of a single crystal thin film is its
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Figure 1.2: 2D atomistic view of the possible microstructures of a solid thin

film composed of a single element.

extreme long-range order. Each atom belongs to the same grain and as such

there are no grain boundaries present. The conductivity of such a structure is

as high as possible for a given temperature, because the mean free path of the

conduction electrons is as long as possible. The structure cannot be defect-free

however; entropic concerns dictate that some vacancies (empty lattice sites)

and self-interstitials are present in small numbers. Additionally, if the film was

grown epitaxially onto a material with a different lattice parameter, strain will

generate misfit dislocations near the film-substrate interface to relieve stress.

1.2.2 Polycrystalline

A polycrystalline microstructure is also plotted in Figure 1.2. The structure

consists of a network of crystalline regions termed grains. Each grain has a

unique crystallographic orientation given by its three Euler angles. Within a

given grain, there is long-range order between all constituent atoms. Between
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the grains are grain boundaries (GBs). A GB requires 5 angles for unique

identification. These boundaries typically are less dense than the continuous

crystalline regions and may contain relaxed atoms that do not belong to either

parent grain (i.e. they fall on neither parent lattice). A GB can be low-angle

or high-angle, referring to the anglular misorientation of the two neighboring

lattices. The cut-off between low- and high-angle boundaries is typically taken

to be ' 11◦. The GB on the bottom-right of the polycrystalline material in

Figure 1.2 could be classified as a low-angle GB.

Polycrystallinity can strongly modify the mechanical [4, 5], electrical [6, 7]

and thermal [8, 9] properties of a thin film from those of its single-crystalline

counterpart. Film morphology strongly depends on the deposition technique

and parameters used to fabricate it. Because of the large number of possible

deposition parameters, many different models have been proposed to explain

various aspects of polycrystalline thin film growth [10]. The dominant surface

features of many polycrystalline thin films are low-index crystalline facets. The

growth rate of these facets determines the equilibrium grain shape (referred to

as the kinetic Wulff shape [11]) if the diffusion rate along the low-index facets

is much higher than the rate of other diffusion events [12].

1.2.3 Amorphous

The right of Figure 1.2 shows an amorphous microstructure. This structure

is characterized by its complete lack of long- and medium-range order. Only

the first atomic shell around any given atom is ordered, enforced by the strong

repulsion of atomic cores. An amorphous microstructure can be formed in

a few different ways. The first is deposition onto a cryogenically-cooled sub-

strate. By dramatically lowering the diffusion energy available to adatoms

on the deposition surface, the deposition noise can be frozen in. In fact, any

material can be made amorphous if the cooling rate from the gas or liquid

5



Chapter 1: Introduction to Thin Films

state is fast enough. Vapour phase deposition, described in more detail below,

especially lends itself to extremely high quenching rates. Alternatively, an ini-

tially crystalline or polycrystalline thin film can be amorphized by irradiation

of electrons or ions [13].

1.2.4 Nanocrystalline

Finally, a note on so-called nanocrystalline microstructures. These consist of

very fine polycrystalline microstructures with nanoscale grain dimensions. In

this case, a very high fraction of atoms are either on the grain boundaries or

in very close proximity. Therefore the material properties of nanocrystalline

materials are heavily dominated by the structure and density of the boundaries

[14]. Because of the atomic nature of thin film fabrication, nanocrystallinity

is extremely common in polycrystalline thin films.

1.3 Deposition Techniques

Thin film fabrication typically involves condensing a gas phase of one material

onto a substrate of another material. Some technologies do deposit thin films

from a liquid phase, but the work in this thesis is limited to vapour phase

deposition. Vapour phase deposition techniques fall into two main categories;

physical and chemical. Physical deposition includes sputtering, evaporation

and pulsed-laser deposition. An example of a chemical process is chemical

vapour deposition. Additionally, some techniques such as reactive sputtering

or evaporation use both physical and chemical deposition processes. These

techniques are explained in more detail below.
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1.3.1 Evaporation

Perhaps the simplest deposition technique is to add enough energy to a given

material in a vacuum chamber for it to evaporate or sublimate into a gas phase.

If the total pressure in the vacuum chamber is low enough, the mean free path

of all gaseous atoms will be much larger than the chamber dimensions. The

gaseous flux of free atoms will therefore deposit on any surface in the chamber

with line-of-sight to the source material. In this way a thin film of almost

any pure element can be controllably deposited onto a substrate placed facing

the source. The needed energy can be added simply by electrical resistive

heating of the source material or by more exotic means such as an electron-

beam. Thermal evaporation is very simple to design and run but electron-

beam evaporators allow for more localized heating. Both types of evaporation

sources are shown in Figure 1.3.

Figure 1.3: Thin film evaporator. A thermal source is shown on the left and

an electron-beam source on the right.

Evaporation is best-suited to depositing pure materials at high deposition

rates. Deposition of an alloy or compound with this technique is difficult,
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as most materials have different melting points and vapour pressures. The

simplest method to deposit multiple elements simultaneously is to have a

different evaporation source for each; care must be taken however to avoid

cross-contamination between sources.

1.3.2 Pulsed Laser Deposition

Another physical vapour thin film fabrication technique is pulsed laser depo-

sition (PLD), depicted in Figure 1.4. In this technique, a high-energy laser is

focused on a target inside a vacuum chamber. The focused laser spot vapour-

izes the material into a gaseous, ionized plume. This material can be deposited

as a thin film onto a substrate placed in the path of the plume. This method

is conceptually simple, but the physics of the laser-target interaction are very

complex and the non-linear processes thereof can cause deposition errors such

as large cluster or particulate deposition. To avoid over-heating or damaging

the target, the laser beam may be rastered over the material surface and/or

the material target may be continually rotated and translated.

The primary use of PLD is to deposit complex compounds stoichiometrically.

Most complex materials will not be uniformly evaporated or sputtered. The

plasma plume created by PLD however can be made to have virtually the same

composition as the target. A large number of variables can be adjusted as well,

including laser power and pulse rate, the angle of the beam with respect to

the target and target rotation/translation speed.

1.3.3 Sputtering

Sputtering is the process of using ionized noble gas atoms (typically argon)

to kinetically eject atoms from a target surface in a vacuum chamber, shown

in Figure 1.5. Sputtering requires creation of a sustained plasma created by
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Figure 1.4: Pulsed laser deposition system.

ionizing the injected noble gas. In DC sputtering, the entire vacuum chamber

and most equipment inside are grounded, save for the deposition target which

is kept at a large negative potential. This accelerates the sputtering ions

towards the target surface at high velocity, which in turn causes as cascade

of collisions on the target surface. Some of the target atoms are ejected and

travel across the deposition chamber to deposit a thin film on a substrate.

The most common form of sputtering is referred to as magnetron sputtering,

where powerful magnets are mounted behind the target. The local density of

magnetic field lines increases and traps electrons, which causes a much higher

ionization fraction of the sputtering gas at the target surface. Deposition rates

can be increased by an order of magnitude via magnetron sputtering.

DC magnetron sputtering is used to deposit highly conductive materials such

as metals. To sputter dielectric materials, a radiofrequency (RF) or pulsed-DC

power supply must be used. The periodic polarity reversal of the target poten-

tial prevents charge buildup and allows deposition to continue. RF sputtering

can be used to deposit virtually any material, but at only at much slower rates
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Figure 1.5: Magnetron sputter deposition system. A DC power supply shown

on the left and an RF power supply on the right.

than possible with DC magnetron sputtering.

Because sputtering requires noble gas pressures in the Millitorr range, the

sputtered atomic flux can be partially thermalized enroute to the substrate by

collisions with the noble gas atoms. This has the effect of broading the angular

deposition of depostion atoms, making sputtering less useful for deposition of

material into trenches. Another limitation of sputtering is that maximum

deposition rates are generally lower than the rates possible with evaporation

or PLD. This means that sputtering requires a high vacuum level to avoid

contamination with oxygen and other other gases.

1.3.4 Reactive Physical Vapour Deposition

A simple modification to the above techniques is to introduce a background

gas such as oxygen or nitrogen. A chemical reaction then procedes in parallel

with the physical deposition, either at the target or substrate surface. In this
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way, oxides, nitrides and other compounds and be deposited from a single pure

elemental target. Adjusting the partial pressure of the background gas allows

for careful stoichiometric control.

Sputtering is the most common reactive physical vapour deposition technique.

This deposition process must be carefully monitored however, since formation

of the reactive compound on the target can decrease the sputtering rate and

thus form an even thicker layer of the reactive compound. This feedback

loop can harm film uniformity and dramatically lower deposition rates. More

information on potential issues with reactive sputtering are given by Safi [15].

1.3.5 Chemical Vapour Deposition

A broad category of deposition techniques fall under chemical vapour deposi-

tion (CVD). The basic characteristics are reacting chemical precursors inside

a chamber on a substrate, resulting in the deposition of a film. A schematic

of this process in two possible configurations are shown in Figure 1.6. Many

different materials can be deposited using CVD techniques, and CVD can be

modified in many ways such as plasma- or microwave-enhancement, liquid in-

jection and low pressure CVD. Figure 1.6 shows both plasma-enhanced and

thermally-assisted CVD.

CVD also offers the possibility of easier scalability than physical techniques,

since line-of-sight between the target and substrate is not necessarily required.

Doping films of semiconducting films is also easily accomplished in CVD. For

these reasons, and the extensive development CVD deposition of semiconduc-

tor film deposition, CVD is central to integrated circuit manufacture.
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Figure 1.6: Two examples chemical vapour deposition systems. Left side shows

a plasma-enhanced CVD and right side shows thermally assisted CVD.

1.4 Characterization Techniques

Numerous techniques exist to understand the microstructure, surface structure

and physical properties of thin films. In this section, we outline the techniques

employed in this thesis.

1.4.1 X-ray Diffraction

X-ray diffractometry (XRD) is a simple, non-destructive technique to charac-

terize microstructures. In this technique, a beam of monocromatic light with

a wavelength on the order of angstroms is focused onto a sample. These x-

rays are scattered by the sample atom’s electrons. If the sample atoms are

arranged in a crystallographic lattice, the x-rays diffract in a manner described

by Bragg’s law or the Laue equations. This diffraction pattern provides fairly

unique identification of the sample lattice(s) present and furthermore con-
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tains information about the local lattice strain and crystalline grain size. It is

also possible to use x-rays to analyze amorphous microstuctures, though these

studies typically require additional structural information. Another advantage

of XRD is that the sample can be analyzed in air as opposed to the vacuum

required for electron probe techniques.

XRD is of particular importance for characterizing thin films, since the inter-

action depth is on the scale of hundreds of nanometers to single-digit microns,

the same thickness of many thin films. Other x-ray scattering techniques such

as x-ray reflectometry or x-ray fluorescence can be performed with the same

x-ray source used for diffraction. These techniques are also useful for thin

film structural characterization. The reader is referred to the excellent book

written by Birkholz et al. for more information [16].

1.4.2 Transmission Electron Microscopy

Currently the most powerful technique for microstructural examinations is

transmission electron microscopy (TEM). In a TEM experiment, a beam of

electrons is focused into a small spot onto a sample thin enough to be electron

transparent. The electrons beam is high energy and nearly-monocromatic. De-

pending on the focal conditions, either an image of the local sample structure

or a diffraction pattern carrying crystallographic information can be formed.

It is these dual information channels with both inverse and regular spatial

information from the same region of a given sample that makes TEM so pow-

erful.

The disadvantages of this technique are that the sample must be placed in a

high vacuum chamber, and must be extremely thin. Some samples are also

prone to radiation damage. Lastly, the micrograph interpretation is not as

straightforward as other techniques, since structural and topological informa-

tion are often convolved. A comprehensive reference for TEM theory and
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technique is the textbook written by Williams and Carter [17].

1.4.3 Scanning Electron Microscopy

Scanning electron microscopy (SEM) is used to probe the surface of a sam-

ple by rastering an electron beam at high speed, line by line. Secondary or

back-scattered electrons are collected by a detector to form a micrograph of

the sample surface. This technique works better on conductive surfaces. A

dielectric sample may need to be coated with a thin layer of metal to improve

micrograph quality. This technique typically requires the sample be placed in

a vacuum, though some modern SEM setups allow imaging in environmental

conditions. A review of the history of SEM can be found in an article by Smith

and Oatley [18].

1.4.4 Energy-Dispersive X-ray Spectroscopy

When a sample is bombarded with electrons in either an SEM or a TEM, some

electrons of the inner orbitals from the sample atoms are excited into higher

orbitals, or even ejected. When a higher energy level electron drops into the

hole, an x-ray with a specific energy value may be ejected. The intensity and

energy values of the emitted x-rays uniquely identify the element(s) present in

the sample. This characterization method is referred to as energy-dispersive

x-ray spectroscopy (EDXS). The spatial resolution of EDXS is sufficient to

create a compositional map of a sample, with the resolution dependent of the

electron beam focal spot diameter. More information can be found in the book

by Grieken and Markowicz [19].
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1.4.5 Atomic Force Microscopy

Atomic force microscopy (AFM) is one member of the scanning probe mi-

croscopy (SPM) family of characterization techniques. In AFM, a cantilever

with an extremely sharp protrusion (called a tip) near the unclamped end

of the cantilever is brought close to a surface using piezoelectric transduc-

ers. The cantilever is designed to have a spring constant much less than the

force between neighboring atoms; this allows the AFM to sense the distance

from the nearest sample surface features to the tip by optically measuring the

displacement of the cantilever.

This displacement is typically accomplished in one of two ways. In contact

mode, the the tip physically contacts the surface. In tapping mode, the can-

tilever is driven at one of its transverse natural frequencies in the direction

parallel to the sample surface. When the surface is close to the tip, it exerts a

damping force on the resonating cantilever. The power required to correct for

this minute frequency change is proportional to the distance from the tip to

the sample surface. Tapping mode requires more complex electronics, but has

the advantage of not contacting the surface, which could potentially wear away

the sample or the tip. In both modes, the optical detection usually involves

bouncing a laser off the free end of the cantilever and using a split photo-diode

to detect cantilever motion. More information on AFM and its history can be

found in an article written by Rugar and Hansma [20].

1.4.6 Nanoindentation

Mechanical testing of thin film samples presents unique challenges because of

the small dimensions involved. Deconvolving the properties of a very thin film

from that of its substrate requires unique tools. Nanoindentation provides

a way to perform indentation tests on extremely small volumes. Both the
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hardness and the elastic modulus can be measured by applying small forces to a

Berkovich diamond tip placed on a sample surface, with a precise measurement

of the distance travelled by the indentor. The methdology employed for the

nanoindentation measurements in this thesis is that of Oliver and Pharr. A

recent review authored by them outlines this methodology [21].

1.4.7 Four Point Probe

Since a thin film has thickness well below the spacing of the measurement

probes, the resistivity ρ can be calculated as

ρ =
π

ln 2
hR (1.4.1)

where h is film thickness and R the measured resistance from the 4-point

probe. Note that Equation 1.4.1 assumes that the film covers an infinite area;

this assumption is justifiable since our measurements were made on a thin film

covering a 10 cm wafer with a probe spacing of under a centimeter.

1.5 Simulation Techniques

In the past few decades computational materials science has expanded dra-

matically [22], paralleling the vast increase in availability of computational

power. In fact virtually no areas of study in materials science do not employ

some simulations. One reason is that experiments that are extremely difficult

or impossible to run can often be simulated. Another is the speed and fidelity

possible with modern simulation techniques outperforms that of virtually all

experiments. Thin film science is no exception; many different techniques have

been employed to understand a wide variety of phenomena [23]. In this section

we therefore restrict discussion to only the simulation techniques used in this

thesis.
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The modelling and simulation studies presented in this work in Chapters 4 and

5 respectively deal with polycrystalline thin film growth. Even in nanocrys-

talline materials, the number of atoms present in a large ensemble of grains is

still too large to simulate with molecular dynamics (MD). For example, con-

sider a thin film of thickness of 1 µm containing cylindrical grains of aluminum

50 nm in diameter. The volume of each grain would be 1.96 x 109 Å3. The

atomic density of Al is 0.058 atoms / Å3, giving approximately 108 atoms /

grain. Typical modern MD simulations employ up to a million atoms over

timescales of femptoseconds [24]. It is therefore impossible to use MD to sim-

ulate the growth of even one large grain, let alone the dynamics of hundreds of

interacting grains. The timescales are even more intractable, since most thin

film depositions require minutes if not hours.

1.5.1 Level Set Simulations

The level set method (LSM) provides a powerful means to compute complex

interfacial and geometric structures. Essentially, LSM parameterizes objects

in higher dimensional space than the problem and then projects these objects

onto a cartesian grid. The reason this method is so powerful is that it removes

the need to compute the geometric configuration explicitly.

As an example of the LSM, consider the growth and nucleation of a secondary

phase in a 2D field whose interfacial velocity depends on its crystallographic

orientation. If there are a very large number of nuclei, explicity computation

of the overlapping nuclei may be infeasible. If each nuclei has the interfacial

velocity

v(θ) = 1 +
cos(4θ)

20
(1.5.1)

where θ is the local orientation of a given nuclei. The interface radius of each
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nuclei is therefore given by

r(θ, t, τ) =

[
1 +

cos(4θ)

20

]
(t− τ) (1.5.2)

where τ is the nucleation time. In the LSM for this problem we consider time t

as the third dimension; one dimension higher than the problem dimensionality.

Figure 1.7 shows a graphical representation of how the algorithm progresses.

As the nuclei move in the higher dimensional representation, the interfaces in

the simulation plane expand. Since the overlapping nuclei areas are implicit,

no additional calculations are needed beyond the projection and boolean com-

parisons. This is because the interface does not need to be explicitly mapped.

Instead, a grid is overlaid onto the simulation space. Each grid point can be

checked to see if it falls inside the transformed fraction using Equation 1.5.2

with respect to the origin of each nucleated grain.

Figure 1.7: A level set implementation of a phase transformation simulation.

Calculating statistics such as fraction transformed or interfacial length are

dramatically simplified when using level sets. This method is used in the

simulations of Chapters 4, 5 and 6. More information on applying this method

to grain growth simulations is given in [25].
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2
Design of an Aluminum–Molybdenum Alloy

For Nanoscale Applications 1 2

2.1 Motivation

The continuing miniaturization of many different devices is a subject of intense

scientific study [26, 27]. Currently, most stuctural components in nanoscale

devices are fabricated from Silicon or a silicon-based semiconductor such as

1Material in this chapter has been published in:

I Z Lee, C Ophus, LM Fischer et al. (2006) Nanotechnology 17: 3063-3070

I C Ophus, EJ Luber, M Edelen et al. (2009) Acta Materialia 57: 4296-4303
2The thermodynamic modeling in this chapter was performed by M Edelen and D Lewis

of the Rensselaer Polytechnic Institute.
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Si3N4 or SiC [28]. Silicon is easy to etch, elastically stiff, very hard and has

the advantages of already being integrated into most microscale fabrication

technologies. However, silicon has low conductivity and reflectivity even when

doped. The typical solution in applications which require conductivity or re-

flectivity is to coat the silicon device with a metal, though this often leads to

problems with differential stress between the layers [29] or unwanted excess

energy dissipation from the coated devices [30]. Silicon also has low fracture

strength and poor wear resistance, which lowers reliability of moving com-

ponents [31]. New materials will be needed as the scope of nanotechnology

increases and many more applications become accessible [32, 33].

An alternative solution to coating semiconducting beams with a metal is to

fabricate all-metal devices. Metals possess much higher conductivities and

reflectivities and can possess ductile fracture modes which can prevent sudden,

total failure of nanoscale devices. However, pure metals generally suffer from

low strength and possibly high intrinsic stresses due to the high deposition

energies [34]. Additionally, if the metal thin film is polycrystalline it may have

an extremely rough surface composed of crystalline facets [25]. A potential

solution to these issues is to use an metallic alloy as opposed to a pure metal

film.

In this chapter we discuss the fabrication and characterization of a metallic

alloy for nanoscale resonator applications. The desired material properties

of this alloy are high conductivity, reflectivity and strength, as well as a mi-

crostructure that is fully dense and uniform. The alloy should be primarily

composed of an element that is easy to etch chemically to facilitate fabriation

of nanoscale devices from it.
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2.2 Background

2.2.1 Aluminum–Molybdenum

The starting material for our study is aluminum. Aluminum is very conductive,

easy to etch and like copper has been used extensively in the microelectronics

industry, and so is easily integrated into existing processes. Other authors have

already proven that Al can potentially replace Si as the structural material for

resonators [35]. It is however very soft and when vapour depositied it forms

very large grains due to its low melting point. We have chosen to alloy Al with

Molybdenum, an extremely hard refractory metal. In industry, the primary

use of aluminum-molybdenum alloys is wear- and corrosion-resistant coatings

with high hardness and good thermal stability, especially for coating Al-based

light alloys [36]. These alloys have similar wear and corrosion properties to

cadmium, but without the associated toxicity [37]. The phase diagram of Al–

Mo is shown in Figure 2.1. The equlibrium crystal structures of Al–Mo are

listed in Table 2.1, as well as the measured heats of formation (where known).

In this table, crystallographic information is taken from Saunders [38] and

thermodynamic data from Shilo and Franzen [39].

From the phase diagram, we see that Al and Mo have several equilibrium

intermetallics and virtually no low-temperature solubility in each other. This

indicates that Al and Mo compounds have a strong negative heat of formation.

Calculations by Du et al. [40] and experimental measurements by Shilo and

Franzen (shown in Table 2.1) confirm this.

However, elements deposited from vapour do not necessarily form equilibrium

phases. This is because vapour phase quenching of the atoms from a gas state

to solid involves extremely high cooling rates. This massive undercooling often

favours phases with lower nucleation barriers [41]. Metastable phases, espe-

cially super-saturated varations of the parent elemental phases, are commonly
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Figure 2.1: Phase diagram of aluminum–molybdenum taken from data given

by Saunders. Dashed lines are estimated phase boundaries.

Table 2.1: Crystal structures and heats of formation of Al–Mo compounds. x

is the fraction of Mo.

Phase Composition Spacegroup Heat of Formation

at.% Mo kJ/mol atoms

(Al) 0–0.06 Fm3̄m

Al12Mo 7.7 Im3̄

Al5Mo 16.7 P63

Al4Mo 20 Cm

Al8Mo3 31.3 C2/m -39.3

Al63Mo37 37

AlMo 48–54 Im3̄m -31.3

AlMo3 73–78.5 Pm3̄n -21.4

(Mo) 79.5–100 Im3̄m 253(1− x)2 − 111 (1− x)
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observed.

In a system like Al–Mo we would expect vapour phase quenching to produce

three possible phases. The first two are the parent Al phase (face-centred

cubic) and the parent Mo phase (body-centered cubic). The third is an amor-

phous phase, specifically a conventional metallic glass previously described in

Section 1.2.3. The equilibrium intermetallics have much more complex unit

cells, and so we expect formation of their nuclei to be kinetically barred for all

stoichiometries.

Perepezko has proposed one way of estimating the compositional boundaries

of metastable phases produced by large undercooling, metastable extensions

of the liquidus curves [41]. In this study, we have opted instead to examine the

thermodynamics of the possible metastable phases. Gibbs energy calculations

of the supersaturated disordered solid solutions of Al and Mo are straightfor-

ward using the Calculation of Phase Diagrams (CALPHAD) method and will

not be described here [42].

To estimate the Gibbs energy of the amorphous phase, we use the semiem-

pirical thermodynamic model developed by Miedema and colleagues [43, 44].

This model was originally developed to model transition metals, but it has

successfully been extended to other alloy systems [45–47]. We follow the pro-

cedure outlined by de Tendler [45] using the Al–Mo thermodynamic models of

Saunders [38]. From the classical approach, we ignore the elastic and struc-

tural contributions to the enthalpy of formation of the amorphous phase. We

model the Gibbs energy of formation of the amorphous phase ∆GA as the free

energy of mixing of the pure liquid metals ∆GL plus the atom fraction Xi

weighted Gibbs energy of crystallization of the pure undercooled liquid metal

∆Gi,A→S. This gives

∆GA = ∆GL +
∑

Xi∆Gi,A→S (2.2.1)
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where the Gibb’s energy term is approximated as

∆Gi,A→S '
∆Hi,A→S

Tm,i
(Tm,i − T ) (2.2.2)

where ∆Hi,A→S is the enthalpy of formation, T is the deposition temperature

and Tm,i is the melting point of element i. Using Miedema’s estimate of the

enthalpy of formation [46], we get

∆Hi,A→S

Tm,i
' 3.5

J

mol ·K
(2.2.3)

The calculated Gibbs energies are plotted in Figure 2.2. We can use com-

mon tangents between the curves to estimate the phase boundaries. The pre-

dicted phase from 0 to 10 at.%Mo is fcc. A two-phase fcc-amorphous region

is predicted from 10-15 at.%Mo and a purely amorphous phase from 15 to

55at.%Mo. We also predict a second two-phase region consisting of bcc and

amorphous structure from 55-75at.%Mo and at higher Mo concentrations a

purely bcc phase. We also note that the phase boundaries are approximate.

This is because the atomic layers at the deposition front may be hotter than

room temperature [48] and of course the amorphous Gibbs energy calculated

here is an approximation. Lastly we point out that the intermetallics omitted

from Figure 2.2 are stable by 2 kJ/mol or more at 298 K, and so would be

expected to form if the system were brought to equilibrium.

2.2.2 Deposition and Stoichiometries

We have chosen to fabricate Al–Mo thin films by co-sputtering from the pure

base materials. This thin film deposition technique is described in more detail

in Section 1.3.3. To vary the composition, the power of the Al sputtering gun

was kept constant while the Mo gun rate was varied. Deposition rate varies

linearly with deposition power. These rates were determined beforehand with

a crystal deposition rate monitor [49]. The stoichiometry of an N component
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Figure 2.2: Calculated Gibbs energy of fcc, bcc and amorphous Al-Mo phases

at 298 K. Crystalline phases were treated as disordered solid solutions and the

Miedema approach was used for the amorphous phase.

film is given by

Xi =
ρiRi

N∑
i=1

ρiRi

(2.2.4)

where Xi, ρi and Ri are the atomic fraction, molar density and deposition rate

respectively for component i. In this study, we focus on Al-rich compositions

because of the easy integration of Al with microfabrication techniques, due to

Al film etching being standardized. We have chosen to deposit films with com-

positions of 0, 2, 4, 8, 16, 24, 32, 50 and 100 at.%Mo. The film compositions

were verified with EDAX. The Al–Mo samples intended for characterization

were sputtered at thicknesses of approximately 1 µm. The film thicknesses can

be estimated from the sum of the thicknesses of each film component; however,

because the density of the deposited film is not known a priori, estimates ob-

tained by adding crystalline constituents will typically underestimate the real

film thickness. Amorphous films especially tend to have somewhat lower den-

sity and thus higher thicknesses than predicted. For this reason, film thickness
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was measured after deposition with profilometry when required. Micrographs

of some of the deposited Al–Mo compositions are shown in Figure 2.3.

Figure 2.3: SEM micrographs of sputtered Al–Mo films.

In the pure Al films, very large grain structures can be seen. These grains have

comparable lateral dimensions to the film thickness. The 8 and 50 at.%Mo

compositions have a columnar structure, though with somewhat different sur-

face grain geometries. The 32 at.%Mo film is much smoother than more uni-

form than the others. However a weak columnar structure can still be observed.

This film also appears to be fully dense; porosity was observed in the other

compositions of Figure 2.3.
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2.3 Results and Discussion

2.3.1 Microstructure

The physical properties of a polycrystalline alloy strongly depend on the phase

composition of the alloy. The simplest way to determine the dominant phase

composition of a thin film is x-ray diffraction. Figure 2.4 shows several example

θ/2θ x-ray diffraction patterns for Al–Mo thin films. Compositions below

16at%Mo were identified as crystalline fcc, and compositions above 50at% as

crystalline bcc. The dominant feature of all intermediate compositions is an

amorphous hump at '41◦. Two scans, taken from film compositions of 16at.%

and 50at.%Mo, contained both the amorphous hump and crystalline peaks. No

other crystal peaks were identified for any composition, validating our above

assumption that Al–Mo intermetallics would not form.

Figure 2.4: X-ray diffraction scans of Al–Mo thin films. Crystalline peaks and

an amorphous hump are labeled.
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These x-ray scans verify the phases predicted in Figure 2.2. Both the fcc-

amorphous and bcc-amorphous two-phase regions are in reality closer to the

centre of the phase diagram than predicted. This indicates that we are proba-

bly slightly over-estimating the stability of the amorphous phase in our Gibbs

energy calculations. Qualitatively however, the predictions are very accurate.

We performed TEM and HRTEM studies for closer examination of the film mi-

crostructures. TEM micrograph overviews of the Al–Mo structures are plotted

in Figure 2.5. These micrographs display similar trends to those seen in Figure

2.3. The pure Al film has very large grains, whereas smaller grain diameters

and a strong columnar morphology are seen in the 8 and 50 at.%Mo films. By

contrast, the 32 at.%Mo film is extremely uniform and smooth throughout the

thickness. Weakly visible columns can also again be seen in this composition.

Figure 2.6 shows more detailed TEM micrographs and Select Area Diffraction

(SAD) patterns of the Al-32at.%Mo thin film. Both amorphous and crys-

talline regions can be seen in both Figure 2.6(A) and (C). The SAD pattern

rings, plotted in Figure 2.6(B) identified these crystalline regions as nanocrys-

talline bcc. However this TEM study is at odds with the above XRD scans

for 32at.%Mo. The most likely reason for this is electron-beam induced crys-

tallization. If the nucleation barrier of a crystalline phase is relatively low, the

energy provided by inelastic electron collisions with the lattice can cause crys-

talline regions to form [50]. Interestingly, the equilibrium crystalline phases,

Al8Mo3 and AlMo3, are not present; instead the crystalline phase formed by

the electron beam is bcc. The simpler structure of the disordered bcc phase

over the equilibrium intermetallics could explain why its nucleation barrier is

lower. Formation of metastable crystalline compounds induced by an electron

beam has been observed in the literature, for example in a Ge–Au amorphous

alloy [51].

TEM examinations of the Al–Mo two-phase compositions agree much better

with the XRD results. Figure 2.7 shows HRTEM micrographs of the 16 at.%
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Figure 2.5: Cross-sectional bright-field TEM micrographs of (A) pure Al, (B)

Al-8 at.%Mo, (C) Al-32 at.%Mo and (D) Al-50 at.%Mo thin films.

Figure 2.6: TEM micrographs of Al-32at.%Mo: (A) representative HRTEM,

(B) SAD and (C) dark-field TEM cross-section taken from innermost ring.
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and 50 at.%Mo films. Both film microstructures contain amorphous and crys-

talline regions. The crystalline regions are quite extensive, perhaps occupying

more volume than the XRD scans would suggest. The energy imparted by the

electron beam may allow the crystalline regions to expand into the surrounding

amorphous matrix [52].

Figure 2.7: HRTEM micrograph of Al-16at.%Mo (left) and Al-50at.%Mo

(right), with digital diffractograms inset.

2.3.2 Film Surface

A smooth surface is essential for structural layers of nanoscale resonators for

a few reasons. The first reason is that if more layers need to be deposited

on top of the resonator layer (eg. electrical wires), a smooth substrate allows

subsequent layers to be continuous at lower thicknesses. Smoother surfaces

also allow a very thin film to reflect more light [53] and carry more current

[54]. Additionally, large grain structures relative to the device geometry can

cause undesirable variations in local physical properties. Conversely, smaller

grains allow for a more uniform microstructure.

The surface of Al–Mo films were characterized using atomic force microscopy
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(AFM). Surface slopemaps are plotted in Figure 2.8. In these images, the angle

of the surface in the x–z plane θ = tan−1 (∂z/∂x) is mapped to a greyscale

gradient. The pure Al film displays the large grains seen in Figures 2.3 and

2.5. The addition of 8 at.%Mo reduces grain diameter considerably.

Figure 2.8: Surface slopemaps of Al–Mo films taken from AFM scans. Note

the differing scalebar dimensions.

Both the 16 and 32 at.%Mo films display the rounded surface cusps typical

of amorphous surfaces [55]. The most interesting surface was observed for 50

at.%Mo film. This surface has two constituents; regions with very fine and

smooth amorphous cusps, and rougher regions containing large, triangular

bcc grains (the structure is known from the XRD scans in Figure 2.4). In this

film, the two phases present are distinctly visible on the surface, whereas only

a single surface morphology was observed in the Al-16 at.%Mo film surfaces.

31



Chapter 2: Al-Mo Alloy Design for Thin Film Applications

To quantify the structure both out-of- and in-plane, we use two statistical

measures. Surface roughness measurements of the AFM height-maps were

used to quantifiably compare the out-of-plane structures in Al–Mo films; these

are are plotted in Figure 2.9.

Figure 2.9: Root-mean-square (RMS) surface roughness of Al–Mo films.

The addition of Mo decreases the surface roughness dramatically, reaching a

minumum at 32 at.%Mo. The cause of this decrease is two-fold: Initially, Mo

refines the grain structure of the parent fcc Al matrix, leading to lower rough-

ness. This geometric effect was shown in more detail in Sections 2.2.2 and 2.3.1,

specifically Figures 2.3 and 2.5. At higher Mo concentrations, the microstruc-

ture becomes amorphous and the surface roughness decreases further. This

is because the surface growth mechanisms of an amorphous film intrinsically

lead to lower surface roughnesses than polycrystalline films; amorphous films

do not possess the large flat facets characteristic of polycrystalline films [56].

At a composition of 50 at.%Mo, the microstructure is partially polycrystalline

and as such the surface roughness once again increases considerably.

The in-plane structure of both crystalline and amorphous surfaces can be
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compared by using the height-difference correlation function (HDCF) [57]

H(R) = 〈[h(r)− (r + R)]2〉r,R (2.3.1)

where H(R) is the correlation measure at a given distance R and h(r) is the

height of the film surface at position r. Figure 2.10 shows the HDCF of the

Al–Mo films shown in Figure 2.8.

Figure 2.10: Height difference correlation functions of Al–Mo films. Mean

correlation length is marked for each composition.

The mean correlation length Rc, which is defined as the first minimum of the

HDCF, is a good measure for quantitatively comparing the lateral scale of the

film surfaces. The three films in Figure 2.10 with wholly or partially crys-

talline surface structure (pure Al, 8 and 50 at.%Mo) have considerably larger

mean correlation lengthes than the remaining two films with amorphous sur-

faces. For the amorphous films, the mean correlation length decreases with

increasing Mo content, reaching a minimum at the Al-32 at.%Mo stoichiom-

etry. The asymptotic value at large distances of the HDCF provides another

measure of the surface roughness; this value is 2σ2, where σ is the RMS surface

roughness. Again the films with amorphous surfaces display markedly higher

surface roughnesses.
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To summarize the surface structure versus composition, a structure zone map

(SZM) was constructed by interpolating the AFM scans in Figure 2.3.2, sim-

ilar to other maps relating the surface and microstructure to pressure and

temperature [58]. The Al–Mo composition SZM is shown in Figure 2.11.

Figure 2.11: Structure zone map describing the surface of Al–Mo thin films.

2.3.3 Physical Properties

How well the Al–Mo alloy functions as a structural material for nanoscale

resonators depends heavily on its physical properties. We therefore have mea-

sured the conductivity, hardness, modulus and surface roughness of all film

compositions. The resistance of various Al-Mo compositions was measured

using a 4-point probe, decribed in more detail in Section 1.4.7. The resistivi-

ties calculated from the resistance measurements are plotted in Figure 2.12.
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Figure 2.12: Al–Mo Resistivity measurements. Best fit of Equation 2.3.8 also

plotted.

The lowest resistivities were measured for pure Al and pure Mo, with the max-

imum resistivity falling at 32 at.% Mo. These resistivities can be understood

by considering the long-wavelength weak electron scattering approximation for

a disordered binary alloy as described by Bhatia and Thornton [59]. In this

model, the resistivity is given by the weighted dynamic structure factors: the

mean square fluctation in the number of particles SNN(0) in a volume V , mean

square fluctation in concentration SCC(0) and correlation between fluctations

in number density and concentration SNC(0). These structure factors are given

by

SCC(0) = NkBT

/(
∂2GM

∂x2

)
T,P,N

(2.3.2)

SNN(0) =
N

V
kBTκT + δ2SCC(0) (2.3.3)

SNC(0) = −δSCC(0) (2.3.4)

where N , kB, T , GM and κT have their standard thermodynamic meanings.

35



Chapter 2: Al-Mo Alloy Design for Thin Film Applications

The value δ represents the dilation factor, given by

δ =
νAl − νMo

(1− x)νAl + xνMo

(2.3.5)

where x represents the fraction of Mo and νAl and νMo are the molar volumes of

Al and Mo respectively. Following the method of Luber et al. [60], we neglect

the dilation factor δ because of the small difference in molar volumes (0.100

and 0.107 mols/cm3 for Al and Mo respectively), and assume that isothermal

compressiblity κB follows a rule of mixtures. This assumption gives

SNN(0) = (1− x)ρAl + ρMo (2.3.6)

where ρAl and ρMo are the resistivities of Al and Mo respectively. Also following

[60], we use a sub-regular solution model for the Gibbs energy of mixing

∆GM = NkBT [x log x+ (1− x) log (1− x)]

+ Nx (1− x) [A+B (1− 2x)] (2.3.7)

where A and B are the sub-regular solution model coefficients. Using Equa-

tions 2.3.2–2.3.7, we derive a final expression for the resistivity of Al–Mo films

as a function of composition

ρ (x) = (1− x) ρAl + xρMo +
αx (1− x)

1− 2x (1− x) [A− 3B (1− 2x)] /kBT
(2.3.8)

where α is a scaling parameter. The best fit for the resistivity of Al–Mo gives

α = 849 µΩ · cm, A = 0.44 kBT and B = −0.75 kBT . This best fit is shown in

Figure 2.12 and the agreement is excellent with the experimental data. The

values of A and B are physically reasonable since they are on the order of kBT .

The larger value of B than A is what causes the compositional asymmetry of

the Al–Mo resitivities in Figure 2.12; for these values of A and B, the excess

Gibbs energy of mixing is more negative on the Al-rich compositions.

There are several limitations of this conductivity model applied to the Al–Mo

system. This model neglects long wavelength electrons. This means that the
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changing mean grain diameters of the polycrystalline structure at low Mo and

Al concentrations are not taken into account. Additionally, the parent phase is

different between the Al and the Mo-rich sides (fcc and bcc respectively) which

could also lead to a system difference in conductivity. The model used here is

really only applicable in the compositional regions where either amorphous or

highly-disordered solid solution is the dominant phase present.

The simplest way to measure physical strength of a thin film is nanoindenta-

tion. A higher hardness is desireable because it makes devices less vulnerable

to plastic deformation. A higher elastic modulus raises the resonant frequency

of a given resonator geometry, which is desireable for some applications. The

results of nanoindentation experiments on Al–Mo films are plotted in Figure

2.13. Each data point is the average value of 25 separate indentations; the

standard deviation in hardness is shown as error bars on the plot.

Figure 2.13: Al–Mo nanoindentation measurements. (A) Hardness and (B)

elastic modulus.

The addition of Mo to Al raises both the modulus and the hardness, but

interestingly this rise is not monotonic. Rather the highest hardness occurs in

the 32 at.%Mo film and the highest modulus at 16 at.%Mo. The increase in
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hardness is approximately an order of magnitude over pure Al at the maximum.

A possible explanation for the large hardness increase is the microstructural

shift from crystalline to amorphous in compositions from 16 to 50 at.%Mo.

2.4 Summary

We have now characterized the surface structure, microstructure and physical

properties of Al–Mo thin films of various compositions. For our application,

nanoscale metal resonators, a composition of Al-32 at.%Mo offers the best

combination of the desired properties. This composition has the most uniform

microstructure, the smoothest surface structure and the highest hardness. The

conductivity is lowest for this composition, but still firmly in the metallic

range. The conductivity and reflectivity are high enough for either electrical

or optical readout from resonators without any additional surface coating. In

the next chapter we describe fabrication and characterization of Al-32 at.%Mo

nanoscale resonators.
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3
Fabrication of Nanoscale Resonators

From Metal Alloys 1 2

3.1 Motivation

The promise of nanotechnology and specifically nanomachines was first ex-

plored by Richard Feynman in his famous 1958 lecture titled “There’s Plenty

of Room at the Bottom” [61] and expanded upon in a 1983 follow-up called

1Material in this chapter has been published in:

I Z Lee, C Ophus, LM Fischer et al. (2006) Nanotechnology 17: 3063-3070

I C Ophus, N Nelson-Fitzpatrick, Z Lee et al. (2008) Applied Physics Letters 92: 123108
2The Al–Mo devices presented in this chapter were jointly fabricated and tested by the

author and Nathan Nelson-Fitzpatrick of the Evoy group.
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“Infinitesimal Machinery” [62]. In these talks, Feynman anticipated our cur-

rent technological ability to fabricate mechanical structures on the nanoscale.

He also proposed several applications that would require mechanical actua-

tion such as microvalves or micromirrors, nanospring arrays to contact various

points on microelectronic circuits or even swimming microbots. These talks

proved extremely foresighted; for example, nanospring arrays have recently

begun to produce scientific studies and technological applications [63–65].

A current application of nanoscale mechanical devices is high-freqency mechan-

ical switches. The reasoning for using nanoscale devices for this application

is as follows. Any mechanical system vibrates with an angular frequency w0

approximately equal to

w0 =

√
k∗

m∗
(3.1.1)

where k∗ is the effective spring constant and m∗ is the effective mass of the

resonator. As a device with length l is uniformly scaled down, m∗ varies with

l3, whereas k∗ varies with l. This leads to dramatic increases in frequency with

decreasing resonator dimensions [26]. That means that mechanical switches

can achieve extrodinarily high frequencies. Furthermore, the energy loss of a

mechanical resonator per cycle can potentially be far less than an equivalent

electronic circuit [66].

A second current application are nanoscale sensors, including chemical, biolog-

ical and other types. These devices tend to have very simple geometries, with

either an electrical or optical method of monitoring the resonance frequency.

The device surfaces are chemically functionalized to adsorb a particular el-

ement or specific biomarker. When mass is loaded onto the device surface,

the frequency changes and detection has been achieved. Again the reasoning

for using nanoscale sensors as opposed to larger devices is very simple; the

relative mass sensitivity of a device depends on the device’s mass. Since m∗

varies with l3, shrinking a resonating sensor dramatically increases the sen-

sitivity. The smallest device masses are now on the scale of attograms, and
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single molecule detection is now within reach [26].

As discussed in Section 2.1, metals are often coated onto semiconductor devices

to improve conductivity or reflectivity. An alternative is to fabricate the entire

device from a metal thin film [35]. This negates the problems associated with

bilayer devices such as differential stress or increased energy dissipation [30]. In

this chapter, we describe fabrication and testing of nanoscale metal resonators

from the alloy selected in the previous chapter, Al-32 at.%Mo.

3.2 Experimental Methods

3.2.1 Resonator Fabrication

We have developed a versatile method to create nanoscale patterns from any

thin material. To do this, we utilized a lift-off procedure to create the pattern

as opposed to using chemical etchants, which are specific to a particular ma-

terial. The fabrication procedure used in this study is laid out in Figure 3.1,

and is described in more detail below.

Figure 3.1: Process flow for fabricating nanoscale Al–Mo cantilevers.

Initially, a photoresist composed of poly(methyl methacrylate) (PMMA) in a

solvent is spun onto a silicon wafer. A pattern writer is used to write the device
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geometries into the resist using an electron beam, a process known as e-beam

lithography. After a chemical development step, bare silicon is exposed in the

shape of the desired devices. We then sputter a thin layer of the structural

material onto the wafer. The remaining resist is then dissolved in acetone to

remove unwanted material. Lastly, the silicon is etched away by exposure to

XeF2 gas in vacuum. Large pads of the structural material remain anchored to

the silicon, whereas the smaller devices are undercut and fully released. SEM

micrographs of the Al–Mo cantilevers are shown in Figure 3.2.

Figure 3.2: (A) Bank of 400 nm wide cantilevers with lengths from 1 to 8

µm fabricated from 20 nm thick Al-32 at.%Mo. (B) Close-up of 8 µm long

cantilever.
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3.2.2 Cantilever Frequency Response

The simplest geometry for a nanoscale resonator is a cantilever with a rectan-

gular cross-section, i.e. a cuboid clamped perfectly on one edge, free to flex in

the z-direction. A schematic of this device is shown in Figure 3.3.

Figure 3.3: A singly-clamped metal resonator.

There are many different natural frequencies of vibration, but for simplicity

we will consider only transverse modes in the direction perpendicular to the

substrate. The frequency f of the nth transverse mode is given by [67]

fn =
λ2
n

4π
√

3

t

(l + u)2

√
E

ρ
(3.2.1)

where t and l and are the thickness and length of the cantilever respectively, u is

the device undercut (how far the device anchor extends beyond the substrate

edge), and the square root of the ratio of elastic modulus E to the device

density ρ is the speed of sound in the device material. Note that the resonant

frequency does not depend on the cantilever width w. The term λn is the

modal parameter of the nth resonance mode given by positive solutions to the

equation [67]

cos(λn) cosh(λn) = −1 (3.2.2)
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The first several solutions to Equation 3.2.2 are given in Table 3.1. Unless

otherwise stated, all measurements in this study are on the fundamental (0th)

transverse mode of resonance.

Table 3.1: Transverse modal parameters of a singly-clamped resonator.

n λn n λn

0 1.875 3 11.000

1 4.694 4 14.137

2 7.855 5 17.279

At frequencies close to a resonant frequency, the power spectra of the displace-

ments will have Cauchy-Lorenz distribution dependencies on frequency with

the peaks falling on the resonance/centre frequencies f0. This distribution in

the frequency domain of measured intensity I has the form

I(f) =
I0∆f 2

4(f − f0)2 + ∆f 2
(3.2.3)

where ∆f is the the full-width-half-maximum (FWHM). If a resonator is being

employed as a mass sensor, the minimum detectable mass depends linearly on

the quality factor of the device, given by [30]

Q = 2π
E

∆E
=

f0

∆f
(3.2.4)

where E is the stored vibrational energy and. ∆E is the energy lost during one

cycle of vibration. The overall quality factor depends on the quality factors of

each possible energy loss mechanism in the following way

1

Q
=
∑
i

1

Qi

(3.2.5)

where Qi is the ith mechanism of energy dissipation. Loss mechanisms that

may need to be considered are clamping losses, thermoelastic dissipation, ex-

trinsic molecular flow dampling, squeeze film molecular damping, surface losses

44



Chapter 3: Metallic Nanoscale Resonators

and internal friction [68–74]. Polycrystalline metal devices may also experi-

ence energy dissipation due to grain boundary sliding or dislocation motion.

As device thickness approaches zero, the dominant loss mechanisms are ex-

trinsic molecular flow dampling, squeeze film molecular damping and surface

damping. We expect surface damping to be the dominant loss mechanism for

metal resonators less than 100 nm thick that form a surface oxide. A lengthy

discussion on these points is given in [75].

To simplify the fitting procedure in terms of the important figures of merit,

we parameterize I in terms of f0 and Q. Combining Equations 3.2.3 and 3.2.4

gives

I(f) =
I0

4Q2(1− f/f0)2 + 1
(3.2.6)

Fitting this equation directly to the power spectra measurements of the spec-

trum analyzer allows us to quickly assess the performance of our devices. An

example measurement is shown in Figure 3.4, captured with a spectrum ana-

lyzer sweeping through different frequencies.

Figure 3.4: Measured power spectrum of a cantilever fabricated from Au–Hf.

Best fit of Equation 3.2.6 shown.
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3.2.3 Optical Frequency Characterization

There are many possible techniques that can be used to characterize the fre-

quency response of a nanoscale device [28]. The device chip is typically res-

onated by attaching it to a macroscale piezoelectric resonator. For an electrical

readout, the geometric or intrinsic piezoresistive effect can be used to measure

the response [76]. Alternatively, capacitive readout can be used to electrically

characterize the frequency response of a nanoscale resonator [77]. In this study,

we have opted to use optical interferometry to measure the resonator proper-

ties of our devices. Optical interferometry has the advantages of not requiring

any direct contact to the devices, such as the electrical connections required

by piezoelectric sensing. It also has a very wide possible frequency range and

can easily probe resonators with very small dimensions [78]. The primary dis-

advantage is that measurement signal depends heavily on the reflectivity of

the devices being used. Our devices, however, are metallic, reflectivity is not

an issue. Our measurement setup is depicted in Figure 3.5.

Figure 3.5: Optical interferometer setup for measuring frequency response of

nanoscale devices.
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In this setup, a laser is directed through a beamsplitter cube and focused onto

the surface of a nanoscale resonator placed inside a vacuum chamber. There,

the focused laser spot bounces off flat surfaces on the device chip. If the

device moves further than the substrate, beams with two different phases are

reflected. The interference of these beams modulates the optical signal, and

this modulation is detected with a photodiode. The device is resonated by a

macroscale piezoelectric resonator, driven by a spectrum analyzer at a given

frequency. The spectrum analyzer also measures the output of the photodiode

at the driving frequency. Details of this experimental setup are given in [78].

3.3 Results and Discussion

3.3.1 Frequency Measurements

We have resonated a bank of Al-32 at.%Mo cantilevers as a proof of principle

for sensor applications from all-metal devices. The measured centre frequencies

are plotted in Figure 3.6. The best fit of Equation 3.2.1 is also shown.

The agreement of experiment with theory is excellent for the measurements

of Al–Mo device frequency responses. The best fit parameters for our data

were an undercut u = 1.2µm and a speed of sound
√
E/ρ = 5320 m/s. The

undercut value is in good agreement with the undercut visible in Figure 3.2.

The fitted speed of sound falls between those of aluminum and molybdenum

which are equal to 5100 and 6190 m/s respectively. If we assume a rule of

mixtures for the density of Al-32 at.%Mo, we get ρ = 5130 kg/m3. Plugging

this value into the best fit speed of sound, we get an estimate for the elastic

modulus E = 145 GPa. This value is very close to the modulus of 138 GPa

measured by nanoindentation in Figure 2.13. The frequency response of the

nanoscale Al–Mo resonators matches our expectations.
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Figure 3.6: Resonant frequencies of Al–Mo devices measured with optical

interferometry.

The measured quality factors of the Al–Mo devices are shown in Figure 3.7.

The Q values of Al–Mo range from 50 to 500, and appear to rise with increas-

ing frequency. The quality factors of these devices are one to two orders of

magnitude lower than those of devices fabricated from semiconductor mate-

rials measured in similar experiments [68]. This means that our devices are

much less sensitive to changes in mass than semiconductor devices of similar

geometries.

The most likely reason for the increased energy dissipation in our devices is

a surface oxide. Pure aluminum structures will naturally form an oxide on

their surfaces when exposed to air with a thickness of 10 to 28 Å[79]. Since

our devices are only 20 nm thick, the surface oxide on the top and bottom

constitutes a considerable volume fraction of the resonator, perhaps as high as

a quarter. Yasumura et al. estimate the quality factor of a nanoscale resonator

with a surface layer of thickness δ as [68]

Qsurface =
t

6δ

E

ES
2

(3.3.1)
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Figure 3.7: Quality factors of Al–Mo devices measured with optical interfer-

ometry.

where E is the elastic modulus of the cantilever and ES
2 is the loss modulus

of the surface layer. Measurements of the elastic and loss moduli of alumina

have been performed by Wolfenden [73] and Fukuhara and Yamauchi [74].

These measurements give an upper bound of 405 MPa for the loss modulus

of alumina. If we assume the total device oxide thickness is 4 nm (estimated

from cross-sectional HRTEM micrographs [75]), and use our measured elastic

modulus of 138 GPa we can estimate Qsurface ' 284. This estimation is the

correct order of magnitude to agree with our Q measurements. The frequency

dependence of Q may parallel the frequency dependence of the loss modulus

of alumina; further experiments are necessary to confirm this hypothesis.

3.4 Summary

We have fabricated Al–Mo nanoscale resonators as proof of principle for all-

metal sensor applications. The measured resonance frequencies of our devices

agree very well with mechanical beam theory. These devices perform ade-
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quately with no additional coating layer required to boost the reflectivity of

the surfaces. The surface roughness of our devices is also extremely low. The

quality factors however range from 50 to 500, lower than comparable devices

fabricated from semiconductor films.
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4
Derivation of a Geometric Model

For Polycrystalline Thin Film Growth 1

4.1 Motivation

Polycrystalline thin films are important for a wide array of applications includ-

ing optics, semiconductors, nanomechanical devices and sensors. In addition

to variations in bulk material properties, the behaviour of polcrystalline ma-

terials is strongly influenced by grain morphology [10] and texture [80]. For

example, grain structure can influence thin film stresses and etching [81, 82],

1A version of this chapter has been published in:

I C Ophus, EJ Luber and D Mitlin (2010) Physical Review E 81: 011601
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sensitivity and response time of sensors [83], thermal conductivity and surface

roughess [84] and semiconductor electrical properties [6, 85]. For these rea-

sons it is critical to understand the fundamental processes that govern grain

evolution during thin film growth.

Polycrystalline films typically begin as a series of unconnected grains dis-

tributed randomly over the substrate surface. The grains expand until they

form a continuous film at which point competitive grain growth begins, as

originally envisioned by Kolmogorov [86] and van der Drift [87]. Each grain

asymptotically evolves towards a kinetic Wulff shape and those grains hav-

ing more favourable orientations will eventually dominate the surface. If the

Schwoebel barrier(s) of one or more low-index crystalline faces is very low, the

grain will be extremely faceted and its kinetic Wulff shape will be a simple

polyhedron. In the simplest form of faceted polycrystalline thin film growth,

the growth velocity of a given facet depends only on its crystallographic ori-

entation.

This type of evolution has been simulated in several recent studies [25, 88–90].

It is also now possible to carefully analyze various aspects of polycrystalline

growth both after deposition [91, 92] and in-situ [93]. However, few ana-

lytic models are available to analyze faceted polycrystalline growth. The most

widely-used model was proposed by Thijssen et al. in 1992 [94], but this model

is only applicable during late–stage growth.

In this chapter, an analytic model is derived that describes the evolution of

a polycrystalline thin film. Like Thijssen, we assume grains can be described

geometrically by cones, a comparison elucidated in [90], and construct a model

based on the evolution of the angular distribution of cones. However, unlike

Thijssen’s model, my method is applicable for all times and can be used to

describe a larger variety of initial angular distributions.
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4.2 Analytic Growth Model

4.2.1 Initial angular distributions

A conic grain is described with four parameters: the origin in the substrate

plane given by coordinates (x0, y0) and the primary vector of the cone given by

the tilt angle from the substrate normal θ and the angle in the substrate plane

φ. We make the mean-field-type assumption to ignore the local coordinates of

all grains as well as assuming that the distribution of angles φ is uniform at all

times. Therefore we need only consider the evolution of the angular density

distribution ρ (θ). Three examples of an angular distribution are shown in

Figure 4.1.

Figure 4.1: Initial grain orientations distributions from left to right: biased

towards fastest growth direction, uniform and biased away from fastest growth

direction. Fastest growth direction and rings showing the direction of integra-

tion are plotted on each spherical pole figure.

In a real crystal system, the fastest growth direction refers to the most favourable

crystallographic orientation(s) of a grain. For conic grains, the fastest growth
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direction is the vector from the cone origin to its apex. In this study, we

arbitrarily set the fastest growth directions to the 8 〈111〉-directions; these

directions are often observed experimentally in fiber texture films. The sim-

plest initial angular distribution of grains would be a uniform distribution.

However, grains will often preferentially nucleate closer to a particular ori-

entation. If this orientation is the same as the fastest growth direction, we

refer to the angular distribution as being biased towards the fastest growth

direction. If however the two orientations are different, we call the angular

distribution biased away from the fastest growth direction. These three cases

are shown as spherical pole figures in Figure 4.1; the leftmost case is a primar-

ily 〈111〉–oriented initial texture (biased-towards), the center case is a uniform

initial texture and lastly the rightmost case is a primarily 〈001〉–oriented tex-

ture (biased-away). A 〈111〉-direction is shown for reference on each of the

plots. In all three cases, the angular grain density as a function of θ (the angle

from the nearest fastest growth direction) is calculated by radially integrating

around one of the 〈111〉 directions, the results of which are also graphed in

Figure 4.1. The mathematical details of our construction of initial angular

distributions is left to Appendix A.1.

4.2.2 Model Derivation

The analytic model derived here decribes the evolution of the angular distri-

bution of grains as the film surface advances. Suppose we have an ensemble

of cones with apex angle α and angular density distribution ρ (θ, t). All conic

grains will grow at the same velocity, and for convience we set the distance

from each cone origin to its apex to the growth time t. The advancing sur-

face is composed of grains competing for height, with more favorably oriented

grains subsuming those less favorably oriented. To describe the evolution of

the surface with time, we must calculate the rate at which all cones are deleted

by their neighbors.
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First consider two cones having tilt angles θ′ < θ. For convenience we will label

the taller cone as cone θ′ and the shorter cone as cone θ. Figure 4.2 shows a

deletion event (a cone apex being subsumed by another cone) occuring between

time t and t+ ∆t. A deletion plane is defined parallel to the substrate at the

height of the shorter cone’s apex. This is the plane in which the shorter cone’s

apex collides with the surface of the taller cone.

Figure 4.2: A deletion event between two conic grains at time t in the time

interval ∆t. Isocontours are shown at different heights. Note that the primary

axis of both cones are the same length.

Geometric considerations dictate that a cone can only ever be deleted by a

cone with a more favourable orientation. In order to calculate the probability

of this event occuring, we analyze the geometry of the conic section formed

by the intersection between the deletion plane and the taller cone. Figure 4.3

shows the geometry of the conic section in the deletion plane. Two different

boundaries are shown, the boundary of cone θ′ at time t before the deletion

event and at time t+ ∆t after the deletion event. The area between these two

boundaries defines the deletion area Adel. The probability of cone θ′ deleting

cone θ in any given time interval ∆t is simply the area Adel divided by the

total possible area where the apex of cone θ can be found in.
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Figure 4.3: Geometry of a cross-section of the cone with tilt angle θ′ in the

deletion plane shown in Figure 4.2.

To calculate Adel, we start with the height difference between the two cone

apices, (cos θ′ − cos θ) t. The major and minor semiaxes a and b, and the

distance d from the ellipse centre to the apex of cone θ′ are all proportional to

this height difference and are given by

a =
tanα

1− ε2
(cos θ′ − cos θ) t (4.2.1)

b =
tanα√
1− ε2

(cos θ′ − cos θ) t (4.2.2)

d =
tan2 α tan θ′

1− ε2
(cos θ′ − cos θ) t (4.2.3)

where ε = sin θ′/ cosα is the eccentricity of the ellipse. Over one time step ∆t,

the boundary of cone θ′ will expand and the apex of cone θ will travel relative

to it. The distance ∆L′ traveled by the elliptic boundary and the distance ∆L

traveled by the apex of cone θ in the time interval ∆t are given by

∆L′ = ∆t
tanα

1− ε2
(cos θ′ − cos θ) [cosφ′, sinφ′] (4.2.4)

∆L = ∆t sin (θ) [cosφ, sinφ] (4.2.5)

where the direction of these vectors are given by the angles φ′ and φ respec-
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tively. If the boundary is parametrized by x = b cosψ and y = d + a sinψ

where −π < ψ < π then the arc length segment dS and ∆L′ can be written as

dS = dψ [b sinψ′,−a cosψ′] (4.2.6)

∆L′ =
∆t

t
(cos θ′ − cos θ) [b cosψ, d+ a sinψ] (4.2.7)

As shown in Figure 4.3 the differential deletion zone is a parallelogram having

an area dAdel given by

dAdel = [sin θ (a cosψ cosφ+ b sinψ sinφ)

+ b
t

(a+ d sinψ)]∆t dψ (4.2.8)

Because ψ varies from −π to π we can introduce an arbitrary phase shift and

rewrite Eq. 4.2.8 as

dAdel = [sin θ cosφ

√
a2 cos2 ψ + b2 sin2 ψ

+ b
t

(a+ d sinψ)]∆t dψ (4.2.9)

To find the total deletion area Adel we must integrate over ψ and average over

all φ where dAdel > 0 giving

Adel =
2∆t

π

π/2∫
−π/2

cos−1 w∫
0

[
sin θ cosφ

√
a2 cos2 ψ + b2 sin2 ψ

+
b

t
(a+ d sinψ)

]
dφ dψ (4.2.10)

where

w = − b (a+ d sinψ)

t sin θ
√
a2 cos2 ψ + b2 sin2 ψ

(4.2.11)

Integrating in φ we obtain the expression

Adel =
2∆t

π

π/2∫
−π/2

[
sin θ
√

1− w2

√
a2 cos2 ψ + b2 sin2 ψ

+ cos−1 (w)
b

t
(a+ d sinψ)

]
dψ (4.2.12)
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This equation is numerically evaluated for all values of θ and θ′ of interest

for a given value of α. To evolve the angular density distribution ρ (θ, t) over

all time, we weight the area of deletion by the angular density distribution to

calculate the probability of deletion for each value of θ in the time interval

∆t. The new density distribution after this time interval can be calculated

by multiplying the old distribution by the survival probability, equal to one

minus the probability of deletion, i.e.

ρ (θ)|t+∆t

ρ (θ)|t
= 1−

∫ θ

0

Adel (θ, θ
′, α) ρ (θ′)|t dθ

′ (4.2.13)

Note that the upper bound of the integral is θ, reflecting the physical rule that

a cone can only be deleted by a cone with a more favourable orientation (one

with a lower θ value). To calculate the evolution of an angular distribution

function, Eq. 4.2.12 is solved first for all θ and θ′ values of interest and then

that data is used evolve the distribution using Eq. 4.2.13.

4.3 Model Validation

4.3.1 2+1D Simulation of Conic Grains

To test the analytic model given by Equations 4.2.1–4.2.3 and 4.2.11–4.2.13 we

have used level set simulations of competitive conic grain growth. The conic

surface of each grain is described by a four-dimensional implicit function. At

each time step all surfaces are advanced and a 2+1 dimensional surface z (x, y)

is calculated from the union of all cones. When a cone apex is subsumed into

the surface, the cone ceases to grow. An example simulation is shown in Figure

4.4 of cones with α = 30◦ and a uniform distribution of tilt angles up to a

cutoff of θc = 45◦. More details on the simulation methodology are given in

[25, 90].

The mean heights of the simulation surfaces shown in Figure 4.4 are given
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Figure 4.4: Examples of competitive conic grain growth from level set simu-

lations at various thicknesses. Surfaces are shaded by x-direction slope and

cross-sectional slices also shown. Potential deletion zones marked in red.

in units of initial grain spacing d0, defined as the square root of mean initial

grain area A0 for convenience. Survival probability P is measured by dividing

the number of suviving grains by the number of initial gtains. Figure 4.4

clearly shows that P decreases monotonically with film thickness h. Note

that mean thickness is asymptoting towards time (defined as the length of

the primary vector of each cone) which approximately follows the relationship

h = t− 1/2 tanα
√
P .

4.3.2 Comparison of Model to Simulation

A comparison of grain orientation distributions between level set simulations

of 106 cones and the analytic model, with both having α = 30◦, is shown

in Figure 4.5 for the three cases described in Figure 4.1. The agreement is

excellent over all times, validating the analytic model.

It is important to point out that no mean-field assumptions were used in the
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Figure 4.5: Comparison of the grain distribution at four different film thick-

nesses between analytic growth model and level set simulation for the cases

where the initial distribution is (a) biased towards the fastest growth direction,

(b) uniform and (c) biased away from the fastest growth direction.
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level set simulations. Because the simulation and the model agree, our decision

to neglect local grain correlations in the analytic model is validated. Even if

local angular or positional correlations of grains do occur, they do not affect

the global evolution of the surface in any meaningful way.

4.4 Analysis of Grain Growth Model

4.4.1 Self–Similarity of Distributions

The angular distributions shown in Figure 4.5 display remarkable self-similarity

between different thicknesses. Thijssen et al. suggested that log (ρ (θ, t) /θ) ∝
t2θ5 in late–stage film growth [94]. We derive an exact expression for the

asymptotic angular distribution as follows. Each of the angular distributions

seen in Figure 4.5 asymptotically approaches a constant slope

η =
∂ρ

∂θ

∣∣∣∣
θ→0

(4.4.1)

This slope is proportional to the number of grains initially oriented in the

fastest growth direction. Note that this value must be estimated or measured

experimentally for a given initial angular distribution. The asymptotic form

of the angular distribution is given by

ρ (θ, t) = η θ exp

[
−k
(
t

τ

)2

θ5

]
(4.4.2)

where k is a scaling constant and τ is the cross-over thickness into late–stage,

or self–similar behaviour. To solve for k, we note that the grain probability of

survival is unity at t = τ . Integrating Eq. 4.4.2 from 0 to ∞ when t = τ gives

k =
(
η Γ(2

5
)/5
)5/2

where Γ is the gamma function. The angular distribution

at late times is therefore

ρ (θ, t) = η θ exp

[
−
(
η Γ(2

5
)

5

)5/2(
t

τ

)2

θ5

]
(4.4.3)
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which agrees with ditributions generated by both numerical iteration of Eq.

4.2.13 and level set simulations.

4.4.2 Scaling Laws

The goal of our analytic growth model is to predict morpholgical statistics for

this type of polycrystalline film growth. Most statistical measures in thin film

growth follow power laws with thickness (or equivalently time, for constant de-

position rate). Survival probability P is calculated by integrating the angular

density distribution

P (t) =

∫ π/2

0

ρ (θ, t) dθ (4.4.4)

Inserting Eq. 4.4.3 into Eq. 4.4.4 gives

P = (t/τ)−4/5 (4.4.5)

Other growth statistics such as expectation value of grain area 〈A〉 and the

root-mean-square (RMS) surface roughness σ have simple relationships to the

grain survival probability, the derivations of which are given in the appendix

of [90]. From our model we have calculated scaling laws for 〈A〉 and σ at

late-stage growth of

〈A〉 = (t/τ)4/5 (4.4.6)

σ =
1

tanα

√
1

π
− 1

4
(t/τ)2/5 (4.4.7)

Our calculated exponents match those predicted by Thijssen for late-stage

growth [94]. However, our model can also predict the value of crossover thick-

ness τ , based only on the cone angle α and the asymptotic value of the slope

of the distribution at small angles η. This is achieved by expanding both sides

of Eq. 4.2.13 and using the small angle approximation for all θ and θ′ terms.

Note that in late-stage growth only the first term in Eq. 4.2.12 needs to be
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considered.

e
−

(
η Γ( 2

5 )

5

)5/2

( t+∆t
τ )

2
θ5

e
−

(
η Γ( 2

5 )

5

)5/2

( tτ )
2
θ5

= 1− 2∆tη

θ∫
0

a sin θθ′dθ′

1−
(
η Γ(2

5
)

5

)5/2
2t∆t

τ 2
θ5 = 1− t∆tη tanα

θ5

4

τ =
√

8

(
Γ(2

5
)

5

)5/4
η3/4

√
tanα

(4.4.8)

Noting that the coefficient of Eq. 4.4.8 is approximately unity gives

τ =
η3/4

√
tanα

(4.4.9)

Eq. 4.4.9 was confirmed by comparing its predictions to the crossover thick-

nesses observed in the analytic model for many values of α and η.

4.4.3 The Effect of Non-Uniform Initial Distributions

We now analyze the effect that biasing the initial growth direction towards or

away from the fastest growth direction has on the growth statistics. Figure

4.6 shows RMS surface roughness and probability of grain survival versus film

thickness for the three cases described above. All three cases asymptotically

approach the expected power laws as t→∞. However, biasing the intial grain

distribution towards the fastest growth direction delays deletion of grains,

leading to longer survival times. In this case the surface is much smoother

because the mean peak to peak distances are dramatically reduced. Biasing

the growth direction away from the fastest growth direction has the opposite

effect on both statistical measures. These effects manifest in the thickness

range from roughly 1 < h < 1000 d0.

Interestingly, the studies performed in [91, 95] found power law exponents for

roughness and grain diameter in excess of the predicted value of 0.4. This
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Figure 4.6: (a) RMS surface roughness and (b) probability of grain survival

calculated from the analytic growth model for the three cases described in

Figure 4.1. Power laws are shown in both graphs as dotted lines.

study suggests that an initial nucleation of grains with texture biased away

from the fastest growth direction could be responsible for the observed power

law deviations. And indeed, an initial texture bias towards 〈001〉 was observed

in those studies compared to a fastest grain growth direction near 〈111〉. To

confirm our explanation, careful measurements of the initial grain angular

distributions will be required.

4.5 Summary

To conclude, I have derived an analytic model for polycrystalline grain growth

based on conic grain geometries. This model showed excellent agreement com-

pared to level set simulations of conic surfaces and the results can be computed

in a much shorter timespan. Three initial angular grain density distributions

were analyzed. When the distribution was biased towards the fastest growth

direction, the probability of survival for each grain is increased and the surface
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roughness is decreased compared to a uniform initial distribution. When the

distribution is biased away from the growth direction, the opposite trends are

observed. These results underscore the importance of the initial grain distri-

bution when analyzing polycrystalline thin film growth. Finally, the cross-over

thickness into late-stage growth is predicted with a simple analytic expression.
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5
Computer Simulations of

Polycrystalline Thin Film Growth 1

5.1 Motivation

Thin film deposition is an important component of many fields of science and

technology. The possible microstructures of a thin film are single crystal,

polycrystalline and amorphous. Among these microstructures, polycrystalline

show the highest deviation of physical properties amid different samples of a

1Material in this chapter has been published in:

I C Ophus, EJ Luber and D Mitlin (2009) Acta Materialia 57: 1327-1336
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single composition. This is because the grain shape, size and orientation in the

thin film can strongly affect hardness, surface roughness, wear and corrosion

resistance, electrical conductivity and optical properties [4]. There is therefore

a strong motivation to understand what deposition and material considerations

influence the morphology of polycrystalline thin films.

Polycrystalline thin films can be fabricated in a variety of ways including

thermal evaporation, sputtering, molecular beam epitaxy (MBE), chemical

vapor deposition (CVD), pulsed laser deposition (PLD) and others. These

polycrystalline films are typically characterized by a columnar morphology

parallel to the growth direction, with strongly faceted grain surfaces. The

simplest form of growth arises from situations where the growth velocity at

any point on a grain surface depends only on the crystallographic orientation

of the facet it is on. This type of growth was first described by Kolmogorov

[86] and then by van der Drift [87]. Several researchers have simulated this

type of thin film growth in two dimensions [11, 96–98].

One of the first three-dimensional simulations of this growth model was per-

formed by Thijssen [99]. Thijssen et al. also derived the first statistical growth

laws for the 3D case [94]. Smereka et al. refined the 3D simulations by ap-

plying a powerful level set methodology and confirmed the results of Thijssen

[25]. Several more recent simulation studies of 3D grain growth and coarsening

have since been published [88, 89].

In this study, we essentially follow the methods of Smereka et al. and further

refine the statistics obtained by the authors mentioned above. In addition, for

a given crystal system and geometry, we propose a simple equation to predict

the prefactors of the late-stage growth power laws of a polycrystalline film.
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5.2 Background

5.2.1 The van der Drift Model

In this model, a polycrystalline thin film begins as randomly distributed nuclei

on a substrate surface. The orientation of these crystallites may be uniform,

randomly distributed or preferentially weighted in certain directions. As more

material is deposited each grain expands until it meets a neighbor; there a

grain boundary is formed. Grain boundaries are assumed to be stationary. As

growth perpendicular to the substrate continues, grains that increase in height

more quickly than neighboring grains gradually subsume these neighbors. In

this manner a fiber texture naturally forms around the fastest growth direction,

and this texture sharpens with increasing film thickness.

The initial grain orientations are random and the growth velocity of a crystal

facet depends only on its crystallographic orientation. This assumption is met

when the mean free path of the gas atoms is smaller than the grain dimensions

(no self-shadowing) and surface diffusion of adatoms is large enough for facets

to develop, but is otherwise neglected. Note that this means these simulations

are only directly applicable to films growth by chemical vapor deposition.

The crystalline facets considered for a given material can be found using the ki-

netic Wulff construction where the surface energy vectors are replaced with the

growth velocities [25]. To make this construction, the growth velocity vectors

for all face orientations are plotted from a common origin. Planes are placed

perpendicular to these vectors a distance from the origin proportional to the

magnitude of growth velocity. The crystal surface is the union of all plane

surfaces closest to the origin. Every flat crystal facet corresponds to a minima

and a cusp in the distribution of growth velocities versus facet orientation.

This essentially means that the slower growing crystalline faces dominate the

equilibrium growth shape. Figure 5.1 demonstrates the kinetic Wulff construc-
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tion of a 2D grain and its evolution towards an equilibrium shape. Smereka

et al. provide additional details on grain shape evolution [25]. In this study

however, we have chosen to assume that all grains evolve to their final shape

very quickly; thus all initial nuclei begin in their equilibrium shape.

Figure 5.1: (A) Plot of face velocity versus orientation. (B) Kinetic Wulff

construction from (A). (C) Initial circular grain evolving asymptotically into

equilibrium Wulff shape.

When a crystal shape is composed entirely of facets, the fastest growth direc-

tion is calculated geometrically. The point on the crystal surface furthest from

the origin corresponds to the fastest growth direction. If the vector from the

crystal origin to this point is perpendicular to the substrate then the apex of

the crystal surface in question will grow at least as fast as any other possi-

ble crystallite orientation. Note that most real crystal systems possess one or

more symmetries and therefore will typically have multiple equivalent fastest

growth directions. A cube made up of {001} facets for example has 8 corners

and therefore will have 8 fastest growth directions of 〈111〉 type.
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5.2.2 Level Set Simulation

To simulate growth of a film surface we have used a level set construction.

Every grain is described implicitly as the union of higher-dimensional faces.

At each time step, the surface projection of each face and grain is calculated.

Details on this method are given by Smereka et al. [25] Norris and Watson

have pointed out the primary drawback of current implementations of this

method, which is that they keep track of far more information than is required

to describe the surface [89]. This is because a full 3D level set simulation

calculates whether any point on a three dimensional grid is inside a grain or

external to the film. To reduce the amount of information stored, we use an

explicit grid in only the substrate plane axes. At each grid point, the height of

the highest crystal was taken to be the surface and stored as a floating point

value. Our simulations are therefore 2+1 dimensional.

The advantage of our approach is increased computational simplicity which

allows more data to be collected and larger simulation domains to be used.

The statistics are also computed after each growth step, allowing for snapshots

of the surface or texture at any desired thickness. The disadvantage of our

approach is that we cannot accurately model early stage growth or porous thin

films.

We have used 2000 initial grains with up to 24 facets each and a 400x400

grid with periodic boundary conditions for this study. Films were grown to

sufficient thickness to be in late stage growth, determined by the goodness of

fit for statistical power laws. Each statistical curve shown is the average of 20

simulation runs (roughly equivalent to increasing the domain area by a factor

of 20).

As noted above, initial grain nuclei were randomly distributed on the substrate

with random orientations constructed from the three Euler angles. Each grain

began in its final kinetic Wulff form. The initial nuclei were separated by
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a minimum separation distance of 5 grid units to ensure that discretization

artifacts do not appear before the grain occupies enough grid locations to

evolve properly. Time steps were made sufficiently small so that no more than

one major event (such as a grain top being subsumed) occurred per time step.

Finally, all simulations presented in this study begin with the same mean grain

spacing.

5.3 Analysis of Late-Stage Growth

5.3.1 Geometry

In late-stage growth, all remaining crystal tops have a fastest growth direction

close to or perpendicular to the substrate. Each crystal top will be identical,

save for being randomly rotated in the substrate plane. These tops have a

pyramidal geometry, with three or more sides. An example of this is shown in

Figures 5.2A and B, the late stage of a simulation of cubic crystals. In this

figure, each surviving crystal top has 3 {001}-type faces, surrounding an apex

given by a 〈111〉 direction of each crystal (the fastest growth direction of a

cubic crystal). Each grain has a 〈111〉 direction very close to perpendicular to

the substrate; this is why the crystal grains shown have survived.

Figure 5.2C shows a possible pyramidal geometry of a late-stage growth crystal

top. This pyramid can be characterized by its aspect ratio. If we position a

plane perpendicular to the fastest growth direction a height l below the apex

we can compute the plane’s area A. As a lateral dimension measure we will

use the square root of the plane area. We therefore define the pyramid’s aspect

ratio as l/
√
A.

All kinetic Wulff shapes evolve into a pyramidal geometry in late-stage growth,

not just cubic systems. Every given kinetic Wulff shape has a well-defined
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Figure 5.2: (A) Top view and (B) 3D view of an example film surface in late-

stage growth. (C) Pyramidal crystal top. (D) Equivalent cone crystal top to

(C).

fastest growth direction which is surrounded by 3 or more triangular faces.

Figure 5.3 emphasizes this fact, showing the late-stage geometry of a wide

variety of kinetic Wulff shapes. Kinetic Wulff shapes constructed from facets

with low dihedral angles will have high l/
√
A aspect ratios and conversely

geometries where the facets have high dihedral angles will have low l/
√
A

values. In Figure 5.3 we see that as polyhedrons become more spherical (higher

dihedral angles) the pyramidal aspect ratios become smaller.

5.3.2 Statistical Measures

From a practical standpoint, we are primarily interested in the overall mor-

phological statistics of a thin film. The statistics collected in this study in-

clude mean grain area and diameter (alternatively grain boundary density),

root-mean-square (RMS) surface roughness and texture versus film thickness.

When grain nuclei are initially placed each grain is assigned an initial area

and has an origin in the substrate plane. The initial area is defined by the
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Figure 5.3: Various kinetic Wulff shapes and their associated pyramidal crystal

tops in late-stage growth. Pyramid base area is constant in these images.

Arrows show fastest growth direction.

convex polygon surrounding the origin which has the unique property that all

points within the polygon are closer to the origin than all other crystal ori-

gins. These polygons are determined using the well known Voronoi tessellation

method [100]. The mean area of all grains is denoted A0. The initial mean

grain spacing d0 is defined as the square root of A0 for simplicity. All one-

dimensional statistical measures are normalized by d0 and all two dimensional

statistics by A0. This normalization reflects the fact that the simulations do

not have an absolute dimensional scale; rather all statistics are relative to the

initial spatial distribution of nuclei. A0 can also be computed in a simpler

fashion by dividing the total simulation area by the number of initial nuclei.

All statistics are computed at the growth surface projected into a two-dimensional

plane parallel to the substrate. The texture signal of a given grain is weighted

by its area in this plane. Grain area is also considered to be the projected area

as opposed to the true three-dimensional surface area of the exposed grain top.

By assuming that the pyramidal crystal tops behave similarly to cones (The

analogous geometry between cone and pyramidal tops is shown in Figures 5.2C

and D) and by neglecting the local environment around each grain, Thijssen

predicted that the mean grain size 〈d〉 would vary with film thickness t as [99]

〈d〉 = d∞t
2/5 (5.3.1)
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Where d∞ is a constant prefactor. The prefactor term is of significant interest

since it is the only metric which distinguishes the late stage growth properties

of different crystal structures. The prefactor term represents the expected

asymptotic value of late-stage growth statistics after factoring out the power

law dependence on thickness. From this equation, the dependence of other

statistical measures on thickness can be predicted including probability of

grain survival 〈P 〉, mean grain area 〈A〉 and RMS surface roughness σRMS

〈P 〉 = P∞t
−4/5 (5.3.2)

〈A〉 = A∞t
4/5 (5.3.3)

σRMS = σ∞t
2/5 (5.3.4)

Where P∞, A∞ and σ∞ are the prefactors of grain survival, area and surface

roughness respectively. The relationships between these prefactors and d are

P∞ = d−2
∞ (5.3.5)

A∞ = d2
∞ (5.3.6)

σ∞ =

√
1− π

4

l√
A
d∞ (5.3.7)

The derivation of Equations 5.3.2–5.3.7 is given in Appendix A.2. The net

result of these relationships is to predict the power law dependence of each

statistical measure on thickness and the prefactors of each statistic. Further-

more, if one of the prefactors can be predicted, all of the rest can be.

5.4 Simulated Kinetic Wulff Shapes

5.4.1 Tetrahedron

The simplest regular polyhedron can be found in crystal systems that possess

only {111} facets and exhibit highly polar behavior. Silicon carbide thin films
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for example can grow in this fashion [95]. If the (111), (111), (111) and (111)

faces grow quickly enough to vanish only the (111), (111), (111) and (111) faces

will remain. This system will have 4 fastest growth directions perpendicular

to the vanished {111} faces, and an l/
√
A ratio of (64/27)1/4 = 1.241. Figure

5.3A shows a tetrahedral kinetic Wulff shape.

5.4.2 Great Rhombicuboctahedron

A near-spherical crystal can be constructed out of all faces of types {001},
{011} and {111}. Saito has examined constructions of this type [101]. If all

of these faces are regular polygons then the crystal is a great rhombicubocta-

hedron. This system has 48 equivalent fastest growth directions: all permuta-

tions of 〈1 1 +
√

2 1 +
√

8〉. The l/
√
A ratio of this system is 2(13 + 6

√
2)−3/4

= 0.2004. This Wulff shape is displayed in Figure 5.3E.

5.4.3 Diamond System

The crystal system appropriate for diamond is a cubic geometry with only

{001} and {111} facets. The resulting kinetic Wulff shapes were described by

Wild et al. [11, 97] by using the ratio

α =
√

3
V001

V111

(5.4.1)

where V001 and V111 are the growth velocities of the {001} and {111} facets

respectively. Smereka et al. performed detailed simulations on this crystal

system [25]. Table 5.1 illustrates the morphology of the diamond Wulff shapes

along with the fastest growth directions derived by Paritosh et al.[98] We have

also computed the number of equivalent fastest growth directions Nd and the

geometric ratio l/
√
A as a function of α.
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Table 5.1: Growth parameters of the diamond system.

α =
√

3V001

V111
Morphology 〈hkl〉FASTEST Nd l/

√
A

α ≤ 1 Cube 〈111〉 8
(

4
27

)1/4

1 < α < 3
2

〈3−2α
α

11〉 24
√

2(3α−3)
√

3−2α

(6α2−12α+9)3/4

α = 3
2

Cuboctahedron 〈011〉 12 2−5/4

3
2
< α < 3 〈03−α

α
1〉 24 (3−α)

√
2α−3

(2α2−6α+9)3/4

α ≥ 3 Octahedron 〈001〉 6 2−1/2

5.5 Results and Discussion

5.5.1 Surface Morphology and Texture

Figures 5.4 to 5.6 show the surface morphology and texture for tetrahedral,

great rhombicuboctahedral and cubic kinetic Wulff shapes respectively. The

cubic system is described in section 3.3 where α = 1. The surfaces are plots of

the function tan−1(∂z/∂x), representing slope in the x-direction. The lateral

dimensions are constant in all slope-maps, and the plotted thicknesses are

given in terms of initial grain diameter d0. The left-most image in all three

figures shows the initial grain nuclei distribution for the simulations. The

textures are represented by stereographic projections of the predicted fastest

growth direction. These projections cover the upper hemisphere of possible

grain orientations with the boundary marked at 90◦ from the direction of the

stereographic projection.
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Figure 5.4: Surface slope-maps and 〈111〉 stereographic projections of all {111}
poles for tetrahedral crystals at various thicknesses.

Figure 5.5: Surface slope-maps and 〈111〉 stereographic projections of all {111}
poles for great rhomicuboctahedral crystals at various thicknesses.
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Figure 5.6: Surface slope-maps and 〈111〉 stereographic projections of all {111}
poles for cubic crystals at various thicknesses.

Despite significant variation in crystal geometry, the surfaces are visually sim-

ilar. Each film begins as discrete nuclei, grows into a fine-grained continuous

surface composed of all possible grain orientations and finally evolves into a

surface of 3-sided pyramids similar to Figure 5.2A. The lateral length scales

are all roughly similar for three films, suggesting that grain area or probability

of grain survival depend only weakly on the given crystal’s kinetic Wulff shape.

Each simulation begins with randomly oriented grains and evolves towards a

fiber texture. The late-stage texture of the tetrahedral simulation shows the

crystals with a 〈111〉 orientation dominating. Note that in Figure 5.4 all {111}
poles are plotted rather than just the polar orientations, as a real diffraction

experiment cannot differentiate between a (111) and a (111) diffracted spot.

The simulation of great rhombicuboctahedrons evolves to a 〈1 1 +
√

2 1 +
√

8〉
oriented film. The cubic simulation pole figures show 〈111〉 oriented crystals

prevailing. All of these late-stage growth textures are correctly predicted in

Section 5.4. Both the tetrahedral and cubic crystals have a ring of adjacent

{111} spots approximately 70◦ from the centre spot. Three separate rings can

78



Chapter 5: Polycrystalline Film Growth Simulations

be identified in the rightmost pole figure of the great rhombicuboctahedral

simulation at spacings of about 25◦, 50◦ and 75◦. These ring spacings reflect

the expected angles between neighboring poles.

The sharpness of the film textures is shown by the broadness of the spots

and rings of the stereographic projections of Figures 5.4–5.6. A larger spot

or wider ring corresponds to a wider angular distribution around the fastest

growth directions and a small spot or thinner ring to a sharper texture. The

sharpness of the texture appears to vary proportionally with the number of

growth directions Nd of the kinetic Wulff shape.

5.5.2 Growth Statistics

The grain survival probability from the simulations of the crystal systems

described above is plotted in Figure 5.7. The probabilities asymptotically

approach the power law predicted by Thijssen et al. [94] Best fit lines to

these asymptotic values are shown in grey. These survival probabilities share

the same dependence on thickness but have different prefactors, due to their

differing geometry. The agreement between the simulation and the analytic

asymptotic prefactors is excellent. The grain survival probability varies by only

about a factor of 2 despite quite different kinetic Wulff geometries; therefore,

probability of survival is only weakly dependent on the grain’s Wulff geometry.

Figure 5.8 shows the RMS surface roughness values from simulations of the

above crystal systems. Again, the statistical measure displays the expected

power law behavior in late-stage film growth. Best fit asymptotic power laws

are drawn on the figure in grey. RMS roughness varies by approximately an

order of magnitude over these crystal systems, a much larger variance than

that seen in the other statistical measures. This is due to the additional crystal

top ratio l/
√
A dependence of Equation 5.3.7.
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Figure 5.7: Probability of grain survival for different crystal geometries mea-

sured from simulation. Gray lines show asymptotic best fits.

Figure 5.8: Surface roughness for different crystal geometries measured from

simulation. Gray lines show asymptotic best fits.

80



Chapter 5: Polycrystalline Film Growth Simulations

5.5.3 Mean Grain Diameter Fit

The value of d∞ depends primarily on the number of equivalent fastest growth

directions Nd and the aspect ratio of the pyramidal crystal tops, the ratio of

l/
√
A. Our simulations on the various kinetic Wulff shapes described in this

study have allowed us to investigate the dependence of d∞ on these two vari-

ables. At this time, there is no known analytic expression for the relationship

of d∞, Nd and d∞. However, many different smooth functions can be fit to

d∞. For this study we have computed the simple expression

d∞ = 0.987N−0.317
d

(
l√
A

)−0.242

(5.5.1)

This expression depends on the definition of mean grain diameter 〈d〉 as the

square root of mean grain area 〈A〉. Modifying the normalization used or

the definition of the lateral length scale will alter the numerical coefficients of

Equation 5.5.1, but will not change the trends described in this study. This

equation is graphically represented in Figure 5.9 along with the locations of

some kinetic Wulff shapes on the d∞ surface. From this figure we see that

the largest diameter grains result from crystal systems with low aspect ratio

pyramidal tops and few equivalent growth directions. Conversely the smallest

diameter grains originate from crystal systems with many growth directions

and high aspect ratio pyramidal tops. It should be noted however that few

crystal systems exist in either of these extremes; a crystal system with many

equivalent growth directions in its kinetic Wulff shape will be closer to a sphere

and will therefore tend to have a low l/
√
A ratio. Another interesting point

is that despite the wide variety of kinetic Wulff geometries shown in Figure

5.3, all d∞ values fall between 0.42 and 0.61. This suggests that the mean

grain diameter is not very sensitive to crystal geometry, at least for highly

symmetric crystal systems.
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Figure 5.9: Mean grain diameter prefactor d∞ as a function of Nd and the

geometric crystal top ratio l/
√
A plotted from Equation 5.5.1. The locations

of various kinetic Wulff shapes are also shown.

5.5.4 Growth Statistics for Varying Wulff Geometries

We performed simulations of the diamond crystal system to test the analytic

prefactor relations described in this study. The face growth ratio α was varied

from 1.0 to 3.0 in steps of 0.1. The prefactors were fit to the late-stage growth

of each of these simulations, calculated from all data points at thicknesses

beyond approximately 50 to 200 d0, depending on the time required for the

film to reach power law behavior. For best fits of the prefactors P∞ and σ∞ the

power laws were assumed to have t−4/5 and t2/5 dependencies respectively. The

results are graphed in Figures 5.10 and 5.11, along with the analytic prefactor

predictions of Equations 5.3.2 to 5.5.1. The prefactor predictions are constant

for the ranges α ≤ 1, α ≥ 3 and α = 1.5. All other values of α have a smoothly

varying prefactor, tending to negative infinity as the grain shape approaches

α = 1, 1.5 or 3.

It is important to examine in more detail the locations on the graph where the

analytic expression predicts a prefactor of negative infinity, corresponding to

a prediction of zero RMS surface roughness. Strictly speaking, this result is
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Figure 5.10: Prefactors of grain survival probability measured from simulations

of diamond crystals. Gray line shows predictions from Equations. 5.3.2, 5.3.4

and 5.5.1. Some kinetic Wulff shapes shown above.

Figure 5.11: Prefactors of surface roughness measured from simulations of

diamond crystals. Gray line shows predictions from Equations. 5.3.2, 5.3.7

and 5.5.1. Some kinetic Wulff shapes shown above.
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correct and not an artifact. The caveat however is that the required thickness

before crossover into late-stage growth increases to infinity as the geometric

α ratio approaches these singularities at 1.0, 1.5 and 3.0; therefore a real film

will never exhibit this behavior.

5.5.5 Model Limitations and Generalizations

We have shown using simulations that the growth statistics of a polycrystalline

thin film depend smoothly on the geometry of its kinetic Wulff shape. However,

to perform these simulations we have made several assumptions that should

be discussed in more detail.

Firstly, the initial grain nuclei are randomly oriented and randomly distributed

in space. The randomness or lack thereof in initial grain orientation depends

on the material system in question. If epitaxial relationships exist between the

film and substrate the grains will almost certainly be heavily biased towards

certain orientations. Even films unlikely to grow epitaxially (an amorphous

substrate for example) can have preferential initial nuclei orientations. How-

ever, if all possible orientations are present (though some are far less likely

than others), then in late-stage growth only grains close to the fastest growth

direction will survive and all remaining grains will have equivalent geometry.

The numerical prefactors described in this study will become invalid, but the

trends observed should remain. All other parameters being equal, geometry

should still influence the growth statistics in the manner described. On the

other hand, the assumption of random initial nuclei positioning is far more

general. The fastest growth directions of the vast majority of grains are not

exactly perpendicular to the substrate even in late-stage growth. This means

that the pyramidal apices of the crystal tops move laterally in the substrate

plane as the film thickness increases. By the time late-stage growth is reached,

most crystal tops will have traveled laterally many multiples of initial diameter
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d0 and any initial spatial correlation between crystal tops is lost.

The growth velocity of every crystal facet was assumed to depend only upon

the facet’s orientation. This is the case when material flux deposited on the

film surface is not dependent on direction and surface diffusion is great enough

for smooth facets to develop. This model does not take into account any

self-shadowing caused by neighboring grains or any long range diffusion which

could favor different local grain configurations (perhaps certain grain boundary

orientations permitting asymmetric diffusion). In our simulations, every grain

began in its final kinetic Wulff configuration, as though it was able to evolve

very quickly into this shape. This may or may not be the case for a given

film deposition process. Since grains tend to evolve towards a less spherical

shape, their survival probability may be initially enhanced by slow evolution

towards the Wulff shape. However, as long as all surviving grains have grown

very close to the equilibrium Wulff shape when they reach late-stage growth,

the film will be virtually indistinguishable from a film where all initial nuclei

began in the Wulff shape.

Finally we have assumed zero porosity and no re-nucleation of new grains

during growth. Porosity can occur in early growth for many possible kinetic

Wulff shapes, but when late-stage growth is reached the film should be fully

dense, barring self-shadowing or very low surface diffusion rates. In deposition

processes with enough surface diffusion to form crystalline facets, re-nucleation

is very unlikely. If it did occur in late-stage growth, the new grains would

be competing only with grains very close to the optimal orientation. Unless

these grains also had a fastest growth direction very close to perpendicular

to the substrate or were positioned on a crystal apex, they would be quickly

subsumed. Equation 5.3.7 also merits more attention. Assuming that all

grains at the film surface have the same pyramidal geometry (cone-like) and

are close to the fastest growth orientation then the relationship between RMS

surface roughness RMS and mean grain diameter 〈d〉 (the square root of mean
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grain area 〈A〉1/2) is in general given as

σRMS =

√
1− π

4

l√
A
〈d〉 (5.5.2)

This relation will depend only on the aspect ratio l/
√
A of the crystal top

pyramids. This equation applies irrespective of the deposition or simulation

type as long as all grains have identical pyramidal geometry, no spatial cor-

relation in the substrate plane and random rotation about the fastest growth

axis, which itself must be near-perpendicular to the substrate for all surviving

grains.

5.6 Summary

Our study has again confirmed the power laws predicted by Thijssen for a

variety of kinetic Wulff geometries. We have also described the dependence

of asymptotic growth statistics on geometry. All other variables being equal,

modifying the number of growth directions Nd and crystal top aspect ratio

l/
√
A will modify a polycrystalline film’s roughness σRMS and probability of

survival 〈P 〉 at a given thickness by

σRMS =
1

N0.32
d

(
l√
A

)0.76

(5.6.1)

〈P 〉 = N0.63
d

(
l√
A

)0.48

(5.6.2)

From these relations we can see that Wulff geometries with more equivalent

fastest growth directions will have increased grain survival probabilities (and

thus decrease mean grain area) but lower the RMS surface roughness of the

film. An increasing crystal top aspect ratio l/
√
A will both roughen the surface

and increase the grain survival probability. Finally, the local deviation in grain

survival probabilities displays much more variance than the local deviation in

surface roughness of a polycrystalline thin film.
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6
Simulations of Self-Shadowing During

Growth of Faceted Polycrystalline Films 1

6.1 Motivation

Like many other types of thin film growth, polycrystalline film growth is char-

acterized by self-affine kinetic roughening of the surface [102]. The typical

model used to analyze this type of growth is the Family-Vicsek equation.

This equation relates root-mean-square (RMS) surface roughness σ (some-

times called interface width) to thickness t and the in-plane system size L

1Material in this chapter has been submitted to:

I Acta Materialia
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[103]

σ(L, t) ∝

Lα, Lα � tβ

tβ, Lα � tβ
(6.1.1)

where α is the roughness exponent and β the scaling exponent [103]. With

this model, different types of film growth can be classified into universality

classes with different values of the exponents (α, β). An example is the growth

model described by the well-known Karder-Parisi-Zhang (KPZ) equation [104];

various authors have attempted to find the values of α and β for the KPZ

equation in both analytic [105, 106] and numerical studies [107].

In many growth systems however, the scaling laws depend on the local length

scale l of the measurement, a scenario described as anomalous roughening

[108]. Various authors have introduced an additional universality class ex-

ponent to incorporate the anomalous scaling. Examples are a separate local

exponent αloc [109], or a new exponent for spectral roughness [110]. Even more

recently, several authors have reported a measured experimental dependence

of the β exponent on the local length scale l [111, 112].

Many studies have been performed to analyze the effects of differing materials,

temperature and deposition rate on polycrystalline film growth [113]. How-

ever, self-shadowing has received comparatively little attention. In this work,

we deposited thin films where both faceting and self-shadowing are expected

to occur and measured their surface statistics. We then used simulation to un-

derstand the growth of faceted polycrystalline thin films under realistic growth

conditions; specifically we incorporate self-shadowing by using a ballistic de-

position model. This allows us to model various physical vapour deposition

techniques such as sputtering, evaporation or low pressure chemical vapor

deposition. Lastly we analyze the anomalous scaling behaviours of faceted

polycrystalline film growth under these different conditions.
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6.2 Faceted Polycrystalline Thin Films

The dominant surface features of many polycrystalline thin films are low-index

crystalline facets. The growth rate of these facets determines the equilibrium

grain shape (referred to as the kinetic Wulff shape [11]) if the diffusion rate

along the low-index facets is much higher than the rate of other diffusion

events [12]. The regime of interest is where the deposition temperature and

therefore the adatom diffusion lengths are high enough to form facets but not

high enough for kinetic roughening to occur [114, 115]. For some materials

this regime occurs for room temperature deposition [116] and for others at

elevated temperatures [117, 118].

To demonstrate the surface structure of this class of surfaces, we have prepared

aluminum thin films of different thicknesses by magnetron sputtering at 200

W (1.7 Å/s) onto cleaned silicon wafers with a thin natural oxide. We have

used atomic force microscopy to map the Al film surfaces. Figure 6.1 shows

the slopemaps of some of the films. The surface slope color channels are linear

combinations of the formulae θx = tan−1(∂z/∂x) and θy = tan−1(∂z/∂y).

Figure 6.1: AFM slopemaps of sputtered Al thin films at four different thick-

nesses. Each slopemap has side length 2 µm.
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From our Al films, we have measured the dependence of the scaling exponent

β on local length l by calculating the RMS surface roughness from square

windows with side length l. These results are plotted in Figure 6.2. A large

difference between the local and global scaling exponents is clearly visible. The

global value appears to be asymptoting towards ' 0.82 and the local exponent

to ' 0.41, around half of the global value. Our measured disparity between the

local and global exponents is even stronger than those measured by Yanguas-

Gil et al. [111]. Our scaling exponents also appear to be asymptoting for small

lengths as well as large lengthes.

Figure 6.2: Scaling exponents of sputtered Al films measured over different

length scales.

Lastly we have measured the local roughness exponent αloc to be very close to

1 for all films. Since the global roughness exponent α is certainly higher than

1 for our films, their growth can be classified as a super-rough process [110].
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6.3 Simulation Methodology

6.3.1 van der Drift Model

Previous simulations of polycrystalline grain growth have typically assumed

that the growth rate of each facet is determined only by its crystallographic

orientation, and is constant for all times. This simplified model was initially

proposed by Kolmogorov [86] and van der Drift [87] and is usually referred to

as the van der Drift model. Growth of this type is typical in interface-limited

growth such as chemical vapor deposition (CVD). Thijssen et al. derived scal-

ing laws for this model and were among the first to simulate competitive grain

growth in three dimensions [94]. Smereka et al. used a level set methodology

produce the first true 3D simulations of this model [25]. In a previous study

we used a similar methodology to calculate detailed growth statistics of the

van der Drift model in 2+1 dimensions for chemical vapor deposition [90].

In this study, rather than assuming the growth of each facet depends on crystal-

lographic orientation, we instead calculate facet growth velocity with a ballistic

deposition model. We allow a range of angles for the deposition flux. Similar

studies have also modeled different angular flux distribtutions [119]. Our sim-

ulations describe thin films deposited at low pressures, where the mean free

path of the vapor-phase deposition atoms is much larger than the dimensions

of the local film structure. In particular we examine the role of self-shadowing,

an effect where taller grains produce a shadowed region where atomic flux is

less likely to reach adjacent grains. We demonstate that self-shadowing is an

important effect even for atomic fluxes close to the substrate normal.
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6.3.2 Initial conditions and grain morphology

In our simulations, we assume that a polycrystalline film begins as nuclei ran-

domly scattered on the substrate surface. There is no long-range coordination

between these nuclei; however, the propensity of adatoms diffuse into clusters

on the substrate surface creates a minimum spacing between initial nuclei. For

that reason, we use a minimum spacing when generating initial coordinates

to prevent nuclei from forming with an unphysical proximity to each other.

In this study we also assumed a random inital crystallographic orientation of

each grain. Periodic boundary conditions were used and the ratio of initial

nuclei to simulation field size was decreased until the results converged.

Each grain in the simulation is defined implicitly as a union of 4-dimensional

facets. The surface is calculated at each timestep by computing the union

of all grains projected onto a dynamically growing / shrinking 3D array of

points in the simulation space. For more details see [25]. Rather than using a

constant velocity for each facet as was done in [25] and Chapter 5, the velocity

is recalculated at each timestep using the ballistic deposition model described

Section 6.3.3.

Here we analyze three different grain morphologies. The first shape is cubic,

constructed from {001} facets. For the second we add {111} facets to construct

a cuboctahedron. The final shape also includes {011} facets and is referred

to as the rhombicuboctahedron. The initial distance of each facet from the

grain origin is constant, to create a hemispherical initial grain nucleus. As

the simulations progress, the geometry of each grain will change depending on

how much flux each facet receives.
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6.3.3 Ballistic mass deposition and surface evolution

We have used a ray projection method to calculate the growth velocity of

each facet. Each timestep, 106 rays are generated above the highest point of

the surface and advanced until a collision with a face is detected. The total

number of collisions is taken to be the mass flux received by that face for

that time step. In this way, the actual deposition flux received by each face is

computed in a realistic manner. Figure 6.3(a) shows how a face is shadowed

by the surrounding grains and by itself.

Figure 6.3: (a) Self-shadowing of incoming flux on an example surface. Flux re-

ceived at each point is decreasing from left to right. Note that the flux received

by each face is the sum of all points on that face. (b) Angular distribution of

rays for different deposition techniques.

To simulate different physical vapour deposition methods we modify the distri-

bution of incoming rays with respect to the angle from the substrate normal θ.

In this study, we assume the angular distribution takes the form cosN θ where

N is the “sharpness” of the texture. Fig. 6.3(b) plots different values of N. A

value of N = 0 corresponds to a uniform distribution of ray angles, which is
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the case for LPCVD. Sputtering produces distributions similar to 1 < N < 3

[120]. Sputtering through a flux-collimating mask produces distributions given

approximately by 3 < N < 100 [121]. And finally values of N > 100 are con-

sidered to be representative of evaporation deposition sources. Normalizing

the distribution gives

ρ(θ) = (N + 1) cosN θ sin θ (6.3.1)

A more realistic model for the thermalization of an atomic flux can be con-

structed by assuming a Maxwellian distribution function for the deposition

atom energies. Yanguas-Gil et al. have constructed such a model, where the

angular distribution is [111]

ρ(θ) =
(1 + 2 cos2 θ) exp(z2 cos2 θ) [1 + erf(z cos θ)] + 2√

π
z cos θ

exp(z2) [1 + erf(z)]
sin θ (6.3.2)

where z is a normalized directional velocity. This Maxwellian model more

accurately models the angular flux as a continuum. However, it can be shown

that the cosine distribution given in Equation 6.3.1 is recovered from Equation

6.3.2 in the limit of large N if we set N = 2z2. Additionally, both distributions

reduce to sin θ when N = z = 0. The cosine distribution is therefore a

reasonable approximation, and has experimental confirmation [120, 121].

Every timestep, each face is moved forward at a rate proportional to the num-

ber of rays received divided by its exposed area. To ensure that each face

occupies enough grid points to accurately sample the incoming flux and allow

for an accurate measurement of exposed area, we advance all faces uniformly

for the first ten timesteps, forming a nearly-hemispherical initial grain nucleus.

Note that after ten timesteps, the fraction of the substrate covered by grains

is still small; this ensures that these non-shadowed growth steps do not affect

the film growth or morphology. Ballistic deposition is used for all remaining

timesteps. Face area is measured from total occupied grid points, scaled by the

direction-dependent grid density. Lastly, to avoid discretization errors global
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growth speed is scaled down such that no face advances more than a few grid

points at each timestep.

6.3.4 Diffusion

Diffusion enters into the simulation in two ways. The first effect of diffusion

is caused by our assumption that each facet grows outwards perfectly perpen-

dicularly. This means that each deposited mass unit is free to diffuse over

the facet and that it will do so in a manner that keeps the face aligned along

the same crystallographic direction at all times. This is a justifiable assump-

tion, as faceted polycrystalline thin films tend to grow in a stepwise fashion

[122]. We also assume that deposition flux is not shared between adjacent

faces, equivalent to an infinite 3D Ehrlich-Schwoebel barrier existing between

all crystal faces [122].

The second effect of diffusion is in early stages of film growth. Before the

film is continuous, a large number of rays impact the substrate. For statistical

purposes, we have fixed the initial distribution of grain nuclei. We therefore

allow the mass units generated by substrate collisions to go on a random walk,

with the mass being added to the first face encountered. This more closely

approximates true thin film growth and avoids normalization issues before

the film is continuous. This diffusion model is deliberately simple since we

are primarily interested in the late-stage growth of faceted films; in the early

stages of growth, the faceting assumption likely breaks down. Diffusion will

be treated more comprehensively in future studies.

6.3.5 Statistical measurements

For convenience, we define the initial grain spacing d0 as the square root

of the initial grain area A0. If this value is initially normalized to 1, then
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the instantaneous mean grain area A projected into the substrate plane can

be calculated by dividing the substrate area by the number of grains still

present at the film surface. The mean survival probability P of a grain at

any thickness is then simply 1/A. All other one-dimensional statistics such

as mean film thickness h and RMS surface roughness σ are given in units of

d0. Film porosity is calculated as the unfilled fraction of simulation slices at

different thicknesses. Mean grain area, diameter and probability can also be

calculated from slices.

6.4 Results and discussion

6.4.1 Surface morphology and texture

Figures 6.4–6.6 show the surface morphology and texture of the cubic, octa-

hedral and cuboctahedral crystal systems respectively. The surfaces at four

different thicknesses and three different N values for the angular ray distribu-

tion are shown. The plotted surfaces are slopemaps, i.e. tinted and shaded

locally with the function ∂z/∂x. Texture is encoded into the color of each

grain as the local crystallographic vector normal to the substrate. Identical

initial conditions were used for each crystal system, making the surfaces almost

indistinguishable at h = 1/4d0.

The most visible trend on the film surfaces is the large difference in grain

size / number of surviving grains with different N values of the angular flux

distribution. This is the primary effect of self-shadowing; smaller N values

mean that many more rays are incident at high angles from the substrate

normal. These high-angle rays can only reach the tallest grains, as these

grains shadow the shorter grains. This asymmetry in flux received allows the

tallest grains to grow taller still, which leads to a feedback loop where grains
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Figure 6.4: Surface morphology and texture of cubic simulations.

Figure 6.5: Surface morphology and texture of cuboctahedral simulations.
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Figure 6.6: Surface morphology and texture of rhombicuboctahedral simula-

tions.

with low heights are quickly subsumed. By contrast, when N is large most

ray angles are close to the substrate normal and are therefore equally likely

to reach any grain, regardless of height. The surface of these films is much

smoother with many more grains present at equivalent thicknesses compared

to the low N simulations.

In Figure 6.4 the texture evolves from a random distribution to a combination

of 〈011〉- and 〈111〉-oriented grains. Figures 6.5 and 6.6 both evolve towards

a primarily 〈001〉-oriented texture. The faster growth directions appear to be

independent of the value of N , though the surface evolves more quickly to its

final texture for lower N values. The grains that eventually dominate the sur-

faces are fairly uniform in their orientation, but these fastest growth directions

are not the same as those predicted in previous grain growth simulation stud-

ies [25, 90]. In those studies, the growth velocity of each facet depended only

on crystallographic orientation. The fastest growth directions were therefore

given by the points on the kinetic Wulff shape furthest from the grain origin.

For our grain geometries, this rule would predict fastest growth directions of

〈1, 1, 1〉, 〈0,
√

3−1, 1〉 and 〈
√

3−
√

2,
√

2−1, 1〉 for cubic, cuboctahedral and
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rhombicuboctahedral grain respectively. Some of the grains in the cubic simu-

lation have the predicted orientations, but all other tested shapes do not. The

reasons for this deviation are currently unknown, but it is unlikely that as-

sumptions of the previous simulations analytic models apply if self-shadowing

occurs during growth. Further study is needed to understand what factors

contibute to the asymptotic texture in self-shadowed thin films.

6.4.2 Cross sections

Another view of the grain morphology and texture evolution is shown in Figure

6.7 as film cross-sections. Figure 6.7 shows the same texture trends as Figs.

6.4–6.6. In all cases, the grain diameters increase with film thickness and

lower N values lead to higher grain diameters at a given thickness. Surface

roughness also increases with lower N values for both grain types. Besides

the late-stage texture, the primary difference between the two grain shapes is

that the rhombicuboctahedral simulation of N = 0 is highly porous and the

N = 2 simulation shows small amounts of porosity near the substrate. The

cubic grains by contrast show no porosity at all. This is because there are

not enough facets present on the kinetic Wulff shape to form the large vertical

canyons seen in the rhombicuboctahedral simulations. In reality even cubic

grains could eventually form pores, but only in the limit where grains are large

enough that incoming flux cannot diffuse to the lower portions of the facet;

thus when the assumption that all grains are perfectly faceted breaks down.

6.4.3 Growth statistics

The RMS surface roughness of various simulations is shown in Figure 6.8. For

all grain geometries, a lower N value corresponds to a rougher film surface.

N = 0 in particular produces extremely rough surfaces, due to the low num-
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Figure 6.7: Cross-sectional slices of a) cubic and b) rhombicuboctahedral sim-

ulations with different values of N . Note that the coloring reflects the grain

direction perpendicular to the substrate, and that the cubic N = 0 simulation

was stopped early because the number of surviving grains dropped too low.
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ber of surviving grains at the film surface. A small number of large grains will

increase the interface width (distance from highest to lowest point on surface)

of the film; this also increases the RMS surface roughness. Higher RMS rough-

nesses were observed for grain geometries with more facets for all N values.

A slight minima is visible in some of the simulation roughnesses just above

d0 = 1. This feature corresponds to the initial nuclei (with a spacing of 1

d0) zipping up to form a contiguous surface. The simulated surfaces that had

difficulty closing the surface did not exhibit this minima, an example of which

is shown in 6.7b. Lastly, most surface roughnesses begin to exhibit power law

behaviour in late-stage growth.

Figure 6.8: RMS surface roughnesses plotted against mean thickness for dif-

ferent crystal systems and N values.

The probability of grain survival can be calculated in two ways; either by

counting the grains on the surface at each timestep (corresponding to some

mean film thickness), or by counting the grains in slices taken from different

heights. This second method has been used experimentally to analyze SiC

films [91]. The grain survival probability calculated both ways is plotted in

Figure 6.9 for the cubic simulations. Initially all grains are present, but at
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some crossover thickness τ grains with less favourable orientation and local

organization begin to be subsumed by more favourable grains. As seen in Fig-

ure 6.7, grain survival probablity decreases with decreasing values of N . All

simulations appear to be asymptoting towards power laws, though lower N

values exhibit this behaviour at lower thicknesses. Lastly, measuring probabil-

ity of survival from slices always gives a lower value at a given thickness than

measuring at the film surface, with the disrepancy between the two increasing

for lower N values.

Figure 6.9: Grain probability of survival calculated from cubic simulations.

Solid lines are calculated from film surface and plotted against mean thickness.

Dashed lines are calculated from slices and plotted against slice height. Two

example power laws are shown in black.

Figure 6.10 shows the porosities of the three crystal systems over different

thicknesses for 5 different N values. All systems show some initial porosity

at the substrate which then initially decreases with increasing film thickness.

For all cubic simulations, cuboctahedral simulations with N ≥ 1 and rhom-

bicuboctahedral simulations with N ≥ 5 the porosity drops to virtually zero.

The porosity of the remaining simulations begins to increase and eventually

nearly levels off. The rhombicuboctahedral simulations with N = 1 and 2
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eventually begin to drop towards zero as well.

Figure 6.10: Porosities measured from slices for different crystal systems and

N values.

Referring to Figure 6.7(a) we can see the reason porosity of the cubic simu-

lations drops to zero; there are no limiting facets that allow for near-vertical

grain boundaries that cause the deep trenches visible in 6.7(b). Only crystal

systems with a high enough number of facets and ray distributions with low N

values can asymptotically approach a constant, non-zero porosity. An exam-

ple of experimental evidence for this phenomena is given by Dollet et al. [123]

The AlN films in that study appear highly porous, and the authors identify

a hexagonal set of 13 crystal facets, very comparable to our simulations of

cuboctahedral grains with 14 facets. By contrast, reactively sputtered AlN

was found to contain only a small volume percentage of voids [124] and pulsed

laser deposited (PLD) AlN at low pressures had no detectable voids [125]

(PLD has N values falling approximately from 2 to 20 placing its angular

flux distribution between that of sputtering and evaporation [126]). Interest-

ingly, Figure 18 in [125] shows deep trenches forming between grains as the
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pressure of NH3 inside the chamber is increased. This also agrees with our

results because increasing gas pressure will cause the incoming atomic flux to

thermalize, leading to larger N values of the angular distribution of incoming

atoms.

6.4.4 Dependence of scaling laws on self-shadowing

Late-stage power laws of the type observed in Figures 6.8 and 6.9 have been

predicted and observed for an extremely diverse array of thin film materials

and microstructures. As discussed above, most morphological statistics of a

self-affine surfaces asymptotically approach a scale-invariant function given by

G =

(
t

τ

)d
(6.4.1)

where G is any statistical measure and d is a scaling exponent. For polycrys-

talline films where the growth velocity is constant, Thijssen et al. predicted a

scaling exponent β for RMS surface roughness of 2
5

and an exponent of −4
5

for

grain survival probability. Another derivation of these exponents and a geo-

metric formula for calculating τ is given in Chapter 4, again assuming constant

rate of expansion for all facets.

In the current study, a wide range of exponents have been observed. These are

plotted in Figure 6.11. For graphical clarity, the data is spaced by the mean

flux angle given by

〈θ〉 = (N + 1)

∫ π/2

0

θ sin θ cosN θdθ (6.4.2)

=

√
π

2

Γ
(

1
2
N + 1

)
Γ
(

1
2
N + 3

2

) (6.4.3)

As N increases, our measured scaling exponent β decreases and the grain

survival probability exponent increases. Interestingly, the scaling exponent

asymptotically approaches 0.4; the value predicted for constant facet growth
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velocities. The survival probabilities by constrast cross the predicted value

of −0.8 and approach approximately −0.5 with increasing N . Karabacak et

al. have observed the scaling exponent β asymptoting towards 0.4 as surface

diffusion increases for sputtering experiments and simulations [115]. At low

diffusion rates they measured increased β values as the deposition noise be-

gan to dominate film growth; our results demonstrate that highly shadowed

deposition fluxes can also lead to increased values of β.

Figure 6.11: Scaling and probability of grain survival exponents measured in

the current study. Dashed lines show the expected exponents for the case

where facet growth velocities are constant.

Radmilovic et al. have measured the scaling exponent of the mean grain di-

ameter of β–SiC films as 0.51 using cross-sectional transmission electron mi-

croscopy (TEM) studies [95]. A more exact measurement using an improved

planar wedge TEM technique by Spiecker et al. yielded an exponent of 0.68 for

the same type of SiC films [91]. This technique is described in Figure 6.12 and

the measured data of Spiecker et al. is reproduced in Figure 6.13. The second

value is much higher than the expected exponent of 0.4 expected for faceted

films [127]. This result is consistent with our simulated measurmements given

the high amount of self-shadowing expected for LPCVD film growth.
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Figure 6.12: Double wedge sample preparation technique for cross-sectional

samples created by Spiecker et al. The deposited film (a) is first dimpled

hemispherically at a low angle (b). The sample is then tripod polished with

a linear slope on the bottom (c). The resulting double-wedge then has elec-

tron transparent slices at various thicknesses. These thicknesses are measured

optically using an interference technique.
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Figure 6.13: Measured mean grain diameter versus grain thickness for SiC

growth by LPCVD, taken from Spiecker et al. The expected power for non-

self-shadowed growth of 0.4 is also shown.

Yang et al. have measured anomalously high values for sputtered Cu films

in the temperature regime where their films are columnar with well-defined

boundaries [118]. For these films, they measured β values of ' 0.36 − 0.65.

Fu and Shen have measured a global β of 0.56 for sputter deposited Al films

[112]. Both of these studies are consistent with our simulations in the range

of 2 < N < 5. However, the range of values measured by Yang et al. as the

temperature was varied could be due to the surface diffusion increasing beyond

that of true faceted growth, or possibly a change in the kinetic Wulff shape of

the Cu grains.

These results are also qualitatively very similar to those obtained by Yanguas-

Gil et al. in their simulations of self-shadowed thin film growth without faceting.

A comparison of our measured β values with their measured values (taken from

[111]) is shown in Figure 6.14, using the relation N = 2z2.

To understand why self-shadowing leads to higher magnitude power-law statis-

tics, we must consider the distribution of grain heights present at a film surface.

If N is very high, all grains receive approximately the same amount of flux per
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Figure 6.14: Comparison between scaling exponents measured in the current

study of faceted film growth with those measured by Yanguas-Gil et al. for

non-faceted film growth.

area. All grains therefore grow upwards at almost the same velocity. Shorter

grains are swallowed when they collide with taller grains; this occurs because of

the lateral movement of all grains, i.e. the component of grain movement per-

pendicular to the substrate normal (due to grain tilt, the stochastic nature of

the incoming flux and the random surrounding environment). However, as N

decreases more self-shadowing events occur. A feedback loop develops, where

taller grains receive considerably more flux than shorter grains, increasing the

separation of grain heights. The runaway growth of the best-positioned and

tallest grains leads to them quickly dominating the surface, which is clearly

demonstrated in Figure 6.7. This type of film typically suffers from high levels

of porosity and high surface roughness, two properties undesirable for most

thin film applications.

Finally, we return to the dependence of the scaling exponent on the local length

scale. The measured β values from the simulations are plotted in Figure 6.15

for several N values. The trends are similar for all N values, with nearly the
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same β values at low l for each of them. These low l values are somewhat

lower than comparable measurements of the Al films in Figure 6.2. The most

likely reason for this disrepancy is that the film surfaces in Figure 6.1 are not

perfectly faceted. The rounded edges may be the actual film surface, or some

of the local structure could have been smoothed out by the AFM tip used

to capture the heightmap. Another possibility is that the films were not yet

in true late-stage growth at the thicknesses used. At large length scales, the

measured β values and simulations agree for 1 < N < 3, which is the amount

of self-shadowing expected for sputtering.

Figure 6.15: Measured scaling exponents of self-shadowing simulations with

different N values measured over different length scales. Curves are drawn as

guides for the eye.

6.4.5 Model Limitations and Applicability

The model proposed in this study is not universal, due the enormous complex-

ity of competing factors during film growth. The material deposited changes

the results only in specifying which facets form and which do not. For ex-

ample, cubic fcc materials such as Au typically form {001}- and {111}-type
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facets [128], whereas a hexagonal material such as aluminum nitride can form

{0001}-, {1011}- and {1010}-type facets [123]. Other effects not accounted for

include how temperature and deposition rate modify a polycrystalline film’s

morphology by changing the kinetic energy of adatoms on the film surface. In

this study, we have used a simple diffusion model where we assume adatom

diffusion is high enough to form flat facets, but too low for material exchange

between facets. Therefore the model is only valid in the regime of temper-

atures and deposition rates which are consistent with our assumptions. Our

results do explain the dependence of both local and global scaling laws on ki-

netic Wulff shape and the degree of self-shadowing of the atomic flux; however

they should only be applied quantitatively to films that are close to ideally

faceted where the facets present are known.

6.5 Summary

We have simulated faceted polycrystalline thin film growth with ballistically

deposited atomic flux, where the sharpness of the angular flux distribution is

estimated by a cosine distribution to the Nth power. These simulations cor-

respond to deposition techniques including low pressure chemical vapor depo-

sition (N = 0), sputtering (1 < N < 3), pulsed laser deposition (2 < N < 20)

and evaporation (N > 100). We have assumed a constant initial grain nuclei

spacing and a uniform initial angular distribution, and have demonstrated the

morphology dependence on N for several grain geometries.

As the incoming atom angles move further from the substrate normal (decreas-

ing N), there is a greater chance of grains on the surface of a thin film prevent-

ing flux from colliding with other grains. This self-shadowing strongly modifies

the film surface. A higher number of shadowing events causes favourably ori-

ented grains to more quickly subsume their neighbors and grow to large sizes.

This means that at a given thickness, grain survival probability is lower and
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RMS surface roughness is higher. Large amounts of self-shadowing can also

cause porosity throughout the film thickness, if enough different low-index

crystallographic facets are present to allow formation of vertical channels in

the film surface.

The film textures in our simulations are different than those found in simula-

tions without ballistic deposition. These textures are mostly independent of

the N value, but do depend on which crystallographic facets are present. In

late-stage growth, cubic geometries produced a mix of 〈111〉 and 〈110〉 texture.

Octahedral and cuboctahedral geometries evolved towards a 〈100〉 fiber tex-

ture. These textures are different from those predicted by previous simulations

where grain facet velocity depended only on their crystallographic orientation.

Lastly we have measured the scaling exponents for grain survival probability

and RMS surface roughness. The global scaling exponent β asymptotically

approaches a value of 0.4 for high N values, a value predicted by analytic

models of polycrystalline grain growth such as [94] or the one in Chapter 4. The

scaling exponent increased beyond 0.4 as N → 0. The probability of survival

exponent increased from approximately −1.7 at N = 0 to approximately −0.5

for large values of N . These measured exponents did not match the exponents

predicted by the analytic models of −0.8. However, the simulations with

N = 2 had a global scaling exponent very similar to those of the sputtered Al

films. The qualitative behaviour of the scaling exponent as the length scale

was decreased was simlar, though with lower values measured in simulation

than experiment. New analytic models will need to be developed to further

understanding of the role of self-shadowing in polycrystalline thin film growth.
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7
Conclusions

7.1 Thesis Summary

7.1.1 Part I

In the first half of this thesis, Chapters 2 and 3, we designed a binary metallic

alloy for nanoscale resonator applications. The alloy design requirements were:

I Simple to deposit and easy to etch chemically.

I Smooth surface and uniform microstructure.

I High conductivity and reflectivity.

I Low differential stress.
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We selected aluminum as the majority phase because it is already widely used

in the microfabrication industry and possesses a simple chemical etch. We

used co-sputtering to create alloy thin films of aluminum and molybdenum.

Molybdenum is a refractory metal with a strong negative heat of mixing with

aluminum. Because sputtering is a vapour deposition technique (extremely

high cooling rates from the gas to the solid phase), none of the Al-Mo equi-

librium intermetallics formed for any composition. Instead, the three phases

formed (and predicted thermodynamically) were:

I A disordered FCC solid solution from 0 to 16 at.%Mo.

I A metallic glass from 12 to 55 at.%Mo.

I A disordered BCC solid solution from 45 to 100 at.%Mo.

Note that in the overlapping composition regimes, a two-phase structure was

observed. By using SEM, TEM and AFM we fully characterizes the various mi-

crostructures and surface structures of different Al-Mo compositions. Nanoin-

dentation was used to investigate the hardness and modulus of our films and

four point probe measurements were taken to assess the conductivity. From

these results we selected Al-32 at.%Mo as the optimum composition because

of its smooth surface, uniform microstructure, high hardness and acceptable

conductivity.

We then fabricated proof of principle resonators from thin films of Al-32

at.%Mo. The resonant properties of these devices were characterized with

an optical interferometer. The devices were flat enough for optical readout,

demonstrating that the differential stress of the deposition was at a tolerable

level. The frequency responses of these resonators agreed with mechanical

vibration theory and the quality factors were measured to fall between 50

and 500. These quality factors are far higher than possible with electronic

circuitry but still lower than devices of similar dimensions fabricated from

semiconducting films. However, because our devices are completely metal-
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lic, they have much higher reflectivity and conductivity than is possible with

uncoated semiconductor devices.

7.1.2 Part II

In the second half of this thesis, Chapters 4 and 5, we derived an analytic

growth model for competitive growth of faceted polycrystalline thin films and

then used simulations to confirm our model’s accuracy. The assumptions used

to derive this model made it applicable primarily to chemical vapor deposi-

tion. The simulations were then extended with a ballistic deposition model

in Chapter 6 to allow us to simulate faceted polycrystalline films deposited

by techniques such as sputtering, evaporation, low pressure chemical vapor

deposition and pulsed laser deposition.

The mechanisms of competitive grain growth and the morphological statistics

of the analytic model and the simulations were analyzed in detail. In particular

the relationship between grain geometry and the angular deposition flux distri-

bution with statstics such as RMS surface roughness, grain diameter and prob-

ability of grain survival were explored. For chemical vapour growth, we gave

an explicit equation for the crossover thickness into late-stage growth. The

ballistic deposition simulations produced surfaces very similar to the polycrys-

talline compositions of Al–Mo in Chapter 2. In the AFM slopemaps of Figure

2.8 and the structure zone map of Figure 2.11 surfaces created by competitive

grain growth are evident at high and low Mo concentrations. The simulations

provide a partial explanation for many of the morphological features observed.

The model and simulations used an extremely simple diffusion model. Nucle-

ation was also neglected in favour of late-stage growth. All film morphological

statistics depend on the initial mean grain spacing, which we used as an initial

condition rather than analyzing directly. However, by narrowing our focus we

were able to analyze self-shadowing in great detail and show how it plays a
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dominant role in shaping the structure of faceted polycrystalline films.

7.2 Future Work

7.2.1 Part I

The next logical step in our studies on Al–Mo would be to produce actual

devices from our optimized alloy. Some applications require high levels of con-

ductivity and reflectivity, the primary advantage of using a metal rather than

a semiconductor. An example is a resonator that needs to operate over a wide

temperature range. A two-layer device such as a metal-coated semiconduc-

tor is subject to curling due to different thermal expansion coefficients of the

layers.

The same design route used for Al–Mo can also be used to design other alloys

for similar applications. The characteriation techniques employed in this work

are a good general framework to optimize any deposition paramter including

temperature, pressure, deposition rate or composition.

7.2.2 Part II

The simulations of this thesis can be extended in several ways. The biggest

gains could probably be realized by including diffusion in the simulations.

By comprehensively treating adatom diffusion over facet surfaces and mass

exchange between adjacent facets, the usefulness of the simulations would

increase dramatically. Variables such as temperature could then be varied in

conjunction with the simulation input parameters already included. A better

model could also be used for the angular deposition flux, that better accounted

for the local environment above the polycrystalline film surface. Resputtering
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of the film surface could also be included. A more fundamental change would

be to allow new facets to form based on the local diffusional environment on a

grain surface. Pores and trenches on the film surface especially would benefit

from a more comprehensive geometric grain model.

In addition to methodology improvements, these simulations should also be

applied to analysis of real growth systems. Techniques such as double-wedge

TEM sample preparation or focused ion beam slicing of a thin film allow for a

detailed analysis of almost any polycrystalline thin film. The measured statis-

tics and grain geometries could then be compared directly to those generate by

the model. This would allow for quantitative analysis of the effects included

in the simulations such as self-shadowing and would identify areas where we

have oversimplfied the growth model or made unjustifiable assumptions.
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A.1 Initial Texture Distributions

In Chapter 4 the orientation distribution functions (ODF) g(θ, φ), were con-

structed using the following equation

g(θ, φ) =
2N + 1

4π
(∑P

i=1wi

) P∑
i=1

wi|ûi · r̂(θ, φ)|2N (A.1.1)

where ûi is a unit vector in the direction of the ith pole, r̂(θ, φ) is the unit

position vector in spherical coordinates, wi is the relative weighting of the ith

pole, P is the total number of poles and N determines the degree of texturing.

Note that this expression assumes an equal weighting of each pole and its
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antiparallel direction; therefore there is no need to specify both ûi and −ûi

for any given i. The 〈111〉-oriented ODF is constructed using all four 〈111〉
directions (ûi ) with equal weighting (wi) and N=8. The 〈001〉 oriented ODF

is constructed using all three 〈001〉 directions with equal weighting and N=8.

The uniform ODF is constructed using a single pole with N=0.

The N parameter is used to control the sharpness of the texture. When

N = 0 the distribution has random texture, as N is increased the texture

becomes progressively sharper. The N parameter can be directly related to

more commonly used metrics to describe the degree of texture, such as the

texture index J ,

J = 4π
∞∑
l=0

m=l∑
m=−l

|Qm
l |2 (A.1.2)

where Qm
l are the Fourier coefficients of the spherical harmonic expansion of

the ODF. For a uniform texture distribution J = 1 and as the texture sharpens

J takes on larger values. Applying Parseval’s theorem, the texture factor can

be expressed equivalently as

J = 4π

∫ 2π

0

∫ π

0

g2(θ, φ) sin θ dθ dφ (A.1.3)

Using equations A.1.1 and A.1.3 an exact expression for the texture index can

be derived for an ODF consisting of 〈001〉 poles, given by

J =
(

1 + 4N2

4N+1

) ∑
ij wiwj

[
δij + (1− δij) 2Γ2(N+1/2)√

πΓ(2N+1/2)

]
(
∑
wi)

2 (A.1.4)

As N is increased beyond unity the second term within the brackets exponen-

tially approaches zero, giving the following relation

J ' (N + 1)

∑
w2
i

(
∑
wi)

2 (A.1.5)

Moreover, it can be shown that equation A.1.5 is valid for any number of poles

pointing in arbitrary directions provided that N is sufficiently large.
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A.2 Thin Film Statistical Relationships

The connection between different statistical measurements is explicitly ex-

plained in this appendix. The expectation value for grain diameter at a given

thickness in the limit where all surviving grains have a fastest growth direc-

tion close to perpendicular to the substrate and the same pyramidal geometry

(late-stage growth) is

〈d〉 =

(
t

τ

)2/5

(A.2.1)

We have defined grain diameter as the square root of grain area projected into

the substrate plane. From this definition the expectation value of grain area

is

〈A〉 =

(
t

τ

)4/5

(A.2.2)

Note that with this definition of mean grain diameter, the average diameter

is found from the area-weighted distribution of diameters. Because we have

normalized all grain areas by A0, every grain begins with an area of one. The

probability of grain survival is therefore just the inverse of Equation A.2.2

P =

(
t

τ

)−4/5

(A.2.3)

The above derivations are straight-forward because in late stage growth each

can be computed with a mean-field approach; more precisely by neglecting

the local environment of each grain. However, in the calculation of RMS

roughness of the film surface the local spatial configuration of the grains cannot

be neglected; for a faceted surface, the greater the distance between a grain

and its neighbor, the greater the contribution to surface roughness. Thus the

prefactor term for a surface roughness scaling law must contain a correction

term to account for the local spatial correlation of the grains.

To derive the RMS roughness correction factor we again use Thijssen’s assump-

tions of cone-shaped grains. During growth, all grains asymptote towards the
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same orientation where the fastest growth direction is perpendicular to the

substrate. All surviving cone tops in late-stage growth will have the same sur-

face slope m, and the tops will be uniformly and randomly distributed with

density ρ. Assuming all cone peaks are at the same height, the height of the

surface at any point ~r (x, y) is

h (~r) = m |~r − ~rc,min| (A.2.4)

Where ~rc,min is the position of the cone vertex closest to point ~r. Given the

probability distribution f (r, ρ) that a point is located a distance r from the

nearest cone vertex the RMS roughness σ squared is

σ2 =

∫∫
A

[h (~r)− 〈h〉]2 dA∫∫
A

dA

= m2

∞∫
0

[rf (r, ρ)− 〈r〉]2

= m2
[
〈r2〉 − 〈r〉2

]
(A.2.5)

Where 〈r2〉 and 〈r〉 denote expectation values. The required probability distri-

bution can be constructed as follows. In a uniform distribution of N random

points (or cone top vertices) of density ρ, the probability P that an arbitrarily

placed disk of radius r contains k points is binomially distributed

Pk (r) =

[
N !

k! (N − k)

] [
πr2ρ

N

]k [
1− πr2ρ

N

]N−k
(A.2.6)

Noting that the probability that such a disk contains at least one or more

points is the sum of probabilities that at a point is located at a distance x,

where x ≤ r, we arrive an expression for the probability distribution f (r, ρ)

r∫
0

f (r, ρ) dx =
∞∑
k=1

Pk (r)

= 1− P0 (r) (A.2.7)
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In the limit of a large number of points

lim
N→∞

P0 (r) = exp
(
−πr2ρ

)
(A.2.8)

Upon differentiation a final expression for the desired probability distribution

is obtained

f (r, ρ) = 2πrρ exp
(
−πr2ρ

)
(A.2.9)

It is worth noting that this distribution is identical to the distribution of

nearest neighbor spacing of a Poisson distribution of points [129], since they

are equivalent problems in the limit of large N . To check the validity of this

expression we generated a random distribution of points in a periodic 2D field.

We then overlaid a square grid and computed at each grid location the distance

to the nearest random point. The resulting probability distribution of distance

to the nearest point is shown in Figure A.1 for several point densities (relative

to the density of the grid), with the theoretical expression from Equation

A.2.9 superimposed. We see that the fit is exceptional and there are no fitting

parameters as the density is exactly measured from the simulation of random

points.

Figure A.1: Probability distribution of distances to nearest random point on

a periodic 2D surface for different point densities.

121



Appendix A: Statistical Derivations

Computing the first and second moment of Equation A.2.9, an expression for

the RMS roughness of a random distribution of cone-shaped grains is obtained

〈r〉 =
1

2
√
ρ

〈r2〉 =
1

πρ

σ =

√
1

π
− 1

4

m
√
ρ

(A.2.10)

Finally, we note that the slopem of an equivalent cone surface (shown in Figure

5.3) can computed from the same geometric relationship described above for

pyramid crystal tops as

m =
√
π

l√
A

(A.2.11)

Combining Equations A.2.10 and A.2.11 and assuming that density ρ is equal

to the probability of cone top survival P given by Equation A.2.3 yields the

expression for RMS roughness

σ =

√
1− π

4

l√
A

(
t

τ

)2/5

(A.2.12)

Now we convert from the τ perfactor notation used here and in Chapters 4

and 6 to the prefactor notation of Chapter 5. The relationships between the

prefctors of Equations 5.3.1–5.3.4 and τ are

d∞ = τ−2/5 (A.2.13)

P∞ = τ 4/5 (A.2.14)

A∞ = τ−4/5 (A.2.15)

σ∞ =

√
1− π

4

l√
A
τ−2/5 (A.2.16)
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