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ABSTRACT

This thesis describes the development of a minicomputer-controlled steady-state NMR spectrometer system and its subsequent use to study the $^{23}$Na quadrupole spin-lattice relaxation in monocrystalline NaNO$_3$.

The technique is an extension of that used by Pound (1950) and Hughes and Reed (1971), in which the change in amplitude of one component of a quadrupole-split NMR spectrum is measured when another component is severely saturated. Since the NMR signals are weak, we developed an efficient technique for measuring their amplitude, in which the first derivative of the absorption signal is utilized to "lock" the spectrometer frequency to the resonance center, while the second derivative signal is used as a measure of the NMR amplitude. To take full advantage of this novel technique, a minicomputer was used to control, in real time, many subsidiary experimental parameters, such as the magnetic field strength. The minicomputer was also used to collect and process the data. This enabled the relaxation data to be acquired on an around-the-clock basis. To obtain meaningful results from such a system, great attention was paid to the elimination of systematic errors; these are discussed in detail in this thesis.
Extensive tests have shown that the system is capable of measuring NMR amplitudes to an accuracy of about \( \pm 0.1\% \).

The equipment was used to measure the orientation dependence of \( W_2/W_1 \) of \(^{23}\text{Na} \) in \( \text{NaNO}_3 \) at room temperature. The quantities \( W_1 \) and \( W_2 \), which are the probabilities of the \( \Delta m = \pm 1 \) and \( \pm 2 \) nuclear magnetic transitions respectively, can be expressed as a linear combination of the components of a fourth-rank tensor, the so-called \( M \)-tensor.

Excellent agreement was obtained between the data and the theoretical form in which it was assumed that \( W_1 \) and \( W_2 \) are governed by the same \( M \)-tensor. This showed that the spin-lattice relaxation was caused by a multiphonon interaction. An upper limit of \( 3 \times 10^{-4} \text{ s}^{-1} \) was placed on the relaxation due to diffusing charges. The following \( M \)-component ratios were found: \( M_{1313}/M_{1111} = 0.8025 \pm 0.0035, M_{3333}/M_{1111} = 0.7091 \pm 0.0083, M_{1113}/M_{1111} = -0.1001 \pm 0.0031 \). Comparison of these ratios with the predictions of a point-charge model favours the harmonic rather than the anharmonic Raman process. Comparison with the previous room temperature study made by Read (1970) revealed significant discrepancies. In particular, we found \( M_{1123} \) to be zero, in agreement with crystal symmetry considerations but in disagreement with
Reed's results. We present possible explanations for the discrepancies.

The time-dependent behaviour of the spin-system was experimentally studied in order to derive the value of $W_1$ directly. From these results we found that $e^{2Q^2} M_{1313} = (4.819 \pm 0.050) \times 10^{-1} \text{ s}^{-1}$. This value is compared with that obtained by Niemelä (1967) at 77 K.
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CHAPTER I

INTRODUCTION

Nuclei with spin quantum number $I \geq 1$ can interact with their surroundings in two ways: a magnetic interaction involving the nuclear magnetic dipole moment and the magnetic field at the nuclear site, and an electrostatic interaction involving the nuclear electric quadrupole moment and the electric field gradient at the nuclear site. The time-averaged magnetic and electrostatic interactions determine the structure of the nuclear magnetic resonance (NMR) spectrum. The so-called high field case is where the sample is situated in a large magnetic field such that the Zeeman interaction is large compared with the static electric quadrupole interaction. For equivalent nuclei with spin number $I = 3/2$ situated in a solid at sites of lower than cubic symmetry, one obtains a three-line spectrum provided the sample is in the form of a single crystal.

The so-called spin-lattice interaction caused by time dependent magnetic fields and electric field gradients, results in a coupling between the nuclei and their surroundings (the lattice). The magnetic interaction can change the nuclear magnetic quantum number $m$ by $\Delta m$. In contrast, the electric quadrupole
interaction can change \( m \) by \( \pm 1 \) or \( \pm 2 \). The corresponding transition probabilities for the case \( I = 3/2 \) are denoted by \( W_1 \) and \( W_2 \) respectively.

Pound (1950) performed a steady-state double resonance experiment on \(^{23}\text{Na} \) nuclei (for which \( I = 3/2 \)) in sodium nitrate. By measuring the change in amplitude of one resonance when one of the others is severely saturated by a large rf field, he was able to demonstrate that the spin-lattice relaxation mechanism was quadrupolar rather than magnetic. Later, Abraham (1961) pointed out that it was possible to obtain values of \( W_2/W_1 \) from a double resonance experiment of the type used by Pound.

Using an extension of Pound's method, Reed (1970), in this laboratory, made a detailed study of the orientation dependence of \( W_2/W_1 \) for \(^{23}\text{Na} \) in sodium nitrate at room temperature.

Pietila (1968) and Snyder and Hughes (1971) showed that \( W_1 \) and \( W_2 \) are governed by a fourth-rank tensor, the so-called M-tensor. The sodium nuclei in sodium nitrate are situated at sites possessing \( ^3 \) symmetry, and it can be shown that there are in this case only five independent M-tensor components. By fitting the orientation dependence of \( W_2/W_1 \) to the theoretical form, Reed obtained ratios of the M-tensor components. His work indicated that the same M-tensor
governs $W_1$ and $W_2$. This implies (Snyder and Hughes, 1971) that the spin-lattice interaction is a Raman-type multiphonon interaction (Van Kranendonk, 1954; Van Kranendonk and Walker, 1967, 1968). Reed found generally good agreement with the theoretical form, except that the $M_{1123}$ component was non-zero, in disagreement with crystal symmetry considerations.

In the meantime, Niemelä (1967) measured the orientation dependence of $W_1$ and $W_2$ for the same nuclear spin system at 77 K. Niemelä obtained his values of $W_1$ and $W_2$ by studying the approach to equilibrium of the spin system. His measurement technique was different from Reed's in that the resonances were observed using a pulsed NMR technique (Hahn, 1950), rather than a steady-state method. Niemelä unfortunately misinterpreted his data. However, the $M$-tensor values were later derived from Niemelä's results by Hughes et al (1970) and were found to be rather similar to the room temperature values obtained by Reed (1970). Niemelä's data did not allow the value of $M_{1123}$ to be determined in his crystal.

The work described in this thesis was undertaken in order to investigate further why the $M_{1123}$ component was non-zero in sodium nitrate. A steady-state technique was chosen in preference to a pulsed technique.
since the $^{23}\text{Na}$ resonances are rather closely spaced and thus could not be selectively excited by the pulses. However, to obtain an accuracy of $\sim 1\%$ in $W_2/W_1$, it is necessary to measure resonance amplitudes to an accuracy of $\sim 0.1\%$ in the steady-state double resonance technique. To obtain such accuracy obviously requires a sophisticated detection system in which particular attention is paid to linearity for example. Moreover, the signal-to-noise ratio is such that several days of data collection are required at each crystal orientation. It was thus felt that a computer controlled data acquisition system operating twenty-four hours per day was required. Reed's method consisted of recording the complete resonances in first derivative form, and using the peak-to-peak amplitude as a measure of NMR signal amplitude. However, in this method, only a small fraction of the data collected is used. We therefore used a different method for measuring the NMR signal amplitude. In our technique which we believe to be novel, the first derivative signal is used to lock the spectrometer to the resonance center, and the second derivative signal is used as a measure of the NMR signal amplitude. However, to take full advantage of this more efficient technique, tighter control has to be exercised over several experimental parameters. It was decided that the only
practical way of controlling such a complex system was by means of a real-time minicomputer.

Considerable time was spent in designing and constructing the system. After the system was operational, it was discovered that the data obtained suffered from a number of systematic errors. The elimination of these errors proved to be difficult, although illuminating. However, the final configuration seems to be capable of measuring resonance amplitudes to an accuracy of about ±0.1%.

A detailed study of the orientation dependence of \( \frac{W_2}{W_1} \) of \(^{23}\text{Na}\) in sodium nitrate at room temperature was then performed. Significant discrepancies were found between our results and those of Reed, and we present possible explanations for these.

The steady-state double resonance technique does not give the magnitude of \( W_1 \) or \( W_2 \) but merely gives their ratio. It is useful, and especially so for comparing measurements at different temperatures, to measure these quantities separately. The flexibility afforded by the minicomputer enabled the approach to equilibrium of the spin system to be experimentally studied. From this so-called transient experiment, the value of \( W_1 \) was obtained.
The theory is presented in Chapter II and is applied to the specific case of $^{23}$Na in sodium nitrate in Chapter III. The method of obtaining $W_2/W_1$ and $W_1$ from the experimental data is described in Chapter IV. The experimental details are presented in Chapter V, the results obtained are given in Chapter VI and are discussed in the following chapter.
CHAPTER II

THEORY

2.1 Basic theory of nuclear magnetic resonance

We shall consider a simple description of the phenomenon of nuclear magnetic resonance. If we have a nucleus with a magnetic moment $\mu$ and colinear angular momentum $\hbar \hat{I}$ immersed in a magnetic field $H_0$, then the Hamiltonian of the system is

$$\hat{H} = -\mu \cdot H_0 = -\gamma \hbar H_0 \cdot \hat{I} = -\gamma \hbar H_0 \hat{I}_z$$

where $H_0$ is along the z axis, $I_z$ is the z component of $I$, and the gyromagnetic ratio $\gamma$ is defined by

$$\gamma = \frac{\mu}{I \hbar}$$

This is the well known Zeeman interaction, and the eigenvalues of $\hat{H}$ are given by

$$E_m = -\gamma \hbar H_0 m$$

where the magnetic quantum number $m$ can take the values $I, (I-1), \ldots, -I$. The maximum component of $I$ is equal to $I \hbar$ where the so-called nuclear spin quantum number $I$ has either integral or half integral values.

To detect such a system of energy levels one needs a resonant interaction that can cause transitions between them. In order to cause transitions between the
and \( m' \) energy levels, a radiation field of angular frequency \( \omega \) must satisfy the condition

\[
\hbar \omega = \left| E_m - E_{m'} \right|
\]

(2.4)

An alternating magnetic field perpendicular to \( H_0 \) will cause magnetic transitions between energy levels related by \( m' = m - 1 \). We therefore obtain the magnetic resonance condition

\[
\omega = \gamma H_0
\]

(2.5)

The frequency \( \omega \) is also known as the Larmor frequency since it coincides with the classical precession frequency of a magnetic moment in a steady magnetic field. For fields of order \( 10^4 \) gauss, the resonant frequency for nuclei occurs within the radio frequency (rf) range 0.1 to 50 MHz.

According to first order perturbation theory, the probability of these magnetic transitions is given by (Bloembergen, Purcell and Pound, 1948; hereafter referred to as BPP)

\[
P_{m-m-1} = P_{m-1-m} = \frac{1}{4} \gamma^2 H_1^2 g(\omega)(I + m)(I - m + 1)
\]

(2.6)

Here, \( H_1 \) is the amplitude of the circularly polarized rf magnetic field and \( g(\omega) \) is a normalized lineshape function which takes into account the finite width of the magnetic resonance signal. For an ensemble of
nuclei, in a solid for example, transitions with probability given by (2.6) will cause the energy levels to become equally populated. The spin system is then said to be completely saturated, and its temperature is infinite. In practice, the spin system is embedded in a "lattice" with which it interacts. However, essentially complete saturation can still be obtained provided this so-called spin-lattice interaction is weak compared with the interaction with the \( H_1 \) field. In the absence of a \( H_1 \) field, the spin system will come into equilibrium with the lattice, and the ratio of the populations of adjacent energy levels is given by the Boltzmann factor \( \exp[\Delta E/kT_L] \), where \( \Delta E \) is \( E_m - E_{m-1} \) and \( T_L \) is the lattice temperature. Correspondingly, the ratio of the upward and downward spin-lattice transition probabilities is equal to the same Boltzmann factor. For nuclei at room temperature, \( \Delta E \) is typically much less than \( kT_L \) and the exponent can be replaced by \( 1 + (\Delta E/kT_L) \).

If we now consider the case of \( I = 1/2 \), eg protons, then the lower of the two energy levels will be slightly more populated than the upper. Thus when \( H_1 \) is applied and the resonance condition is satisfied, there is a net absorption of energy from the radiation field. The magnetic resonance condition can therefore be detected by monitoring the radiation field. The field \( H_1 \) will tend to equalize the energy level populations, whereas
the spin-lattice interaction will tend to maintain the spin system in equilibrium with the lattice. From the principle of detailed balancing, we find that the difference \( N_0 \) between the population of the two energy levels satisfies the expression

\[
\dot{N}_0 = 2W(n_0 - N_0) - 2N_0 P
\]  
(2.7)

where from eq. (2.6),

\[
P = \frac{1}{4} \gamma^2 H_1^2 g(\omega)
\]  
(2.8)

and \( n_0 \) is the equilibrium value of \( N_0 \) in the absence of \( H_1 \). In eq. (2.7), \( W \) is the spin-lattice relaxation rate between the two energy levels. (Since the Boltzmann factor differs so little from unity, there is no need to distinguish here between the upward and downward transition rates.) In the absence of \( H_1 \), the solution of eq. (2.7) is

\[
N_0 = n_0 \left[ 1 - C \exp(-2Wt) \right]
\]  
(2.9)

where \( C \) is a constant determined by the initial conditions. The time constant of the decay \( (2W)^{-1} \) is called the spin-lattice relaxation time \( T_1 \). Using eqs. (2.7) and (2.8), we find the steady state solution

\[
N_0 = \frac{n_0}{1 + \left(\frac{1}{2}\right) \gamma^2 H_1^2 g(\omega) T_1}
\]  
(2.10)

an expression first derived by BPP.
The width and shape of the NMR absorption signal is, in general, governed by several factors. Perhaps the most obvious is an inhomogeneity in $H_0$; however, this is an experimental detail rather than a fundamental effect. The finite lifetime of the energy levels leads, according to the uncertainty principle, to a linewidth of order $(T_1)^{-1}$ (expressed in frequency units). Another source of broadening is the magnetic dipolar coupling between nuclear spins. A typical nuclear magnetic dipole produces a field of order one gauss at a distance of three angstrom units. Thus in solids, the steady magnetic field will not be the same at each nucleus, but will vary by several gauss from one nucleus to another, thereby contributing to the linewidth. However, there is another contribution to the linewidth. One nucleus produces an alternating magnetic field at the site of another. If the nuclei are identical, the alternating field is at the Larmor precession frequency of the second nucleus, and as a result may induce a transition. This mutual interaction reduces the lifetime of the energy levels of these nuclei, thus producing a "lifetime broadening", which turns out to be comparable to the other effect. This mutual exchange does not occur for unlike nuclei, whereas the first effect is still present.
The calculation of the NMR lineshape caused by magnetic dipolar interactions is a formidable task. However, as was shown by Van Vleck (1940), the calculation of the moments of the NMR line is much more tractable. The moments are usually expressed in frequency units, and are defined by

\[ M_n = \int (\omega - \omega_0)^n g(\omega) d\omega \]  

(2.11)

where \( \omega_0 \) is the resonance center frequency. In particular, Van Vleck found that the second moment of the resonance of a spin species with gyromagnetic ratio \( I \) and spin \( I \) is given by

\[
M_2 = \frac{3}{4} \frac{\gamma_I^2 I(I+1)}{N} \sum_{j,k} \left( \frac{1 - 3 \cos^2 \theta_{jk}}{r_{jk}} \right)^2 \\
+ \frac{1}{2} \sum_{j} \left( \frac{\gamma_I^2 g_0^2 I(8+1)}{N} \sum_{j,k} \frac{(1 - 3 \cos^2 \theta_{j,k,S})^2}{r_{j,k,S}^6} \right) 
\]  

(2.12)

where \( \gamma_I \) and \( S \) are the gyromagnetic ratio and spin of an unlike spin species, \( N \) is the number of \( I \) spins in the unit cell, \( \theta_{jk} \) is the angle between \( H_0 \) and the internuclear vector \( \mathbf{r}_{jk} \), and \( \theta_{j,k,S} \) is the angle between \( H_0 \) and \( \mathbf{r}_{j,k,S} \). The summation \( j \) is over all spins \( I \) in the unit cell, the summation \( k \) is over all the \( I \) spins in the solid, and the summation \( I \) is over all the unlike spins \( S \).
As indicated by BPP, another interaction between nuclei and the lattice is possible if \( I > 1 \). In this case, the nucleus may possess an electric quadrupole moment which can interact with electric field gradients at the nuclear site. This interaction has three main effects; if the time-averaged electric field gradient is nonzero then additional structure in the NMR spectrum can result; these changes in the spectrum require modifications to the Van Vleck (1948) theory of second moment; if the electric field gradient is fluctuating then an additional spin-lattice interaction is provided. These effects will be discussed in the following sections of this chapter.

2.2 Electric quadrupole moment of the nucleus

The Hamiltonian for the electrostatic interaction of the nucleus with electric fields is given by

\[
\mathcal{H} = \int \rho(r)V(r) \, dv
\]

(2.13)

where \( \rho(r) \) is the charge density of the nucleus, \( V(r) \) is the electric potential produced by charges external to the nucleus, and the integral is taken over the nuclear volume. If we expand \( V(r) \) in a Taylor series about the nuclear center of mass, eq. (2.13) can be written in the following form
\[ H = Z e V_0 + \sum_j P_j \left( \frac{\partial V}{\partial x_j} \right) + \frac{1}{2} \sum_{j,k} Q^*_{jk} \left( \frac{\partial^2 V}{\partial x_j \partial x_k} \right) + \ldots \] (2.14)

where

\[ P_j = \int x_j \phi(\tau) \, dv \]

and

\[ Q^*_{jk} = \int x_j x_k \phi(\tau) \, dv \]

The first term in the expansion represents the electrostatic energy of a point charge nucleus, and is thus independent of the nuclear shape or orientation. The second term is zero since the nuclear electric dipole moment \( P_j \) is identically zero when measured relative to the nuclear center of mass. The third term involves the nuclear electric quadrupole moment tensor \( Q^*_{jk} \) and the electric field gradient tensor. The next term in the series involves the nuclear electric octopole moment. However, this is again identically zero. The following term involves the nuclear electric hexadecapole moment, which is also zero if \( I < 2 \) (Abrasag, 1961; Cohen and Reif, 1957). Thus, in our work where we study the \(^{23}\)Na nucleus for which \( I = \frac{3}{2} \), we need only consider the electric quadrupole interaction. Since the nucleus is in a state of definite angular momentum, i.e. the charge has cylindrical symmetry on account of its rapid spin, it can be shown (Abrasag, 1961) that the orientation dependent part of the nuclear electric quadrupole...
interaction can be expressed in terms of a scalar quantity, the so-called electric quadrupole moment $eQ$ which is defined by

$$eQ = \int (3z'^2 - x'^2) \rho(z)\,dv$$  \hspace{1cm} (2.15)

where $z'$ is the axis of spin of the nucleus.

2.3 Quadrupole split spectrum

The Hamiltonian of a nucleus with quadrupole moment $eQ$ which is situated in a magnetic field $H_o$ and in an electric field gradient can be written (Abragam, 1961)

$$\mathcal{H} = -\gamma H_o \cdot I + \frac{e^2 qQ}{4I(2I-1)} [3I_z^2 - I(I+1) + \frac{1}{2} \eta (I_+^2 + I_-^2)]$$  \hspace{1cm} (2.16)

where $I_z = I_x \pm iI_y$. Here the $x$, $y$, $z$ axes are the principal axes of the electric field gradient tensor, arranged such that

$$|V_{zz}| \geq |V_{xx}| \geq |V_{yy}|$$  \hspace{1cm} (2.17)

where $V_{ab}$ is $\frac{\partial^2 V}{\partial x_a \partial x_b}$. The electric field gradient $eQ$ and the asymmetry parameter $\eta$ are then defined by the equations

$$eQ = V_{zz}$$  \hspace{1cm} (2.18)

$$\eta = (V_{xx} - V_{yy}) / V_{zz}$$  \hspace{1cm} (2.19)
(Since the electrostatic potential at the nuclear site satisfies Laplace equation \( \nabla^2 V = 0 \), there are only two independent components \( V_{\alpha\alpha} \) in the principal coordinate system. The quantities \( e \) and \( \hbar \) therefore completely specify the field gradient tensor.)

If the site possesses spherical or cubic symmetry, then by Laplace equation \( e \) is zero. If the site is situated on an \( n \)-fold axis of symmetry with \( n \geq 3 \), the asymmetry parameter is zero (Cohen and Reif, 1957); \( e \) is of course in general nonzero. For lower symmetry both \( e \) and \( \hbar \) are in general nonzero.

The energy levels of the system can be readily found by a perturbation approach if the quadrupole interaction is either large (Das and Hahn, 1958) or small compared with the Zeeman interaction. In fields of order \( 10^4 \) gauss, the electric quadrupole interaction of \( ^{23} \text{Na} \) in solids falls into the latter category, the so-called high field case. According to first order perturbation theory (Abragam, 1961), the energy levels are given by

\[
E_m = -\hbar \nu \nu + \left( \frac{1}{4} \right) \hbar \nu \nu \cdot [3 \cos^2 \vartheta - 1 + n \sin^2 \vartheta \cos 2\varphi] \cdot \left[ m^2 - \left( \frac{1}{3} \right) I(I + 1) \right]
\]

where the unperturbed frequency \( \nu \) is equal to \( \gamma H_0/2\pi \) and

\[
\nu = 3e^2 qQ/(\hbar 2I(2I-1))
\]
The angles $\theta$ and $\phi$ are the polar and azimuthal angles of $H_0$ relative to the principal axes of the electric field gradient. The second order perturbation term is in general quite complicated (Volkoff, 1953). Thus, we only present it for the special case of $n = 0$:

$$E^{(2)}_m = -\hbar \left( \frac{v_0^2}{\Sigma v_0^2} \right) m \left[ \frac{3}{2} \cos^2 \theta (1 - \cos^2 \theta) (8m^2 + 1 - 4l(l+1)) - \frac{3}{8} (1 - \cos^2 \theta)^2 (2m^2 + 1 - 2l(l+1)) \right]. \quad (2.22)$$

For the case $l = n + \frac{1}{2}$, it follows from eq. (2.20) that the first order NMR spectrum consists of an unperturbed center line corresponding to the $m = \frac{1}{2} \leftrightarrow -\frac{1}{2}$ transition, flanked by $n$ pairs of satellite lines. Each member of a satellite pair is symmetrically disposed relative to the center line, and the maximum splitting is of order $v_0$. According to the second order perturbation theory, all the resonance lines are in general perturbed, the maximum shift being of order $v_0^2/v_0$.

However, this shift is the same for both the upper and lower members of a satellite pair, so that their separation is unaffected by second order quadrupole effects.

2.4 Modifications to the dipolar broadening

For the case of arbitrary spin and no quadrupole interaction, the resonance frequencies of the various magnetic transitions coincide. This degeneracy is
removed by the quadrupole shift in the resonance frequencies. Thus, the Van Vleck (1948) theory of dipolar broadening has to be modified in order to take into account the fact that not all nuclei now contribute to the broadening in the same way. The theory has been extended by Kambe and Ollom (1956) and Abragam (1961) for the center line resonance for half integer nuclear spin.

We now define "like" nuclei to be nuclei of the same species in equivalent sites having the same electric field gradient. Thus "like" nuclei have identical NMR spectra. The contribution $M_2'$ of such nuclei to the second moment of the center line is (Abragam, 1961)

$$M_2' = \left[ \frac{4I(I+1)}{27} + \frac{2I^2(I+1)^2 + 3I(I+1) + \frac{13}{8}}{18(2I+1)} \right] \gamma_1^2 n^2 + \sum_{j,k} \frac{(1 - 3 \cos^2\theta_{jk})^2}{r_{jk}^6}$$  \quad (2.23)

where the summation is over all "like" nuclei, and the remaining symbols have their usual meaning.

If we define "semi-like" nuclei to be nuclei of the same species but located at inequivalent sites in the unit cell, then, to first order, the center lines overlap and the satellite lines do not. The contribution $M_2^*$ from "semi-like" nuclei to the second moment of the center line is (Abragam, 1961)
\[ M_2^* = \frac{1}{9} \left( \frac{4I(I+1)}{3} + \frac{(2I+1)}{2} + \frac{(2I+1)^3}{32} \right) \gamma I n^2 \sum_{j,k} \frac{(1 - 3 \cos^2 \theta_{jk})^2}{r_{jk}^6}. \] (2.24)

For unlike nuclei, i.e. those of a different species, the second moment contribution is the same as that given by the Van Vleck formula (eq. (2.12)). Comparison of eqs. (2.23) and (2.24) with the Van Vleck formula shows that the center line is narrower than it is where there is no quadrupole splitting.

According to Betsuyaku (1969), the second moment of the \( m \rightarrow m-1 \) resonance for the case of "like" spins is given by

\[ M_2^* = \left( \frac{I(I+1)}{3} + \frac{1}{4(2I+1)} \right) \left( I^2(I+1)^2 - I(I+1)(2a-1) + a^2 + a - 1 \right) \gamma I n^2 \sum_{j,k} \frac{(1 - 3 \cos^2 \theta_{jk})^2}{r_{jk}^6}. \] (2.25)

For example, it can be shown that for the case \( I = 3/2 \), the ratio of the second moment of a satellite to the second moment of the center line is 0.852 for the case of broadening by "like" spins.
2.5 Quadrupole spin-lattice relaxation

We shall now consider the effect of a fluctuating electric field gradient at the nuclear site. Using the notation of Pietilä (1968) and Snyder and Hughes (1971), the Hamiltonian of this interaction can be written in the form

$$\mathbf{H}_Q = \sum_{\mu=-2}^{+2} Q_\mu (B^\mu)^*$$  \hspace{1cm} (2.26)

where

$$B^0 = V_{zz}/2$$
$$B^1 = (1/\sqrt{3})(V_{xz} - iV_{yz})$$
$$B^2 = (1/\sqrt{3})(V_{xx} + V_{yy} - iV_{xy})$$
$$Q^0 = k(3I_z^2 - I(I+1))$$
$$Q^1 = k(\sqrt{3}/2)(I_zI_x + I_yI_z)$$
$$Q^2 = k(\sqrt{3}/2)I_x^2$$

and

$$k = eQ/(2I(2I-1))$$

In a right-handed coordinate system \((x', y', z')\) in which \(H_Q\) lies along the \(z'\) axis (the \(x', y'\) axes being arbitrary) the matrix elements of \(Q^2\) are

$$Q_{1,m} = \left< m\right| k(2m+1)(I_z) (I_z)^{1/2} \right| m\right>$$

and

$$Q_{2,m} = 2! Q^{2,m}$$
provided the quadrupole interaction is small compared
with the Zeeman interaction. It can be shown by a
perturbation approach that the relaxation probabilities
for transitions which change the magnetic quantum number
by one and two respectively are (Hughes, 1973)
\[
\frac{2\pi\lambda_1^2}{n} \sum_{nn'} \frac{\exp(-\beta E_n)\exp(-\beta E_{n'})}{n} \left| \langle n' | V_{x',z'} - iV_{y',z'} | n \rangle \right|^2
\]
(2.29)
\[
\frac{2\pi\lambda_2^2}{n} \sum_{nn'} \frac{\exp(-\beta E_n)\exp(-\beta E_{n'})}{n} \left| \langle n' | (\frac{1}{2}) (V_{x',x'} - V_{y',y'}) - iV_{x'y'} | n \rangle \right|^2
\]
(2.30)
where
\[
\lambda_1 = (k/2) (2m+1) [(I-m)(I+m+1)]^{1/2}
\]
\[
\lambda_2 = (k/2) [(I-m)(I-m+1)(I+m+1)(I+m+2)]^{1/2}
\]
Here \( n \) and \( n' \) are initial and final lattice states, \( E_n \)
is an eigenvalue of the lattice and \( \beta \) is \((kT_L)^{-1}\). The
dependence of the multiplicative factors is removed
by defining \( W_1 \) and \( W_2 \) in the following way (Yosida and
Moriya, 1956)
Thus it follows that $W_1$ and $W_2$ can be written as

$$W_1 = \frac{\varepsilon e Q^2}{4 \hbar} \sum_{nn'} \frac{\exp(-\delta E_n) |<n'|\mathbf{V}_{x',z}, -i\mathbf{V}_{y',z}, |n>|^2}{\sum_{nn'} \exp(-\delta E_{n'})} \cdot \delta(E_{n'} - E_n + E_{m+1} - E_m)$$  

$$W_2 = \frac{\varepsilon e Q^2}{4 \hbar} \sum_{nn'} \frac{\exp(-\delta E_n) |<n'|\frac{1}{2}(\mathbf{V}_{x',x} - \mathbf{V}_{y',y}) - i\mathbf{V}_{x',y}|n>^2}{\sum_{nn'} \exp(-\delta E_{n'})} \cdot \delta(E_{n'} - E_n + E_{m+2} - E_m)$$

The probabilities $W_1$ and $W_2$ govern the relaxation behaviour of the various resonances in the quadrupole split spectrum. Their magnitudes are in general different because they involve different field gradient components. However, they are expected to be of the same order of magnitude.

2.6 Orientation dependence of the quadrupole relaxation

In the high field case, the external magnetic field $H_0$ determines the axis of quantization. We have seen in section 2.3 that the NMR spectrum changes when we rotate $H_0$ relative to the crystallographic axes.
Similarly, the quadrupole relaxation probabilities vary with the orientation of $H_0$ relative to the crystal.

To calculate the orientation dependence of $W_1$ and $W_2$ we transform equations (2.33) and (2.34) from the primed coordinate system to an unprimed (right handed) coordinate system fixed with respect to the crystal. The polar and azimuthal angles of $H_0$ relative to the new coordinate system are denoted by $\varphi$ and $\psi$. The transition probabilities $W_1$ and $W_2$ can then be expressed as linear combinations of a fourth rank tensor (Nye, 1957; Priestl, 1968)

$$L_{\alpha'\beta'\gamma'\delta'} = \frac{2\pi}{h} \frac{\sum_{nn'} \exp(-iE_n)n'n'\sum_{\alpha\beta\gamma\delta} \langle n'\gamma'\delta'\alpha' | \sum_{m'\nu'} \delta(E_n - E_{m'} + E_{m'} - E_{m}) \rangle}{\sum_{nn'} \exp(-iE_n)}$$

(2.35)

where $\alpha, \beta, \gamma, \delta = 1, 2, 3 = x, y, z$ and $l = 1$ for $W_1$ and $2$ for $W_2$. In general the $L_{\alpha'\beta'\gamma'\delta'}$ are complex and thus we write

$$L_{\alpha'\beta'\gamma'\delta'} = M_{\alpha'\beta'\gamma'\delta'} + iN_{\alpha'\beta'\gamma'\delta'}$$

(2.36)

from which it follows that

$$M_{\alpha'\beta'\gamma'\delta'} = M_{\alpha'\beta'\gamma'\delta'}$$

(2.37)

$$N_{\alpha'\beta'\gamma'\delta'} = -N_{\alpha'\beta'\gamma'\delta'}$$

(2.38)
Also, since \( V_{\alpha \beta} = V_{\beta \alpha} \) and from Laplace equation \( \sum_{\alpha} V_{\alpha \alpha} = 0 \), there are only fifteen independent \( M_{\alpha \beta \alpha \beta} \), components and ten independent \( N_{\alpha \beta \alpha \beta} \), components.

If the lattice satisfies the principle of time reversal invariance (Goldberger and Watson, 1964) it can be shown (Hughes, 1973) that the quadrupole relaxation tensor is real. Even if time reversal invariance is not satisfied, then the \( L_{\alpha \beta \alpha \beta} \), components are real provided the site possesses inversion symmetry (Hughes, 1973).

We shall give the general orientation dependence of \( W_1 \) and \( W_2 \) for the case of a real relaxation tensor in appendix I, since these expressions are somewhat lengthy. Fortunately crystal symmetry will reduce the number of independent \( M_{\alpha \beta \alpha \beta} \), components (Snyder and Hughes, 1971) except for the case of triclinic point group symmetry. In particular, for \(^{23}\)Na in sodium nitrate where the point group symmetry is \( \overline{3} \), there are only five independent \( M_{\alpha \beta \alpha \beta} \), components.

2.7 Mechanisms for quadrupole relaxation

We now discuss various mechanisms which have been proposed for the quadrupolar interaction of the nuclei with the lattice phonons in a solid. The quantities \( B^\mu \) which occur in eq. (2.26) contain the information regarding the lattice vibrations and hence the fluctuating field gradients. Expanding \( B^\mu \) in a Taylor series
about the equilibrium position, we obtain

\[ s^\mu = - (M^\mu)_0 + \frac{1}{2} \left( \frac{3B^\mu}{3x^j} \right)_0 u_j + \frac{1}{2} \sum_{j,k} \left( \frac{3B^\mu}{3x^j 3x^k} \right)_0 u_j u_k + \ldots \tag{2.39} \]

where the \( u_j \) are components of the relative displacements and \( (\cdot)_0 \) signifies that the quantity is evaluated at the equilibrium position. Spin-lattice mechanisms involving the term linear in the displacement or quadratic in the displacement have been proposed by Van Kranendonk (1954).

An example of one involving the linear term is the so-called direct process in which a lattice phonon is either created or annihilated. These phonons have a frequency equal to the resonance frequency \( (\approx 10^7 \text{ Hz}) \) and, except at very low temperatures, constitute only a small fraction of the total phonon population. An example of an interaction involving the quadratic term is the indirect harmonic Raman process. Here, an incoming phonon interacts with the nuclear spin thereby producing a phonon of different energy, the energy difference being taken up by the nuclear spin. This interaction involves phonons from the whole phonon spectrum, and is therefore likely to be much more important than the direct process. Van Kranendonk and Walker (1967, 1968) have suggested a third possibility which they call the anharmonic Raman process. If the lattice potential energy is expanded in a Taylor series about the equilibrium configuration,
the quadratic term constitutes the harmonic description of the lattice whereas higher order terms give rise to anharmonic effects. The anharmonic Raman process involves the first (cubic) anharmonic term in conjunction with the linear term in eq. (2.39). This interaction is similar to the harmonic Raman process except that an additional virtual phonon is involved. Van Kranendonk and Walker (1967, 1968) have shown that for both Raman processes, the relaxation rates have the same temperature dependence, namely

\[ \begin{align*}
W_1, W_2 &= T^7 \quad \text{for } T^* \leq 0.02 \\
&= T^2(1 - kT^2) \quad \text{for } T^* \geq 0.5
\end{align*} \] (2.40)

where \( T^* \) is the so-called reduced temperature \( T/T_D \), where \( T_D \) is the Debye temperature. The constant \( k \) is very much less than unity. Pietilä (1968) has shown that for \( ^{23} \text{Na} \) in NaCl, the harmonic and anharmonic Raman mechanisms are almost the same strength at room temperature. Which mechanism, if either, proves to be dominant in a particular crystal is therefore still an open question.
CHAPTER III

THE $^{23}\text{Na}$ NMR IN SODIUM NITRATE

3.1 Crystallographic information on sodium nitrate

We need the structure of the crystal in order to predict the electrostatic and magnetic environment of the $^{23}\text{Na}$ sites. This explains the NMR of $^{23}\text{Na}$ in sodium nitrate.

Sodium nitrate belongs to the rhombohedral crystal system (space group $R\overline{3}c$, $D_3^6$) and has two units of $\text{NaNO}_3$ per unit cell. As can be seen from Fig. 3.1, the nitrogen atoms are situated at the corners of the unit cell and also at $1/2$, $1/2$, $1/2$, whereas the sodium atoms are at $1/4$, $1/4$, $1/4$ and $3/4$, $3/4$, $3/4$. The nitrate groups lie in a plane perpendicular to the three-fold axis, and consist of equilateral triangles of oxygen atoms with a nitrogen atom at the centroid of the triangle. The edges of the nitrate group triangles are parallel to the projection of the unit cell edges in a plane perpendicular to the three-fold axis. The orientation of the nitrate groups alternate by $180^\circ$ along this axis. At room temperature, the length of the body diagonal is 16.82 Å, the length of the unit cell edge is 5.070 Å, and the nitrogen-oxygen bond length is 1.257 Å (Paul and Pryor, 1971). At room temperature, the motion of
Figure 3.1

The unit cell of sodium nitrate. For clarity only two groups of oxygen atoms are shown.
the sodium nuclei is almost completely isotropic, whereas the motion of the oxygen atoms is somewhat anisotropic (Cherin et al., 1967; Paul and Pryor, 1971).

Near 276°C, the structure undergoes a second order phase transition. This is believed to be an order-disorder type of transition in which the orientation of the nitrate groups becomes disordered. Above the phase transition the nitrate groups are statistically distributed among the two allowable positions (D'Alesio and Scott, 1971 and references therein).

As there are two sodium atoms per unit cell in the room temperature phase, this means that their environments are not identical. Each site possesses 3 symmetry, the time-averaged field gradient component $V_{zz}$ being the same at both sites. However, properties which involve a fourth-rank tensor are not necessarily identical at these sites. The difference between the environments of the two sites can be seen in Fig. 3.2. The environments are, in each case, similar but are differently oriented in space, being symmetrically disposed with respect to the three axial glide-planes of the crystal.

3.2 The NMR-spectrum in monocrystalline sodium nitrate

Since each sodium nucleus in the unit cell has an identical static electric field gradient and since I is
Figure 3.2

The plan view of the nearest neighbour oxygen atoms for the A and B sodium sites. The chain lines represent the intersections of the glide planes with the x-y plane. The principal axes of the M-tensor for the two sites are shown as \( x_A, y_A \) and \( x_B, y_B \). Also shown is the projection of the magnetic field \( H_o \) onto the x-y plane.
equal to $3/2$, the NMR spectrum consists of a center line and one pair of satellite lines. It follows from eqs. (2.20) and (2.22) that the resonance frequencies are given by

$$\nu_2/\nu_0 = 1 + \frac{1}{2} \left( \frac{1}{4} \right) (3 \cos^2 \theta - 1 + \eta \sin^2 \theta \cos 2\phi)$$

$$+ \left( \frac{3}{32} \right) \rho^2 \sin^2 2\theta$$

$$\nu_C/\nu_0 = 1 - \left( \frac{3}{64} \right) \rho^2 (9 \cos^2 \theta - 1) \sin^2 \theta$$

where $\nu_2$ is the frequency of the high or low frequency satellite, $\nu_C$ is the center line frequency and $\rho$ is $e^2 Qq/\hbar \nu_0$. It is believed that the sodium nuclei are situated on a three-fold axis; the asymmetry parameter $\eta$ in eq. (3.1) should therefore be zero. A measure of the static quadrupole interaction is $e^2 Qq/\hbar$, the so-called quadrupole coupling constant. At room temperature, this has a value of approximately 335 kHz and a temperature coefficient of $-0.33$ kHz/°C (Andrew et al., 1962). At a field of approximately 6700 gauss (the strength of our magnet), the unperturbed resonance frequency $\nu_0$ is 7.55 MHz. Thus, the second order quadrupole shifts are less than 2 kHz and any third order shifts (Bersohn, 1952) will be less than 10 Hz.

Inspection of eq. (3.1) indicates that the second order quadrupole shift is zero at $\theta = 0$ or 90°. Indeed, at all orientations, the separation between the two
satellite lines is unaffected by the second order shift.

The relative amplitude of the \( m \rightarrow m-1 \) transition is given by (BPP)

\[
I(I+1) - m(m-1)
\]

(3.3)

Thus for the case of \(^{23}\text{Na}\), we obtain 3:4:3 for the relative amplitude of a satellite, center line, and the other satellite respectively.

We now consider the linewidth of the various resonances. The theoretical parameter is the second moment \( M_2 \), but there is no unique relationship between this parameter and the linewidth. However, for the lineshapes commonly encountered in solids, the following relationship is a good approximation (Abragam, 1961):

\[
\text{Linewidth} = 3\sqrt{M_2}
\]

(3.4)

where the linewidth is the peak to peak width of the resonance derivative. According to Andrew et al (1962), the second moment of the center line for \(^{23}\text{Na}\) in sodium nitrate is:

\[
M_2 = (29.57 - 2.97 \cos 2\theta - 9.14 \cos 4\theta + \\
+ 6.04(2 \sin 2\theta - \sin 4\theta)\cos 3\theta) \times 10^4 \text{Hz}^2
\]

(3.5)

In this case approximately 95% of the second moment is from "like" spins; the remaining 5% is caused by the \(^{14}\text{N}\) nuclei. Thus, using eq. (2.25), we would expect the
second moment of a satellite line to be approximately 0.859 of that of the center line.

3.3 Orientation dependence of $W_1$ and $W_2$

The orientation dependence of $W_1$ and $W_2$ for a system of identical nuclei at sites possessing $\overline{3}$ symmetry is given by (Snyder and Hughes, 1971):

$$W_1 = \frac{2}{48} \left\{ (4M_{1111} + 4M_{1131} - 9M_{3333}) - (12M_{1131} - 9M_{3333}) \cos^2 \phi \right. $$

$$- (4M_{1111} - 16M_{1131} + 8M_{3333}) \cos^4 \phi $$

$$- 16(M_{1111}^3 \cos 3\phi + M_{1123} \sin 3\phi \sin^3 \phi \cos \theta) \right\} \tag{3.6}$$

$$W_2 = \frac{2}{48} \left\{ (M_{1111} + 4M_{1131} + 2M_{3333}) + (6M_{1111} - 6M_{3333}) \cos^2 \phi \right. $$

$$+ (M_{1111} - 4M_{1131} + 2M_{3333}) \cos^4 \phi $$

$$+ 4(M_{1111}^3 \cos 3\phi + M_{1123} \sin 3\phi \sin^3 \phi \cos \theta) \right\}. \tag{3.7}$$

where the z axis coincides with the three-fold axis and the x and y axes are arbitrary. If the x and y axes are rotated, the components $M_{1111}$ and $M_{1123}$ assume different values but the quantity $(M_{1111}^3 \cos 3\phi + M_{1123} \sin 3\phi)$ remains unchanged. The other components $M_{1111}$, $M_{1131}$ and $M_{3333}$ are unchanged by this transformation. It is convenient to choose a coordinate system
in which $M_{1123}^0$ is zero; this means that the $x$ axis coincides with a principal axis of the $M$ tensor. However, it is impossible to simultaneously satisfy this condition for $^{23}Na$ in $NaNO_3$ on account of the different environments at the A and B sites. The principal axes for these two sites are symmetrically disposed relative to the intersection of a glide plane with the $x$-$y$ plane. This is illustrated in Fig. 3.2 which shows just the nearest neighbour oxygen atoms. If we suppose that these atoms vibrate isotropically, then from symmetry considerations one would expect $x_A^*, y_A^*$ and $x_B^*, y_B^*$ to be the $x$ and $y$ principal axes of the $M$ tensor which characterizes each site. Taking into account more remote neighbours, $x_A, y_A$ and $x_B, y_B$ are no longer in general the principal axes. However, owing to the short range of the quadrupolar spin-lattice interaction (see, for example, Appendix II) the nearest neighbour model is likely to be a good approximation: for want of evidence to the contrary, we assume that the principal axes of the local $M$ tensor do indeed coincide with $x_A^*, y_A^*$ and $x_B^*, y_B^*$ respectively. To make full use of the crystal symmetry, we choose the $x$ axis of our coordinate system to coincide with the intersection of a glide plane with the $x$-$y$ plane. Thus, referred to this coordinate system, the relaxation probabilities for site A will be given by eqs. (3.6) and (3.7) if we
make the substitution:

\[(M^*_{1113} \cos \theta + M^*_{1123} \sin \theta) \rightarrow M^*_{1113} \cos \theta \cos \theta_0\]

\[(3.8)\]

where \(\theta_0\) is the angle between the \(x_A\) and \(x_B\) axes as shown in Fig. 3.2. For site B, eqs. (3.6) and (3.7) are modified as follows:

\[(M^*_{1113} \cos \theta + M^*_{1123} \sin \theta) \rightarrow M^*_{1113} \cos \theta \cos \delta_0\]

\[(3.9)\]

The A and B nuclear spin systems will be strongly coupled by spin exchange interactions (Abragam and Proctor, 1958; Bloembergen et al., 1959; Andrews and Swanson, 1960) due to resonance overlap, since each spin system has the same static quadrupole splitting. Also, as the heat capacity of each system is identical, the observed relaxation probabilities will then be given by:

\[W_1 = (W_{1A} + W_{1B})/2\]

\[(3.10)\]

\[W_2 = \theta (W_{2A} + W_{2B})/2\]

\[(3.11)\]

If we insert the individual relaxation probabilities into eqs. (3.10) and (3.11), we obtain:

\[W_1 = \frac{e}{48} \left\{(4M^*_{1111} + 4M^*_{1313} - M^*_{3333}) - (12M^*_{1313} - 9M^*_{3333}) \cos^2 \theta \right.\]

\[- \left. (4M^*_{1111} - 16M^*_{1313} + 8M^*_{3333}) \cos 4\theta \right.\]

\[- \left. 16M^*_{1113} \cos 3\theta \sin^3 \theta \cos 6\right\}\]

\[(3.12)\]
\[ W_2 = \frac{e^2}{4\hbar^2} \left\{ (N_{1111} + 4M'_{1313} + 2M'_{3333}) - (6M_{1111} - 6M_{3333}) \cos^2 \theta \right. \\
+ \left. (N_{1111} - 4M'_{1313} + 2M'_{3333}) \cos^4 \theta + 4M'_{1111} \cos 3\theta \sin^3 \theta \cos \theta \right\} \]

(3.13)

where

\[ M'_{1111} = \frac{M_{1111}}{M_{1111}} \cos 3\theta. \]

As discussed in section 2.5, the \( M_{\alpha \beta \alpha' \beta'} \) in \( W_1 \) are identical to those in \( W_2 \) for multiphonon relaxation process. Thus the ratio \( W_2/W_1 \) can then be expressed as:

\[ \frac{W_2}{W_1} = \frac{\left\{ (1 + 4M'_{1313} + 2M'_{3333}) + (6 - 6M_{3333}) \cos^2 \theta \right\} \\
+ \left\{ (1 - 4M'_{1313} + 2M'_{3333}) \cos^4 \theta + 4M'_{1111} \cos 3\theta \sin^3 \theta \cos \theta \right\}}\]

\[ \left\{ (4 + 4M'_{1313} - M'_{3333}) - (12M'_{1313} - 9M'_{3333}) \cos^2 \theta \right. \\
\left. - (4 - 16M'_{1313} + 8M'_{3333}) \cos^4 \theta - 16M'_{1111} \cos 3\theta \sin^3 \theta \cos \theta \right\} \]

(3.15)

where

\[ M'_{1313} = M_{1313}/M_{1111} \]  
(3.16)

\[ M'_{3333} = M_{3333}/M_{1111} \]  
(3.17)

\[ M'_{1111} = M_{1111}/M_{1111} \]  
(3.18)

If the quadrupole relaxation is caused by diffusing charges, for example, the \( M_{\alpha \beta \alpha' \beta'} \) will not in general be equal in eqs. (3.12) and (3.13) (Snyder and Hughes, 1971). Thus, eq. (3.15) will not be valid in that case.
A numerical calculation of the normalized $M$ tensor components $M_{1313}'$, $M'_{3333}$, and $M'_{1111}$ has been given by Reed (1970) and Hughes and Reed (1971) for a nearest neighbour point-charge model of sodium nitrate. The detailed expressions are somewhat lengthy and are therefore given in Appendix II.

3.4 Spin-lattice relaxation transitions

The $^{23}$Na quadrupole coupling constant is sufficiently large that the three resonances are well resolved at most crystal orientations. For an accurate calculation of the relaxation behaviour of the $^{23}$Na spin system, it is necessary to take into account the quadrupole shifts of the energy levels. However, for large magnetic fields, the second order quadrupole shifts are small compared with the first order shifts. Thus, we can write the resonance frequencies as

$$\nu_+ = \nu_0 (1 + \delta) \quad (3.20)$$

$$\nu_c = \nu_0 \quad (3.21)$$

$$\nu_- = \nu_0 (1 - \delta) \quad (3.22)$$

Since $I = 3/2$ for $^{23}$Na, the quadrupole relaxation probabilities are given by (see eqs. (2.31) and (2.32))

$$W_{3/2-1/2} = W_{1/2-3/2} = M_1 \quad (3.23)$$
\[ W_{2 \rightarrow 1} = 0 \]  \hspace{1cm} (3.24)

\[ W_{1 \rightarrow 2} = W_{2 \rightarrow 1} = W_2 \]  \hspace{1cm} (3.25)

However, for a population dynamics calculation, it is necessary to bear in mind that the upward and downward transition probabilities are not exactly equal, since they are related by the Boltzmann factor. We therefore choose to call the upward transition probabilities \( W_1 \) and \( W_2 \), and the corresponding downward probabilities \( W_1 (1 + \Delta \rho) \) and \( W_2 (1 + 2\Delta \rho) \) where

\[ \Delta = h\nu / kT \]  \hspace{1cm} (3.26)

These transitions are shown in Fig. 3.3.

In general, one may also expect some magnetic relaxation, due, for example, to paramagnetic impurities. The upward transition probability for this case is given by (Andrew and Swanson, 1960):

\[ W_{m \rightarrow m-1} = W_3 (I+m)(I-m+1) \]  \hspace{1cm} (3.27)

and the downward transition probability is obtained by multiplying eq. (3.27) by the appropriate Boltzmann factor. These transitions are also shown in Fig. 3.3.

If the resonances are not well resolved, additional transitions will occur due to the so-called spin-exchange interaction (Abragam and Proctor, 1958; Bloembergen et al, 1959; Andrew and Swanston, 1960).
Figure 3.3

The spin-lattice relaxation transitions for the case $I = 3/2$, where the quadrupole splitting is sufficient to prohibit spin-exchange transitions.
Since these transitions introduce an additional coupling between the energy levels, they make it more difficult to interpret spin-lattice relaxation measurements.
CHAPTER IV

EXPERIMENTAL METHODS FOR STUDYING THE
QUADRUPOLE SPIN-LATTICE RELAXATION

4.1 Steady-state double resonance method for measuring $W_2/W_1$

It was first demonstrated by Pound (1950) that it is possible to distinguish between magnetic and quadrupole relaxation mechanisms by means of a double resonance experiment on a quadrupole-split spectrum. For the case $I = \frac{3}{2}$, Pound showed that if $W_1$ equals $W_2$, and $W_3$ equals zero, the population difference of a satellite (i.e., its amplitude) is increased by 50% when the center line is severely saturated. For the case where magnetic relaxation is dominant, Pound showed that saturating one resonance would cause no change in the others. Later, Abragam (1961) generalized the theory and showed that the satellite enhancement $E$ is given by

$$E = \frac{1 + 2x}{1 + x}$$

(4.1)

where $x$ is $W_2/W_1$. Thus, a measurement of the satellite enhancement should provide a value of $W_2/W_1$. It is obviously essential that nuclei involved must be at sites of lower than cubic symmetry. It is also highly desirable that the sample should be a single crystal.
so as to prevent smearing of the satellites. Abragam showed that $W_2/W_1$ could also be obtained by severely saturating a satellite and measuring the amplitude of the center line or the other satellite, the enhancements being respectively equal to

$$E = (3 + 2x)/(2 + x)$$

and

$$E = 2/(2 + x)$$

We now present a simple physical picture which the author has found useful in explaining the enhancement of the satellite when the center line is severely saturated. The spin-lattice relaxation transitions tend to keep the spin system at the lattice temperature, whereas an rf field applied on resonance tends to decrease the population difference of the two energy levels involved. When a large saturation field is applied to the center line, its population difference rapidly decays to a small value (zero in the case of complete saturation). It can be seen from Fig. 3.3 that the population difference of each satellite line must correspondingly increase rapidly to $1.5 n_0$, where $n_0$ is the equilibrium population difference in the absence of applied rf fields (in this discussion, we neglect the small correction factor $\delta$). The $W_1$ mechanism will tend to reduce the satellite population.
difference to \( n_0 \), whereas the \( W_2 \) mechanism will tend to increase it to \( 2n_0 \). This last point can be seen by remembering that the \( W_2 \) mechanism couples levels separated by \( \Delta m = \pm 2 \) (see Fig. 3.3) and that the center line population difference is maintained at zero by the saturation field. Thus, the final equilibrium population difference of the satellite line depends upon the relative strength of \( W_2 \) and \( W_1 \). When \( W_2/W_1 \) is very much greater than unity, the population difference approaches \( 2n_0 \), and if \( W_2/W_1 \) is very much less than unity, the population difference approaches \( n_0 \); these values can be compared with the predictions of eq. (4.1).

To obtain accurate \( W_2/W_1 \) values from enhancement measurements, the observing power of the spectrometer must not significantly perturb the spin system. The effect of a finite observing power is to make \( W_1 \) "less effective". Thus, the measured enhancement will be larger than the true value. Theoretical expressions for the enhancement in terms of \( W_2/W_1 \) were obtained by Hughes (1966) who also showed that the perturbing effect of a small observing power could be allowed for by a simple linear extrapolation to zero observing power. Reed (1970) showed experimentally that the enhancement did, indeed, vary linearly with observing power over quite an extended range for the \(^{23}\text{Na} \) spin system in sodium nitrate.
The method for calculating the enhancement (Pound, 1950; Abragam, 1961; Hughes, 1966; Reed, 1970) consists in applying the principle of detailed balancing to the spin system, in order to obtain rate equations for the energy level populations. We shall not give the details of the steps but instead quote the steady state enhancement expressions given by Reed (1970).

The first case (Case I) is where the high frequency satellite is observed with spectrometer power $P_{obs}$ and the center line is completely saturated: the enhancement is given by

$$E_I = \frac{(1+2x)}{(1+x)} \left[ 1 - \frac{3x}{(1+2x)} - \frac{3xy}{(1+x)(1+2x)} + \frac{3x}{2(1+x)} P_{obs} \right]$$  \hspace{1cm} (4.4)

where $y$ is $W_3/W_1$, the normalized magnetic spin-lattice transition probability.

Case II is where the low frequency satellite is observed and the center line is completely saturated. In this case, the enhancement is

$$E_{II} = \frac{(1+2x)}{(1+x)} \left[ 1 + \frac{\delta x}{(1+2x)} - \frac{3xy}{(1+x)(1+2x)} + \frac{3x}{2(1+x)} P_{obs} \right].$$  \hspace{1cm} (4.5)

Case III is where the center line is observed and the high frequency satellite is completely saturated. It is found that:

$$E_{III} = \frac{(3+2x)}{(2+x)} \left[ 1 + \frac{\delta (1+x)}{(3+2x)} - \frac{y(4+8x+7x^2)}{x(2+x)(3+2x)} + \frac{2(1+x)}{(2+x)} P_{obs} \right].$$  \hspace{1cm} (4.6)
Case IV is where the center line is observed and the low frequency satellite is completely saturated. Here one finds that:

\[ E_{IV} = \frac{(3+2x)}{(2+x)} \left[ 1 - \frac{\delta (1+x) - y(4+8x+7x^2)}{x(2+x)(3+2x)} + \frac{2(1+x)P_{obs}}{(2+x)} \right] \] (4.7)

The expressions for \( E_I \) to \( E_{IV} \) are valid for any value of \( x \), but \( y \), \( \delta \) and \( P_{obs} \) are small correction factors and, thus, must be much less than unity. These expressions also assume that the appropriate resonance is completely saturated. This obviously cannot be achieved with a finite saturation field. Thus, we should correct the enhancement values to take into account the incomplete saturation. When \( \delta \), \( P_{obs} \) and \( y \) are equal to zero, the enhancement as a function of saturation power \( P_{sat} \) is given by:

\[ E_{I,II} = \frac{1 + 2P_{sat}[((1+2x)/x)]}{1 + 2P_{sat}[(1+x)/x]} \] (4.8)

for Cases I and II. The expression for Cases III and IV is similarly given by:

\[ E_{III,IV} = \frac{1 + 2P_{sat}[(3+2x)/x]}{1 + 2P_{sat}[(2+x)/x]} \] (4.9)

The validity of the equations (4.8) and (4.9) was confirmed by Reed (1970). Thus, they can be used to make small corrections to the enhancement for the fact that the saturation power is not infinite.
Since the expressions (4.4) to (4.7) contain two unknown quantities, $x$ and $y$ ($\delta$ can easily be obtained from the satellite splitting), it is necessary to make two independent enhancement measurements. From the form of the equations, it can be seen that one must be either Case I or II, whereas the other must be Case III or IV. It is indeed fortunate that $y$ enters differently in eqs. (4.4) and (4.5) than it does in eqs. (4.6) and (4.7); it would otherwise be impossible to determine $x$ and $y$ separately.

4.2. Transient double resonance method for measuring $W_1$

The steady state enhancement experiment just described gives only the ratio $W_2/W_1$. However, it is also useful to know the magnitude of $W_1$ or $W_2$ separately. The theoretical expressions (eqs. (3.12) and (3.13)) give the orientation dependence of these quantities, and it is therefore only necessary to determine $W_1$ or $W_2$ at one crystal orientation.

In principle it is possible to obtain $W_1$ from a steady state progressive saturation experiment (Hughes, 1966). However, the accuracy of such an experiment is very limited and a direct measurement of the time dependence of the spin system is more fruitful. This may be achieved by producing a non-equilibrium state of the spin system and observing its recovery.
Expressions for the transient behaviour of the spin system have been given by Niemelä (1968) for the approximation $\delta, P_{\text{obs}} = 0$. The transients are in general multi-exponential functions of time, and the task of determining the individual decay constants from experimentally obtained data is one of considerable complexity (Smith and Cohn-Sfetcu, 1973). However, using the expressions given by Niemelä (1968), it can be shown that the recovery of a satellite line after removal of the saturation power from the center line should be of the form:

$$A + B \exp -\lambda t$$.

(4.10)

We carried out a detailed calculation of this case, taking into account first order $\delta$ and $P_{\text{obs}}$ corrections but assuming that $y$ is negligible. The population difference $n_+$ corresponding to the high frequency satellite has the following time dependence:

$$n_+ = n_0 (1 + \delta) \left[ 1 - \frac{3(2 + x)P_{\text{obs}}}{2(1 + x)} \right]$$

$$+ n_0 \left[ \frac{x}{(1 + x)} - \frac{3(x^2 + x - 1)P_{\text{obs}}}{2(1 + x)^2} \right] \exp \left( (2W_1 + 3P_{\text{obs}} W_1) t \right)$$

$$+ n_0 \left( \frac{3(2x + 1)P_{\text{obs}}}{2(1 + x)^2} \right) \exp \left( -(2W_1 + 2W_2 + 3P_{\text{obs}} W_1) t \right).$$

(4.11)

We note that there are now two exponential terms rather than one. However, the amplitude of the second exponential is proportional to $P_{\text{obs}}$ and is therefore small,
provided one uses a low observing power. We also note that the decay constant of the dominant exponential is a linear function of $P_{\text{obs}}$. Thus, by measuring the decay constant as a function of $P_{\text{obs}}$, one should be able to determine $W_1$ by use of a linear extrapolation to $P_{\text{obs}}$ equals zero. The effect of magnetic relaxation was taken into account for the case $P_{\text{obs}} = 0$. It was found that the decay constant of the dominant exponential is equal to:

$$W_1(1 + x + 7y + \sqrt{(1-x+5y)^2 + 4y(x-1)})$$  (4.12)

rather than $2W_1$ as before.

Thus, we see that $W_1$ can be measured by monitoring the recovery of the satellite amplitude after removing the saturating power from the center line. The decay constant is then plotted as a function of spectrometer power and the intercept is equated to expression (4.12).

It might be thought that $W_1$ could also be obtained from the transient behaviour of a satellite when the center line is first saturated. We shall now describe why this is not practical. The satellite population difference has the following time dependence:

$$n_+ = n_0 \left( \frac{1+2x}{1+x} \right) + n_0 \left( \frac{1-x}{2(1+x)} \right) \exp\left(-2(2+x)W_1t\right)$$

- $\frac{n_0}{2} \exp\left(-6P_{\text{sat}}W_1t\right)$  (4.13)
The last term in eq. (4.13) represents the rapid rise to 1.5 n₀ described in section 4.1. Observation of the time dependent behaviour corresponding to the second term would give the value of (2+x)W₁. However, the amplitude of this term will be small unless x is very different from unity.
CHAPTER V

APPARATUS AND EXPERIMENTAL DETAILS

5.1 Measurement of the NMR enhancement.

The resonance enhancement $E$ is determined by measuring, as a function of spectrometer observing power $P_{ob}$, the increase in amplitude of one component of the three-line spectrum when another component is severely saturated. The perturbing effect of the observing power is accounted for by a linear extrapolation procedure of the $E-P_{ob}$ curve to $P_{ob} = 0$ (Hughes, 1966; Reed, 1970).

For a continuous wave experiment, the experimental constraints on the spectrometer are, firstly, it should be variable frequency-fixed field rather than vice versa, since a variable field implies that the saturation frequency could have to track the resonance frequency. Secondly, it should be a single coil type, because of the need for an orthogonal coil to provide the saturation field. Thirdly, the spectrometer should operate at low power levels such that the transition rate in the spin system caused by the spectrometer is small compared with the spin-lattice relaxation rate.

The first constraint implies that Rollin (1946) and bridge spectrometers (BFP) are unsuitable, while the second constraint rules out the crossed-coil variety.
(Bloch, Hansen and Packard, 1946). The marginal
(Watkins and Pound, 1951) and Robinson (1959) self-
oscillating spectrometers satisfy the three constraints.
The Robinson type was chosen on account of its stable
and reliable operation at the low power levels required.
Moreover, it responds essentially to only the absorp-
tion signal (Hughes and Smith, 1971).

Reed (1970) measured the peak-to-peak amplitude
of the resonance derivative by conventional lock-in
detection* and sinusoidal field modulation in conjunc-
tion with a linear-frequency sweep through the resonance.
Reed's method is inefficient, since only a small frac-
tion of the time is spent near the resonance extrema.
While this disadvantage may be overcome by measuring the
resonance amplitude only at an extremum, there remains
the problem of maintaining the appropriate spectrometer
frequency.

An alternative method is to use two lock-in
detectors, one operating at the modulation frequency
$\omega_m$ to lock the spectrometer onto the resonance, the
other operating at $2\omega_m$ to measure the resonance amplitude.
To maintain the spectrometer frequency, the error signal
should be zero at the desired locking point and should

* Lock-in detectors are also known as phase-sensitive
detectors, correlators or synchronous demodulators.
also be an odd (preferably linear) function of frequency deviation. These conditions are fulfilled by the output of the \( \omega_m \) lock-in detector at the center of symmetrical resonances, for all modulation amplitudes. For good signal-to-noise ratio, the spectrometer frequency should be chosen to give a maximum output from the \( 2\omega_m \) lock-in detector. This condition is again fulfilled at the resonance center. In fact, the resonance center is the only position having all the desired properties and still allowing freedom to optimize the modulation amplitude.

In the limit of small modulation amplitudes the \( \omega_m \) and \( 2\omega_m \) lock-in detector signals are proportional to the first and second derivatives respectively of the lineshape (Wilson, 1963); these are shown for a Gaussian lineshape in Fig. 5.1.

Most of the resonance amplitude values reported in this thesis were obtained using this arrangement in which the \( 2\omega_m \) lock-in detector output was measured while the \( \omega_m \) lock-in detector maintained the spectrometer frequency at the resonance center. The enhancement values are equal to the ratio of the resonance amplitudes in the presence and absence of the saturation power. The error due to any dc offset in the circuitry following the lock-in detector was eliminated by periodically reversing the phase of the \( 2\omega_m \) reference signal.
Figure 5.1

A - Gaussian lineshape.
B - First derivative of the Gaussian lineshape.
C - Second derivative of the Gaussian lineshape.
The measurement procedure is illustrated in Fig. 5.2. This ten-minute "saturation-cycle" was repeated until the desired precision in \( E \) was obtained. The enhancement was measured at a number of different values of \( P_{obs} \) so that the value of \( E \) at \( P_{obs} \) equals zero could be determined by the linear extrapolation procedure.

The small correction factor to take into account the non-infinite saturation power was determined by the following procedure. We measured the enhancement for three or four values of saturation power (at a low value of \( P_{obs} \) and the value of \( E \) at infinite power was determined using equation (4.8). This value was typically 0.15% greater than the value obtained at the finite saturation power used in the previous measurements. We then used this to correct the extrapolated value of \( E \) at \( P_{obs} = 0 \).

For most of this work, the Robinson spectrometer was locked to the high frequency satellite and the saturation power was applied to the center line. Approximately forty-eight to sixty hours of data were collected at each crystal orientation in order to attain the desired precision in \( E \). Thus, the advantage of a mini-computer controlled system operating twenty-four hours per day is obvious.

To obtain accurate and reliable values of the enhancement, we require the spectrometer frequency to
Figure 5.2

Output of the $2\omega_m$ lock-in detector for one complete "saturation cycle". The bandwidth of the low-pass filter is 1 Hz.
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be locked, the magnetic field to remain constant and
the spectrometer sensitivity to NMR to be unchanged
throughout the saturation cycle. A large amount of
ancillary equipment was required to achieve these
goals, as will be described in the sections that
follow.

5.2 Description of the apparatus

5.2.1 Block diagram

The block diagram of the system is shown in
Fig. 5.3. Excluding commercial equipment, the system
contains approximately 600 integrated circuits, both
digital and analogue, plus numerous discrete components,
semiconductor devices and thermionic valves. The indi-
vidual circuit diagrams of the blocks will therefore
not be given. Instead, we shall describe their function,
operation and important features.

Most of the digital and analogue circuitry was
assembled on 4½” × 6½” circuit cards which are plugged
into multiple-pin edge connectors, thereby assuring
ease of access for maintenance. The construction and
development of the system extended over a period in
excess of three years and included a considerable amount
of redesign to obtain the final working version.

The central feature of the system is the (System)
Buss. Its function is to enable the various devices to
Figure 5.3

Block diagram of the minicomputer-controlled double resonance spectrometer system. The arrows indicate the direction of information or signal flow.
communicate data and commands to each other. It consists of 16 data lines, 16 monitor lines, as well as several address and strobe lines. Each device is connected either directly or indirectly to the Buss.

The interface is a bi-directional device enabling information to be transmitted between the Buss and the computer. As an example of the operation of the system, we shall consider one method of frequency counter control. The computer sends a command on the address and strobe lines to the frequency counter to start counting. One second later, when the frequency counter has completed its measurement, an interrupt signal is sent to the computer, which may or may not act upon it. If it does, it may command the frequency counter to transfer the digital representation of the measured frequency onto the monitor lines and thus into the computer.

The blocks are described in detail in sections 5.2.2 to 5.2.17. Meanwhile, we describe briefly their functional relationships.

The NaNO₃ sample is positioned within the spectrometer coil, which in turn is located in the aluminium probe. The ²³Na NMR signal is detected by the spectrometer in conjunction with the ω_m and 2ω_m lock-in detectors. The "modulation synthesizer and phase control" provides the signal feeding the modulation coils, and
the reference signals for the lock-in detectors. The phase of the reference signals relative to the modulation signal can be controlled by the system or can be adjusted manually.

Each lock-in detector output is fed to the analogue multiplexer, and then digitized by the analogue to digital (A/D) converter before being coupled to the bus.

The spectrometer frequency is controlled in the following way: the frequency converter and counter together provide a digital representation of the spectrometer frequency. This information is compared with the "correct frequency" stored in the computer, and any correction is fed to the frequency control D/A converter. The analogue output biases a variable capacitance diode in the oscillator tuned circuit.

The rf power source drives a pair of coils within the probe which provide the saturation field. Although these coils are nominally orthogonal to the spectrometer coil, some of the saturation signal unavoidably leaks into the spectrometer. We have shown theoretically (Hughes et al, 1973) that the sensitivity to NMR of a Robinson spectrometer should be unaffected by a small leakage. The sensitivity of our spectrometer, however, was found experimentally to vary quadratically with the injection voltage; this
is attributed to non-ideality of the spectrometer. In order to overcome this problem, the leakage is largely eliminated by the flux balance network, which is based on the design of Hughes and Reed (1970). The deviation from perfect balance is monitored by the misbalance detector which, on command, can inform the computer of its magnitude. This information is then used by the computer to readjust the balance network.

The NMR field-lock spectrometer maintains the magnetic field in the magnet gap at a predetermined value throughout the course of the experiment.

The manual operation console enables the operator to interact directly with the system, thus by-passing the computer, which is the real-time control center of the system. The teletype provides a means of entering programs into the computer as well as printing the experimental results.

5.2.2 Probe

This consists of an aluminium body with nylon inserts to provide mechanical support for the spectrometer and saturation coils. These were wound of silver wire rather than copper, since the $^{63}$Cu NMR signal occurs close to the $^{23}$Na resonance. To increase the "NMR filling factor" the spectrometer coil was glued
to the inside rather than the outside of a nylon holder. The position of the connecting leads was adjusted so as to minimize the net coupling with the saturation coils. The size and inductance of the latter were chosen to maximize the saturation field produced at the sample. The spectrometer, probe and balance network were interconnected by triaxial cable, as shown in Fig. 5.4, so that the rf return currents would not flow in the outer shield.

The modulation coils consisted of a hundred turns of copper wire, which were wound on nylon formers outside the aluminium probe. The leads to the modulation coils were also kept outside the probe body to minimize coupling with the sensitive rf circuitry.

The sample was mounted in a nylon holder which enabled the crystal to be rotated about two mutually perpendicular axes, as will be described in section 5.8.

5.2.3 Robinson spectrometer

A Robinson type NMR spectrometer (Robinson, 1959) consists of a high-Q parallel-tuned L-C circuit followed by a low-noise rf amplifier, limiter and feedback network to sustain oscillations. Changes in oscillation level caused by NMR absorption are monitored by a
Figure 5.4

Schematic diagram of the wiring associated with the NMR probe and the Balance Network.
diode detector followed by a low noise audio frequency amplifier.

Our design is a modification of that given by Howling (1966) and the essential features are shown in Fig. 5.5. Limiting is achieved in two stages using Schottky diodes. These were used because of their low noise, low capacitance, and sharp "turn-on" characteristics. Five switchable resistive dividers enabled the oscillation level to be set over the range 5 to 50 ppm. The feedback network comprises ten 20 kΩ resistors connected in series and located in the center of a large metal box. This arrangement provides a low-loss feedback path which is essentially resistive.

Ground loops were avoided by having only one dc connection between the system and the spectrometer, this being the ground connection to the variable capacitance diode. Other dc connections were avoided by using transformer coupling for the audio output and optical couplers for the misbalance detector and frequency converter outputs.

A major problem was the spurious mixing of rf and audio frequencies. We note that if the oscillation signal is modulated at ω or 2ω, these will appear as fake outputs at the ω and 2ω lock-in detectors. The latter is particularly troublesome,
Figure 5.5

Block diagram showing the essential features of the Robinson spectrometer used to measure NMR amplitudes. The sample is situated within the inductor in 1.
since it introduces a systematic error in the determination of enhancement values, as discussed in section 5.4.1. These effects were ameliorated by extensive rf filtering and buffering of all connections to the spectrometer.

Some time was spent modifying the spectrometer so that adequate NMR signal-to-noise ratios were obtained. In particular, the gain of the rf amplifiers was made larger than one hundred so that noise originating in the detector and audio stages is unimportant. The signal-to-noise ratio is proportional to the square root of the in-situ Q factor of the sample tuned circuit. We found that this Q-factor can be significantly reduced by seemingly innocuous components such as the 50 Ω grid-stopper used by Howling (1966) in the input stage of his spectrometer. The effective NMR filling factor was improved by minimizing the inductance of the connection leads to the sample coil. The triaxial shielding arrangement mentioned in section 5.2.2 also served to reduce the sensitivity of the spectrometer to external interference.

5.2.4 Spectrometer level monitor

A "three-and-a-half-digit" dc voltmeter measures the spectrometer detector voltage, which in turn is related to the spectrometer level. This voltmeter was
calibrated in the following way: The Marconi oscillator (see section 5.2.5) was connected across the spectrometer tuned circuit and the voltmeter was read as a function of the Marconi oscillator output. Thus, the spectrometer level is the equivalent Marconi output which would give the observed detector level. Since the characteristics of the spectrometer may be frequency dependent, this calibration procedure was performed every time a new crystal orientation was selected.

The output attenuator of the Marconi oscillator was in turn calibrated by a "true RMS thermal converter" which measures rf voltages to better than 1%.

5.2.5 The rf power source

Preliminary measurements using a Takeda-Riken Model 2150 frequency synthesizer showed that it was too noisy to use as the source of the saturation signal; this was because the balance condition of the balance network was frequency dependent. Thus, even though there may be no coupling between the saturation and spectrometer coils at the saturation frequency, this is not the case at other frequencies. In particular, noise generated by the saturation signal source near the spectrometer frequency will be coupled to the spectrometer. A Marconi TF2002 L-C signal generator was found to be sufficiently noise-free. However, it
lacked the required frequency stability. A Marconi TP2170B digital synchronizer was therefore used to lock the signal generator, thereby achieving a frequency stability of ±1 Hz. The Marconi output is then fed, via the system-controlled co-axial on/off switch to an E.N.I. Model 310L ten watt rf power amplifier. To provide electrical isolation, the logic signal to the switch is passed through an optical coupler. The power amplifier output is then fed to the saturation coils and the balance network.

5.2.6 Balance Network

Although the connection leads of the spectrometer coil within the probe were adjusted to minimize the coupling with the saturation coils, a non-zero leakage remained. This was found to be approximately orthogonal to the saturation voltage; we attribute this to the eddy currents induced in the aluminium probe case.

The flux balance network is based on a design of Hughes and Reed (1970), and operates by synthesizing a cancelling leakage from in-phase and quadrature mode signals, each of adjustable amplitude. All the leakage signals are coherent, since they are derived from the same rf power source. As shown in Fig. 5.4, injection signals are coupled to loops in the spectrometer circuit.
Reversible synchronous motors and a series of reduction gears rotate grounded aluminium vanes between the loops, thereby adjusting the amplitude of the couplings. The two modes were set precisely orthogonal to one another by adjustment of a variable delay line in the orthogonal mode circuitry. This arrangement gave two orthogonal modes with little interaction between them, thereby enabling the balance condition to be reached in a small number of steps.

Because of the imperfections in the spectrometer, mentioned in section 5.2.3, a net leakage of less than 1 part in $10^7$ of the saturation voltage was required. This placed great demands on the stability of the balance network. Consequently, all loops, vanes and wiring were rigidly constructed to minimize microphonics. One major source of instability was Joule heating of the delay line. This was largely overcome by optimizing the coupling, thereby reducing the current flow through the delay line.

A 1 part in $10^7$ correction to a mode corresponds to a vane rotation of only three minutes of arc. High quality bearings and anti-backlash gears were therefore used to ensure smooth and reliable rotation. Even so, backlash still remained a problem, but was solved at the software rather than the hardware level.
The sense and the duration of the rotation of each motor was controlled by a bank of relays, which in turn were activated by the system. Optical couplers between the system and the relays provided electrical isolation, and minimized interference effects.

5.2.7 Misbalance detector

Any residual saturation signal entering the spectrometer will be mixed with the spectrometer signals by the nonlinear elements, thus producing sum and difference frequencies. The latter component, which is less than 170 kHz in our experiment, is amplified, filtered, rectified, and smoothed in the misbalance detector unit. To avoid the dc loop created by connecting the output of the misbalance detector directly to the analogue multiplexer, we used an ac method of coupling into the system. The slowly varying dc voltage modulates the pulse width of a 100 Hz square wave carrier, which is then passed to an optical coupler and hence to the system. This pulse train is used to gate a 10-kHz clock pulse. By counting the number of clock pulses per carrier cycle, we obtain a binary number representing the original dc voltage to an accuracy of 1%. An interrupt signal is sent to the computer whenever this number is greater than a predetermined reference number.
Previous work in this laboratory has shown (Hughes et al, 1973) that the precise relationship between the injection voltage and the change in spectrometer NMR sensitivity is a complicated function of spectrometer circuit parameters and the difference frequency. The misbalance detector was, therefore, calibrated by the following procedure. The balance network was misbalanced by trial and error until the NMR spectrometer sensitivity changed by 1%. Then, assuming a quadratic dependence of NMR sensitivity change on the injection voltage as found by Hughes et al (1973), the injection voltage was reduced to the level which would give a sensitivity change of 0.05%. The 1% sensitivity change was chosen to ensure the validity of the extrapolation. The output of the misbalance detector was noted and the experiment repeated as a function of difference frequency and spectrometer level, thus enabling the interrupt level to be set to a level such that the change in the NMR sensitivity is no more than 0.05%. The good signal-to-noise ratio of the $^{23}$Na resonance from a sample of metallic sodium facilitated the calibration procedure. The computer program, written for the enhancement experiment on NaNO$_3$, was used without modification for the measurement of the change of NMR sensitivity.
5.2.8 Frequency converter

The frequency counter described in the next section consists of a series of divide-by-two stages. The outputs of these stages will therefore, in general, have a component at the spectrometer frequency. Moreover, the amplitude of this component depends on whether or not the frequency counter is actually counting. Any radiation from the frequency counter entering the spectrometer will therefore appear as an additional and variable feedback path.

To avoid this problem, the spectrometer frequency was heterodyned with a crystal-controlled oscillator, whose frequency was 9.76 MHz. This local oscillator frequency was selected to ensure that no harmonic of the intermediate frequency (approximately 2.2 MHz) could ever coincide with the spectrometer frequency over its operating range. The output of the frequency converter was fed to the frequency counter via an optical coupler providing electrical isolation.

To reduce radiation at the spectrometer frequency, the frequency converter was mounted in a steel box near the spectrometer, so reducing lead lengths; this unit also had multistage rf filtering on the dc supply lines and in the ac power line to it.
5.2.9 **Frequency counter**

The system-controlled frequency counter has a resolution of 1 Hz and a count time of one second derived from a stable 1 MHz crystal oscillator (Model M76BR). After the counter has completed its measurement, it may be restarted within 1 millisecond, unlike most commercial counters in which a wait of one second would be required. The count number is in binary format since this is a convenient representation for the computer to manipulate. (The binary coded decimal B.C.D. format is convenient for a visual display but not so convenient for computer manipulation.) The 22 bit binary equivalent of the intermediate frequency is too long to be handled by the computer software, therefore only the least significant 12 bits are used. The resulting ambiguity in frequency is not a problem provided the spectrometer frequency changes are less than 11 bits/sec (2048 Hz/sec). In practice this condition is easily satisfied since the spectrometer instability is seldom in excess of 10 Hz/sec.

5.2.10 **Frequency adjustment circuitry**

In a semiconductor diode, the width of the depletion layer, and hence the capacitance, is a function of the bias; this property is utilized in variable
capacitance diodes. If such a device forms part of the spectrometer input tuned circuit, it provides an electrical means of frequency control. For this particular application, the output of a 12 bit D/A converter reverse biases the diode. The bit size corresponds to a frequency change of 2 Hz, giving a total range of just over 8 kHz. Since noise voltages supplied to the variable capacitance diode frequency modulate the spectrometer, the control voltage was passed through a multistage 10 Hz low-pass filter, thereby reducing any spurious frequency modulation, at $\omega$ and $2\omega$ in particular.

Data from the computer is fed into the frequency control device via the data lines, and then stored in 12 data latches. Their outputs are connected to the D/A converter and their contents may be ascertained by the monitor lines.

5.2.11 The $\omega$ and $2\omega$ lock-in detectors

Lock-in detectors are commonly used in various branches of spectroscopy where the phenomenon under investigation can be modulated by a periodic signal. In general, the spectrometer output can then be written as

$$V_s = \sum_{n} A_n \cos(n\omega t + \phi_n)$$  \hspace{1cm} (5.1)
where $\omega$ is the modulation frequency. If $V_s$ is multiplied by a reference signal

$$V_r = \sum_n B_n \cos(\omega t + \phi_n)$$

(5.2)

of the same periodicity, the dc component of the resulting signal is

$$\frac{1}{2} \sum_n A_n B_n \cos(\phi_n - \psi_n).$$

(5.3)

This process is essentially the determination of the cross-correlation coefficient of $V_s$ and $V_r$. If all components of $V_s$ except the $m$'th are rejected by suitable filtering before the multiplication stage, the dc component is

$$\frac{1}{2} A_m B_m \cos(\phi_m - \psi_m).$$

(5.4)

This has a maximum when $\phi_m - \psi_m = 0$ or 180°. Moreover, if $B_m$ is constant, this output is a measure of the amplitude of the $m$'th harmonic of $V_s$. We note that for the latter case, the shape of the reference signal is unimportant, as long as the amplitude of the $m$'th harmonic remains constant.

Our lock-in detectors operate on this principle, and the design has been described in some detail by Boyd (1975). Each detector consists of an input stage, a band-pass filter and amplifier, a correlator and a...
post-correlator low-pass filter.

The choice of modulation frequency was governed by the following constraints. It should be high enough to avoid the "flicker noise" or 1/f noise region. However, it should be small compared with the VHF linewidth expressed in frequency units (Haworth and Richards, 1972). Also, frequencies near 60 Hz and 120 Hz should be avoided. Indeed, it is desirable that harmonics of the modulation frequency should not coincide with harmonics of the 1 MHz line voltage. For reasons of stability, the modulation and reference signals were derived from a 1 MHz crystal oscillator. The precise modulation frequency was 38.198 Hz, this being obtained by digital frequency division of the 1 MHz signal.

The input stage is common to both lock-in detectors. The secondary of the input transformer provides a balanced output which is connected to a differential-input amplifier. This arrangement provides isolation and common mode rejection. The 18 Hz \( f_1 \) and 156 Hz \( f_2 \) signals are amplified and passed through a band-pass filter, before being fed to the separate channels.

In order to avoid overloading the later stages of the lock-in detectors with wide-band noise plus 60 Hz or 120 Hz interference signals, each channel is
equipped with a band pass filter of bandwidth 10 Hz centered about 76 or 156 Hz. A fairly close approximation to a rectangular response in the frequency domain was obtained using multistage, stagewise tuned active filters. Provision is made for the system to control the gain of the amplifiers.

In our correlators, the incoming signal is multiplied by a square wave at the reference frequency of 76 or 156 Hz. This is achieved by means of a digitally programmable amplifier: the gain of which is plus one for the first half of the reference cycle and minus one for the second half.

Two-pole Schottky low-pass filters, the cut-off frequency of which can be controlled by the system, remove high frequency noise components from the correlator output: the output of the filter is then fed to the analogue multiplexer.

Diode shaping networks and band pass filters are used to convert the modulation signal to a sine wave. This is then applied to the modulation coils via an ac coupled current source. The ac coupling ensures that no dc currents bias the steady magnetic field, while the use of a current source rather than a voltage source provides a more stable field modulation amplitude and phase.
The phase of each reference signal relative to the modulation is manually adjustable over a range of 180°. It can also be changed by exactly 90° and 180° by the system.

The \( I_m \) and \( I_n \) correlators and the modulation source were constructed in a separate shielded box called Superbox for reasons which will become clear later! to prevent the mixing of the spectrometer and reference frequencies. This will be explained in more detail in section 5.4.1.

5.4.1 Analog Switch Multiplexer and A/D Converter

The various signal voltages to be measured are connected to the A/D converter via the analog switch multiplexer, which has fifteen differential input channels, with provision for pair auto-ranging on nine of them. Digitally-programmable amplifiers form the basis of the multiplexer, so that any one of the input channels may be connected to the A/D converter on command from the system.

The A/D converter is an Analog "three-and-one-half-digit" panel meter, model number 2512. The display gives a visual check on the operation of the equipment. For the A/D converter, a full-scale reading of 2,000 counts corresponds to an input of 3 V. The
analogue circuitry preceding the A/D converter can handle a voltage in excess of this, thus full use can be made of the converter's dynamic range.

On completion of a conversion from analogue to digital representation, the count number plus the multiplexer gain can be viewed by the operator of the computer via the monitor lines. The computer has a software subroutine for converting this output into the floating-point number format recognized by the computer software.

5.5.2.1 Magnetic and NMR fields

The magnetic field B₀ of approximately 0.7 T is produced by a box-section permanent magnet with 6" diameter pole caps and a 3" gap. The magnet is "overshimmmed" such that there is a field minimum at the center of the pole gap and a maximum at a radius of 2". The test field homogeneity occurs in the latter region and is about 100 ppm over a 1 cm³ volume. To minimize vibration problems, the magnet is mounted on antivibration pads. Thermal stability is achieved by surrounding the magnet with 2" thick styrofoam. Tests show that the thermal time constant of the insulated magnet is approximately 16 hours.

The temperature coefficient of B₀ was found to be -1.2 G°C. Since we required a field stability of
a few tens of milligauss, it was necessary to stabilize $H_0$. This was achieved using a $^7$Li NMR field-lock, which provided a current fed to a pair of field correction coils wound around the pole caps. The $^7$Li resonance from an aqueous solution of LiCl was detected using a Rollin spectrometer (Rollin, 1946), employing 25 Hz field modulation and lock-in detection at the modulation frequency (see Fig. 5.6 for block diagram of the field-lock unit). The modulation signal and the reference signal for the lock-in detector were obtained by frequency division of a 1 MHz crystal-controlled signal. The lock-in detector is similar to the in detector discussed in section 5.1.11. The 25 Hz modulation frequency of the Rollin spectrometer was chosen so as not to be harmonically related to the 18.125 Hz modulation frequency used in the Robinson spectrometer. The rf source for the Rollin spectrometer was a 11.1 MHz crystal-controlled oscillator of stability 1 part in $10^7$ at $0^\circ C$. The 11.1 MHz frequency was chosen so that the field correction would be both small and always of the same sign so that a unipolar power supply could be used. In practice, the field correction was about $-10 \mu G$. The Rollin lock-in detector provides a suitable error signal in the region of the resonance center (cf. the discussion in section 5.1 of the $\gamma_m$ and $2\gamma_m$ lock-in detectors). Whenever this error signal is
Figure 5.6

The block diagram of the operation of the NMR field-lock used to stabilize the magnetic field of the permanent magnet.
larger than a pre-determined limit, an interrupt circuit is sent to the operator. This can then change the current to the magnet. A steady relation between the error and the error signal can be established. The current is controlled by a toroidal transformer, the transformer acting as a meter. The error is the maximum error of the corrections, the current to the transformer, and the steady state value of the field.

The magnetic field at the center of the device was determined by measuring the field at the center of a glass plate. The field was observed to be uniform in the glass plate. The samples were arranged in the same position as the glass plate and at the same distance from the gap center. The two symmetrical attachments of the corrector were in the same at both sites. The samples were actually placed in the glass, apart, thereby ensuring that both were in the region of maximum field.
homogeneity. If the changes in the field of the magnet are identical at each site, then $B_q$ is also stabilized at the NaCl sample. This was checked by changing the room temperature by 2°C and monitoring the magnetic field at the NaCl and NaI samples.

With the four-inch sample separation and the 40 mT modulation amplitude used for the field-lock, it was found that the 20 Hz fringe field at the NaI sample was negligible. Likewise, the 78 Hz field at the LiF sample was found to be small. However, the fringe field of the 58 Hz modulation will induce small voltages in the field-lock correction coils and the 15 mT modulation coils. To prevent these voltages being mixed with the small rf signal which is invariably radiated by the Robinson spectrometer, passive rejection filters tuned to 15 Hz were included in the supply leads to these coils.

3.2.14 Signal operation console

This allows the user to control the system without recourse to the computer, this feature being very useful for maintenance and testing purposes. The console consists of the following items: an address select switch, sixteen data switches, a three-position function switch, three stroke buttons, sixteen monitor lamps, various monitor outputs, and the digital
panel meter. The exact effect of the "function" and "strobe" buttons depends upon the particular device being addressed. However, the general procedure of data entry is similar to that used in the frequency control A converter, and we shall use this device as an example.

The address of the A converter is selected by the address select switch, the monitor and data lines are now connected to the device, and the response lamp flashes in the terminal of the A data latches. To change their contents, the new data are fed into the sixteen data switches, the four{oil} and sixteen switches being in this case significant. The function switch is then set to READ, the relevant "strobe" button is pressed, and the data are transferred from the data switches to the A data latches. The monitor lamp now indicates this fact.

It is sometimes necessary to be able to increment or decrement the address placed in the data latches. This can be achieved most conveniently by setting the "function" switch to the "inhibit the strobe" button as pressed, the number is incremented. Similarly, when the "function" switch is set to the "read" button, the number is decremented by one.

All the functions which can be accomplished by hand via the manual operation console can be performed
much more rapidly by the computer when it is controlling the system. In this mode, the computer disables the manual operation console. However, since the computer is sending data to the device for only brief periods, manual operation is still possible most of the time.

5.2.15 Computer, interface and teletype

The computer, which is the ALPHA 16 model, manufactured by Computer Automation Inc., is a sixteen-bit stored program machine with 4 K words of magnetic core memory. The following processor options were added: a buffered teletype (TTY) interface, a "power fail restart" and a crystal-controlled real time clock (RTC). The TTY interface connects the computer to the TTY, thereby enabling data transmission between the two. The contents of the core memory are not lost during a power failure and the "power fail restart" option provides an orderly shut-down and restarting procedure if such an event occurs. The RTC provides, with the necessary software, the capability to perform operations in real-time.

The interface is an in-house constructed device which is physically located in the computer case, and which is connected to the system by two fifty-conductor cables. Its function is to enable data to pass between the computer and the spectrometer system, while
allowing each to perform at their appropriate speed.

The TTY is a model ASR13 which consists of a keyboard, printer, and a paper tape punch and reader. The latter feature provides a comparatively quick and easy method of storing and entering programs.

We shall now describe the software aspects of the computer. Whereas there are many data analysis languages such as FORTRAN, there did not appear to be a widely accepted high-level real-time language suitable for our purpose. Therefore, one had to be created which would fit into the 4 K of memory available. The alternative procedure of writing all instructions in machine language would, in the long run, have been much more time consuming.

There are basically two parts to the software: the control program which occupies approximately 2 K of memory, and the user program which can occupy the remainder. The control program is made up of a number of segments which collectively control the spectrometer system and TTY via the user program. Also in this part is a set of instructions used for "debugging" programs. The user program consists of a series of user instructions plus space for data storage and messages. Available to the user program are two working registers, the math register (MR) in which mathematical operations are performed, and the input/
output register (I/O Reg), in which logical operations are performed and through which pass spectrometer system data and instructions. User instructions are in general two sixteen-bit computer words long. The first word is the instruction-class code while the second often contains an address to find or place data. Also included in the second word are up to four bits specifying which instruction within the class is to be performed. The instruction class set is as follows:

Write on TTY, Add, Subtract, Multiply, Divide, Modulus, Jump, Increment and skip if 0, AND I/O Reg, Complement I/O Reg, Compare I/O Reg and skip if equal; Set RTC, Test RTC, Read A/D, Pack A/D reading. (This last instruction converts the A/D reading into the floating point format, mentioned in section 5.2.12.) This group of instructions enables the spectrometer system to be efficiently controlled. Additional instructions could be added, but at the expense of the already small space available for the user program.

Each user instruction actually requires many machine instructions in its execution, a task handled by the control program. The control program also performs numerous other housekeeping tasks which are invisible to the user, e.g. keeping track of time, handling interrupts, and checking user instructions for validity. This last task becomes very visible if any errors are
detected, since the user program is then terminated, and a message indicating the type of error is printed on the TTY.

The use of subroutines facilitates the writing of complex programs, and often enables them to occupy less memory space. There is provision for four levels of subroutines in the user program, this number being the result of a compromise between user language flexibility and available user language space.

Both integer and floating-point numbers are available to the user program. Integer numbers occupy one memory word and have a range \(16,383\). Floating-point numbers occupy two consecutive memory words and have a range \(10^{-34}\) with an accuracy of seven decimal digits. Floating-point numbers are used whenever a large dynamic range is important; integer numbers are used in cases, such as manipulations to generate computer addresses, where round-off errors are intolerable.

In our real-time system, the handling of interrupts from the system is a vitally important aspect of its operation. We shall now describe this in some detail. There are two interrupt lines to the computer, one dedicated to the A/D converter, the other to the remaining five system interrupts. This second line is fed from an interrupt receiver which manipulates the five interrupts. To avoid conflicts of interest if two
of these interrupts occur simultaneously, they are rated in priority so that the one with highest priority is serviced first. In order of decreasing priority, the device interrupts are frequency counter, misbalance detector, and those for the NMR field-lock. The interrupt receiver stores each device interrupt in a latch, the output of which passes through a number of masks before being connected to the computer interrupt line. The latches may be reset, and the state of the masks (i.e., mask or unmask) set by the user program via an Input/Output instruction. This rather complicated arrangement is essential because the computer may be performing a task in which it would be very inconvenient, or even disastrous, to be interrupted by a particular device or devices. When an interrupt is received by the computer, it determines from which device it came and then jumps to the relevant user-program interrupt subroutine.

An example of a situation in which interrupts could cause a problem, is in the control of the A/D converter. After the computer sends a signal to the A/D converter to start its measurement, the computer waits for a signal on the first interrupt line which signifies the end of conversion. If, for example, the field-lock interrupt is received during this wait, the computer would service the field-lock. However,
the field-lock interrupt subroutine involves the A/D converter. To avoid this problem, the control program automatically masks the second interrupt line during the wait, and resets it to its original state after completion of the A/D instruction.

The other major real-time function is the RTC. The user program sets the RTC in units of 10 ms by the set RTC instruction. A test RTC instruction checks if the time is up, and, if it is, the computer jumps to a specified program step. When going from a lower to a higher level subroutine, time is still kept in the lower level. It is also possible to set and test the RTC in the higher level subroutine independently of the lower one.

Finally, we give an example of a simple program which could be used to produce a linear field sweep. In this example, the field is not locked, and the sweep is produced by incrementing the contents of the field-lock D/A converter once per second. The program is shown in Fig. 5.7, the numbers being in hexadecimal format in which decimal numbers ten through fifteen are written A through F respectively. The control program executes step 0 and proceeds with steps 1, 2, 3, etc. unless directed otherwise. The starting location and the storage space indicated can actually be anywhere within the user area of the memory. The parameters of
the sweep can be changed by simply feeding different numbers into locations 0E09, 0F00 and 0F01 of the computer memory.

5.2.16 System monitors

One way of checking the operation of the hardware is to use the manual operation console to view the state of each device. However, in order to view parameters stored within the computer without interrupting the experiment, two monitoring devices are connected to the bus. Each contains a sixteen-bit data latch and an associated D/A converter; the user program can output important parameters to either of these devices.

Other monitors which are not connected to the bus are a Hewlett-Packard (HP) 1201B oscilloscope to view the audio output of the Robinson spectrometer, a Darcy TSI 185R frequency counter with decimal display connected to the output of the frequency converter, and two HP 6802 strip-chart recorders to monitor the outputs of the $I_m$ and $2_f$ lock-in detectors. The event markers of these recorders are under the control of the system.
S.2.17  Power supplies

As will be seen in section 5.4.3, a major problem was the elimination of systematic errors arising from the interaction between the RF and audio signals. The ac power line, ground connections and common dc power supplies provide a very effective means of coupling the two signals. In order to reduce the problem, the units associated with the RF circuitry of the spectrometer were physically separated from the low frequency digital and analogue circuitry. Moreover, the RF and audio sections were fed from "independent" 115 V ac power lines. Extensive RF filtering was incorporated in the power line feeding the audio circuitry.

Grounding, as opposed to shielding, is only important for operator safety. Indiscriminate grounding of equipment can cause "ground loops" thereby creating troublesome spurious signals. The ground pins on the ac power plugs of the individual units were therefore not used. Instead a cold water pipe was used as a common ground point for the various parts of the system.

To improve electrical isolation, the Robinson spectrometer has its own 200 V - 200 ma and -6.3 V power supplies which incorporated extensive RF and audio filtering. Since the system contains approximately forty cards of circuitry, it was impractical to provide
an independent dc power supply for each card. Instead, a few high-power supplies were used, and isolation was achieved by incorporating shunt regulators on all of the cards.

5.3 User language computer programs

5.3.1 General considerations

The flow-charts for the User Programs are shown in Figs. 5.8 to 5.16. Although these are not written in the user language, they do display the logical sequence of events of the actual computer program. The flow-chart is read as follows: start at step 0 and proceed with steps 1, 2, 3, etc., unless directed otherwise by a branch step. These are written in the form of a question. If the answer is yes, then branch; if the answer is no, then proceed with the next step.

Normally, the computer is running the "Data Collection Program" and its subroutines, which are "N2", "136" and "Resonance-Lock". When an interrupt is received from the system, the "Data Collection Program" is halted and the computer then jumps to the appropriate interrupt subroutine, namely "Frequency Counter", "Field-Lock" or "Misbalance Detector". On completion of this subroutine, the computer returns to the "Data Collection Program" and continues where
Figure 5.8

Flow chart of the "data collection program". This program uses the "HI", "156" and "Resonance lock" subroutines.
Figure 5.9

The flow chart of the "N2" subroutine which is used by the "Data collection program".
ENTER ISX SUBROUTINE

ADD MEAN + D TO MEAN

STORE MEAN

CALCULATE (MEAN + 3.5 - (MEAN + 150)) = D

SATURATION POWER ON

ADD 1 TO SIGMA Rx

ADD D TO SIGMA Df

INCREMENT N2 CNTRP

IF N2 CNTRP >= N2:

EXIT
Figure 5.10

The flow chart of the "156" subroutine which is used by the "Data collection program".
Figure 5.11

The flow chart of the "Resonance lock" subroutine which is used by the "Data collection program".
Figure 5.12

The flow chart of the
"Frequency counter interrupt"
subroutine.
Figure 9.14

The flow chart of the 'Mainline network interrupt' subroutine.
Figure 3.15

The flow chart of the
"Frequency sweep" program.
LOAD CORRECT FEED WITH BOTTOM NUMBER

WAIT 0.1 SEC

INCREASE CORRECT FEED

IF CORRECT FEED = TOP NUMBER

WAIT 0.1 SEC

DECREASE CORRECT FEED

ELSE CORRECT FEED = BOTTOM NUMBER
Figure 5.16

The flow chart of the "Transient experiment" program.
01 OUTPUT Saturation POWER ON
02 ↓
03 WAIT 2 SEC.
04 ↓
05 OUTPUT MAX. INTERFILT.
06 ↓
07 OUTPUT SATURATION POWER OFF
08 ↓
09 OUTPUT START CORREL.
10 ↓
11 OUTPUT UNH. INTERFILT.
12 ↓
13 WAIT 41 SEC.
14 ↓
15 JUMP TO STEP 1
it left off.

The "Frequency Sweep Program" is used to generate a triangular frequency sweep for the spectrometer. It is used instead of the "Data Collection Program" whenever it is necessary to plot or search for a resonance.

Of the total memory space of 4095 words, only 1169 are available for the user programs. Of these, approximately 1000 are occupied by the 500 user instructions and the remainder are usable for data storage. We discuss in the following sections 5.3.2 to 5.3.6 the programs used for the enhancement experiment.

5.3.2 The "Data Collection" Program

As discussed in section 5.1, the lock-in detector maintains the spectrometer frequency at the resonance center and the lock-in detector measures the resonance amplitude. The output of the lock-in detector is shown for one "saturation cycle" in Fig. 5.2. At the start of this cycle, the lock-in detector reference has a phase 0° (say) and the saturation power is off. Data is collected for ten seconds and then the reference phase is changed to 180°, thus reversing the lock-in detector output. After waiting 1.4 seconds to allow the output from Tchebyscheff low-pass filter to come to within 0.05% of its final value, another twenty seconds of data is collected. The
reference phase is now reversed back to 0° and, after the 1.4 seconds wait, ten seconds of data are again collected. This completes one "phase-cycle", which is repeated two more times. The saturation power is then applied and the resonance amplitude thus increases rapidly. (The noise level also increases due to noise from the saturation source.) A time of forty seconds is allowed for the spin system to reach equilibrium. Six "phase-cycles" are then performed. The saturation power is thereafter removed and the spin system relaxed, back to the unsaturated state. (This recovery allows the value of $N_2$ to be determined as discussed in section 4.2.) Forty seconds after removing the saturation power, three more "phase-cycles" are performed. The "saturation cycle" is completed by the teletype printing out the experimental data. Every fifth "saturation cycle", some diagnostic information is printed with the experimental data.

The flow charts of the program which generated the sequence of events just described are shown in Figs. 5.8 to 5.10. This program also analyzes the data collected. In these flow charts, $N_1$ is the number of times per quarter "phase-cycle" that the Larmor lock-in detector is measured with the A/D converter; $N_2$ is the number of times per quarter "saturation cycle" that the "phase-cycle" is performed, and $N_3$ is the
number of "saturation cycles" performed between diagnostic data printing. In the present experiment, they are 100, 3 and 5 respectively. In Figs. 5.8 to 5.10, $D$ is the true peak resonance amplitude for one "phase-cycle". The quantity $U_1$ is the mean over the $i$'th "saturation cycle" of the $D$ values obtained in the absence of the saturation power. Similarly $S_1$ is the mean of the $D$ values obtained in the presence of the saturation power.

We shall now describe some aspects of the data analysis. The output of the lock-in detector in general includes a dc offset. This offset, however, remains constant on reversing the reference phase, whereas the resonance signal changes sign. Therefore, the difference between the lock-in detector signals obtained at the two reference phase settings is a measure of the true peak-to-peak resonance amplitude. Also, because equal time is spent collecting data at each of the two phase settings, and because the "phase-cycle" is such that the data for each setting is centered about the same point in time, $D$ is unaffected by linear drifts in the dc offset. Higher order drifts do, however, introduce an error in $D$, but it is unlikely that such drifts would occur consistently over many "phase-cycles". Therefore, the error introduced will statistically average to zero. The
"saturation cycle" similarly cancels completely any error due to a linear gain drift and reduces any error caused by non-linear drifts.

Ideally, the phase and saturation cycles should be short compared with the characteristic time of any drifts. However, there are practical limitations as to how short these cycles can be. One is the forty second wait required for the spin system to reach equilibrium. The shorter the "saturation cycle", the greater the proportion of time spent in this wait period, therefore less time is spent collecting data. The other waiting period is the 1.4 seconds required by the low-pass filter to stabilize after a reference phase-change. This time can be reduced by increasing the filter bandwidth. This would mean that the A/D sampling rate would have to be increased proportionally, to avoid aliasing problems (Carlson, 1975) and loss of data. Our A/D converter has a maximum practical sampling rate of 10 Hz, which implies that components with frequencies above 5 Hz must be rejected. This was achieved by setting the 3 db cut-off frequency of the Tschebyscheff filter to 1 Hz. Hence for the cycle shown in Fig. 5.2, data was collected for an acceptable 80% of the time.
Although $S_1$ and $U_1$, the enhanced and unenhanced resonance amplitudes, have normally distributed errors, the ratio $\mathcal{E}_1 = S_1/U_1$ will in general have a skewed distribution with a long tail on the high-value side. We therefore take as our best estimate of the enhancement $E AV = \mathcal{E} S_1 / U_1$ rather than $\mathcal{E}$ the mean of the individual $\mathcal{E}_1$. The difference between $\mathcal{E}$ and $E AV$ depends upon the error in $U_1$, and in our case was found to be approximately 11. We obtain the random error in $E AV$ from the scatter of $\mathcal{E}_1$ about the mean, using the expression

$$ (\delta E AV)^2 = \frac{1}{n(n-1)} \left[ (\mathcal{E} E_1^2) - \frac{1}{n} (\mathcal{E} E_1)^2 \right]. $$

(5.5)

The quantity $\delta E AV$ could alternatively have been calculated from the errors in $\mathcal{E} U_1$ and $\mathcal{E} S_1$. However, this has the disadvantage that one would have to take into account correlations in $U_1$ and $S_1$ caused by gain variations. The effect of such gain variations on the value of $\mathcal{E}_1$ is, of course, minimized by the structure of the "saturation cycle" as described previously.

The values of $U_1$, $S_1$, $\mathcal{E}_1$, $E AV$ and $(\delta E AV)^2$ are printed on the teletype after each saturation cycle. A two hour sample is shown in Fig. 5.17.
<table>
<thead>
<tr>
<th>( U )</th>
<th>( S )</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5.611847E+00</td>
<td>-8.155416E+00</td>
<td>+1.453250E+00</td>
</tr>
<tr>
<td>+1.453250E+00</td>
<td>-2.304186E-07</td>
<td></td>
</tr>
<tr>
<td>+1.502361E+00</td>
<td>+1.261592E-03</td>
<td></td>
</tr>
<tr>
<td>-5.468147E+00</td>
<td>-7.974300E+00</td>
<td>+1.474498E+00</td>
</tr>
<tr>
<td>+1.493165E+00</td>
<td>+6.236553E-04</td>
<td></td>
</tr>
<tr>
<td>+1.537670E+00</td>
<td>+7.985191E+00</td>
<td>+1.404513E+00</td>
</tr>
<tr>
<td>+1.491028E+00</td>
<td>+3.544992E-04</td>
<td></td>
</tr>
<tr>
<td>-5.544362E+00</td>
<td>-6.067274E+00</td>
<td>+1.444612E+00</td>
</tr>
<tr>
<td>+1.484155E+00</td>
<td>+2.972030E-04</td>
<td></td>
</tr>
<tr>
<td>0.0335</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+01391</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+01563</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+00066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+00066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+00066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-5.384547E+00</td>
<td>-6.926966E+00</td>
<td>+1.496741E+00</td>
</tr>
<tr>
<td>+1.483062E+00</td>
<td>+2.601129E-04</td>
<td></td>
</tr>
<tr>
<td>-5.472848E+00</td>
<td>-8.284840E+00</td>
<td>+1.513975E+00</td>
</tr>
<tr>
<td>+1.487490E+00</td>
<td>+1.691312E-04</td>
<td></td>
</tr>
<tr>
<td>-5.516047E+00</td>
<td>-8.349989E+00</td>
<td>+1.513763E+00</td>
</tr>
<tr>
<td>+1.490804E+00</td>
<td>+1.396106E-04</td>
<td></td>
</tr>
<tr>
<td>-5.341640E+00</td>
<td>-8.391632E+00</td>
<td>+1.579984E+00</td>
</tr>
<tr>
<td>+1.499932E+00</td>
<td>+1.794556E-04</td>
<td></td>
</tr>
<tr>
<td>-5.390581E+00</td>
<td>-7.963885E+00</td>
<td>+1.477185E+00</td>
</tr>
<tr>
<td>+1.497321E+00</td>
<td>+1.580702E-04</td>
<td></td>
</tr>
<tr>
<td>0.0666</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+01390</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+01390</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+00066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+00066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+00066</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3.3 The "Frequency Counter Interrupt" Subroutine

The loops which control the Robinson spectrometer frequency are shown in Fig. 5.18. The frequency counter is contained within the FAST LOOP, the function of which is to maintain the spectrometer frequency at a predetermined "Correct Frequency". The purpose of the SLOW LOOP will be discussed in section 5.3.4.

The flow chart for the frequency counter interrupt subroutine is shown in Fig. 5.12. This program is entered when the frequency counter generates an interrupt signifying the end of the frequency count. Steps 9 and 11 of the program provide frequency markers on the chart recorder in the following manner. The "Correct Frequency" is stored in the computer as a binary number. Whenever the 64 Hz bit is one, a "one" is fed to the chart recorder event marker. Correspondingly, when the 64 Hz bit is zero a "zero" is fed to the event marker. Thus, the event marker generates a square wave of "period" 128 Hz, whenever the frequency sweep program is being executed. Steps 15 and 17 remove the ambiguity introduced by the 12-bit count number supplied by the frequency counter. If the apparent change in the spectrometer frequency is greater than 200 Hz, it is assumed that the frequency counter has malfunctioned for this count; therefore no correction
Figure 5.18

Block diagram showing how the frequency of the Robinson spectrometer may be varied and controlled.
to mode. Steps 25 and 27 check if the D/A number exceeds the allowable range of the 12-bit frequency control D/A converter. Steps 31 and 33 are used to count the number of times this subroutine is used. These numbers are part of the diagnostic information printed every five "saturation cycles".

3.1.4 The "Resonance-Lock" Program

If the resonance-lock is achieved in the usual continuous analogue manner, a systematic error in the determination of enhancement could result for the following reason. The output of the lock-in detector is an even function of the frequency deviation from the resonance center. Therefore, the mean detector output will depend not only upon the resonance amplitude but also on the magnitude of these frequency deviations. As the signal-to-noise ratio of the error signal is, in general, different for the saturated and unsaturated parts of the cycle, the magnitude of the frequency deviations would also be different. Hence, the value of E obtained would depend upon the difference in magnitude of these frequency fluctuations between the two parts of the saturation cycle. This systematic error can be avoided by keeping the locking frequency fixed throughout one complete "saturation cycle," and only making corrections to this frequency.
between cycles.

The "Frequency Counter Interrupt" subroutine keeps the spectrometer frequency locked to the "Correct Frequency"; the "Resonance Lock" program ensures that this frequency coincides with the resonance center. The lock-in detector provides the error signal for achieving this condition, as indicated in the SLOW LOOP of Fig. 3.16. The error signal is sampled every twenty seconds, as indicated in Fig. 3.9. (For convenience, this sampling occurs every time the lock-in detector reference phase is reversed.) At the end of each saturation cycle (i.e., once per ten minutes), the cumulative error (\( \varepsilon_{78} \)) is used to determine the required change in the "Correct Frequency" by means of the relation:

\[
\text{"Correction (in Hz)"} = \frac{\varepsilon_{78}}{U_i}
\]  \hspace{1cm} (5.6)

as indicated in Fig. 3.11. The parameter \( k \) is an experimentally determined scale factor. The cumulative error (\( \varepsilon_{78} \)) is divided by the resonance amplitude \( U_i \), so as to avoid having to redetermine \( k \) for each spectrometer observing power or crystal setting. The "Correction (in Hz)" is usually not more than 20 Hz, so if a correction of greater than 50 Hz is indicated, it is assumed to be due to noise rather than a genuine shift of resonance frequency. If this situation occurs,
a correction of only 50 Hz is made and the user is notified by a star (*) appearing after the data printout of this cycle. Stars occurring in many successive cycles usually indicate an equipment malfunction.

5.3.5 The "Balance Network" Subroutine

This subroutine can be entered if an interrupt is generated by the misbalance detector, indicating a significant NMR sensitivity change, as discussed in section 5.2.3. The purpose of this subroutine is to readjust the balance network so that the misbalance detector output falls to an acceptable level (corresponding to an NMR sensitivity change of no more than 0.01%). This is the "OK" level mentioned in the flowchart given in Fig. 5.14. Unfortunately, the misbalance detector gives only the amplitude but not the phase of the misbalance. This deficiency can be overcome by the following procedure: We measure the misbalance amplitude $A_1$ and then turn on, for a given time, the motor driving the in-phase (X) mode. This changes the misbalance by a previously calibrated amount $\Delta X$ in the $x$ direction. We now again measure the misbalance amplitude $A_2$, and the $x$-coordinate of the final misbalance is given by

$$ x = \frac{(A_2^2 - A_1^2 + \Delta x^2)}{2\Delta x} \quad (5.7) $$
This procedure is shown in Fig. 5.19. Once the x-coordinate is known, the X-mode motor is turned on for the correct time and in the correct direction to make the x-coordinate of the misbalance equal to zero. A similar procedure can then be performed for the orthogonal (Y) mode. This procedure is repeated if necessary, until the desired misbalance level is reached.

For the above procedure to work in practice, a number of imperfections have to be accounted for. The output of the misbalance detector is not perfectly linear with input amplitude; this output is therefore linearized by a simple polynomial transformation. Also, the inertia of the motors and the backlash in the reduction gear-train are not negligible. The first problem is overcome by waiting three seconds after the motors are switched off before measuring the misbalance.

For the standard Δx or Δy shifts, the backlash problem was avoided by choosing the sign of the shift to be such that the motor turns in the same direction as before. Whenever a correction calls for the motors to turn in the opposite direction to its last movement, the motor is activated for a sufficient time to take up the backlash. Since a perfect backlash correction is not possible, the misbalance amplitude is remeasured
Figure 5.19

Vector diagram illustrating the procedure used to rebalance the "Balance network".
and the new $x$ (or $y$) coordinate is calculated. A final problem is the Joule heating of the delay line which causes the orthogonal mode to drift for several seconds after the saturating signal is applied. The misbalance detector interrupt is therefore masked for the first thirty seconds to allow thermal equilibrium to be achieved and to prevent needless balance-network corrections.

The correction procedure works quite effectively in practice, and only one or two corrections are required to achieve balance. The overall stability of the network is such that at the minimum separation of 20 kHz between center line and satellite, the subroutine was used only about four times per hour.

5.3.6 The "NMR Field-Lock Interrupt" Subroutine

This subroutine performs the software tasks involved with maintaining a constant magnetic field. The block diagram of the NMR field-lock is shown in Fig. 5.6 and the flow-chart is given in Fig. 5.13. A field-lock interrupt is generated if the Rollin lock-in detector output is greater than the deadband, or if the second harmonic monitor output is too small. The deadband voltage was chosen to be equivalent to a one-bit change of the field-lock D/A converter. This
subroutine checks if the second harmonic signal is too small (step 7 of flow chart); if it is, it "outputs" the D/A number to the field-lock D/A converter. This is done in case a stray pulse has altered the D/A contents. In step 9, the computer decides which Rollin lock-in detector interrupt was generated. It then increments or decrements the D/A number as appropriate. Step 13 is part of the diagnostic information printed every five saturation cycles.

Because the magnetic field drifts are typically very slow, the "one-bit-at-a-time correction algorithm" was satisfactory. Occasionally, rapid field changes of up to fifteen bits occur when iron objects are moved within the magnet's fringe field. However, even these transient errors are within the required stability of a few tens of milligauss.

5.4 Systematic errors in the determination of the enhancement

5.4.1 Classification of systematic errors

There are basically three types of systematic errors in the determination of the enhancement: those relating to NMR, those relating to instrumentation, and those relating to data acquisition and analysis. Methods of overcoming systematic errors in the last
category have already been described in section 5.3.2. They consist of data acquisition in "phase" and "saturation" cycles to eliminate offset and gain drift errors, and taking EAV rather than $\bar{E}$ as the best value of the enhancement. In the following two subsections we shall describe the other classes of systematic errors.

5.4.2 NMR-related systematic errors

We can determine $N_2/N_1$ using any pair of the three resonance lines of $^{23}$Na in NaNO$_3$. There are definite advantages, however, to observing a satellite and saturating the center line. As shown in section 3.2, the separation between the satellite and center line is, to first order, proportional to the $z$ component of the electric field gradient at the nuclear site, whereas the much smaller shift of the center line is a second order effect. Lattice imperfections will cause local deviations in the electric field gradient, and it was found experimentally by Kornfeld and Lemanov (1960) that such imperfections result in a small loss of intensity of a satellite line, but a negligible loss in the intensity of the center line. It is therefore safer to saturate the center line rather than a satellite to ensure complete saturation of the spin system.
Failure to achieve complete saturation would obviously lead to low enhancement values.

If any spurious resonances from the materials in the probe occur at the Robinson spectrometer frequency, they will introduce an error in the determination of the enhancement. Sodium is not a constituent of any material used within the body of the probe. However, since $^{63}$Cu and $^{23}$Na have similar resonance frequencies, all coils and wiring within the probe were made of silver rather than copper. Another possible source of error is the $^{27}$Al resonance from the probe body. One would expect the $^{27}$Al resonance to be weak since the modulation amplitude is very much less than the $^{27}$Al NMR linewidth. (This is particularly true for our present method of detection, since the signal is proportional to the square of the modulation amplitude provided this is small.) Moreover, the aluminium is at least half an inch away from the spectrometer coil. In addition, the rf observing power used in the experiment is very much less than the optimum power for observing the $^{27}$Al resonance in aluminium metal. A search over the frequency region where the resonances from $\text{NaN}_3$ can occur revealed no spurious resonances. In addition, the $^{27}$Al resonance occurs at a frequency lower than the $^{23}$Na center line in $\text{NaN}_3$. We therefore generally made our measurements
on the high frequency rather than the low frequency satellite, thereby ensuring that there was no possibility of a systematic error arising from $^{27}$Al.

For the enhancement value to give an accurate measure of $N_L/N_1$, the resonance line shape must be unaffected by the saturation field. When the transition rate caused by the saturation field becomes comparable with the spin-flip transition rate, "motional" narrowing of the line will occur (Bloch, 1958; Sarles and Cotts, 1958). This would lead to enhancement values which are too large. Estimations of the transition rates indicate that this regime occurs at a saturation level orders of magnitude greater than that used in our work. Also, no evidence of line shapes changes on saturation was found.

According to the theory of Redfield (1955), Provotorov (1961) and Goldburg (1960, 1961), it is not possible to completely saturate a resonance by a steady-state technique, if the saturation frequency is mis-set from the resonance center. As we require essentially complete saturation of the center line, an experiment was performed to investigate how close to the center of the resonance the saturation frequency must be. By performing an enhancement experiment in the normal way, but mis-setting the saturation frequency from the center of the line, the results of Fig. 5.20
Figure 5.20

The enhancement of the high frequency satellite as a function of the frequency offset of the saturation signal from the middle of the center line. The field modulation amplitude corresponds to 1.4 kHz in frequency units. The solid line is the best fit to the data points.
were obtained. The extended region of constant enhancement can be understood (Hughes and Reed, 1971) by noting that the field modulation has the effect of sweeping the saturation field back and forth across the resonance. Experimentally it appears that essentially complete saturation occurs provided the modulation takes the saturation field across the resonance center at some stage of the modulation cycle.

Near the crystal orientation \( \theta = 54^\circ \), the separation between a satellite and the center line is small, and it is possible for the "wings" of these resonances to overlap. Some of the saturating power would then "leak" into the satellite resonance by spin-exchange interactions (Bloembergen et al., 1959), thereby altering the populations of the various energy levels. This point was investigated by performing an enhancement experiment in which the saturation power was applied to the wing of the satellite resonance.

When the separation between the satellite and the center line is 40 kHz and the saturation power is set 20 kHz below the high frequency satellite line, we obtained a satellite enhancement \( E = 1.0025 : 0.0040 \). When the saturation frequency was 40 kHz higher than the high frequency satellite frequency, we obtained \( E = 1.0004 : 0.0027 \). These results indicate that "overlap" effects are unimportant in our crystal, since we would
otherwise expect an enhancement of less than unity.

This is another way in which the saturation field can introduce a systematic error. Sodium nitrate is not a perfectly loss-free dielectric (Harliah et al., 1967). Thus, the large saturation field will directly heat the sample, thereby introducing an asymmetry into the two parts of the "saturation cycle." This will lead to values of enhancement which are too small. The measurements described in the previous paragraph therefore show that overlap effects and heating effects are insignificant.

The linear E-Eo extrapolation is only valid for small values of E-Eo as was found experimentally by Reed (1970). We observed deviations from linearity when the increase AE in the enhancement ceased by the finite E-Eo was approximately one tenth of the enhancement value. In our measurements, for safety, we restricted our E-Eo range so that AE/E was always less than 0.03. The data obtained at $\theta = 100^\circ$ shown in Fig. 3.21 show no evidence of any non-linearity, although this angular setting is one at which the satellite line saturates comparatively easily.

As will be seen from section 6.4, the observed signal decays exponentially with a time constant of approximately six seconds after removing the saturation power. To avoid the systematic error associated with
Figure 9.21

Enhancement of the high frequency satellite
as a function of the spectrometer power $P_{obs}$.
The data were taken when the center line was
severely saturated and the crystal orientation
corresponded to $\theta = 160^\circ$. 
recording the unsaturated resonance amplitude while it is recovering from saturation, we must wait several time constants before recording any data. This is the reason for the forty second wait in the 'saturation cycles'. Calculation shows that at the end of this period, the unenhanced amplitude is 0.061 too large, and the mean error over the whole unsaturated part of the cycle is only 0.0011.

5.4.3 Instrumentation-related systematic errors

One error already mentioned in section 5.2.7 is the NMR sensitivity change caused by a spurious injection of saturation voltage into the spectrometer. Associated with this sensitivity change is a pulling of the spectrometer frequency (Hughes et al., 1973). In fact, for large injections, the frequency pulling can be so severe that the spectrometer is locked to the saturation frequency! Without the frequency-lock, the free-running spectrometer frequency will in general be slightly different for the two parts of the 'saturation cycle'. Data would therefore be gathered from two different points on the resonance. However, the frequency-lock ensures that the same point on the resonance is observed throughout the complete 'saturation cycle'.
Another problem is the mixing of the modulation and rf signals within the spectrometer to produce an rf signal which is amplitude modulated at \(-\omega\) or \(2\omega\). This will then cause spurious outputs at the lock-in detectors, whose signs are reversed when the reference phase is reversed. The modulation at \(2\omega\) is particularly troublesome since it contributes a systematic error to the measured NMR amplitudes. A typical modulation depth for the NMR signals in our experiment is \(10^{-6}\); we regard a systematic error of \(0.1\%\) of this as troublesome. This translates into a maximum spurious modulation amplitude of only 100 picovolts across the sample coil.

One method whereby an amplitude modulation is produced is via the magnetoresistance of the silver spectrometer coil. This has the effect of directly modulating the Q of the tuned circuit. Indeed the only difference between this magnetoresistance effect and NMR absorption is that the latter is resonant whereas the former is not. However, measurement\(^*\) shows that the magnetoresistance of silver is small, and it is estimated that a two gauss modulation field would produce a negligible modulation depth of \(10^{-12}\) at \(2\omega\).

\(^*\) We are grateful to Dr. J. Rowlands for performing the magnetoresistance measurement.
An amplitude modulated signal can also be caused by the non-linear mixing of the rf voltage and any voltages at \( \frac{v}{n} \), or indeed \( \frac{v^2}{n} \), which enter the spectrometer. Voltages at \( \frac{v}{n} \) are more likely to be present than those at \( \frac{v^4}{n} \) because of the low harmonic content of the modulation signal. Initial tests without the NMR sample showed that the \( v_1 \) and \( S_1 \) values were non-zero, thus indicating an amplitude modulation at \( \frac{v}{n} \). These \( v_1 \) and \( S_1 \) values were found to be roughly proportional to the rf amplitude and to the square of the field modulation amplitude. This indicates that mixing was occurring via a cubic term in the transfer characteristics of the rf amplifiers. We now discuss various ways by which the modulation voltage can enter the spectrometer, and methods used to overcome this problem.

The field modulation will obviously induce a voltage in the spectrometer sample coil. The coupling to the rf amplifiers was therefore minimized by inserting a high-pass L-C filter between the sample tuned circuit and the first rf stage. The capacitor was approximately 1000 pF; the inductor was self-resonant at 2 MHz, and had a resistance of 5 ohms. This filter behaves like a 10^5:1 voltage divider at 78 Hz and like a low-loss capacitative divider at 7.5 MHz.

The fringe field of the modulation coils will also induce voltages in the spectrometer wiring. This
field was reduced an order of magnitude by placing a sheet of 0.012" thick aluminium between the spectrometer and the modulation coils. Further reduction was provided by placing soft iron tube caps over the sensitive rf amplifying tubes.

The electrostatic coupling between the modulation coils and the probe can give rise to small currents at a frequency flowing in the probe body. These were minimized by feeding the modulation coils from a source which was balanced relative to ground.

The modulation voltage present in the input tuned circuit can also produce an amplitude modulation by a totally different mechanism. This voltage will alter the resonant frequency of the tuned circuit via the variable capacitance diode. A frequency dependent gain, for example, will then convert this frequency modulation into an amplitude modulation. The modulation voltage across the diode was therefore reduced by using four diodes in parallel and decreasing the size of the series capacitor to the smallest value which would give the desired tuning range. As seen from Fig. 5.5, these capacitors form a voltage divider, which in the final configuration provided an order of magnitude reduction of the modulation voltage pickup across the diodes.

Precautions were also taken to prevent signals at the modulation frequency from entering the spectrometer by any other route. All connections, in
particular those from the power supplies, were extensively filtered.

Disappointingly, in spite of all these precautions, a significant modulation was present even with the modulation source disconnected. This indicated that the problem was more subtle than appeared at first sight. It was finally traced to the following mechanism: radiation from the spectrometer mixed with signals coherent with the $2\pi$ reference voltage and the modulated rf signal was reradiated back into the spectrometer. To reduce this strange phenomenon, the radiation from the spectrometer was reduced by including rf filters in all leads connected to the spectrometer, except the one to the frequency converter. (All of these precautions also reduce the sensitivity of the spectrometer to external radiation.) However, the line from the spectrometer to the frequency converter still provided an unfiltered path into the spectrometer. This line was therefore fed by an amplifier with a low reverse gain, thereby reducing the chance of radiation leaking in by this route. The frequency converter, itself, was mounted adjacent to the spectrometer, and was enclosed in an "rf tight" steel box. At this stage of the development, the wiring to the probe and balance network was changed from the original coaxial to triaxial cable in order to improve the shielding of these
However, even these additional measures did not eliminate the spurious modulation completely! Tests showed that the amplitude and sign of the spurious \( V_1 \) and \( S_1 \) were strongly dependent upon the spectrometry frequency and level. Indeed, it was finally realized that anything that changed the rf radiation field in the laboratory also changed \( V_1 \) and \( S_1 \). The nature of the mechanisms was finally confirmed when the lock-in detectors and their associated equipment were located in a room two hundred feet away from the laboratory. In this configuration the spurious \( V_1 \) and \( S_1 \) values were found to be negligible. This was obviously a rather inconvenient permanent arrangement and another solution was sought! The cure was to keep the rf radiation field physically separated from the circuitry containing \( V_m \) and \( 2V_m \) voltages. This was achieved by reconstructing the correlators for the lock-in detectors plus the associated reference and field modulation source in a separate shielded box, which we called "Superbox". All leads entering this unit were extensively rf and audio filtered, and the box was constructed from 1/8" steel. "Rf gaskets" of aluminium foil were used to make the box as rf leak-proof as possible. Furthermore, the circuitry was constructed from low
power logic to reduce the currents flowing at the troublesome frequencies.

A final test of two weeks duration found no evidence of any spurious output, and it is estimated that any residual modulation must be less than \( \text{one part in } 10^{11} \).

As mentioned in section 5.4.2, measurement of the enhancement of a satellite when the saturation power was "off resonance" gave an enhancement close to unity. These measurements were performed when the separation between the saturation and observing frequencies was 40 kHz or less. We also measured the "off resonance" enhancement when this separation was 150 kHz. Rather surprisingly, the enhancement was found to be roughly 0.25\% low. A careful study of the \( P_{\text{obs}} \) dependence indicated that this systematic error decreases with decreasing \( P_{\text{obs}} \). Hence the error in the determination of \( N_2/N_1 \) should be small since they are obtained from an extrapolation of the \( \delta P_{\text{obs}} \) data.

We attribute this frequency-dependent systematic error to the following mechanism. A small amount of radiation at the observing frequency finds its way from the spectrometer into the rf power source supplying the saturation field. Since the balance network is only perfectly balanced at one frequency, there will be a net coupling between the saturation coils and the
spectrometer coil at frequencies other than the saturation frequency. Thus, the spurious signal at the spectrometer frequency will appear as an additional feedback path. This will then change the spectrometer level in a way which depends on its phase and amplitude. The amplitude will depend upon whether the rf power source is on or off. Thus, there will be a difference in the spectrometer level between the two parts of the "saturation cycle".

Although a change of 0.01% would be too small to detect directly with our spectrometer level monitor, since the NMR signal amplitude is proportional to the spectrometer level, this mechanism will obviously lead to a systematic error in the measurement of enhancement.

From an analysis of the characteristics of the balance network, we would expect that the error would be proportional to the difference between the saturation and observing frequencies, although this point has not been checked.

Another possible source of error in the determination of enhancement is non-linearity of any of the signal-processing stages. Since a typical modulation depth for the NMR is only 10⁻⁶, it is extremely unlikely that a significant non-linearity would occur in the rf stages of the spectrometer. The signal plus noise levels in the audio sections of the spectrometer is
typically a few tens of millivolts. Inspection of the tube characteristics indicates that the non-linearity over such a range is very much less than 1%. The remainder of the signal processing was performed by operational amplifiers, which, because of the very large amount of negative feedback, are linear to a high degree. Thus, the only significant non-linearity will be caused by any stage overloading. The gain and bandwidth of the various stages were optimised to make full use of the available dynamic range. Also, the signal and noise levels were kept much smaller than the dynamic range. We note that in the stages just prior to the correlators, where the noise is "narrow-band", the noise has a Rayleigh distribution (Cohn, 1964). In the stages following the correlators, the noise should have a Gaussian amplitude distribution.

The system, from the output of the spectrometer to the computer was nevertheless checked for linearity. No non-linearity was found to within the accuracy of the "five and one half digit" voltmeter used to measure the input signal.

Finally, we consider any systematic errors that can arise from the A/D converter. Its linearity, as specified by the manufacturer, is one half a bit. For typical voltage levels measured, this corresponds to approximately 0.001. Another error can be introduced
by the following mechanism. If a voltage occurs between count numbers \( n \) and \( n + 1 \), the first number will result. Therefore, on average, the count number will be one half a count too low. However, since we adjusted the overall gain of the system so that the voltage feeding the A/D converter was in the upper part of its dynamic range, this last systematic error is estimated to be less than 0.01%. The performance of our A/D converter was checked and was found to give an error of 0.2 rather than 0.1 count, which therefore implies a systematic error of less than 0.01%.

4.5 Reduction of the random error in the enhancement measurements

4.5.1 Field modulation considerations

Since we are only interested in resonance amplitudes as opposed to line shapes, we adjusted the modulation amplitude to give a maximum output from the 2-mgd detector when the spectrometer is locked to the center of the resonance. This optimization was performed at each crystal orientation because of the significant change in the resonance linewidth with crystal orientation.

We note that the output of the spectrometer will in general also contain components at \( 4m, 6m, \ldots, 2n-2m \). This information is lost, but in principle could be
regained by using a lock-in detector for each additional harmonic. However, the improvement in the error in $E$ would be rather small. For example, if we recovered a $4_m$ signal which was 25% of the amplitude of the $2_m$ signal, the error would be reduced by only 3%. A more promising alternative is to use only the $2_m$ lock-in detector but choose the modulation waveform such that all of the other components are zero. A series of tests in which a different amount of a $3_m$ component was added to the modulation signal indicated that a small increase in signal amplitude of roughly 10% was possible. However, this feature was not incorporated into the system because of the time required to construct and test a working system free from systematic errors. Another alternative would be to use a bisymmetrical square wave field modulation of large amplitude, since this would produce a $2_m$ square wave at the spectrometer output. The $3_m$ component would be 17% larger than in the previous case. However, in this scheme transient effects would have to be considered, and so this point was not pursued.

5.5.2 Optimization of the data collection

To take into account the perturbing effect of the observing power, $P_{obs}$, on the measured value of $E$, we use a linear extrapolation of the $E-P_{obs}$ graph to
$P_{obs}$ equals zero. Since $M_2/M_1$ is derived from the extrapolated value of $S$, we should collect data in such a way as to make the random error in this value as small as possible.

As shown in Appendix III, the optimum data collection procedure consists of spending one ninth of the time at $P_{obs}$ equals the maximum allowable value, and the remainder of the time at a value of observing power a quarter of the maximum. If instead of taking just two data points we were to undertake six measurements at $P_{obs} = 1/6, 2/6, 3/6, 4/6, 5/6$ and $6/6$ of the maximum, and spend time on each point such that each has the same weight, then the random error in the intercept would be 1.7 times greater than that obtained by the two point method. Thus, the total time required for the second method would be $(1.7)^2$ times longer than that required for the first to give equal error in the intercept.

In practice we took a number of different data points. However, the $P_{obs}$ values were in two groups close to the optimum values described in Appendix III. This was done to provide checks on the consistency of the data.
5.6. Experimental details of the transient experiment

As described in section 4.2, the magnitude of \( W \) can be determined by recording the recovery of a satellite line after removal of the saturation power from the center line. Such an experiment was performed at \( \theta = 180^\circ \) using the computer-controlled spectrometer system. As before, the resonance amplitude was measured using field modulation at \( 2u \) and phase sensitive detection at \( 3u \). The "Field-Lock" and "Frequency-Lock" programs (see sections 5.3.6 and 5.3.3) were utilized in order to maintain the resonance condition. To record the recovery of the satellite without distortion, it was necessary to use a detector bandwidth of 3 Hz. The signal-to-noise ratio was then so poor that signal averaging was essential. In principle this could be performed using the computer. However, there was insufficient spare memory, so the signal averaging was achieved externally in a Fabritek Signal Average model number 1062. The data acquisition of this unit was under the direct command of the computer, and the lock-in detector output was sampled every 80 milliseconds for a total of 512 data points per sweep. The flow chart for the user program for this experiment is shown in Fig. 5.16. Approximately twelve hours of data were collected at each value of \( P_{obs} \), and the average
recovery was numerically printed by a Fabritak high speed printer, model number 201.

The optimum "two point" method discussed in Appendix III was not used since the linear extrapolation of the decay constant had not been previously experimentally verified. Also, since the decay had not been experimentally shown to be a single exponential, the complete decay was recorded far out into the baseline for approximately seven time constants.

5.7 Crystal information

Most of the data reported in this thesis were obtained using a sodium nitrate crystal provided by the Harshaw Chemical Company, Cleveland, U.S.A. The crystal was in the form of a cylinder 10 mm in diameter and 9 mm long and the three-fold axis was parallel to the end face of the cylinder. A spectroscopic analysis supplied by the manufacturer showed the following impurities: Al, 3 ppm; Ca, 8 ppm; Mg, 3ppm; Cu ≤ 1 ppm and Si ≤ 1 ppm. No trace of the paramagnetic impurities Fe, Co, Ni and Mn was found. The crystal was annealed by the manufacturer prior to shipment.

A few measurements were taken on a second sodium nitrate crystal also obtained from Harshaw.
This crystal was 15 mm in diameter and mm long and was of the same nominal purity.

5.8 Determination of the crystal orientation

It is desirable to be able to vary the polar and azimuthal angles $\theta$ and $\phi$ independently of one another. The crystal was therefore installed in a nylon sample holder in such a way that it could be rotated about two mutually perpendicular axes. The crystal itself was mounted in a collar which could be rotated about a horizontal axis relative to the sample holder. The collar was equipped with a graduated scale so that the crystal orientation could be set to within one degree. The sample holder could be rotated about a vertical axis in the NMR probe. It was equipped with a circular scale and vernier which could be set to an accuracy of about a quarter of a degree. The crystal was aligned so that the three-fold axis was along the axis of rotation of the collar. In this arrangement rotation about the vertical axis changed $\theta$ but not $\phi$, while rotation of the collar altered $\phi$ but not $\theta$.

The angle $\theta$ was determined from the quadrupole splitting (see eq. (3.1) with $n = 0$), while the angle $\phi$ was determined by the following combination of X-ray and NMR techniques. A precession photograph taken with the X-ray beam directed along the three-fold
axis allowed the angle \( \theta \) to be obtained relative to the crystal cylinder to an accuracy of \( \pm 1^\circ \). The centrosymmetric nature of the X-ray pattern (Buerger, 1963) did not allow a distinction to be made between 0 and \( \theta = 60^\circ \). However, this ambiguity was removed by monitoring the NMR linewidth of the center line as a function of \( \theta \). By comparison with eq. (3.5), the theoretical expression for the second moment of the center line, the correct \( x \) axis could be selected.

Moreover, careful linewidth measurement at \( \theta = 60^\circ \) and \( 120^\circ \) (where the amplitude of the \( \cos 3 \theta \) term is greatest) enabled the position of the \( z \) axis to be independently determined to within one degree.

We are grateful to Dr. M.J. Bennett of the Department of Chemistry for performing the X-ray work.
CHAPTER VI

RESULTS

6.1 Orientation dependence of the quadrupole splitting

The electric field gradient at a nuclear site is characterized by the quadrupole coupling constant $e^2Qq/h$ and the asymmetry parameter $\eta$, quantities which were introduced in section 2.3. It follows from eq. (3.1) that the first order quadrupole splitting between a satellite and the center line for $I = 3/2$ is given by

$$\nu_1 - \nu_0 = \frac{3e^2Qq}{2h}(3 \cos^2 \theta - 1 + \eta \sin^2 \theta \cos 2\phi).$$

(6.1)

When this work was begun, it was believed (Reed, 1970) that there was a possibility that the crystal structure of sodium nitrate did not correspond precisely to that predicted from X-ray measurements. In order to verify that the $^{23}$Na nuclei did indeed lie on a three-fold symmetry axis, careful measurements of the orientation dependence of the quadrupole splitting were made. In order to detect a very small asymmetry parameter it is clear from eq. (6.1) that the satellite splitting should be measured in the vicinity of $\theta = 90^\circ$ for different values of $\phi$. The low frequency satellite line in sodium nitrate was therefore plotted on a chart recorder as the first derivative of the absorption.
line. This was done every 0.5° near 0 = 90° for 0 = -3.5° and 86.5°. In order to obtain a precise measurement of the quadrupole splitting the "Fieldlock" feature was operative and a linear sweep through the resonance was provided by the "Frequency sweep" facility described in section 5.3.1. The resonance center frequency was taken to be that of the cross-over point of the first derivative signal. To avoid the systematic error associated with the time delay of the low-pass filter on the output of the lock-in detector, resonances were recorded with both the frequency increasing and frequency decreasing. The mean of the two cross-over frequencies was taken to be the resonance center frequency. Another systematic error can be caused by a drift of the sample temperature since the quadrupole coupling constant has a temperature coefficient of -0.33 kHz/°C (Andrew et al., 1962). The sample was fairly well thermally isolated from the laboratory, so that any temperature drifts would be slow. However, to minimize any residual systematic error, measurements were made alternately at the two settings 0 = -3.5° and 86.5°.

The results of these measurements are shown in Fig. 6.1. The solid curves represent the best fit of the theoretical form (eq. (6.1)) to the data. We find that the maximum satellite separation from the
Figure 6.1

Measurements of the satellite splitting near $\theta = 90^\circ$ for $\phi = -3.5^\circ$ and $\phi = 86.5^\circ$. The solid lines are the least squares fit to the data.
center line is

\[ 84.035 \pm 0.025 \text{ kHz} \quad \text{at} \quad \theta = -3.5^\circ \]

and \[ 84.025 \pm 0.025 \text{ kHz} \quad \text{at} \quad \theta = 86.5^\circ . \]

From this it follows that

\[ n = (0.6 \pm 1.8) \times 10^{-4} \quad \text{cm}^{-1} \]

from which it appears that the asymmetry parameter is indeed zero at the \( ^{23} \text{Na} \) sites in sodium nitrate.

From these measurements we can also obtain the value of the quadrupole coupling constant. Indeed, a more reliable value will in general be obtained by making measurements near \( \theta = 90^\circ \) rather than near \( \theta = 0^\circ \), since any misorientation of the symmetry axis out of the plane of rotation will give rise to an error at the latter orientation. An alternative method of measuring the satellite splitting at intervals throughout the full 180° range of \( \theta \), suffers from the additional drawback that small errors in the angular setting have a large effect on the satellite separation near \( \theta = 45^\circ \) and \( 135^\circ \).

The quadrupole coupling constant derived from our measurements in conjunction with eq. (6.1) is

\[ 336.12 \pm 0.05 \text{ kHz} \quad \text{at} \quad 21.5 \pm 0.3^\circ \text{C} . \]
This value is in agreement with the value 334.2 ± 0.8 kHz deduced from Andrew et al. (1962), and the value of 335.4 kHz deduced from D'Alescio and Scott (1971). The fact that our value is marginally larger is not surprising since the other measurements suffer from the drawbacks mentioned above, which would give rise to a slight underestimate of the quadrupole coupling constant.

6.2 Orientation dependence of the linewidth

Firstly, the orientation dependence of the NMR linewidth was measured to remove the ambiguity in the X-ray determination of the angle \( \phi \). Also in view of the anomalous orientation dependence of \( \delta \)\( \omega \) reported by Hughes and Reed (1971), a careful measurement of the linewidth of the center line and a satellite line was performed. The measurements were made at \( \theta = 60^\circ \) and \( 120^\circ \), where the amplitude of the \( \phi \) dependent term is largest. Assuming that the linewidth is proportional to the square root of the second moment, it follows from eqs. (3.4) and (3.5) that the width of the center line is approximately given by

\[
\Delta \nu_C = 1.791(1 - 0.189 \cos 3\phi) \text{ kHz}
\]

at \( \theta = 120^\circ \). The corresponding expression for the
width of a satellite line is

\[ \Delta f_s = 1.659 (1 - 0.189 \cos 3\varphi) \text{ kHz} \]  

at \( \varphi = 60^\circ \).

The peak-to-peak linewidth was measured by recording the output of the lock-in detector when a linear frequency sweep through the resonance was performed. The field modulation amplitude was typically one sixth of the linewidth.

The data are shown in Figs. 6.2 and 6.3. The solid line is a least squares fit to the function

\[ A + B \cos 3\varphi \]  

where \( \varphi \) is the value deduced from the X-ray work. The least squares fit gave the following results:

\[ \Delta f_C = (1.755 \pm 0.010) (1 - (0.269 \pm 0.006) \cos 3\varphi) \text{ kHz} \]

\[ \Delta f_s = (1.594 \pm 0.013) (1 + (0.200 \pm 0.007) \cos 3\varphi) \text{ kHz} \]

The data clearly confirm that the \( ^{23}\text{Na} \) nuclei lie on a three-fold symmetry axis, and that the X-ray determination of the angle \( \varphi \) is correct.

The agreement between the theoretical and experimental linewidths is surprisingly good, considering the approximation (eq. 3.4) that linewidth = 3 \( \sqrt{A_2} \). The agreement for both center line and satellite line
Figure 6.2

Peak-to-peak linewidth of the center line resonance for $\phi = 120^\circ$ as a function of the angle $\phi$. The solid line is a least squares fit to the expression

$$A + B \cos 3\phi.$$
Figure 6.3

Peak-to-peak linewidth of the high frequency satellite resonance for $\theta = 60^\circ$ as a function of the angle $\theta$. The solid line is a least squares fit to the expression

\[ A + B \cos 3\theta. \]
indicates that contributions to the linewidth from lattice defects are negligible in our crystal.

6.3 Orientation dependence of $W_2/W_1$

The $E-P_{\text{obs}}$ data for each crystal orientation were fitted to a straight line by a weighted least squares fit technique. The error for each point was given by the scatter of the $E_i$, as discussed in section 5.3.2. The goodness of fit was not used to determine the error in the intercept because, for the small number of data points used, this value is unreliable. Instead, the error was calculated using eq. (A3.3), and this error value will be quoted in all cases.

The correction for the non-infinite saturation power was determined from measurements at each crystal setting using equation (4.8) or (4.9) as appropriate. The value of the extrapolated enhancement obtained from the $E-P_{\text{obs}}$ data was multiplied in each case by the small correction factor $\xi$ defined by

$$\xi = \frac{E \text{ at infinite-saturation power}}{E \text{ at the power used for the } P_{\text{obs}} \text{ data}} \quad (6.5)$$

The parameter $\delta$, which is required in the calculation of $W_2/W_1$ was determined in each case from the quadrupole splitting.
The results obtained at $\theta = 180^\circ$ and $\phi = -3.5^\circ$ for Cases I, II and III are given in Table I. The quantity $E$ is the enhancement obtained by extrapolation to $P_{\text{obs}} = 0$, and $E_{\text{corr}} = 5E$. The values of $E_{\text{corr}}$ were used in conjunction with eqs. (4.4), (4.5) and (4.6) giving the following values:

$$\frac{W_2}{W_1} = 1.024 \pm 0.006$$

$$\frac{W_3}{W_1} = 0.0034 \pm 0.0011$$

(6.6)

The quantity $W_3/W_1$ represents a small amount of magnetic relaxation occurring in the crystal, presumably due to paramagnetic impurities.

It was shown by Niemelä (1967) that $W_3$ for $^{23}\text{Na}$ in sodium nitrate depended only weakly on crystal orientation. Since $W_1$ also does not vary by more than $\pm 15\%$, we make the simplifying assumption that $y$ or $W_3/W_1$ is independent of crystal orientation. A small magnetic relaxation correction was therefore applied to all subsequent Case I measurements by using the relation:

$$x = \frac{(E-1)}{[2-E-(3y/(1+x))]}. \quad (6.7)$$

Using the numerical values of $M_{\text{13113/M1111}}$, $M_{\text{3333/M1111}}$, and $M_{\text{1113/M1111}}$ given by Reed (1970) the derivatives $3(W_2/W_1)/3(M_{\text{13113/M1111}})$ etc., were
Table I

Enhancement measurements obtained at $\theta = 180^\circ$.

<table>
<thead>
<tr>
<th>Case</th>
<th>E</th>
<th>$\xi$</th>
<th>$E_{\text{corr}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>1.4894 ± 0.0023</td>
<td>1.0023</td>
<td>1.4928 ± 0.0023</td>
</tr>
<tr>
<td>Case II</td>
<td>1.5104 ± 0.0035</td>
<td>1.0023</td>
<td>1.5136 ± 0.0035</td>
</tr>
<tr>
<td>Case III</td>
<td>1.6714 ± 0.0019</td>
<td>1.0035</td>
<td>1.6773 ± 0.019</td>
</tr>
</tbody>
</table>
calculated and are shown as a function of $\theta$ in Fig. 6.4. These curves were used in choosing the $\theta$ values at which the enhancement should be measured. For example, points near $\theta = 60^\circ$ or $120^\circ$ are particularly useful in determining $M_{1113}/M_{1111}$.

The results for the $\theta$ dependence of $W_2/W_1$ for $\phi = -3.5^\circ$ are shown in Table II. Unfortunately, it was discovered that the trigger level for the Misbalance Detector had not been set low enough when the separation between center line and satellite was 20 kHz. When a separate experiment was performed to measure the NMR sensitivity change which had occurred under these circumstances, it was found that all enhancement values taken at a separation of 20 kHz should be multiplied by the small correction factor 1.0023. Measurements at 40 kHz separation indicated that no significant systematic error was present. Each determination of $W_2/W_1$ required approximately forty-eight to sixty hours of data, depending upon the signal-to-noise ratio at the particular orientation. The results of Table II are shown graphically in Fig. 6.5, the solid line being the non-linear least squares fit to the theoretical expression eq. (3.15). In order to estimate the goodness of fit we calculated the values of $\chi^2$ per degree of freedom, and the mean deviation defined as

$$\frac{1}{P} \sum \frac{(x_i - x_{ch})}{\sigma_i}$$

(6.8)
Figure 6.4

The sensitivity of $W_2/W_1$ to a variation of $M'_{1313}$, $M'_{3333}$, or $M'_{1113}$ as a function of the angle $\theta$. 
Table II

The $\theta$ dependence of $W_2/W_1$ at $\theta = -3.5^\circ$ for Case I

<table>
<thead>
<tr>
<th>$\theta^\circ$</th>
<th>$E$</th>
<th>$\xi$</th>
<th>$W_2/W_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.4893±0.0030</td>
<td>1.0016</td>
<td>1.022±0.012</td>
</tr>
<tr>
<td>13.0</td>
<td>1.4974±0.0033</td>
<td>1.0016</td>
<td>1.052±0.013</td>
</tr>
<tr>
<td>28.2</td>
<td>1.5069±0.0031</td>
<td>1.0020</td>
<td>1.082±0.013</td>
</tr>
<tr>
<td>43.2</td>
<td>1.5012±0.0033</td>
<td>1.0020</td>
<td>1.040±0.013</td>
</tr>
<tr>
<td>59.1</td>
<td>1.4742±0.0035*</td>
<td>1.0023</td>
<td>0.928±0.012</td>
</tr>
<tr>
<td>73.3</td>
<td>1.4695±0.0031</td>
<td>1.0015</td>
<td>0.846±0.011</td>
</tr>
<tr>
<td>88.4</td>
<td>1.4542±0.0028</td>
<td>1.0017</td>
<td>0.867±0.010</td>
</tr>
<tr>
<td>103.4</td>
<td>1.4806±0.0050</td>
<td>1.0016</td>
<td>0.961±0.018</td>
</tr>
<tr>
<td>113.2</td>
<td>1.5100±0.0022</td>
<td>1.0016</td>
<td>1.075±0.009</td>
</tr>
<tr>
<td>120.1</td>
<td>1.5306±0.0036*</td>
<td>1.0016</td>
<td>1.160±0.016</td>
</tr>
<tr>
<td>129.8</td>
<td>1.5367±0.0038*</td>
<td>1.0016</td>
<td>1.189±0.018</td>
</tr>
<tr>
<td>134.1</td>
<td>1.5416±0.0035</td>
<td>1.0025</td>
<td>1.228±0.017</td>
</tr>
<tr>
<td>141.1</td>
<td>1.5335±0.0034</td>
<td>1.0017</td>
<td>1.190±0.016</td>
</tr>
<tr>
<td>148.3</td>
<td>1.5208±0.0039</td>
<td>1.0024</td>
<td>1.150±0.017</td>
</tr>
<tr>
<td>163.3</td>
<td>1.5028±0.0040</td>
<td>1.0020</td>
<td>1.078±0.016</td>
</tr>
<tr>
<td>179.0</td>
<td>Mean of Cases I, II, III</td>
<td>1.024±0.006</td>
<td></td>
</tr>
</tbody>
</table>

* A "Misbalance" correction of 1.0023 has been applied.
Figure 6.5

The orientation dependence of $W_2/W_1$ as a function of the angle $\phi$ for $\phi = -3.5^\circ$. The solid line is a least squares fit of the data to the theoretical form. The dotted line represents the results obtained by Reed (1970).
where $P$ is the number of degrees of freedom, and $x_{th}$ is the best fit value of $x$. For the data given in Table II we found

$$\chi^2 \text{ per degree of freedom} = 0.49$$

and

$$\text{Mean deviation} = 0.13 : 0.28.$$ 

These values indicate that the theoretical form is an excellent fitting function to the data. The low value of $\chi^2$ per degree of freedom (we would expect a value close to unity) could be interpreted as either due to good fortune or to pessimistic error limits. One possible explanation is the fact that $P_{\text{obs}}$ was found to vary up to $5\%$ during the longer runs. Because of the non-zero slope of the $E - P_{\text{obs}}$ graph this will introduce an additional random error in the $E_1$ values. This leads in turn to a pessimistic estimate of the error in the enhancement, since in practice, we recorded $P_{\text{obs}}$ at frequent intervals and used the mean value of $P_{\text{obs}}$ in subsequent analysis. In other words, eq. (5.5) gives a reliable error estimate only if the observing power is essentially constant. An estimate of the magnitude of this effect shows that it is capable of explaining the low value of $\chi^2$ per degree of freedom.

From the least squares fit to the data in Fig. 6.5 we found the following values for the fitted parameters
\[
\begin{align*}
\frac{M_{1313}}{M_{1111}} &= 0.8025 : 0.0025 \\
\frac{M_{3333}}{M_{1111}} &= 0.7091 : 0.0059 \\
\frac{M_{1113}}{M_{1111}} &= -0.1001 : 0.0022
\end{align*}
\]

In section 7.1 we estimate the magnitude of systematic errors in the determination of the enhancement in order to make a realistic estimate of the error in the above quantities.

It can be seen from Fig. 6.5 that there is a significant discrepancy between the present results and those of Reed (1970). As mention in section 5.1, the method of Reed consisted of measuring the peak-to-peak amplitude of the absorption derivative when a linear frequency sweep through the resonance was performed. To check that the discrepancy between our results and those of Reed was not due to the difference in detection methods per se, we performed a "Reed type" experiment with the present apparatus at the crystal orientation \( \phi = 180^\circ \) where the discrepancy is largest. Repetitive linear frequency sweeps were performed under the control of the computer, and the output of the lock-in detector was recorded in the Fabritek signal averager. The averaged resonances were then displayed on an X-Y recorder and the peak-to-peak resonance amplitude was measured. The data for this experiment are shown in Table III. The value of 1.4909 ± 0.0033 for \( E_{\text{corr}} \) is
Table III

The $E-P_{\text{obs}}$ and $E-P_{\text{sat}}$ data for Case I at $\theta = 180^\circ$ obtained using the "first derivative" method.

<table>
<thead>
<tr>
<th>$P_{\text{obs}}$</th>
<th>$E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>279</td>
<td>1.500±0.005</td>
</tr>
<tr>
<td>350</td>
<td>1.507±0.005</td>
</tr>
<tr>
<td>842</td>
<td>1.534±0.005</td>
</tr>
<tr>
<td>1124</td>
<td>1.556±0.005</td>
</tr>
<tr>
<td>1359</td>
<td>1.554±0.005</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$P_{\text{sat}}$</th>
<th>$E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.36</td>
<td>1.178±0.005</td>
</tr>
<tr>
<td>2.25</td>
<td>1.401±0.005</td>
</tr>
<tr>
<td>144.0</td>
<td>1.507±0.005</td>
</tr>
</tbody>
</table>

From the least square fit $E = 1.4886±0.0033$

and $\xi = 1.0015$

Thus $E_{\text{corr}} = 1.4909±0.0033$
in excellent agreement with the value 1.4928 ± 0.0023 found previously (see Table I). Thus, we conclude that the discrepancy is not due to the use of a different measuring technique. Other explanations for the discrepancy will be discussed in section 7.3.

Because of the anomalous $\phi$ dependence of $W_2/W_1$ reported by Reed (1970), we undertook a detailed study of $W_2/W_1$ as a function of $\phi$ near $\theta = 60^\circ$ and $120^\circ$ where the amplitude of the $\phi$ dependence is largest. The results are shown in Table IV. Since the separation between the center line and the satellite line was 20 kHz, for these measurements, the previously described correction of 1.0023 has been applied. The corrected results are shown graphically in Fig. 6.6. The solid line is the theoretical form calculated using the $K$-values found from the $\theta$ dependence. In other words, it is a "zero parameter" fit and there is no sign of any anomaly in the $\phi$ dependence. The value of $\chi^2$ per degree of freedom is 0.73 and the mean deviation, defined in eq. (6.8), is 0.04 ± 0.29. We again find that $\chi^2$ per degree of freedom is substantially less than unity, thereby confirming our suspicion that the error limits are pessimistic on account of the variation in $P_{\text{obs}}$. 
Table IV

The \( \phi \) dependence of \( \frac{W_2}{W_1} \) at \( \theta = 120.1^\circ \) for Case I

<table>
<thead>
<tr>
<th>( \phi^\circ )</th>
<th>( E^\circ )</th>
<th>( \epsilon )</th>
<th>( \frac{W_2}{W_1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3.5</td>
<td>1.5271±0.0036</td>
<td>1.0016</td>
<td>1.16±0.016</td>
</tr>
<tr>
<td>26.5</td>
<td>1.4951±0.0033</td>
<td>1.0011</td>
<td>1.02±0.013</td>
</tr>
<tr>
<td>56.5</td>
<td>1.4722±0.0033</td>
<td>1.00026</td>
<td>0.935±0.012</td>
</tr>
<tr>
<td>86.5</td>
<td>1.4909±0.0034</td>
<td>1.0017</td>
<td>1.00±0.013</td>
</tr>
<tr>
<td>116.5</td>
<td>1.5235±0.0030</td>
<td>1.0015</td>
<td>1.14±0.013</td>
</tr>
<tr>
<td>146.5</td>
<td>1.5011±0.0024</td>
<td>1.0010</td>
<td>1.04±0.010</td>
</tr>
<tr>
<td>176.5</td>
<td>1.4718±0.0032</td>
<td>1.0029</td>
<td>0.936±0.014</td>
</tr>
<tr>
<td>206.5</td>
<td>1.4902±0.0036</td>
<td>1.0018</td>
<td>1.00±0.014</td>
</tr>
<tr>
<td>236.5</td>
<td>1.5219±0.0034</td>
<td>1.0019</td>
<td>1.13±0.015</td>
</tr>
<tr>
<td>266.5</td>
<td>1.5003±0.0037</td>
<td>1.0018</td>
<td>1.04±0.015</td>
</tr>
<tr>
<td>296.5</td>
<td>1.4660±0.0034</td>
<td>1.0026</td>
<td>0.91±0.012</td>
</tr>
<tr>
<td>326.5</td>
<td>1.4921±0.0035</td>
<td>1.0019</td>
<td>1.009±0.014</td>
</tr>
</tbody>
</table>

A "Misbalance" correction of 1.0023 has been applied.
Figure 6.6

The orientation dependence of $W_2/W_1$ as a function of the angle $\theta$ for $\theta = 120.1^\circ$. The solid line represents the theoretical prediction.
In order to check the consistency of our results, we have undertaken some measurements on the second crystal of sodium nitrate discussed in section 5.7. Results obtained at the orientation \( \psi = 0^\circ \) for Cases I to IV are given in Table V. Using eqs. (4.4) to (4.7), we obtain the values:

\[
W_2/W_1 = 1.020 \pm 0.004
\]
\[
W_3/W_1 = 0.0097 \pm 0.0010
\]

Comparison of eqs. (6.6) and (6.10) shows good agreement between the \( W_2/W_1 \) results obtained with both crystals. The magnetic relaxation contribution \( W_3/W_1 \) is approximately three times greater in the second crystal than in the first. This presumably is an indication that the paramagnetic impurity concentration is not identical in the two crystals.

### 6.4 Measurement of \( W_1 \) by the transient method

In order to obtain a value of \( W_1 \), we measured the time dependence of the amplitude of the low frequency satellite at \( \psi = 180^\circ \) after removal of the saturation power from the center line (as described in section 5.6). This was repeated at various values of \( P_{obs} \). In order that the data could be reasonably fitted to a single exponential (see section 4.2) all
Table V

Enhancement measurements obtained at $\theta = 0^\circ$ using the second sodium nitrate crystal.

Case I

$E = 1.4859 \pm 0.0030$

$\xi = 1.0017$

$E_{\text{corr}} = 1.4884 \pm 0.0030$

Case II

$E = 1.5015 \pm 0.0028$

$\xi = 1.0017$

$E_{\text{corr}} = 1.5040 \pm 0.0028$

Case III

$E = 1.6568 \pm 0.0025$

$\xi = 1.0017$

$E_{\text{corr}} = 1.6596 \pm 0.0025$

Case IV

$E = 1.6367 \pm 0.0025$

$\xi = 1.0016$

$E_{\text{corr}} = 1.6931 \pm 0.0025$
the \( P_{\text{obs}} \) values were small. As expected, the signal-to-noise ratios were poor, thereby requiring many hours of data collection. A typical example of a twelve-hour run is shown in analogue form in Fig. 6.7.

The usual method for analyzing an exponential decay is to take the logarithm of the data before fitting to a straight line. The value of the baseline of the data is then adjusted to minimize \( \chi^2 \). This method is only applicable if the noise is small compared with the signal. A systematic error in the determination of the decay constant would otherwise occur since the error bars would be asymmetric after taking the logarithm. A more satisfactory method is to use a non-linear least squares technique by fitting the original data to the theoretical form

\[
A + B \exp(-\lambda t)
\]

In this method, there is no restriction on the signal-to-noise ratio of the data, and no systematic error should occur. Consequently, all the data collected is usable, including that in the "tail" of the decay.

We used such a non-linear least squares fit method to analyze all of our numerical data, and the decay constant \( \lambda \) is shown as a function of \( P_{\text{obs}} \) in Table VI and in graphical form in Fig. 6.8. According to eq. (4.11), \( \lambda \) should be a linear function of \( P_{\text{obs}} \).
Figure 6.7

The recovery to equilibrium of the high frequency satellite after removal of the saturation power from the center line. The trace represents 12 hours of data collection at a low value of $P_{obs}$. 
Table VI

The decay constant $\lambda$ as a function of $P_{\text{obs}}$ obtained at $\theta = 180^\circ$.

<table>
<thead>
<tr>
<th>$P_{\text{obs}}$</th>
<th>$\lambda \text{ sec}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>155</td>
<td>0.1683±0.0020</td>
</tr>
<tr>
<td>219</td>
<td>0.1714±0.0012</td>
</tr>
<tr>
<td>309</td>
<td>0.1677±0.0021</td>
</tr>
<tr>
<td>360</td>
<td>0.1724±0.0016</td>
</tr>
<tr>
<td>512</td>
<td>0.1683±0.0020</td>
</tr>
<tr>
<td>767</td>
<td>0.1741±0.0021</td>
</tr>
<tr>
<td>962</td>
<td>0.1789±0.0013</td>
</tr>
<tr>
<td>1154</td>
<td>0.1853±0.0015</td>
</tr>
</tbody>
</table>

Least squares fit value of the intercept = 0.1622±0.0017 sec$^{-1}$. 
and the solid line in Fig. 6.8 is a weighted least squares fit to that theoretical form. The intercept is equal to

\[ 0.1622 \pm 0.0017 \text{ sec}^{-1} \]

In this case, the standard error is given by the goodness of fit, since the fit is not quite as good as one would expect from the errors of the individual data points. This discrepancy may be due to the approximation of fitting the decay to only one exponential, or it may be due to small variations in spectrometer level during an individual run.

The value of the intercept is used in conjunction with eq. (4.12) to determine \( W_1 \). Using the previously determined value \( y = 0.0034 \pm 0.0011 \), we find

\[ W_1 = (8.032 \pm 0.0084) \times 10^{-2} \text{ sec}^{-1} \quad (6.11) \]

\[ W_3 = (2.7 \pm 0.9) \times 10^{-4} \text{ sec}^{-1} \]

Inspection of eq. (3.12) shows that only at \( \theta = 0 \) or \( 180^\circ \) is \( W_1 \) a function of just one \( M \)-component. Thus, we can deduce immediately that:

\[ e^{2Q^2} M_{1313} = (4.819 \pm 0.050) \times 10^{-1} \text{ sec}^{-1} \quad (6.12) \]

The smallness of the magnetic relaxation contribution can be appreciated by noting that if this
Figure 6.8

The variation of the decay constant $\lambda$ as a function of spectrometer power $P_{\text{obs}}$. The solid line is a least squares fit to a linear form.
were the only relaxation process, the spin-lattice relaxation time for the satellite line would be approximately 20 minutes instead of 6 seconds!
CHAPTER VII

DISCUSSION OF THE RELAXATION MEASUREMENTS

7.1 **Estimation of systematic errors in the relaxation data**

From Tables II and IV we see that a typical random error in the extrapolated enhancement is 0.2%. Thus, we need only consider systematic errors greater than about 0.01%. Of the systematic errors considered in section 5.5, we find that the only significant ones are of instrumental origin, which we shall now discuss.

The trigger level for the "Misbalance detector" was set at a level which corresponds to no more than a 0.05% NMR sensitivity change. (The only exception was when the saturation and observing frequencies differed by 20 kHz; a separate correction was applied for this case, as indicated in section 6.3.) We estimate that the systematic error in the enhancement caused by this source is about 0.03%, since the misbalance signal is near the 0.05% trigger level only a small fraction of the time.

Since noise is random, there is a finite probability of it exceeding the dynamic range of the signal processing circuitry, however small the standard deviation of the noise. As mentioned in section 5.4.3,
this problem is most serious in the circuitry just prior to the correlator in the lock-in detectors. Using the graphs given by Cohn (1964), in conjunction with a knowledge of typical signal plus noise levels in our amplifiers, we estimate that the systematic error from this cause is no more than 0.05%.

The A/D converter in our system has a maximum non-linearity of one half a bit and a resolution of twelve bits. For the typical signal levels measured, this corresponds to a maximum systematic error of approximately 0.05%.

We now consider the magnitude of any residual systematic error caused by the mixing of the rf and modulation related signals. The two-week check mentioned in section 5.4.3 revealed no significant systematic error. Since a typical enhancement measurement required forty-eight hours of data, we estimate any residual error to be less than 0.35 (i.e. \( \sqrt{4} \)) of the random error in an enhancement measurement. This corresponds to a 0.07% error.

We have discussed in section 5.4.3 the frequency-dependent systematic error which we believe is due to stray signals at the spectrometer frequency being amplified by the rf power source and reentering the spectrometer via the saturation coils. Since this systematic error was observed to decrease with decreasing
the error in the extrapolated enhancement should be no larger than about 0.07%.

The first two systematic errors discussed here will lead to enhancement values which are too low. However, the remaining errors could be of either sign. We therefore combine the errors in the usual way to find a probable systematic error in the extrapolated enhancement of about 0.15%. If this systematic error is uncorrelated from point to point, then the "goodness of fit" error limits on the ratios of the M-components should include the effects of these uncorrelated systematic errors. However, the systematic error is, by its very nature, likely to be correlated from point to point. To take this into account, we increase the error limits given in eq. (6.9) and our final estimate of the ratios of the M-components is

\[
\begin{aligned}
\frac{M_{1313}}{M_{1111}} &= 0.8025 \pm 0.0035 \\
\frac{M_{3333}}{M_{1111}} &= 0.7091 \pm 0.0083 \\
\frac{M_{1113}}{M_{1111}} &= -0.1001 \pm 0.0031
\end{aligned}
\]

(7.1)

The good agreement between the \(W_2/W_1\) values obtained with the first and second sodium nitrate crystals, indicates firstly that this quantity does not appear to be sample dependent. Secondly, since the second crystal is considerably larger than the
first, it shows that any systematic errors associated with sample size are negligible. Possible size dependent errors could be caused by large inhomogeneities in the rf fields or weak background NMR signals emanating from the probe.

We shall now consider possible systematic errors in the determination of the decay constant $\lambda$ by the transient method. Unlike pulsed NMR experiments in which the spectrometer has to recover from an extremely large overloading of the input stage, our method does not suffer from such transients. Thus, shifts in the baseline of the data are not likely to be a significant problem. Also, the NMR information appears as a small modulation of an rf carrier. Thus, linearity problems in the detectors will not be significant. The finite bandwidth of the detection system can introduce a systematic error in the determination of the decay constant. The low-pass filter following the $2\omega_m$ lock-in detector had a time constant of 0.03 seconds (corresponding to a 3 db frequency of 5 Hz). Since this time constant is so much shorter than the 6 second time constant of the observed decay, it is clear that this systematic error should be negligible.
7.2 Comparison of the $W_2/W_1$ results with theoretical predictions

The excellent agreement between the $\theta$ and $\phi$ dependence of $W_2/W_1$ and eq. (3.15) confirms the validity of the theoretical treatment of the orientation dependence of $W_1$ and $W_2$. It also shows that the M-components which occur in $W_1$ are equal to those in $W_2$. In turn, this implies that the spin-lattice relaxation is predominantly caused by a multiphonon interaction.

It was found (Satoh, 1965) that spin-lattice relaxation caused by vacancy diffusion becomes significant at elevated temperatures (>400 K) in sodium chloride. They therefore consider the possibility that such a mechanism could contribute to the $^{23}Na$ spin-lattice relaxation in sodium nitrate at room temperature. It was shown by Snyder and Hughes (1971) that the M-tensor components for this mechanism can be expressed as

$$M_{\alpha\beta\alpha'\beta'} = \overline{V_{\alpha\beta}(t)V_{\alpha'\beta'}(t)} \frac{2 \tau_c}{1 + (E_m - E_m')^2} \frac{g^2}{\hbar^2} 2^{-1}$$  \hspace{1cm} (7.2)

where $V_{\alpha\beta}(t)$ is a time dependent field gradient component, the bar signifies an ensemble average, and $\tau_c$ is the correlation time characterizing the diffusion. In the long correlation time limit
\[(E_{m+u} - E_m)^2 \tau_c^2 / \hbar^2 \gg 1, \quad (7.3)\]

or in our case
\[\tau_c^2 \gg 10^{-14} \text{ sec}^2, \quad (7.4)\]

we see from equation (7.2) that the M-tensor components governing \(W_2\) are approximately one quarter of those governing \(W_1\). Diffusion narrowing of the \(^{23}\text{Na}\) resonance in sodium nitrate occurs near 500 K (Andrew et al., 1962). This implies that the correlation time of self-diffusion of the \(^{23}\text{Na}\) ions is \(\sim 10^{-3}\) seconds at this temperature. While the correlation time deduced from motional narrowing is not necessarily identical to \(\tau_c\) which occurs in eq. (7.2), it seems clear that eq. (7.4) is well satisfied for sodium nitrate at room temperature.

Since the mean deviation, defined in eq. (6.8), is
\[0.13 \pm 0.28\]
for the \(\theta\) dependence of \(W_2/W_1\), it follows that the "diffusional" contribution is no more than about 0.4\% of \(W_1\), or about \(3 \times 10^{-4}\) s\(^{-1}\), in our crystal.

We now compare the experimental M'-values with the predictions of the point charge model described in Appendix II. Figs. 7.1 to 7.3 show the M'-components for a "linear" process as a function of the angle \(\theta\) of the parameter \(k\) describing the asymmetry of the nuclear
Figure 7.1

Point charge model estimate of $M_{1313}/M_{1111}$ for a "linear" process. The horizontal line is the experimentally obtained value.
Figure 7.2

Point charge model estimate of $M_{3333} / M_{1111}$ for a "linear" process. The horizontal line is the experimentally obtained value.
Figure 7.3

Point charge model estimate of $\frac{M_{1113}}{M_{1111}}$ for a "linear" process. The horizontal line is the experimentally obtained value.
vibration. It can be seen from these diagrams that the $M'$ values are determined primarily by $\theta$ rather than $k$. In sodium nitrate the angle $\theta$ is 54.5° at room temperature (Cherin et al, 1967). From the neutron diffraction study of Paul and Pryor (1971) we deduce that the parameter $k$ is roughly 1.05. Thus, we can see that for $M_{1313}'$ and $M_{3333}'$ the agreement between theory and experiment is surprisingly good. However, unless we assume values of $k$ which differ greatly from unity, agreement for $M_{1113}'$ is poor. In Figs. 7.4 to 7.6 are shown the $M'$-components for a "quadratic" process. Again the agreement is excellent for $M_{1313}'$ and $M_{3333}'$, but we now obtain good agreement for $M_{1113}'$. Thus, it is tempting to conclude that in sodium nitrate the dominant relaxation mechanism is a "quadratic" one at room temperature. (This presumably would be the harmonic Raman process considered by Van Kranendonk (1954), since the anharmonic process (Van Kranendonk and Walker, 1967, 1968) is "linear." This point will be discussed further in section 7.4 when we discuss data taken at 77 K.

The theoretical estimates of Van Kranendonk and Walker (1967, 1968) indicate that the anharmonic Raman process is roughly two orders of magnitude more important than the harmonic Raman process.
Figure 7.4

Point charge model estimate of $M_{1313}/M_{1111}$ for a "quadratic" process. The horizontal line is the experimentally obtained value.
Figure 7.3

Point charge model estimate of $M_{3333}/M_{1111}$ for a "quadratic" process. The horizontal line is the experimentally obtained value.
Figure 7.6.

Point charge model estimate of $\frac{M_{1113}}{M_{1111}}$ for a "quadratic" process. The horizontal line is the experimentally obtained value.
However, subsequent more detailed calculations by Piestilä (1974) have shown that the two processes may be equally important for $^{23}$Na in sodium chloride at room temperature. Thus, the theoretical situation is by no means clear.

7.3 Comparison with previous room temperature results

The original enhancement measurements on sodium nitrate were performed by Pound (1950). The precision of his measurements was sufficient to demonstrate that a quadrupole spin-lattice relaxation mechanism was dominant in sodium nitrate. Furthermore, he showed that $W_2/W_1$ was the order of unity at the crystal orientation $\theta = 0^\circ$.

Sarnatskii and Shutilov (1972) have performed a double resonance experiment on sodium nitrate by using acoustic saturation of a pair of energy levels separated by $\Delta m = \pm 2$. The resonance enhancement was measured by a steady-state technique using a Robinson spectrometer. They also performed a pulsed NMR experiment in order to obtain an estimate of $W_1$. Sarnatskii and Shutilov found that

\[
\begin{align*}
W_2/W_1 & = 1.6 \pm 0.4 \\
W_1 & = 0.066 \text{ sec}^{-1} \\
W_3 & = 0.0023 \text{ sec}^{-1}
\end{align*}
\] (7.5)
at the crystal orientation $\phi = 30^\circ$ or $150^\circ$. (The authors did not distinguish between these two values; neither did they quote the angle $\phi$.) Sarnatskii and Shutilov estimated the paramagnetic impurity concentration in their sample to be $\sim 1$ part in $10^5$ on the basis of electron paramagnetic resonance measurements. By inspection of Fig. 6.5 it can be seen that tolerable agreement for $W_2/W_1$ is obtained if we assume that their data were obtained at $\phi = 150^\circ$ and $\phi$ near zero. Similarly, their estimation of $W_1$ is in fair agreement with our value of $(0.032 \pm 0.004) \times 10^{-2}$ s$^{-1}$. Lastly, their estimate of $W_3$ is an order of magnitude larger than our value (see eq. (6.11)). However, this is reasonable since our paramagnetic impurity concentration is believed to be less than 1 part in $10^6$.

Reed (1970) measured the orientation dependence of $W_2/W_1$ of $^{23}$Na in sodium nitrate at room temperature. It is of interest to compare these results with ours given in eq. (7.1), since both studies were made on the same sample. The ratios of the $M$-components given by Reed (1970) and Hughes and Reed (1971) are

\[
\begin{align*}
M_{1313}/M_{1111} &= 0.850 \pm 0.015 \\
M_{3333}/M_{1111} &= 0.822 \pm 0.016 \\
M_{1113}/M_{1111} &= -0.120 \pm 0.018 \\
M_{1123}/M_{1111} &= 0.142 \pm 0.017
\end{align*}
\]
We can see that the results are in poor agreement, especially for \( N_{1123}/N_{1111} \) which we found to be zero and which should be zero on grounds of crystal symmetry.

In order to explain the difference between the two sets of data, we refer first to the \( \theta \) dependence of \( W_2/W_1 \) displayed in Fig. 6.5. In this figure the dotted line is the least squares fit to Reed's data. It is obvious that there is quite a large discrepancy especially near \( \theta = 0^\circ \) and \( 180^\circ \). Although Reed employed a different detection method as described in section 5.1, the results presented in section 6.3 indicate that the discrepancy cannot be attributed to this. In view of the considerable difficulty we experienced in eliminating systematic errors from our measurement system, we are led to consider the possibility of some undetected systematic errors in Reed's measurements. This suspicion is reinforced by the following evidence. Some \( W_2/W_1 \) values were obtained with our system before the elimination of the systematic errors caused by the interaction of the rf and modulation-related signals. Those obtained near \( \theta = 0^\circ \) were in fairly good agreement with those of Reed!

The discrepancy in the \( W_2/W_1 \) measurements is displayed in a slightly different form in Fig. 7.7.
Figure 7.7

Discrepancy between Reed's $W_2/W_1$ data and the present data, as a function of the difference between the observing and saturation frequencies used by Reed.
The horizontal axis is the difference between the observing and saturation frequencies used by Reed. (The negative frequencies in Fig. 7.7 are because measurements were made on the $m=3/2\rightarrow1/2$ satellite rather than on the "high frequency" satellite. From eq. (3.1), it can be seen that near $\epsilon = 90^\circ$ this resonance has a frequency lower than that of the center line.) In Fig. 7.7 the data points are those of Reed, and the solid line is a linear fit to the data. From this figure it seems that the discrepancy is proportional to the frequency difference.

We shall now describe two possible explanations for the discrepancy in the $\epsilon$ dependence. The first explanation presupposes a systematic shift in the baseline. We assume that in Reed's spectrometer there was a modulation pickup or a radiation problem of the type discussed in section 5.4.3. This would cause a baseline offset at the output of the lock-in detector. We further assume that this baseline was of the form shown in Fig. 7.8, where the effect has been exaggerated for demonstration purposes. If account was not taken of such a baseline offset, then the measured resonance amplitudes near $\epsilon = 0^\circ$ would be too large and the measured value of $E$ would therefore be too small. Similarly, near $\epsilon = 90^\circ$, the measured resonance amplitudes would be too small, leading to values of $E$
Figure 7.8

Explanation of the discrepancy in the $W_2/W_1$ data in terms of a baseline offset.
which were too high. According to this interpretation, it is the difference in the baseline offset between one peak of the absorption derivative and the other peak which causes the error. To explain the linear behaviour shown in Fig. 7.7, we need a baseline offset of the form

\[ B = B_0 + B_2 (\Delta \nu)^2 \]  

(7.7)

where \( B_0 \) is arbitrary and \( \Delta \nu \) is the difference between the observing and saturation frequencies. To explain the magnitude of the discrepancy in \( \nu_2/\nu_1 \) the difference in the baseline on either side of the resonance corresponding to \( \Delta \nu = 160 \text{ kHz} \) would have been little more than the peak-to-peak noise amplitude in an individual run. Thus, such a problem could easily have been overlooked.

We shall now consider the second explanation for the discrepancy. As mentioned in sections 5.4.3 and 7.1, there was a small frequency dependent systematic error in our system, which we believe to be caused by the frequency dependence of the rejection of the balance network. As can be seen in Fig. 5.4, the orthogonal mode of the balance network contains a delay line. Thus, since a delay line produces a constant time delay, the phase angle of the "orthogonal mode" will vary linearly with frequency. Thus, if the balance network is adjusted to reject the saturation
frequency, it will not be perfectly balanced at other frequencies. Indeed, the magnitude of the net coupling will be proportional to the difference between the saturation frequency and the frequency under consideration. Thus, if the rf power source receives any radiation from the spectrometer, at the observing frequency in particular, it will be coupled back to the spectrometer sample coil via the mechanism just described. Since the magnitude of the effect will be proportional to $\Delta v$, this mechanism can account for the linear dependence of the discrepancy displayed in Fig. 7.7. The magnitude of this problem is likely to be more serious in Reed's apparatus than in ours since his spectrometer and rf power source were not effectively shielded.

Although there undoubtedly was a modulation pickup problem in Reed's spectrometer, we feel that the second explanation is more appropriate. One reason is that the second mechanism will result in a direct modulation of the spectrometer observing power, and hence produce a systematic error which is independent of whether $\omega_m$ or $2\omega_m$ detection methods are used. Thus, it can explain the agreement between our preliminary results and those of Reed. Secondly, the discrepancy will automatically be zero when $\Delta v$ is zero, whereas in the first explanation one has to make a
separate assumption to obtain this feature.

The discrepancy in the \( \theta \) dependence, just discussed, is responsible for the difference in the values of \( m_{1313}/m_{1111} \) and \( m_{3333}/m_{1111} \). However, the gross discrepancy in the value of \( m_{1123}/m_{1111} \) stems from the measurements made by Reed near \( \theta = 90^\circ \). His data are shown in Fig. 7.9 together with \( \theta \) dependence obtained from our \( M' \)-values. It can be seen that the \( \theta \) dependence of \( W_2/W_1 \) should be almost symmetrical about \( \theta = 90^\circ \), whereas Reed's data are very asymmetric. Moreover, the discrepancy between our values and those of Reed does not appear to be proportional to \( \Delta \nu \), in contrast to the data shown in Fig. 7.7. Since no other data were taken by Reed after these very anomalous results, one cannot say whether or not a permanent change in the characteristics of the spectrometer had occurred after the \( \theta \) dependence results. As was made clear in section 5.4.3, apparently insignificant changes in our apparatus did produce large systematic errors. We can only speculate that some change occurred in the equipment between the two sets of data.

7.4 Comparison with 77 K results

Goldburg (1959) performed a double resonance experiment similar to ours except that he measured the enhancement by a pulsed rather than a steady state
Figure 7.9

$W_2/W_1$ as a function of angle $\varphi$ for $\varphi = 86.5^\circ$.

The solid line represents the present study, and the dotted line is a least squares fit of Reed's data to the theoretical form.
technique. He found $W_2/W_1 = 0.90 \pm 0.05$ at $\theta = 0^\circ$ for sodium nitrate at 77 K.

Niemelä (1967) studied the orientation dependence of the $^{23}$Na relaxation in sodium nitrate at 77 K by means of the pulsed NMR analog of our transient experiment. He fitted the transient decays to a sum of exponentials from which he was able to extract values of $W_1$, $W_2$ and $W_3$ at various crystal orientations. At $\theta = 0^\circ$, Niemelä's value of $W_2/W_1$ is approximately 1.06; in only fair agreement with Goldburg's result. The following results were derived by Hughes et al. (1970) from Niemelä's data:

\[
\begin{align*}
M_{1313}/M_{1111} &= 0.78 \pm 0.02 \\
M_{3333}/M_{1111} &= 0.66 \\
M_{1113}/M_{1111} &= 0.26
\end{align*}
\]  

(7.8)

and

\[
e^{2QZ^2M_{1313}} = (1.84 \pm 0.05) \times 10^{-2} \text{ s}^{-1}.
\]  

(7.9)

It is known that thermal expansion in sodium nitrate occurs mainly along the triad axis (Austin and Pierce, 1933). If we assume that the thermal expansion coefficients obtained from X-ray measurements by Cherin et al. (1967) apply down to 77 K, then the angle $\theta$ in the point charge model will increase by
approximately 0.5° on cooling from 295 to 77 K. Thus, from Figs. 7.1 and 7.2 we see that M_{1313}/M_{1111} and M_{3333}/M_{1111} should both decrease by approximately 0.03. This agrees well with the observed decrease of 0.02 ± 0.02 and 0.05 ± 0.04 respectively between 295 and 77 K. However, we see that M_{1113}/M_{1111} is more than a factor of two larger at 77 K than at 295 K. (The sign of Niemelä's value of M_{1113}/M_{1111} is not known, since he did not distinguish between \phi and \phi + 60°. We assume, for lack of evidence to the contrary, that M_{1113}/M_{1111} is negative at 77 K.) By comparison of Figs. 7.3 and 7.6 it is clear that the 77 K value of M_{1113}/M_{1111} is in much better agreement with the "linear" model than with the "quadratic" model. This would suggest that the dominant relaxation mechanism is the anharmonic Raman process at this temperature.

In section 7.2, we saw that our room temperature results are consistent with the harmonic Raman process. However, according to the theoretical predictions of Van Kranendonk and Walker (1967), both processes should have the same \sqrt{T^2} temperature dependence. It thus seems unlikely that the dominant relaxation mechanism would be different at 295 and 77 K. One is thus led to question the validity of the point charge model. It seems reasonable to expect this model to be more appropriate at high rather than low temperatures,
since, at lower temperatures the characteristic wavelength of lattice vibrations is longer. Thus, one would expect more distant neighbours to contribute to the quadrupole relaxation at the lower temperature. On this basis, one is led to conclude that the harmonic Raman process may be the dominant one at both temperatures for $^{23}\text{Na}$ in sodium nitrate. However, this is very tentative and more work is required to confirm this point.

From eqs. (7.9) and (6.12) we find that $e^2Q^2M_{1313}$ has increased by a factor of $26.2 \pm 0.8$ between 77 and 295 K. According to eq. (2.40), this quantity should have a $T^2$ dependence and hence change by a factor of 14.7. However, since 77 K is probably less than half the Debye temperature for sodium nitrate, the more rapid variation of $e^2Q^2M_{1313}$ may not be too surprising.

Niemelä (1967) found that the magnetic relaxation probability is given by

$$W_3 = (2.0 \pm 0.6) \times 10^{-4} \text{ s}^{-1}$$

(7.10)

at 77 K in his sample. Our value of the magnetic relaxation is given by (from section 6.4)

$$W_3 = (2.7 \pm 0.9) \times 10^{-4} \text{ s}^{-1}$$

(7.11)

Since magnetic relaxation is caused by paramagnetic impurities is expected to be temperature independent, at
least to first order, it would appear from eqs. (7.10) and (7.11) that our small crystal is of comparable purity to Niemelä's crystal. Since the paramagnetic impurity concentration of both crystals has been estimated to be no more than 1 part in $10^6$, the agreement between the $W_3$ values is reassuring.

The excellent agreement between the values of $M_{1313}/M_{1111}$ and $M_{3333}/M_{1111}$ obtained by us and by Niemelä is also very encouraging, since the experimental methods and temperature were very different in the two cases. Thus, we feel that the large change in $M_{1113}/M_{1111}$ is real and merits further investigation.
CHAPTER VIII

CONCLUSION

From the results and discussions presented in Chapters VI and VII, it is clear that we have developed instrumentation capable of obtaining precise and accurate measurements of NMR amplitude. This has enabled reliable relaxation data to be obtained on the quadrupole split spectrum in sodium nitrate. Since the system is under the control of a real-time minicomputer, very complex control algorithms can be executed. Thus, experiments which would otherwise be impractical can be conceived and performed.

Our steady state method suffers from the disadvantage that it does not give the magnitude of $W_1$ or $W_2$. However, much information on quadrupole relaxation can be obtained from the ratio $W_2/W_1$. We have shown that this quantity can be measured using our experiment and technique to an accuracy of about ±1%.

The transient method has the advantage that it measures the relaxation rates directly and is much less demanding on the instrumentation than the steady state one. It would appear from our preliminary work that it is capable of giving values of relaxation rates which are accurate to about ±1% for the case where there are several closely spaced resonances.
(In this case, the pulse method suffers from the drawback that more than one resonance is excited simultaneously thereby complicating the interpretation of the data.)

We have definitely established that the $^{23}\text{Na}$ spin-lattice quadrupolar relaxation occurs via a multiphonon interaction in sodium nitrate at room temperature. By comparing the results with a point-charge model, it would appear that the spin-lattice relaxation occurs via the harmonic Raman process at room temperature. The evidence at 77 K is that the harmonic Raman process is not dominant. However, this conclusion may be due to the limitations of the model. The theoretical and experimental orientation dependence of $M_2/M_1$ are in excellent agreement, and no sign of the anomalous behaviour reported by Reed (1970) is found. Furthermore, we conclude that the anomaly was the result of systematic errors of instrumental origin.

We now present some suggestions for further investigation on sodium nitrate. It would be interesting to investigate the temperature dependence of $M_1113/M_{1111}$ in view of the large change in this quantity far from any known phase transition. Measurements of $M_2/M_1$ in the vicinity of the phase transition at 276°C should be useful in studying the detailed mechanism of
the transition. In particular, since "soft vibrational modes" would produce a direct relaxation mechanism, we would expect them to have an effect on the value of \( W_2/W_1 \). A double resonance study of \(^{14}N\) in sodium nitrate would be useful in providing further evidence on the relaxation mechanisms occurring in this crystal. Measurements of \( W_2/W_1 \) by ultrasonic saturation, in many cases, gives rather unreliable results. Since we have a detailed knowledge of this quantity in sodium nitrate, it would be interesting to perform such an experiment, using our experimental arrangement to try and determine if there are any fundamental differences in the two techniques. It would be useful to extend the \( W_1 \) measurements to other crystal orientations to see whether the data can be fitted to the theoretical form. This would check whether there are any unsuspected systematic errors in the \( W_1 \) determination. Also, the transient measurement may possibly be extended to the measurement of \( W_2 \) by monitoring the transient behaviour of the center line and fitting the decay to a multiexponential time dependence (cf. Niemelä, 1967).

Other sodium salts which would be suitable for a double resonance study are sodium nitrite, sodium chlorate and sodium bromate, for example. Sodium nitrite is particularly appealing since it has several phase transitions. Furthermore, since the sodium sites
in this crystal do not possess inversion symmetry, this material should provide a test of time reversal symmetry (Hughes, 1973).

The work described in this thesis was carried out on single crystals. However, there are many sodium salts which are difficult, if not impossible, to obtain as a large single crystal. However, if the asymmetry parameter is zero and the quadrupole coupling constant is sufficiently small (probably \(\leq 500\) kHz), a peak in the NMR powder pattern may be visible, corresponding to the satellites for which \(\theta\) is near 90° (Cohen and Reif, 1957). While this peak will be weak, it may be possible to extract meaningful values of \(W_2/W_1\) and \(W_1\) separately for \(\theta = 90°\) by the steady-state method and the transient method described in this thesis. An obvious sample with which to test the method is sodium nitrate, since the quadrupole relaxation probabilities are already known.
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Appendix I

General orientation dependence of $W_1$ and $W_2$

We give the general orientation dependence of the quadrupole relaxation probabilities $W_1$ and $W_2$, for the case of a real quadrupole relaxation tensor (Snyder and Hughes, 1971).

$$W_1 = \left( e^{2}\Omega^2/64I \right) \left[ 4M_{1111} + 4M_{1133} + 4M_{3333} + 4M_{2323} + 4M_{3131} + 4M_{1212} \right]$$

$$+ 6 \left( 3M_{3333} - 2M_{2323} - 2M_{3131} \right) \cos^2 \theta$$

$$- \left( 4M_{1111} + 4M_{1133} + 19M_{3333} - 16M_{2323} - 16M_{3131} + 4M_{1212} \right) \cos^4 \theta$$

$$+ 24 \left( M_{3333} \cos \phi + M_{3333} \sin \phi \sin \theta \cos \theta \right) \sin \theta \cos \theta (1 - 2 \cos^2 \theta)$$

$$+ 8 \left( 2M_{1131} + H_{3331} + 2M_{2312} \right) \cos \phi - \left( 2M_{1123} + M_{3323} - 2M_{3112} \right) \times \sin \phi \sin \theta \cos^3 \theta$$

$$- 12 \left( (2M_{1133} + M_{3333}) \cos 2\phi + 2M_{3312} \sin 2\phi \sin^2 \theta \cos^2 \theta \right)$$

$$- 4 \left( 2M_{2323} - M_{3131} \right) \cos 2\phi - 2M_{2331} \sin 2\phi \sin^2 \theta (1 - 4 \cos^2 \theta)$$

$$- 8 \left( (2M_{1133} + M_{3333} - 2M_{2312}) \cos 3\phi + (2M_{1123} + M_{3323} + 2M_{3112}) \times \sin 3\phi \sin^3 \theta \cos \theta \right.$$}

$$- \left( (4M_{1111} + 4M_{1133} + M_{3333} - 4M_{1212}) \cos 4\phi + 4(2M_{1123} + M_{3312}) \times \sin 4\phi \sin^4 \theta \right)$$

(A1.1)
\[ W_2 = \left( e^{2q^2/256I} \right) [ (4M_{1111} + 4M_{1133} + 19M_{3333} + 16M_{2323} + 16M_{3131}) + (4M_{1111} + 4M_{3333} - 16M_{2323} - 16M_{3131} + 4M_{1212}) ] + (4M_{1111} + 4M_{1133} + 19M_{3333} - 16M_{2323} - 16M_{3131} + 4M_{1212}) \]

\[ + \cos^4 \theta - 48(M_{3331} \cos \phi + M_{3332} \sin \phi) \sin^2 \theta \cos \theta \]

\[ - 8((2M_{1111} + M_{3331} + 2M_{2312}) \cos \phi - (2M_{1123} + M_{1223} - 2M_{3112}) \sin \phi) \sin^3 \theta \cos \theta \]

\[ + 12((2M_{1133} + M_{3333}) \cos 2\phi + 2M_{3312} \sin 2\phi) \sin^2 \theta (1 + \cos^2 \theta) \]

\[ + 16(M_{2323} - M_{3131}) \cos 2\phi - 2M_{2331} \sin 2\phi \sin \theta \]

\[ + 8((2M_{1131} + M_{3331} - 2M_{2312}) \cos 3\phi - (2M_{1123} + M_{3323} + 2M_{3112}) \sin 3\phi) \sin^3 \phi \cos \phi \]

\[ + (4M_{1111} + 4M_{1133} + M_{3333} - 4M_{1212}) \cos 4\phi \]

\[ + 4(2M_{1112} + M_{3312}) \sin 4\phi \sin^4 \phi \]
Appendix II

Calculation of $M_{\alpha\beta\alpha'\beta'}$, for sodium nitrate using a point charge model.

We shall describe a simple nearest-neighbour point-charge model used by Hughes and Reed (1971) to calculate the $M$-tensor components in sodium nitrate. The sodium nuclei are assumed to vibrate in the electrostatic field of the nearest neighbour oxygen atoms, which are treated as stationary point charges. The configuration of these six charges is shown in Fig. A2.1.

The change in the electric field gradient $V_{\alpha\beta}$ at the nuclear site caused by a displacement $dr$ can be expressed by the following power series

$$V_{\alpha\beta} = \sum_j \frac{3V_{\alpha\beta}}{\delta x_j} dx_j + \frac{1}{2} \sum_{j,k} \frac{\partial^2 V_{\alpha\beta}}{\delta x_j \delta x_k} dx_j dx_k \ldots \quad \text{(A2.1)}$$

The linear term in eq. (A2.1) will give rise to spin-lattice relaxation via the direct process and the anharmonic Raman process (Van Kranendonk and Walker, 1967, 1968), whereas the quadratic term will give rise to the harmonic Raman process (Van Kranendonk, 1954).

The $M$-tensor components $M_{\alpha\beta\alpha'\beta'}$ are governed by the product of the fluctuations in $V_{\alpha\beta}$ and $V_{\alpha'\beta'}$. Thus, for a "linear" process, we obtain
Figure A2.1

Schematic representation of the charge configuration used in the point charge model for the calculation of $M_{\alpha\beta}$. 
\[ (M_{a_b a' b'})_{\text{lin}} = \left( \int_j \frac{\partial V_{a_b}}{\partial x_j} \, dx_j \right) \left( \int_j \frac{\partial V_{a'b'}}{\partial x_j} \, dx_j \right) \]

\[ = \int_j \int_k \frac{\partial V_{a_b}}{\partial x_j} \frac{\partial V_{a'b'}}{\partial x_k} \, dx_j \, dx_k \]  

where the bar signifies an average over the nuclear vibration. If we assume that there is no preferred direction for the nuclear motion, then

\[ \frac{dx_j dx_k}{dx} = \delta_{jk} \left( \frac{dr}{3} \right)^2. \]  

(A2.3)

Substituting into eq. (A2.2) we thus obtain

\[ (M_{a_b a' b'})_{\text{lin}} = \left( \frac{dr}{3} \right)^2 \int_j \frac{\partial V_{a_b}}{\partial x_j} \frac{\partial V_{a'b'}}{\partial x_j} \]  

(A2.4)

The model can be generalized to take into account anisotropy in the nuclear motion. Let \( k \) be the amplitude of the vibration along the z axis divided by the amplitude in the x-y plane. We further assume that the vibration in the x-y plane is isotropic and of amplitude \( dr \). Then eq. (A2.3) will become

\[ \frac{dx_j dx_k}{dx} = \delta_{jk} \left( k^2 - 1 \right) \delta_{jj} + 1 \left( \frac{dr}{3} \right)^2 \]  

(A2.5)

For a "quadratic" process, we obtain from eq. (A2.1)
(M_{αβα'β'})_{quad} = \frac{1}{4} \left\{ \sum_{j} \frac{\partial^2 v_{αβ}}{\partial x_j^2} \frac{\partial^2 v_{α'β'}}{\partial x_j^2} \right\} (dx_j)^4 \\
+ \sum_{j,k} \left\{ \frac{\partial^2 v_{α'α}}{\partial x_j^2} \frac{\partial^2 v_{β'β}}{\partial x_k^2} + 2 \right\} \frac{\partial^2 v_{αβ}}{\partial x_j \partial x_k} \frac{\partial^2 v_{α'β'}}{\partial x_j \partial x_k} \right\} (dx_j)^2 (dx_k)^2 \right\} (A2.6)

for the case of the nuclear site possessing inversion symmetry. For the anisotropic nuclear motion we obtain

\( (dx_j)^4 = \gamma (k^2 - 1) \delta_{j3} + 1; (dr)^4 \)

and

\( (dx_j)^2 (dx_k)^2 = \gamma (k^2 - 1) \delta_{j3} \delta_{k3} + 1; (dr)^4 \), \( j \neq k \) \( . \) \( (A2.8) \)

After a lengthy calculation, which takes into account the configuration of the six charges shown in Fig. A2.1, it can be shown (Reed, 1970) that for the "linear" process:

\[ M_{1111} = 6e^2 u_r^2 r^{-8} \{ \sin^2 \theta \left[ (3 - 5\sin^2 \theta)^2 + (1/2)(3 - 5\sin^2 \theta/4)^2 \right] + (3/2)(-1 + 5\sin^2 \theta/4) \} + k^2 \cos^2 \theta \left[ (5\sin^2 \theta - 1)^2 + 2(-1 + 5\sin^2 \theta/4)^2 \right] \]

\( (A2.9) \)
\[ M_{1113} = 6q^2u^2r^{-8}(\cos^2\varphi(1-5\sin^2\varphi)^2 + (75/8)\sin^4\varphi) \]

+ \( (3/2) + k^2\sin^2\varphi(1-5\cos^2\varphi)^2 \) \hspace{1cm} (A2.10)

\[ M_{3333} = 18q^2u^2r^{-8}((5\cos^2\varphi-1)^2(1-\cos^2\varphi) \]

+ \( k^2(3-5\cos^2\varphi)\cos^2\theta \) \hspace{1cm} (A2.11)

\[ M_{1113} = 6q^2u^2r^{-8}\sin\cos\cos\cos3\theta\phi\left((3-5\sin^2\varphi)(1-5\sin^2\varphi) \]

+ \( (15/4)\sin^2\varphi(1-5\sin^2\varphi/4)-(3-5\sin^2\varphi/4) \)

+ \( (1-5\sin^2\varphi/4)-(15k^2/4)(1-5\cos^2\varphi)\sin^2\varphi \right). \hspace{1cm} (A2.12)

Similarly, one finds for the "quadratic" process;

\[ M_{1111} = (3q^2u^24r^{-10/10})\left\{ 3(3-30\sin^2\varphi+35\sin^4\varphi)^2 \right. \]

+ \( 3(1-5\sin^2\varphi)^2 + 2(3-30\sin^2\varphi+35\sin^4\varphi)(1-5\sin^2\varphi) \)

+ \( 6[(15/4)\sin^2\varphi+(35/16)\sin^4\varphi] + 6(1-5\sin^2\varphi) \)

+ \( (105/16)\sin^4\varphi + 300/8)\sin^4\varphi(3-7\sin^2\varphi/4)^2 \)

+ \( 4[3-(30/4)\sin^2\varphi+(35/16)\sin^4\varphi] + 5\sin^2\varphi \)

+ \( (105/16)\sin^4\varphi + k^2[100\cos^2\theta\sin^2\theta(7\sin^2\theta/3)^2] \)

- \( 2(4-35\sin^2\varphi\cos^2\varphi)^2 + 5(3-7\sin^2\varphi/4)^2 \)

+ \( 3(1-7\sin^2\varphi/4)^2 + k^2[(4-35\sin^2\varphi\cos^2\varphi)^2] \)

+ \( 2[(15/4)\sin^2\varphi-4(35/4)\sin^2\varphi\cos^2\varphi)^2] \), \hspace{1cm} (A2.13)
\[ M_{1313} = \left( 3q^2 u^4 r^{10/10} \right) \left\{ \sin^2 \varphi \cos^2 \varphi \left[ 75 \left( 7 \sin^2 \varphi - 3 \right)^2 \right. \right. \\
\left. \left. - 50 \left( 7 \sin^2 \varphi - 3 \right) \cdot 75 \left( 75/2 \right) \left( 3 - 7 \sin^2 \varphi \right)^2 \right] \\
+ \left( 75/2 \right) \left( 1 - 21 \sin^2 \varphi \right) \cdot 150 \left( 1 - 7 \sin^2 \varphi \right)^2 \right. \\
\left. + \left( 50/2 \right) \left( 3 - 7 \sin^2 \varphi \right) \cdot \left( 1 - 21 \sin^2 \varphi \right) \right\} \\
+ k^2 \left[ 4 \left( 35 \sin^2 \varphi \cos^2 \varphi - 4 \right)^2 - 50 \sin^2 \varphi \cos^2 \varphi \left( 3 - 7 \cos^2 \varphi \right)^2 \right] \\
+ 2 \left( 35 \sin^2 \varphi \cos^2 \varphi + 15 \sin^2 \varphi - 16 \right) \left( 75/2 \right) \sin^4 \varphi \\
\left( 7 \cos^2 \varphi - 1 \right) \cdot \left( 50/2 \right) \sin^2 \varphi \cos^2 \varphi \left( 3 - 7 \cos^2 \varphi \right)^2 \right\} \]
\[ \text{(A2.14)} \]

\[ M_{3333} = \left( 9q^2 u^4 r^{10/10} \right) \left\{ \left[ 8 \left( 1 - 5 \cos^2 \varphi \right)^2 - 40 \right] \left( 1 - 5 \cos^2 \varphi \right) \right. \\
\left. \left( 7 \cos^2 \varphi - 1 \right) \sin^2 \varphi + 75 \left( 7 \cos^2 \varphi - 1 \right)^2 \sin^4 \varphi \right\} \\
+ k^2 \left[ \left( 2 \left( 3 - 30 \cos^2 \varphi + 15 \cos^4 \varphi \right) \right) \left( 2 \left( 1 - 5 \cos^2 \varphi \right) \right) \\
+ 5 \sin^2 \varphi \left( 7 \cos^2 \varphi - 1 \right) + 100 \cos^2 \varphi \sin^2 \varphi \left( 7 \cos^2 \varphi - 3 \right)^2 \right\} \\
+ k^4 \left[ 3 \left( 3 - 30 \cos^2 \varphi + 15 \cos^4 \varphi \right) \right] \right\} \]
\[ \text{(A2.15)} \]

\[ M_{1111} = \left( 3q^2 u^4 \sin \varphi \cos \varphi \right) \left\{ \left[ 75 \left( 7 \sin^2 \varphi - 3 \right)^2 \right. \right. \\
\left. \left. - 50 \left( 7 \sin^2 \varphi - 3 \right) \cdot 75 \left( 75/2 \right) \left( 3 - 7 \sin^2 \varphi \right)^2 \right] \\
+ \left( 75/2 \right) \left( 1 - 21 \sin^2 \varphi \right) \cdot 150 \left( 1 - 7 \sin^2 \varphi \right)^2 \right. \\
\left. + \left( 50/2 \right) \left( 3 - 7 \sin^2 \varphi \right) \cdot \left( 1 - 21 \sin^2 \varphi \right) \right\} \\
+ k^2 \left[ 4 \left( 35 \sin^2 \varphi \cos^2 \varphi - 4 \right)^2 - 50 \sin^2 \varphi \cos^2 \varphi \left( 3 - 7 \cos^2 \varphi \right)^2 \right] \\
+ 2 \left( 35 \sin^2 \varphi \cos^2 \varphi + 15 \sin^2 \varphi - 16 \right) \left( 75/2 \right) \sin^4 \varphi \\
\left( 7 \cos^2 \varphi - 1 \right) \cdot \left( 50/2 \right) \sin^2 \varphi \cos^2 \varphi \left( 3 - 7 \cos^2 \varphi \right)^2 \right\} \]
\[ \text{(A2.14)} \]
\[-3(-1+21\sin^2\theta/4)[5\cos^2\theta-4+(105/16)\sin^4\theta] \\
+ k^4\left[(35\sin^2\theta\cos^2\theta-4)(42\sin^2\theta-20)-16(7\sin^2\theta-12) \\
\times (15\sin^2\theta-16+35\sin^2\theta\cos^2\theta)-60\sin^2\theta(7\cos^2\theta-1) \\
\times (7\sin^2\theta-1)(7\sin^2\theta-4)-8(3-7\cos^2\theta) \\
\times (15\sin^2\theta-16+35\sin^2\theta\cos^2\theta)\right] \\
+ k^4[12(7\cos^2\theta-3)(105\sin^2\theta\cos^2\theta-15\sin^2\theta)]\right]. \quad (A2.16)

In the coordinate system and for this model \( M_{1123} \) is zero.

Since the \( M_{\alpha\beta\gamma\delta} \) are proportional to \( r^{-8} \) for the "linear" process and to \( r^{-10} \) for the "quadratic" process, the nearest-neighbour approximation is likely to be reasonable for the case of \(^{23}\text{Na} \) in sodium nitrate. Also, although the details of the phonon spectrum have been ignored, the model should be a reasonable approximation at temperatures greater than the Debye temperature. The point-charge model is a gross simplification of the actual situation in a real crystal.

Moreover, factors such as antiscreening (Sternheimer, 1950) and covalency in the crystal bonding (Yosida and Moriya, 1956) have been ignored. This will result in the magnitude of an individual \( M \) component being completely unreliable. However, the ratio of two \( M \)
components should be fairly accurate, since it is expected that several factors which have been ignored will affect all the M's equally.
Selection of $P_{\text{obs}}$ values and the optimum utilization of time in the measurement of NMR enhancement

In our experiment, the NMR enhancement $E$ is measured at various observing powers $P_{\text{obs}}$, and the value of $W_2/W_1$ is determined from the intercept on the $E$ axis of the straight line which is the best fit to the $E-P_{\text{obs}}$ data. The enhancement values are subject to random error because of the noise generated in the spectrometer. However, for a Robinson spectrometer, this noise is independent of rf level (Hoving, 1966; Smith and Hughes, 1971). At the low spectrometer powers used in our work, the NMR saturation is negligible and the signal amplitudes are therefore proportional to the rf level $P_{\text{obs}}$. Since $E$ is only a weak function of $P_{\text{obs}}$ (it only varies by 5% over the complete range of $P_{\text{obs}}$ used), it follows that the random error in the $i$'th data point $E_i$, is inversely proportional to $\sqrt{P_{\text{obs}}}/i$. Also, the error in $E_i$ is inversely proportional to $\sqrt{t_i}$, where $t_i$ is the time spent on the $i$'th data point. On this basis, we wish to find the values of $(P_{\text{obs}})_i$ and $t_i$ which minimize the random error in the intercept subject to the constraint

$$\sum_{i=1}^{n} t_i = T$$

(A3.1)
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where \( T \) is the total time available. Since many hours are required to obtain a precision of 0.10 in an enhancement measurement at even a large value of \( P_{\text{obs}} \), it is important to acquire data as efficiently as possible.

If we now call \( (P_{\text{obs}})_i \) and \( E_i, x_i \) and \( y_i \) respectively, then the data are fitted to

\[
y = a + bx
\]

where \( x \) is necessarily positive. The square of the standard error in the intercept \( a \) is given by

(Devitt, 1969)

\[
o_a^2 = \frac{\sum x_i^2 / o_i^2}{(\sum 1 / o_i^2) (\sum x_i^2 / o_i^2) - (\sum x_i / o_i^2)^2}
\]

(A3.3)

where \( o_i \) is the standard error in \( y_i \) and the summations extend over all \( n \) data points. It follows from the discussion in the previous paragraph that

\[
1/o_i^2 = cx_i t_i
\]

(A3.4)

where \( c \) is a constant. If we regard the \( x_i \) as arbitrary, then the optimum \( t_i \) must satisfy the relation

\[
d(o_a^2) = \sum (\partial o_a^2 / \partial t_i) dt_i = 0
\]

(A3.5)

subject to the constraint

\[
\sum dt_i = 0
\]

(A3.6)
A solution to eqs. (A3.5) and (\ref{A3.3}) is

\[
\frac{3\alpha^2}{\delta t_j} = a \text{ constant independent of } j. \tag{A3.7}
\]

Substituting eq. (A3.4) into eq. (A3.3) we find

\[
\frac{3\alpha^2}{\delta t_j} = -\frac{x_j (2x_1^3 t_1 - x_j x_1^2 t_1)^2}{(x_1^3 t_1 - (x_1^2 t_1)^2)^2}. \tag{A3.8}
\]

Since the denominator in eq. (A3.8) is independent of \(j\), it follows from eq. (A3.7) that

\[
x_j (2x_1^3 t_1 - x_j x_1^2 t_1)^2 = a \text{ constant independent of } j. \tag{A3.9}
\]

Since eq. (A3.9) is a cubic equation in \(x_j\), there are at most three independent \(x\) values which satisfy eq. (A3.9). Expanding eq. (A3.9) for \(n = 3\), we find that one of these equations is a linear combination of the other two. We therefore conclude that the optimum number of data points is two.

We now consider the specific case where the two data points are at

\[
\begin{align*}
x_1 &= x, \\
x_2 &= ax, \quad \text{with } 0 < a < 1
\end{align*} \tag{A3.10}
\]

and the corresponding measurement times are

\[
\begin{align*}
t_1 &= \delta T, \\
t_2 &= (1-\delta)T, \quad \text{with } 0 < \delta < 1
\end{align*} \tag{A3.11}
\]
Substituting into eq. (A3.9) we find that

$$\beta = (1 + \alpha^{-3/2})^{-1}. \quad (A3.12)$$

This gives the optimum allocation of measurement time for an arbitrary value of $\alpha$. To find the optimum value of $\alpha$ we substitute eqs. (A3.10), (A3.11) and (A3.12) into (A3.3) to obtain

$$\sigma^2_\alpha = \frac{1}{xct} \left( \frac{1 + \alpha^{3/2}}{\alpha(1 - \alpha)^2} \right)^2. \quad (A3.13)$$

By differentiating eq. (A3.13) we find that the optimum value of $\alpha$ which minimizes $\sigma^2_\alpha$ is $1/4$. From eq. (A3.12) one finds that the corresponding value of $\beta$ is $1/9$.

Thus, we conclude that the optimum method of data acquisition consists of taking just two data points differing by a factor of four in $P_{\text{obs}}$, and spending eight ninths of the time at the lower data point.