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Abstract

A combination of frequency-modulated continuous-wave (FMCW) technology with syn-

thetic aperture radar (SAR) principles is a highly sought after method as it leads to a

compact and cost effective high resolution near distance imaging system. However, there

are a few design issues associated with FMCW radar systems that need to be addressed

in order to design an optimal FMCW SAR imaging system. One of the limiting factors of

FMCW radars is that the ramp signal modulates the received signal, which limits the mini-

mum achievable range resolution. In addition, the voltage controlled oscillator (VCO) adds

a certain degree of phase noise and nonlinearity to the transmitted signal that degrades the

signal-to-noise ratio (SNR), range accuracy and image resolution. To resolve these issues, a

multitude of hardware and software approaches have been proposed for the suppression of

phase noise and nonlinearity of the transmitted signal. However, these approaches resolve

only individual issues, limiting their applicability in the design of FMCW SAR imaging sys-

tems.

This work seeks to overcome the three design issues mentioned above through the develop-

ment of simulation platforms, which has been shown to be well-suited for the comprehensive

study of these effects. A signal processing procedure with system calibration methods to

mitigate the effects of deramp, phase noise and nonlinearity of the VCO on the beat spec-

trum is proposed. Additionally, the effect of bandwidth, integration angle and phase noise

of the received pulses on the SAR image resolution in both range and cross-range directions

are comprehensively studied. To improve the range accuracy, different calibration methods

are also comprehensively studied.

To demonstrate the effectiveness and versatility of the proposed signal processing proce-

dure, an S-band FMCW radar system, using off-the-shelf components, is designed for near

distance target imaging using linear and circular SAR techniques. The reconstructed images
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show the improvement of image quality and accuracy in the target position. Finally, several

avenues of further study and applications are suggested.
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Chapter 1

Introduction

1.1 Motivation

Since World War II, radars have been extensively used for civilian and military applications

in the form of impulse radars or continuous wave (CW) radars. One preferred class within

CW radars is the frequency-modulated continuous wave (FMCW) radar. The FMCW radar

operates by modulating the carrier in frequency and uses deramp processing (or stretch

processing, dechirp) to display the target distance in the form of beat frequency (or inter-

mediate frequency). FMCW radars are not only limited to military applications but also

applied to commercial tasks such as snow thickness measurement [1], terrain displacement

monitoring [2, 3], through-wall detection [4], piston localization in hydraulic cylinder [5],

gaseous media fluctuation detection [6], and life activity monitoring [7], as well as automo-

tive applications in collision avoidance [8], adaptive cruise control [9], and all weather cruise

control [10]. Furthermore, FMCW radars are extensively used in imaging applications.

The combination of FMCW technology with the synthetic aperture radar (SAR) princi-

ple [11] leads to a low cost and miniaturized high resolution imaging sensor. Several SAR

techniques have been adapted for FMCW radars in [12–15]. However, there are a few design

1



issues associated with FMCW radar systems that need to be addressed in order to design

an optimal FMCW SAR imaging system. The prominent design issues include the modula-

tion of the beat signal, the phase noise of the transmitted signal and its sweep distortion.

To resolve these issues, hardware and software approaches have been proposed in [16–21].

Nonetheless, these approaches resolve only individual issues, which limit their applicability

in the design of FMCW SAR imaging systems.

Radar system simulations provide insightful information about the effects of component

parameters on the overall system performance. Accurate system simulations prevent the

design of over-specified systems and provide an understanding of the trade-offs between

component parameters on system level for the beat signal. Several FMCW radar system

simulations have been proposed in [22–25]. However, these simulations generally suffer from

the lack of a comprehensive model and range accuracy performance analysis. Furthermore, a

study on the effect of VCO phase noise on SAR image resolution was missing in the literature.

This thesis aims to develop an S-band homodyne FMCW-SAR system, using off-the-shelf

components, for near distance imaging applications. This will be accomplished with the

development of a FMCW radar system, signal processing procedure and system calibration

techniques. In order to validate the performance of the FMCW radar, near distance targets

are imaged using linear SAR (LSAR) and circular SAR (CSAR) techniques.
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1.2 Background

1.2.1 Radar

Radars use electromagnetic (EM) waves to detect and localize the targets. The main types

of radars are the impulse radar and the CW radar, each with its own merits [26]. The CW

radar transmitter consists of a single oscillator operating at a constant frequency, and the

receiver consists of a mixer to process the reflected signals from a moving target. The velocity

of the moving target results in a Doppler frequency shift (fD = 2v/λ). However, the CW

radar is unable to measure range. As the technology advanced, the impulse radar [27–29]

and the FMCW radar were developed [30, 31], both of which are capable of measuring the

target range and velocity. Nevertheless, the FMCW radar imposes less constraints on the

component specifications compared to the impulse radar, which translates to a low cost and

miniaturized system design. Therefore, FMCW radar is an important class of radar that is

able to measure the target range and velocity, while simultaneously maintain the advantages

of a CW radar. FMCW radar has several significant advantages over impulse radar: lower

peak power, less susceptible to interception, lower cost, lower sampling rate, highly system

integrative and minimum target distance.

1.2.2 FMCW Radar Principles and Architectures

In order to determine the target range, a timing reference should be applied to the CW

transmission signal that allows the time of transmission and reception to be recognized [32].

A frequency-modulation of the CW transmission signal across time has been shown to be

successful, where the timing reference is established by the change in frequency. After the

deramp processing, the target distance is in the form of beat frequency.

The main architectures of FMCW radars are the heterodyne and the homodyne. In gen-

eral, heterodyne architecture is achieved with an additional oscillator to generate a new
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Figure 1.1: Simplified block diagram of the homodyne FMCW radar system.

frequency at the local oscillator (LO) port of the mixer for deramp processing. In [33–35],

FMCW radars with heterodyne transceiver architecture are used to implement range gate

based on narrow-band filters. In [36], a FMCW radar with heterodyne transceiver architec-

ture is used to eliminate the low-frequency self-mixing spectrum by filtering the up-converted

baseband signal. On the other hand, the homodyne architecture is achieved with a direct

copy of the transmitted signal at the LO port of the mixer for deramp processing. In [37,38],

FMCW radars with homodyne transceiver architecture are implemented for simplicity, low

cost and miniaturized system design.

A simplified block diagram of the homodyne FMCW radar system is shown in Fig. 1.1,

and can be described as follows: First, a periodic waveform is used to modulate the trans-

mitter (Tx) signal. Several periodic waveforms can be considered for Tx signal modulation,

but the most popular are the ramp sweep (or asymmetrical sweep) and the triangular sweep

(or symmetrical sweep), as shown in Fig. 1.2. For the same target distance, a triangular

sweep will result in a beat frequency approximately two times higher than the beat fre-

quency generated by a ramp sweep [39]. Therefore, the ramp sweep is selected to reduce

the sampling rate requirements. The output of the FM generator (or VCO) is a chirp sig-

nal, which is radiated by a Tx antenna. The reflected signal is received by a receiver (Rx)

antenna and down-converts through a mixer. The output of the mixer is a beat frequency,

which is proportional to the transit time between the Tx and Rx signals.
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Figure 1.2: Linear sweep functions.

1.2.3 Mathematical Modelling

The mathematical equations to model the ideal and nonideal FMCW radar signals are pre-

sented here. First, an analysis of an ideal FMCW radar is shown below. The ideal trans-

mitted and received signals can be represented by [40]

sidealt (t) = Atcos(φ
ideal
t (t))

sidealr (t) = Arcos(φ
ideal
r (t))

(1.1)

where At and Ar are the amplitudes, and φidealt (t) and φidealr (t) are

φidealt (t) = 2π

∫ t

0

f idealt (t)dt = 2πfst + πcrt
2 + C

φidealr (t) = 2π

∫ t

0

f idealr (t)dt = 2πfs(t− τd) + πcr(t− τd)
2 + C

(1.2)

where fs is the starting frequency, cr is the chirp rate, τd is the time delay and C is the

integration constant. For a homodyne Rx, some of the transmitted signal is coupled into

the LO port of the mixer. The beat signal at the intermediate frequency (IF) port can be
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represented by

s′ idealb (t) = sidealt (t) · sidealr (t) (1.3)

where the identity 2cos(x)cos(y) = cos(x + y) + cos(x − y) is applied to evaluate (1.3), so

the resultant beat signal can be represented by

s′ idealb (t) =
AtAr
2

[

cos(4πfst+ 2πcrt
2 − 2πfsτd − 2πcrτdt+ πcrτd

2)+

cos(2πfsτd + 2πcrτdt− πcrτd
2)

] (1.4)

The first term in (1.4) is a high frequency term that is attenuated by either the upper

frequency limit of the IF port, or by the active low-pass filter (LPF) placed immediately

after the IF port. Therefore, the beat signal can be simplified as

sidealb (t) =
AtAr
2

cos(2πfsτd + 2πcrτdt− πcrτd
2) (1.5)

Let φidealb (t) be:

φidealb (t) = 2πfsτd + 2πcrτdt− πcrτd
2 (1.6)

The beat frequency for an ideal FMCW radar can be represented by

f idealb (t) =
1

2π

d

dt
φidealb (t) = crτd (1.7)

Then the range of the target can be represented by

Rideal =
cTramp
2B

f idealb (t) (1.8)

where c is the speed of the pulse in the medium, Tramp is the sweep duration of the ramp signal

and B is the frequency bandwidth. If multiple targets are present, each individual target
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will contribute to a beat frequency. Then the output of the mixer will be a superposition of

beat frequencies represented by

sidealb (t) =
AtAr
2

N∑

i=1

cos(2πcrτdit) (1.9)

In order to model a more realistic FMCW radar, the nonlinearity inherent to a FM generator

(or VCO) needs to be accounted for. Next, an analysis of a nonideal FMCW radar is shown

below. The nonideal transmitted and received signals can be represented by [40]

snidealt (t) = Atcos(φ
nideal
t (t))

snidealr (t) = Arcos(φ
nideal
r (t))

(1.10)

where At and Ar are the amplitudes, and φnidealt (t) and φnidealr (t) are

φnidealt (t) = 2π

∫ t

0

fnidealt (t)dt = 2πfst+ πcrt
2 + ǫ(t) + C

φnidealr (t) = 2π

∫ t

0

fnidealr (t)dt = 2πfs(t− τd) + πcr(t− τd)
2

+ǫ(t− τd) + C

(1.11)

where ǫ(t) is the phase due to distortion of the sweep generator and/or due to other compo-

nents. Then the beat signal at the IF port can be represented by

s′ nidealb (t) =
AtAr
2

[

cos(4πfst+ 2πcrt
2 − 2πfsτd − 2πcrτdt+ πcrτd

2 + ǫ(t) + ǫ(t− τd))+

cos(2πfsτd + 2πcrτdt− πcrτd
2 + ǫ(t)− ǫ(t− τd))

]

(1.12)

The beat signal can be further simplified as

snidealb (t) =
AtAr
2

cos(2πfsτd + 2πcrτdt− πcrτd
2 + ǫ(t)− ǫ(t− τd)) (1.13)
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Let φnidealb (t) be:

φnidealb (t) = 2πfsτd + 2πcrτdt− πcrτd
2 + ǫ(t)− ǫ(t− τd) (1.14)

Therefore, the beat frequency for a nonideal FMCW radar can be represented by

fnidealb (t) =
1

2π

d

dt
φnidealb (t) = crτd + β ′(t)− β ′(t− τd) (1.15)

Next, Taylor’s theory is applied to develop an expression for the nonlinear phase error term

(ǫ(t)) shown below. According to Taylor’s theory, any nonlinear function can be approxi-

mated using a finite number of Taylor series terms [41]. Then the nonlinear term in the Tx

signal can be represented by

fnidealt (t) =

∞∑

i=0

crit
i (1.16)

In general, a second-order approximation is sufficient to model the Tx nonlinearity [41].

Therefore, (1.16) can be simplified to

fnidealt (t) = cr0 + cr1t+ cr2t
2 (1.17)

This is compared to the nonideal Tx frequency expression, which can be represented by

fnidealt (t) = fs + crt + ζ(t) (1.18)

Let ζ(t) be:

ζ(t) = cr2t
2 (1.19)

Then the instantaneous phase of the nonideal transmitted and received signals can be rep-
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resented by

φnidealt (t) = 2π

∫ t

0

fnidealt (t)dt = 2πfst+ πcrt
2 +

2π

3
cr2t

3 + C

φnidealr (t) = 2π

∫ t

0

fnidealr (t)dt = 2πfs(t− τd) + πcr(t− τd)
2

+
2π

3
cr2(t− τd)

3 + C

(1.20)

Then the instantaneous phase of the beat signal can be represented by

φnidealb (t) = 2πfsτd + 2πcrτdt− πcrτ
2
d +

2π

3
cr2t

3 −
2π

3
cr2(t− τd)

3

τd≪
≈ 2πfsτd + 2πcrτdt + 2πcr2τdt

2

(1.21)

where if τd is sufficiently small compared to the sweep time, then the higher order terms can

be removed [42]. The nonideal beat frequency can be represented by

fnidealb (t) =
1

2π

d

dt
φnidealb (t) = crτd + cr2τdt

2 (1.22)

The beat frequency from (1.22) is a function of time. In other words, the nonlinearity from

the VCO results in a nonstationary beat signal [43], which spreads the target energy and

degrades the range accuracy and resolution.

1.2.4 Performance Metrics

The primary performance metrics of FMCW radars are the maximum range and the range

resolution. The maximum range can be represented by [44]

Rmax =

[

PavgGtxArxρrxσe
(2α)

(4π)2kT0(NF )Bnτpulsefr(SNRmin)

]

(1.23)

where Pavg is the average transmit power, Gtx is the Tx antenna gain, Arx is the Rx antenna

effective aperture, ρrx is the Rx antenna efficiency, σ is the target radar cross section (RCS),

α is the attenuation constant, k is the Boltzmann’s constant (1.38 · 10−23 J/◦K), T0 is
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the standard temperature (290◦K), NF is the system noise figure, Bn is the system noise

bandwidth, τpulsefr is the duty cycle and SNRmin is the minimum SNR requirement. It

can be observed from (1.23) that range depends on the minimum detectable signal (MDS)

strength, which can be represented by

MDS (dBm) = −174 dBm+ 10 log10(Brx) +NF (dB) + SNRmin (dB) (1.24)

where Brx is the receiver bandwidth.

The criterion for range resolution is that the peaks of the overlapped beat frequencies should

be separated by at least half of their peak values [39]. For a homodyne FMCW radar, the

range resolution can be represented by [45, 46]

∆R =
Trampc

2B
∆fb (1.25)

where ∆fb is the beat frequency resolution.

1.2.5 System Noise

Noise is a well-known problem in the design of radar systems. The main types of noise are

the internally generated noise and the externally generated noise. The internally generated

noise includes thermal and flicker noise. Thermal noise (or Gaussian noise, Johnson noise)

is generated by the random thermal motion of conduction electrons for materials above 0◦K.

The mean-square noise voltage from this thermal motion can be represented by

v2n(t) =
1

T

∫ T

0

v2n(t)dt = 4kRTB

i2n(t) =
1

T

∫ T

0

i2n(t)dt =
4KTB

R

(1.26)
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where T is the temperature in Kelvins and R is the resistance. Furthermore, thermal noise

has a nearly constant power spectral density (PSD) across the frequency spectrum and deter-

mines the noise floor level (NFL). On the other hand, flicker noise (or pink noise) is generated

by the random fluctuations of carriers in active devices. Furthermore, flicker noise has a 1/f

PSD across the frequency spectrum and determines the phase noise level.

Externally generated noise includes power supply and radiation noise. Power supply noise

is generated by the 50 Hz (or 60 Hz) AC frequency from the walls and can appear at the

circuit. Nevertheless, this noise can be effectively suppressed with proper selection of bypass

capacitors, RF chokes and filters. Radiation noise is generated by the propagation of radio

frequency (RF) waves in the environment, which can couple into the circuit. Nonetheless,

this noise can be effectively suppressed by proper placement and design of EM interference

shields with metal enclosures or absorbers [47].

1.2.6 Phase Noise

Phase noise is a critical problem in the design of FMCW radar systems. It is inherent to

a VCO and has shown to increase overall system NFL, decrease Rx sensitivity and degrade

resolution [48, 49]. The mathematical equations and definitions to describe phase noise are

presented here. First, the relation between frequency deviation and modulation sidebands is

shown. The output signal of an ideal VCO fed with a single tuning voltage can be represented

by [42]

sidealV CO = Vccos(ωct) (1.27)

where ωc is the carrier frequency. The frequency spectrum of an ideal VCO output signal is

a single delta function at the carrier frequency as shown in Fig. 1.3(a). However, the output
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signal of a nonideal VCO fed with a single tuning voltage can be represented by

snidealV CO = Vc(1 + ξ(t))cos(ωct+ ψ(t)) (1.28)

where ξ(t) and ψ(t) are the amplitude and phase noise respectively. Nevertheless, most

VCO designs include signal limiters to suppress the amplitude noise [50]. As a result, the

amplitude variations are well attenuated and controlled. Consequently, the VCO output

spectrum is mainly dominated by phase noise and (1.28) can be simplified to

snidealV CO = Vccos(ωct + ψ(t)) (1.29)

The frequency spectrum of a nonideal VCO output signal has a skirt of noise as shown in

Fig. 1.3(b). Furthermore, small changes in the oscillator frequency can be represented by

ψ(t) =
∆f

fm
sin(ωmt) = ψpsin(ωmt) (1.30)

where ωm is the modulating frequency and ψp is the peak phase deviation. Then (Eq.1.30)

is substituted into (Eq.1.29) and the VCO output spectrum can be represented by

snidealV CO = Vccos(ωct+ ψpsin(ωmt)) (1.31)

where the identity cos(x + y) = cosxcosy − sinxsiny is applied to evaluate (Eq.1.31) and

the resultant VCO output spectrum can be further represented by

snidealV CO = Vc

[

cos(ωct)cos(ψpsin(ωmt))− sin(ωct)sin(ψpsin(ωmt))

]

ψp≪

≈ Vc

[

cos(ωct)− ψpsin(ωmt)sin(ωct)

]

ψp≪

≈ Vc

[

cos(ωct)−
ψp
2

[

cos(ωc + ωm)t− cos(ωc − ωm)t

]]

(1.32)

where for sufficiently small ψp, the small-argument expressions of sinx ≈ x and cosx ≈ 1
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(a) (b)

Figure 1.3: Frequency spectrum of: (a) ideal VCO output, and (b) nonideal VCO output.

can be applied. It can be observed from (Eq.1.32) that a small phase or frequency deviation

in the VCO output results in modulation sidebands at ωc ± ωm located on either side of the

carrier frequency ωc.

Next, three definitions for the VCO phase noise are presented. First, the IEEE definition

for phase noise can be represented by [51]

L(f) =
Sψ(f)

2
(1.33)

where Sψ is the phase PSD represented by

Sψ(f) =
ψ2(f)

B
(1.34)

It can be observed from (1.33) that due to symmetry, only half of the phase PSD is considered,

and the phase noise level is determined relative to the carrier frequency in a single-side-band

(SSB) PSD of 1 Hz bandwidth.
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Figure 1.4: Feedback amplifier model for characterizing oscillator phase noise.

Second, phase noise can be characterized by Leeson’s model [52], which begins by modelling

the VCO as an amplifier with feedback shown in Fig. 1.4. The output voltage can be

represented by

V0(ω) = AVi(ω) + AH(ω)V0(ω) (1.35)

where A is the voltage gain and H(ω) is the feedback transfer function. Additionally,

(Eq. 1.35) can also be represented by

V0(ω) =
AVi(ω)

1−AH(ω)
(1.36)

Then H(ω) for a Colpitts VCO can be represented by

H(ω) =
1

1 + 2jQ0(
∆ω
ωc

)
(1.37)

where Q0 is the quality factor, ωc is the carrier frequency and ∆ω is the frequency offset

relative to the carrier frequency. Since the input and output PSD are related by the square of

the magnitude of the voltage transfer function, the PSD transfer function can be represented

by

S0(ω)
A=1
=

∣
∣
∣
∣

1

1−H(ω)

∣
∣
∣
∣

2

Si(ω) (1.38)

Then (Eq. 1.37) is substituted into (Eq. 1.38), and the PSD transfer function can be repre-
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(a) (b)

Figure 1.5: Output PSD response for: (a) ωh < ωα (high Q), and (b) ωh > ωα (low Q).

sented by

S0(ω) =

(

1 +
ω2
h

∆ω2

)

Si(ω) (1.39)

where ωh = ωc/2Q0 is the half-power bandwidth of the resonator. Since the input PSD

consists mainly of thermal and flicker noise, the input PSD can be represented by

Si(ω) =
kT0(NF )

Pavg
︸ ︷︷ ︸

Thermal

(

1 +
Kωα
∆ω
︸ ︷︷ ︸

Flicker

)

(1.40)

where ωα is the corner frequency of the flicker noise and K is the constant accounting for the

strength of the flicker noise. Then (Eq. 1.40) is substituted into (Eq. 1.39), and the output

PSD can be further represented by

S0(ω) =
kT0(NF )

Pavg

(
Kωαω

2
h

∆ω3
+

ω2
h

∆ω2
+
Kωα
∆ω

+ 1

)

(1.41)

There are two solutions for (1.41), which depends on whether ωh or ωα is greater, as shown in

Fig. 1.5. As it can be seen, Leeson’s model is able to characterize the phase noise roll-off with

respect to a frequency offset from the carrier, which provides a more in-depth understanding

on the overall phase noise performance.
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Third, the VCO phase noise can also be modelled as time jitter. Phase noise and time

jitter are related quantities, where phase noise is a frequency domain view of the noise

spectrum around the oscillator signal, while jitter is a time domain measure of the timing

accuracy of the oscillator period. The relationship between phase noise and time jitter can

be represented by [53]

JRMS(t) =

√

2
∫ f2
f1
Lψ(f)df

2πfc
(1.42)

where fc is the center frequency, f1 is the initial offset frequency, f2 is the cut-off offset

frequency and Lψ(f) is the single sideband phase noise spectrum, which can be represented

by

Lψ(f) = 10
χ

10 (1.43)

where χ is the phase noise power in dB relative to the carrier frequency.

1.2.7 Frequency Selection

The International Telecommunications Union has divided the microwave spectrum into sub-

bands, and the IEEE has standardized the radar letter-band nomenclature, as shown in

Table. 1.1. Transmission in the EM spectrum is regulated by government bodies, such as

the Federal Communications Commission in United States and Industry Canada in Canada.

A radio license is required to operate in most of the EM spectrum. However, notable excep-

tions are the industrial, scientific, and medical (ISM) band, which are 6765-6795 kHz, 433-435

MHz, 61-61.5 GHz, 122-123 GHz and 244-246 GHz in Canada [54], and the Ultra-wideband

(UWB), which is 3.1-10.6 GHz in North America [55]. Though a license is not required,

explicit rules exist for transmission in the ISM and UWB bands, especially related to the

allowed power densities. Furthermore, Industry Canada has also allocated specific licensing
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frequency bands for radar applications (e.g., radio-navigation and radio-location) [56].

It has been shown that the FMCW radar range resolution can improve with a wider band-

width (see section 1.2.4). This attracts the use of high frequencies, since the frequency

allocation for radar usage is quite fragmented. Therefore, a wider bandwidth is more easily

obtained at higher frequencies. Also, higher frequencies translate to smaller antenna size,

since the antenna size is usually related to the wavelength at ∼ λ/4. Nevertheless, there are

also advantages for using lower frequencies, such as lower cost and increase availability of

components. Also, lower frequencies allow a better penetration capability for through-wall

applications. In this thesis, a FMCW radar system operating at 1.9-3.7 GHz is designed.

This frequency range falls approximately in the S-band and is a rather high frequency band.

However, it is mainly chosen due to the cost and availability of the RF components.

1.2.8 Applications

In recent years, FMCW radars have attracted attention from both industry and academia for

their advantages (see section 1.2.1). FMCW radars have been shown to be successful in appli-

cations such as snow thickness measurement, terrain displacement monitoring, through-wall

detection, piston localization in a hydraulic cylinder, gaseous media fluctuation detection, life

activity monitoring, as well as automotive applications in collision avoidance, adaptive cruise

control and all weather cruise control. For example, Galin et al. [1] have mounted a S-C band

FMCW radar on a helicopter to measure the snow thickness over East Antarctica. Iglesias

et al. [2, 3] have used a ground based C-Ku band FMCW radar, with interferometry SAR

and persistent scatterer interferometry techniques, to monitor the different kinds of ground

displacements. Charvat et al. [4] have implemented a S-band FMCW radar, with range gate

capability based on narrow-band filters, to avoid the strong reflection from the wall that can
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Table 1.1: IEEE Standard RF Letter-Band Nomenclature

Band Nomenclature Nominal Frequency Range

HF 3 - 30 MHz

VHF 30 - 300 MHz

UHF 300 - 1000 MHz

L 1 - 2 GHz

S 2 - 4 GHz

C 4 - 8 GHz

X 8 - 12 GHz

Ku 12 - 18 GHz

K 18 - 27 GHz

Ka 27 - 40 GHz

V 40 - 75 GHz

W 75 - 110 GHz

mm 110 - 300 GHz

saturate the radar Rx. Ayhan et al. [5] have presented a K-band FMCW radar capable of

localizing the piston position while submerged in an oil filled medium. Baer et al. [6] have

used a W-band FMCW radar, with dielectric mixing equations, to detect the fluctuation of

gases. Wang et al. [7] have developed a C-band FMCW radar for indoor positioning and life

activity monitoring, based on transmitting a signal with linear and interferometry modes.

Boukari et al., Polychronopoulos et al. and Russel et al. [8–10] have developed various radar

architectures for automotive safety applications.

The radar concepts, mathematical models and noise relations establish an understanding

for the radar nonlinearities.
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1.3 Thesis Contribution and Layout

Chapter 2 describes the radar system simulation. A complete FMCW radar system simula-

tion is implemented in ADS, to gain insightful information about the influence of component

parameters on the overall system performance. First, an ideal FMCW radar is simulated.

Then each component within the system is individually parametrized and systematically

studied to understand its effect on SNR, range accuracy and range resolution. Next, the

specifications of a practical off-the-shelf VCO is used for simulation, and a curve-fitted equa-

tion that estimates the range accuracy in relation to target range and phase noise is presented.

Then a table that summarizes the relation between component parameters and system per-

formances is provided. Finally, a nonideal FMCW radar, using off-the-shelf component

specifications, is simulated for two-target detection with variation in RCS ratio.

Chapter 3 details the hardware design. An S-band homodyne FMCW radar system, us-

ing off-the-shelf components, is designed with low-frequency circuitry and high-frequency

components. Different measurement procedures and equipment are used to characterize and

compare the component performances with the manufacture and/or design specifications.

Then a complete system measurement is carried out in the time domain, using real-time

oscilloscope, to characterize the pulse distortion introduced by each component throughout

the system. Also, a LabVIEW program is developed to digitize the beat signals and syn-

chronize the Tx and Rx. Finally, tables that summarize the overall system specifications

and performances are provided.

Chapter 4 presents the antenna design. A modified bow-tie antenna with low cross-polarization

and miniaturization is designed to improve the radar image resolution by suppressing radi-

ation in the orthogonal directions. The antenna’s characteristics including return loss, gain

and radiation pattern are measured, along with the time domain characteristics, and show

reasonable agreement with the simulated results.
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Chapter 5 presents the software simulation. An S-band homodyne FMCW radar system

simulation is implemented with CST and MATLAB. A signal processing procedure is de-

veloped, which can be categorized into two parts: pre-processing and post-processing. The

pre-processing stage consists of spectral estimation techniques and mitigation methods for

deramp on the beat spectrum. Specifically, two mitigation methods are discussed: the

deconvolution method, and the spectral envelope and impulsization method. Then the post-

processing consists of either LSAR or CSAR processing, with a modified frequency domain

global backprojection (GBP) algorithm for image reconstruction. Finally, the relation be-

tween radar resolution, frequency bandwidth, phase noise and aperture length are studied

with a LSAR measurement setup.

Chapter 6 discusses the measurement results. The Rx pulse can be affected by scatter-

ing from the target(s) and nearby object(s), propagation delay due to the radar components,

as well as mutual coupling between the antennas, especially when the antennas are placed

in quasi-monostatic configuration. Therefore, system calibration techniques for background

noise removal, and correction of time offset due to sweep distortion of the transmitted signal

and group delay of the radar components are described. Then the validation of the proposed

signal processing procedure using measurement data is presented. Finally, the LSAR and

CSAR imaging results for various targets are shown and discussed.

To conclude, Chapter 7 summarizes the result of this work and highlights its key contri-

butions. Furthermore, related incomplete studies are outlined, along with directions for

future development for an improved FMCW SAR system.
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Chapter 2

ADS System Simulation

2.1 Literature Review

Several FMCW radar system simulations have been proposed in the literature. For example,

Dudek et al. [22,23] have presented the FMCW radar system simulations in ADS and studied

the effects of Rx nonlinearity and VCO phase noise on the NFL for single target detection.

Scheiblhofer et al. [24] have developed a FMCW radar system simulation in MATLAB and

investigated the effects of external noise sources on the NFL for single target detection.

Karnfelt et al. [25] have implemented a FMCW radar system simulation in ADS and studied

the effects of different architectures and modulation waveforms for single target detection.

However, these simulations generally suffer from the lack of a comprehensive model and

range accuracy performance analysis.

This chapter presents a complete and practical FMCW radar system simulation in ADS

to investigate the influence of component parameters on the overall system performance.

The key parameters under study are the nonlinearities and/or nonideal behaviours of the

ramp circuit, VCO, power amplifier (PA), low noise amplifier (LNA) and mixer (MIX).
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2.2 Ideal FMCW Radar System Simulation

An ideal FMCW radar is simulated, as shown in Fig. 2.1(a). The FM signal (or chirp signal)

is modelled by a VtPulse and VCO component. The VtPulse component generates a ramp

signal, as shown in Fig. 2.1(b). Then the ramp signal feeds the VCO tuning port and outputs

a chirp signal with sweep period of 5 µs and sweep frequency of 2 to 4 GHz, as shown in

Fig. 2.1(c). In the Tx path, the chirp signal propagates through a coupler then an amplifier

before reaching the target scene. The target scene is modelled with an attenuator and a time

delay component. The attenuator corresponds to the free-space path loss (FSPL), which can

be represented by

FSPL = 10 log10

(
4πR

λσ

)2

(2.1)

where R is the target distance and λ is the minimum wavelength of the Tx signal. The time

delay component can be represented by

τd =
2R

c
(2.2)

A point target at R = 10 m is represented by a FSPL of 62 dB and time delay of 66.7 ns.

In the Rx path, the reflected chirp signal propagates through a LNA and a MIX to output

a beat signal at the IF port, as shown in Fig. 2.1(d). It is observed that the beat frequency

is 26.6 MHz and is in agreement with the beat frequency of an ideal FMCW radar, which

can be represented by (see section 1.2.3)

f idealb (t) =
2BR

cTramp
(2.3)

Therefore, the system simulation has been setup correctly. Additionally, the entire simulation

is carried out using the circuit envelope simulator, which is a combination of the harmonic

balance and transient simulators to simultaneously perform time-frequency analysis and
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Figure 2.1: Ideal FMCW radar simulation: (a) Schematic. (b) Ramp signal. (c) VCO output
spectrum. (d) Beat spectrum.

speed up the computational time.
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Figure 2.2: Radar simulation with aperiodic sweep period: (a) Ramp signal. (b) Beat
spectrum.

2.3 Ramp Circuit Parametrization

The ramp circuit provides a linear voltage sweep for the VCO tuning port. Digital com-

ponents can be used to design a ramp circuit; however, sufficient quantization is required

to prevent the generation of harmonics that can appear as false alarms [57]. Such quan-

tization requirements increase the complexity and cost of the circuit design. Therefore,

analog components are used to design the ramp circuit. However, analog components have

its imperfections that disturbs the ramp signal from its ideal behaviour. Therefore, the key

parameters under study for the ramp signal are: sweep period, voltage noise, signal clamp

and falling edge.

The sweep period of the ramp signal can be aperiodic due to component tolerances. In

the ADS simulation, an aperiodic ramp signal with periods of 4 µs and 5 µs are fed to

the VCO, as shown in Fig. 2.2(a). The simulation result of the beat spectrum is shown in

Fig. 2.2(b). The expected beat frequency is 26.6 MHz; however, an additional beat frequency

of 33.4 MHz is observed when there is only one target present. This distortion creates false

alarm and increases the sampling requirement of the analog to digital converter (ADC). Nev-

ertheless, this distortion can be reduced with a longer sweep period, in which a minor time

offset in the sweep period will not create a distinct target indication in the beat spectrum.
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Figure 2.3: Radar simulation with voltage noise in ramp signal: (a) Ramp signal. (b) Beat
spectrum.
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Figure 2.4: Radar simulation with voltage clamp in ramp signal: (a) Ramp signal. (b) Beat
spectrum.

The ramp signal can be susceptible to noise coupling from the internal and external noise

sources. In the ADS simulation, the voltage ripples can be modelled with a voltage noise

source, as shown in Fig. 2.3(a). The simulation result of the beat spectrum is shown in

Fig. 2.3(b). The expected beat frequency is 26.6 MHz. However, it is observed that volt-

age noise levels of 0.1 mV, 0.5 mV and 1 mV results in beat frequencies of 27 MHz, 28.5

MHz and 30 MHz, respectively. It is also observed that an increase in voltage noise widens

the mainlobe width and raises the NFL, which degrades Rx sensitivity and dynamic range

(DR). In other words, the voltage ripples add to the VCO phase noise to further degrade

range accuracy and resolution. Nevertheless, this distortion can be reduced with proper EM

shielding and/or adequate grounding.

The ramp voltage can be clamped due to inadequate component selections and tolerances.
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Figure 2.5: Radar simulation with non-instantaneous falling edge ramp signal: (a) Ramp
signal. (b) Beat spectrum.
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Figure 2.6: Radar simulation with switch circuit: (a) Schematic. (b) Ramp signal.

In the ADS simulation, a clamped ramp signal is shown in Fig. 2.4(a). The simulation result

of the beat spectrum is shown in Fig. 2.4(b). The expected beat frequency is 26.6 MHz;

however, a beat frequency of 33.4 MHz is observed. This distortion degrades range accuracy

and increases the sampling requirement of the ADC. Nevertheless, this distortion can be

reduced with careful circuit design and component selection.

The falling edge of the ramp signal may not be instantaneous due to the slew rate limit

imposed by the op-amps. In the ADS simulation, the ramp signal has a 0.5 µs fall time,

which is 10% of the sweep period, as shown in Fig. 2.5(a). The simulation result of the beat

spectrum is shown in Fig. 2.5(b). The expected beat frequency is 26.6 MHz; however, an

additional beat frequency of 133.3 MHz is observed when there is only one target present.

This distortion creates false alarm and increases the sampling requirement of the ADC. Nev-

ertheless, this effect can be reduced with the use of high-frequency op-amps (e.g., LM318)
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Figure 2.7: Radar simulation with fluctuating power output chirp signal: (a) VCO output
spectrum. (b) Beat spectrum.

to achieve a sharp falling edge and/or a LPF to attenuate the higher-frequency signal. Al-

ternatively, a switch circuit (e.g., silicon controlled rectifier diode switch) can be designed to

provide an alternative path for the ramp signal to discharge. The schematic and simulation

result of the switch circuit are shown in Fig. 2.6. In this manner, the VCO will only detect

the voltage from the monotonic slope and is off during the duration of the falling edge.

2.4 VCO Parametrization

The ramp circuit is used with the VCO to output a chirp signal. The common VCO ar-

chitectures are the Colpitts, Hartley and cross-coupled. At the core of most VCOs is a LC

tank circuit used to generate the oscillations and an active nonlinear component (e.g., diode

or transistor) used to sustain the oscillations. Then the frequency tuning is achieved by

changing the capacitance or inductance values. Since nonlinear components are used, VCOs

have its imperfections that disturb the chirp signal from its ideal behaviour. Therefore, the

key parameters under study for the chirp signal are: power output, phase noise and second

harmonics.

The power output of the chirp signal can fluctuate across the frequency due to frequency

pulling and tuning sensitivity. In the ADS simulation, the power output fluctuation is mod-

elled by a band-pass filter (BPF) with center frequency of 3 GHz, bandwidth of 1.7 GHz
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and passband ripple of 0.1 dB. Then the BPF chirp spectrum is shown in Fig. 2.7(a). The

simulation result of the beat spectrum is shown in Fig. 2.7(b). The expected beat frequency

is 26.6 MHz with a normalized amplitude of 0 dB; however, a normalized amplitude of -2.3

dB is observed. This nonlinearity degrades Rx sensitivity and DR. Furthermore, this non-

linearity can create unexpected MIX behaviour as the LO drive level can drop below the

minimum required LO drive level. Nevertheless, this effect can be reduced with an isolator

placed in-between the oscillator output and the load, and/or with a lower tuning sensitivity

VCO, and/or a filter with an inverse VCO transfer function to reshape the output spectrum.

The chirp signal can be affected by phase noise due to frequency pushing, tuning sensi-

tivity, Q-factor of the resonator and the varactor and up-converted flicker noise from the

oscillation of the transistors. In the ADS simulation, the phase noise of a single frequency

tuned VCO (or narrowband VCO) can be modelled by a phase noise modulation compo-

nent, as shown in Fig. 2.8(a). Then the SSB phase noise profile of the chirp spectrum after

phase noise demodulation is shown in Fig. 2.8(b). Table. 2.1 shows the input parameters

for the narrowband VCO to display its corresponding phase noise profile. However, in order

to model the phase noise for a swept frequency VCO (or wideband VCO), a voltage noise

source is used to model the phase noise in time domain as jitter (see section 1.2.6), as shown

in Fig. 2.9(a). Table. 2.2 presents the relation of jitter and phase noise, for an off-the-shelf

VCO component (see Appendix A), in which the total jitter is 1.5 ps. Then the VCO output

signal with phase noise is shown in Fig. 2.9(b). At first glance, the ideal and phase noise

added time domain VCO output signals appear the same. However, a zoom into the plot

shows the variation due to phase noise. Table. 2.3 shows the relation of voltage noise and

phase noise, in which a voltage noise value of 0.1 mV is used to model the off-the-shelf

VCO component. The simulation result of the beat spectrum is shown in Fig. 2.10. The

expected beat frequency is 26.6 MHz; however, a beat frequency of 27 MHz is observed. This

nonlinearity degrades range accuracy, Rx sensitivity and DR. Nevertheless, this nonlinearity
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Figure 2.8: Radar simulation with phase noise added to a narrowband VCO: (a) Schematic.
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Figure 2.9: Radar simulation with phase noise added to a wideband VCO: (a) Schematic.
(b) VCO output signal.
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Figure 2.10: Radar simulation with phase noise added to a wideband VCO: Beat spectrum.

can be reduced with careful selection of VCO component, clean power supply, adequate RF

grounding, proper load termination and short wire connections.

The effect of VCO phase noise on range accuracy is also studied. In the ADS simulation,

three phase noise profiles using off-the-shelf VCO specifications are individually simulated
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Table 2.1: ADS Phase Noise Modulation Parameters and Results

ADS Parameters Results

NF (dB) QL Freq. (kHz) Phase Noise (dBc/Hz)

7 45 1 -58

7 45 10 -94

7 45 100 -125

8 45 1 -58

8 45 10 -95

8 45 100 -122

9 45 1 -59

9 45 10 -92

9 45 100 -123

Table 2.2: Relation of Phase Noise and Jitter

Freq. (kHz) Phase Noise (dBc/Hz) Jitter

1 -65 1.2 ns

10 -89 0.2 ps

100 -110 0.071 ps

Table 2.3: Relation of Voltage Noise and Jitter

Voltage Noise Jitter

0 µV 0 s

1 µV 0.01 ps

10 µV 0.12 ps

0.1 mV 1.5 ps
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Figure 2.12: Radar simulation with 2nd harmonics: (a) Schematic. (b) VCO output signal.

to determine its effect on range accuracy. Table. 2.4 shows the results, while Fig. 2.11 plots

the results. It can be observed that the range accuracy degrades as phase noise deteriorates.

The relation of range and range accuracy for the VCO ROS-3800-119+ (see Appendix A) is

curve fitted in MATLAB, using polynomial functions, and can be represented by

∆Raccuracy = 7.81× 10−4R3 − 1.83× 10−2R2 + 0.14R− 0.07 (2.4)

This relation is specific to the VCO ROS-3800-119+ and valid for 0 ≤ R(m) ≤ 15. Then an

error analysis is performed, in which the average percentage error between ranges 1 to 5 m,

5 to 10 m and 10 to 15 m are 6.2 %, 12.8% and 16.1 %, respectively.

The chirp signal can generate second harmonics due to its nonlinear operation. In the ADS

simulation, the second harmonics are modelled by combining two VCOs with fundamental

and second harmonic frequencies. Additionally, the power levels of -5 dBc, -10 dBc and
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Table 2.4: Relation of Phase Noise and Range Accuracy for Various Target Ranges

VCO Target Range (m) Beat Freq. (MHz) Range Inaccuracy (m)

VCO1 1 2.6 0.025

VCO1 2 6 0.25

VCO1 5 12.3 0.39

VCO1 10 28 0.5

VCO1 15 41.8 0.7

VCO2 1 2.6 0.025

VCO2 2 6 0.25

VCO2 5 14 0.25

VCO2 10 27.5 0.31

VCO2 15 41.5 0.56

VCO3 1 2.72 0.02

VCO3 2 5.81 0.18

VCO3 5 13.84 0.19

VCO3 10 27.22 0.21

VCO3 15 41 0.38

VCO1(ROS-5400+) = -56 dBc/Hz @ 1 kHz, -83 dBc/Hz @ 10 kHz, - 104 dBc/Hz @ 100 kHz.
VCO2(ROS-3800-119+) = -65 dBc/Hz @ 1 kHz, -89 dBc/Hz @ 10 kHz, -110 dBc/Hz @ 100 kHz.
VCO3(ROS-3800+) = -72 dBc/Hz @ 1 kHz, -98 dBc/Hz @ 10 kHz, -119 dBc/Hz @ 100 kHz.

-15 dBc are applied to the second harmonic frequencies. Then the chirp spectrum is shown

in Fig. 2.12(a). The simulation result of the beat spectrum is shown in Fig. 2.12(b). The

expected beat frequency is 26.6 MHz; however, an additional beat frequency of 53.2 MHz

is observed when there is only one target present. This nonlinearity creates false alarm,

increases the NFL, degrades Rx sensitivity and DR. Nevertheless, this nonlinearity can be

reduced with the use of an external LPF at the VCO output.
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2.5 PA Parametrization

The PA is used to amplify the signal to provide sufficient power for transmission and/or to

meet the minimum LO drive level for the MIX. The main classes of amplifiers are the A, B,

AB and C class. At the core of most amplifiers is an impedance matching network used to

maximize the power transfer and an active nonlinear component (e.g., diode or transistor)

used to amplify the signals. Since nonlinear components are used, amplifiers have its imper-

fections that disturbs the amplifier output signal from its ideal behaviour. Therefore, the key

parameters under study for the amplifier output signal are: NF and 1 dB gain compression

point (P1dB).

The amplifier output signal can be affected by NF due to amplifier topology, bandwidth

and gain. In general, a low NF can be achieved with a common-source topology at the

compromise of a smaller bandwidth and lower gain. The NF can be represented by [42]

NF (dB) = 10 log10

(
SNRi

SNRo

)

(2.5)

where SNRi is the signal-to-noise ratio at the input and SNRo is the signal-to-noise ratio

at the output. In the ADS simulation, the NF values of 1 dB, 3 dB and 5 dB are applied

to the PAs. The simulation result of the beat spectrum is shown in Fig. 2.13. The expected

and observed beat frequencies are both 26.6 MHz and the NFL remains relatively the same.

Given the NF values, this nonlinearity does not add noticeable defect to the system perfor-

mance.

The amplifier output signal can be affected by P1dB due to the amplifier class. The difference

between the classes of amplifiers lie in the bias current that determines the portion of the

cycle the amplifier conducts. Furthermore, the amplifier class determines the theoretical
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Figure 2.13: Radar simulation with NF varied for the PA: Beat spectrum.

Figure 2.14: Radar simulation with P1dB varied for the PA: Beat spectrum.

maximum power efficiency (ηmax), which can be represented by [42]

ηmax =
Poutmax
PDC

= 0.25
2ϑ− sin(2ϑ)

sin(ϑ)− ϑcos(ϑ)
(2.6)

where 2ϑ is the conduction angle. In general, a high P1dB can be achieved with class A PA

at the compromise of a lower power efficiency. The P1dB can be represented by [42]

OP1dB (dB) = IP1dB (dB) +GPA (dB)− 1 dB (2.7)

In the ADS simulation, the P1dB values of 3 dB, 5 dB and 10 dB are applied to the PAs. The

simulation result of the beat spectrum is shown in Fig. 2.14. The expected beat frequency

is 26.6 MHz with a normalized amplitude of 0 dB. However, it is observed that P1dB values

of 3 dB and 5 dB results in normalized amplitude values of -8 dB and -3 dB, respectively.

It is also observed that an additional beat frequency at 53.4 MHz begins to emerge as P1dB

drops. This nonlinearity creates false alarm, decreases Rx sensitivity and DR. Nevertheless,

this nonlinearity can be reduced by operating the amplifier in the linear region.
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2.6 LNA Parametrization

The LNA is used to amplify the received signal to improve the Rx SNR and sensitivity. The

cascode inductively degenerated common source is a common LNA topology, in which the

low NF is achieved by using an inductor for impedance matching and the improved gain

and bandwidth is achieved by the cascode configuration. In general, it is not possible for an

amplifier to simultaneously achieve maximum gain and minimum NF, due to the trade-offs

enforced by the transistor drain current settings [58]. This can also be visualized by plotting

the constant NF and gain circles on the smith chart. Similar to the above, since nonlinear

components are also used for a LNA, LNAs have its imperfections that disturb the LNA

output signal from its ideal behaviour. Since the LNA is the first building block of the Rx

chain, its noise performance will dominate the overall system noise performance. Therefore,

the key parameter under study for the LNA output signal is NF.

The NF of a cascaded Rx chain can be represented by [42]

NF (dB) = 10 log(Fn) = 10 log10

(

F1 +
F2 − 1

G1
+
F3 − 1

G1G2
+ ...+

Fn − 1

G1G2..Gn

)

(2.8)

where F is the NF in linear scale. In the ADS simulation, the NF values of 1 dB, 3 dB

and 5 dB are applied to the LNA. The simulation result of the beat spectrum is shown in

Fig. 2.15. The expected and observed beat frequencies are both at 26.6 MHz and the NFL

increases with NF. This nonlinearity decreases the Rx sensitivity and DR. Nevertheless, this

nonlineairty can be reduced with a low NF LNA, clean power supply, adequate RF grounding

and short RF tracks.
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Figure 2.15: Radar simulation with NF varied for the LNA: Beat spectrum.

2.7 MIX Parametrization

MIX is used to down-convert the received signal to output a baseband beat signal. The

common MIX topologies are the single-balanced and the double-balanced. At the core of

most MIXs is an active nonlinear component (e.g., diode or transistor) used to provide

frequency conversion by multiplying the received signal at the RF port with a copy of the

transmitted signal at the LO port. The output of a mixer can be represented by [42]

f beatIF = ±mfRF ± nfLO (2.9)

where m and n are integers. Since nonlinear components are used, MIXs have its imperfec-

tions that disturb the beat signal from the ideal behaviour. Therefore, the key parameters

under study for the beat signal are: conversion loss (CL) and minimum LO drive level.

The beat signal can be affected by CL due to MIX topology, LO drive level and frequency

pulling. The CL can be represented by [42]

CL (dB) = 10 log10

(
PRF
PIF

)

(2.10)

In the ADS simulation, the CL values of 3 dB, 6 dB and 10 dB are applied to the MIX. The

simulation result of the beat spectrum is shown in Fig. 2.16. The expected beat frequency

is 26.6 MHz with a normalized amplitude of 0 dB; however, it is observed that the ampli-
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Figure 2.16: Radar simulation with CL varied for the MIX: Beat spectrum.

Figure 2.17: Radar simulation with minimum LO drive level varied for the MIX: Beat
spectrum.

tude level decreases with increasing CL. This nonlinearity degrades Rx sensitivity and DR.

Nevertheless, this nonlinearity can be reduced with a double-balanced topology, with proper

the minimum LO drive level and with proper load terminations.

The beat signal can be affected by minimum LO drive level. The minimum LO drive level

is the minimum power required to properly switch the active nonlinear components fully on

and off to achieve minimum signal distortion. In the ADS simulation, the minimum LO drive

levels of 5 dBm, 10 dBm and 15 dBm are applied to the MIX, while the LO signal amplitude

is fixed at 10 dBm. The simulation result of the beat spectrum is shown in Fig. 2.17. The

expected beat frequency is 26.6 MHz with a normalized amplitude of 0 dB; however, it is

observed that the amplitude level decreases when the minimum LO drive level increases to 15

dBm. This nonlinearity degrades the Rx sensitivity and DR. Nevertheless, this nonlinearity

can be reduced with sufficient LO drive level.
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Table 2.5: Relation of Component Parameters and System Performances

System Performance Component Parameters

Rx Sensitivity

Ramp circuit: voltage ripple

VCO: phase noise, power output fluctuation, 2nd harmonics

PA: P1dB

LNA: NF

MIX: CL, minimum LO drive level

DR

Ramp circuit: voltage ripple

VCO: phase noise, power output fluctuation, 2nd harmonics

PA: P1dB

LNA: NF

MIX: CL, minimum LO drive level

False Alarm
Ramp circuit: aperiodic sweep, sloped falling edge

VCO: 2nd harmonics

PA: P1dB

Range Accuracy
Ramp circuit: voltage ripple and voltage clamp

VCO: phase noise

Range Resolution
Ramp circuit: voltage ripple

VCO: phase noise

Sampling Rate Ramp circuit: aperiodic sweep, voltage clamp, sloped falling edge

2.8 Summary of the Study

Table. 2.5 summarizes the relation of individual component parameters on the overall system

performance. This provides an understanding and guideline for the selection of components,

and the system diagnosis to achieve a better system design.
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2.9 Nonideal FMCW Radar System Simulation

A nonideal homodyne FMCW radar system is simulated, as shown in Fig. 2.18(a). The

nonlinearities and/or nonideal component behaviours are included, using off-the-shelf com-

ponent specifications, as shown in Table. 2.6. The system parameters for the simulation are

sweep period of 5 µs, sweep frequency of 2 to 4 GHz, phase noise of -65 dBc/Hz at 1 kHz,

-89 dBc/Hz at 10 kHz, -110 dBc/Hz at 100 kHz and second harmonics of -15 dBc. The

Tx path consists of two VtPulses, two VCOs, a power combiner, two power dividers and a

BPF. A description of the Tx path is as follows: First, a Vtpulse generates a noise free ramp

signal, while the other Vtpulse generates a noisy ramp signal with a 0.1 mV noise source

to include the effects of phase noise and voltage ripple. Then the output of the two VCOs

are combined to include the effects of second harmonics. Subsequently, a BPF is used to

shape the chirp spectrum to include the effects of power output fluctuations. Finally, the

chirp signal is passed to a power divider, where half of the power is coupled to PA1 for signal

amplification before it is radiated by the Tx antenna, and the other half is passed to PA2 for

signal amplification before it reaches the LO port of the MIXs. The target scene consists of

two attenuators and two time delay components. A description of the two-target scene is as

follows: The first point target at R1 = 5 m is represented by a FSPL of 56 dB and a time de-

lay of 33.3 ns. The second point target is at R2 = R1 + ∆R, where ∆R is varied to determine

the range resolution for RCS ratios of 0.1, 0.2, 0.5 and 1. The Rx path consists of two MIXs,

two LNAs and a power combiner. A description of the Rx path is as follows: First, the two

MIXs and two LNAs are used to separately down-convert the Rx signals from each of the

targets. Then a power combiner is used to combine the beat signals. The simulation result

of the beat spectrum is shown in Fig. 2.18(b). It is observed that target ranges of 5 m and

5.4 m results in beat frequencies of 13.3 MHz and 14.4 MHz, respectively. This represents

that the minimum range resolution, given the system and simulation parameters, is 40 cm.

Although the theoretical resolution should be 7.5 cm, the bottleneck lies in the number of

simulation points (or computational time), which translates to a frequency resolution of 1.07
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MHz. Then the simulation result of the beat spectrum with variation in RCS ratio is shown

in Fig. 2.18(c). It is observed that the minimum range resolution of 0.4 m is only achievable

for a RCS ratio ≥ 0.2.

The ADS simulation study led to the design and selection of the radar components.
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Table 2.6: Component Parameters for the Nonideal FMCW Radar System

Component Parameter Value

Ramp

Sweep period 5 µs

Sweep voltage 0-20 V

Falling edge 0.001 µs

Voltage ripple 0.001 mV

VCO(see Appendix A)

Sweep frequency 2-4 GHz

Power output 5 dBm

Phase noise

-65 dBc @ 1 kHz

-89 dBc @ 10 kHz

-110 dBc @ 100 kHz

PA(see Appendix A)

Gain 20 dB

S11 30 dB

S22 20 dB

NF 4 dB

P1dB 20 dBm

LNA(see Appendix A)
Gain 14 dB

S11 15 dB

S22 21 dB

NF 3 dB

P1dB 12 dBm

MIX(see Appendix A)

CL -6 dB

SLO11 9.5 dB

SRF11 9.5 dB

NF 6 dB

min. LO Drive 10 dBm
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(a)

(b) (c)

Figure 2.18: Nonideal FMCW radar simulation: (a) Schematic. (b) Beat spectrum. (c) Beat
spectrum with variation in RCS ratio.
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Chapter 3

Hardware Design

3.1 Overview of FMCW Radar System

An S-band homodyne FMCW radar system, using off-the-shelf components, is designed for

near distance target imaging. A photograph and block diagram of the FMCW radar system

are shown in Fig. 3.1. The radar system can be categorized into three sub-parts: the Tx

signal chain, the Rx signal chain and the baseband signal processing unit. This chapter

presents the hardware design, the choice of components and the component measurement

results.

3.2 Tx Signal Chain

3.2.1 Ramp Circuit

The ramp circuit provides a linear voltage sweep for the VCO tuning port. A schematic,

PCB layout and photograph of the ramp circuit are shown in Fig. 3.2 and 3.3. The main

components of the ramp circuit are timer IC, transistor and op-amp. A description of the

ramp circuit is as follows: The 555-timer IC is configured in astable mode, which generates

a continuous train of pulses without a continuous trigger. Next, the signal is passed to a
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(a)

(b)

Figure 3.1: (a) Photograph, and (b) block diagram of the S-band FMCW hardware.

PNP transistor, which controls the period of the sweep by varying the potentiometer at the

emitter. Then the signal is passed to an inverting op-amp, which controls the amplitude of

the sweep by varying the potentiometer at the output. Finally, the signal is passed to another

inverting op-amp, which controls the DC-offset of the sweep by varying the potentiometer

at the positive rail. This ramp circuit provides flexibility to adjust the period, amplitude

and DC-offset of the sweep, which translates to the control of tuning speed and frequency
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Table 3.1: Ramp Signal Measurement Results

Sweep Period 10 µs to 35 ms

Amplitude 0 V to 21 V

DC-offset ± 3 V

range of the VCO output signal. The measured ramp signal is illustrated in Fig. 3.4, while

the measurement results are presented in Table. 3.1.

3.2.2 VCO

The ramp circuit is used with the VCO to generate a chirp signal. The VCO is an off-the-

shelf component selected with main considerations for frequency range, power output, phase

noise and cost. The different VCOs capable of S-band operation are presented in Table. 3.2.

After a performance comparison, the VCO ROS-3800-119+ from Minicircuits was selected

(see Appendix A). Then the VCO performance is characterized with a spectrum analyzer

(SA) Agilent 8562EC and the measurement results are shown in Fig. 3.5, in which polynomial

interpolation is applied. The SSB phase noise measurement result shown in Fig. 3.5(a) is

obtained using the direct spectrum method, in which the VCO is tuned to a single frequency

and a correction factor is applied to the amplitude of the SA. The correction factor is applied

in two steps: First, normalize the resolution bandwidth (RBW) filter to 1 Hz bandwidth.

Second, account for the RBW filter’s noise bandwidth. Consequently, the power level read

from the SA can be used to express the phase noise power level represented by [59]

L1Hz(f) (dB) = Pspectrum (dB)− 10 log(RBWnorm · 1.0575) (3.1)

where Pspectrum is the power level in dB read from the SA and 1.0575 is the RBW filter noise

bandwidth specific to the SA. The voltage tuning measurement result is shown in Fig. 3.5(d)

and can be curve fitted in MATLAB, using polynomial interpolation, to provide an equation
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Figure 3.2: Ramp circuit schematic.
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(a) (b)

Figure 3.3: Ramp circuit: (a) PCB Layout. (b) Photograph.
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Figure 3.4: Ramp circuit measurement results.

Table 3.2: Comparison of Different VCOs Capable of S-Band Operation.

Manufacturer Name Freq. (GHz) Pout (dBm) Phase Noise (dBc) Price

OmniYIG YOM20 1-4 13 -90 @ 10 kHz $1450

Gigatronics LPO0205 2-5 11 -104 @ 10 kHz $1950

Synergy DCYS2004 2-4 1 -90 @ 10 kHz $100

Micronetics MW500 2-4 5 -82 @ 10 kHz $70

Minicircuits ROS3800 1.9-3.7 5 -89 @ 10 kHz $30

for the VCO tuning characteristics, which can be represented by

V CO0(f) = −2.21× 10−3V 2
t + 0.15Vt + 1.73 (3.2)
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Figure 3.5: VCO measurement results: (a) Phase noise. (b) Power output. (c) Second
harmonics. (d) Tuning characteristic.

It can be observed from (Eq. 3.2) that the slope of the VCO tuning curve is not a constant

value due to the square term.

3.2.3 LPF

The LPF is used to remove the second harmonics generated by a VCO. The main specifi-

cations of a LPF are cut-off frequency and insertion loss. A stepped-impedance microstrip

LPF is presented, as shown in Fig. 3.6. The LPF design is a three step process: First, select

a substrate material (RO4003C: εr = 3.38, h = 0.813 mm, t = 0.038 mm, σ = 5.8 × 107

and tan δ = 0.0027) and calculate the design dimensions [60]. Second, simulate the design

using ADS. Third, check the design with a full-wave simulator such as HFSS. The final LPF

dimensions are: W1 = 1.13 mm, W2 = 3.85 mm, W3 = 0.39 mm, L1 = 8 mm, L2 = 0.64

mm, L3 = 4.24 mm, L4 = 4.3 mm, L5 = 5.48 mm, L6 = 5.29 mm, L7 = 5.48 mm, L8 =

5.65 mm, L9 = 5 mm, and L10 = 3.15 mm. The LPF performance is shown in Fig. 3.7(a).

However, to achieve a more compact design, an off-the-shelf LPF VLP-41 from Minicircuits
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(a) (b)

Figure 3.6: Stepped impedance LPF: (a) Schematic. (b) Photograph.
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Figure 3.7: LPF results: (a) Stepped impedance. (b) LPF (VLP-41).
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Figure 3.8: Coupler measurement results.

was selected (see Appendix A). The LPF performance is characterized with a vector network

analyzer (VNA) Agilent E8362B and the measurement results are shown in Fig. 3.7(b).

3.2.4 Coupler

The coupler is used to couple a copy of the VCO output signal to the MIX LO port. The

coupler is an off-the-shelf component selected with main considerations for frequency range,

coupling and isolation. The measurement results obtained with a VNA is illustrated in

Fig. 3.8.
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Figure 3.9: PA measurement results: (a) GALI-84+. (b) ZX60-8008E.

3.2.5 PA

The PA is used to amplify the signal to provide enough power for transmission, and/or to

meet the minimum LO drive level for the MIX. The PA is an off-the-shelf component se-

lected with main considerations for frequency range, gain and P1dB. The PAs GALI-84+ and

ZX60-8008E from Minicircuits was selected (see Appendix A). Then the PAs performances

are characterized with a VNA and the measurement results are shown in Fig. 3.9. It is worth

to note that the manufacturer website did not provide the S-parameter measurements for

PA ZX60-8008E. A K-Delta test [42] verifies that both PAs are unconditionally stable across

the S-band.

3.3 Rx Signal Chain

3.3.1 LNA

The LNA is used to amplify the received signal to improve the Rx SNR and sensitivity. The

LNA is an off-the-shelf component selected with main considerations for frequency range,

gain and NF. The LNA ZX60-6013S from Minicircuits was selected (see Appendix A). Then

the LNA performance is characterized with a VNA and the measurement results are shown

in Fig. 3.10. The NF measurement is obtained using the gain method, in which the LNA is
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Figure 3.10: LNA measurement result.
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Figure 3.11: MIX measurement result.

biased to operate in the linear region, the input of the LNA is left open and the output is

connected to the SA. A maximum video averaging of 512 is applied to the SA to reduce the

NFL. Then the power level read from the SA can be represented by [59]

NF (dB) = Pspectrum (dB)− (DANL (dB) + 10 log(RBW ) +GLNA (dB)) (3.3)

where DANL is the displayed average noise level in dB of the SA. The NF measured at 2

GHz, 3 GHz and 4 GHz are 3.13 dB, 3.24 dB and 3.18 dB, respectively. A K-Delta test [42]

verifies that the LNA is unconditionally stable across the S-band.

3.3.2 MIX

The MIX is used to down-convert the received signal to generate a baseband beat signal.

The MIX is an off-the-shelf component with main considerations for frequency range, con-

version loss and minimum LO drive level. The MIX MCA1T-60LH+ from Minicircuits was

51



(a)

0 10 20 30 40
−4

−3

−2

−1

0

Frequency (kHz)

S2
1 

(d
B

)

 

 

(b)

Figure 3.12: Active LPF: (a) Schematic. (b) Measurement results.

selected (see Appendix A). Then the MIX performance is characterized with a SA and the

measurement result is shown in Fig. 3.11.

3.3.3 Active LPF

The MIX IF output is immediately followed by a first-order active LPF to prevent signal

aliasing and to increase SNR. The LPF has a cut-off frequency at 38 kHz and a voltage gain

of 6 dB. The schematic and measurement result are shown in Fig. 3.12.
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Figure 3.13: LabVIEW interface.

3.4 Baseband Signal Processing Unit

3.4.1 ADC

The ADC National Instrument USB-6351 is used to acquire, digitize and save the beat signal.

The main specifications of the ADC are sample rate of 1250 KSPS, 16 bit resolution, input

voltage range of ±10 V and 24 digital I/O channels. The periodicity of the ramp signal serves

as a reference clock for the ADC (at channel AI1) that initializes the recording of the beat

signal (at channel AI0); therefore the Tx and Rx are synchronized. Synchronization is nec-

essary to prevent differences in the initial position of record to accumulate that will misalign

the timing of the beat signal. Such misalignment translates to frequency shift and target

range inaccuracy. An internal timer is used to start the data acquisition after 5 seconds has

passed. This avoids the instability during system start-up to skew the measurement. A set

number of data points is saved for each data acquisition. This ensures the same file size is

saved for each measurement. A time stamp is applied for each data acquisition. This helps

to organize the data from each measurement. The LabVIEW interface and schematic are

shown in Fig. 3.13 and 3.14.
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Figure 3.14: LabVIEW schematic.
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3.5 Overall System Specifications

The designed radar system is shown in Fig. 3.1(a). The components used for the designed

S-band FMCW radar are numerically labelled in Fig. 3.1(b), with the corresponding spec-

ifications shown in Table. 3.3. The radar system can be divided into three parts: the Tx

signal chain, the Rx signal chain and the baseband signal processing unit. The Tx signal

chain mainly consists of a linear sweep circuit that generates a continuous ramp signal for

the VCO tuning port. The designed radar system has a peak power of 40 mW (16 dBm).

The Tx and Rx antennas are Vivaldi antennas [61], for which the antenna group delay is 3

ns. The Rx signal chain mainly consists of a LNA that amplifies the received signals before

down-conversion by the mixer. The output of the mixer is a baseband beat signal that is

then fed to an active LPF to prevent signal aliasing and to increase Rx sensitivity. For a

system NF of 12 dB, the MDS is -116 dBm and the system DR is 111 dB. The baseband sig-

nal processing unit consists of an ADC and a PC running LabVIEW that digitizes the beat

signal for further signal processing in MATLAB. The periodicity of the ramp signal serves

as a reference clock for the ADC that initialize the recording of the beat signal; therefore

the Tx and Rx are synchronized. This radar has an alias-free operating range of 0 to 3.17

m, with an ideal range resolution of 8.33 cm. In comparison, an UWB impulse radar will

require a pulse width of 0.55 ns and an ADC sampling rate of at least 3.6 GSPS to achieve

the same resolution performance as the FMCW radar. The designed system specifications

are summarized in Table. 3.4.

3.5.1 Time Domain Characterization

A complete system characterization is performed in the time domain with a real time os-

cilloscope Agilent MSOX-6004A. The chirp signal is acquired at locations A, B, C, D and

E, as shown in 3.1(b). Then the signal distortion introduced by each component and rel-

ative to the VCO output signal is computed. The main specifications of the oscilloscope
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Table 3.3: Specifications of the FMCW Radar Components

Component number Description Component specifications

1 Ramp Tramp = 1 ms, Vramp = 0.5 - 20 V.

2 VCO B = 1.9 - 3.7 GHz, ψnoise = ψnoise1*.

3 LPF B = 1.5 - 4 GHz, S21 = -0.5 dB.

4 Coupler B = 1.5 - 4 GHz, S21 = S31 = -3 dB, S23 = -20 dB.

5 Amplifier B = 0 - 6 GHz, S21 = 17 dB, IP1 = 20 dBm, NF = 4.5 dB.

6 Amplifier B = 0 - 8 GHz, S21 = 10 dB, IP1 = 10 dBm, NF = 4.1 dB.

7 LNA B = 0 - 6 GHz, S21 = 14 dB, IP1 = 13 dBm, NF = 2 dB.

8 Mixer B = 1.7 - 6 GHz, Level = +10 dBm, ConversionLoss = -6 dB.

9 Active LPF B = 0 - 38 kHz, S21 = 6 dB.

10 ADC fsample = 1250 KSPS, Resolution = 16 bit.

ψnoise1* = -65 dBc/Hz @ 1 kHz, -89 dBc/Hz @ 10 kHz, -110 dBc/Hz @ 100 kHz.

Table 3.4: Specifications of the FMCW Radar System

Operating frequency 1.9 - 3.7 GHz

Modulation period 1 ms

Modulation waveform Sawtooth

Pulse repetition frequency 1 kHz

Transmitted power 16 dBm

Antenna gain 3.8 dBi

Beamwidth (azimuth/elevation) 80◦ / 180◦

Operating range 0 - 3.17 m

Range resolution 8.33 cm

are maximum bandwidth of 6 GHz, maximum sampling rate of 20 GSPS and maximum

waveform memory depth of 4 Mpts. In particular, the bottleneck is the waveform memory

of the oscilloscope. Even though the oscilloscope specifies a high maximum sampling rate,
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this does not mean that the oscilloscope will always sample at this rate. The oscilloscope’s

sampling rate is adjusted according to the signal duration and the waveform memory depth,

which can be represented by

AcquisitionMemory = SignalDuration×NyquistSamplingRate (3.4)

In order to utilize a sampling rate of 20 GSPS, the signal time base is limited to 20 µs/div,

to capture a 200 µs (20 µs/div × 10 divisions) duration signal. For our radar system, the

chirp signal sweeps from 1.8 to 3.7 GHz in 1 ms. Therefore, given the waveform memory

depth of 4 Mpts, the oscilloscope’s sampling rate needs to be adjusted to 4 GSPS in order

to capture the entire chirp signal’s duration in one frame. However, this does not satisfy

the Nyquist sampling rate and results in signal aliasing. In order to satisfy the Nyquist

sampling rate, a sampling rate of at least 7.4 GSPS is required. However, given a waveform

memory of 4 Mpts, the chirp signal duration is limited to 0.5 ms. In other words, the ramp

sweep period is adjusted to 0.5 ms, the voltage sweep is adjusted to sweep from 0 to 10 V

and the new VCO output frequency sweeps from 1.8 to 2.75 GHz. Then the time domain

characterization is performed with two steps: First, the chirp signal with duration 0.5 ms

is consistently acquired throughout the system at locations shown in Fig. 3.1(b). Fig. 3.15

shows an overview and zoom into the measured time domain chirp signals with a duration

of 0.02 µs starting at 60 µs. Fig. 3.16 shows an overview and zoom into the measured time

domain chirp signal, which verifies the change in frequency over time. Second, match filtering

is applied to find the correlation value, which compares the signal distortion added to the

VCO output chirp signal at location A and can be represented by [62]

sm(t) = sV CO,A(t)⊗ sloc(−t)
∗ (3.5)

where sV CO,A(t) is the pulse measured at location A, sloc(t) is the pulse measured at var-

ious locations throughout the system, and ⊗ and ∗ are the time-domain convolution and
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Figure 3.15: Time domain chirp signal: (a) Overview. (b) Location A. (c) Location B. (d)
Location C. (e)Location D. (f) Location E.

conjugate operators, respectively. The normalized cross-correlation values at locations B,

C, D and E compared to the template signal at location A are 0.91, 0.85, 0.8 and 0.91,

respectively. It can be observed that the pulses measured are very much correlated with the

VCO output pulse.

The subsystems and system measurements characterized and validated the radar sensor

performance.
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Figure 3.16: Time domain system measurement results to show changing frequency.
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Chapter 4

Antenna Design

4.1 A Miniaturized Broadband Bow-Tie Antenna with

Improved XP Performance

In this chapter, a modified broadband bow-tie antenna with low cross-polarization level and

miniaturization is presented. The cross-polarization in both E- and H-planes are suppressed

by defecting the antenna flares using rectangular slots. The proposed modified antenna

demonstrated a cross-polarization improvement over ±120◦ around the boresight from 2 to

5 GHz. In addition, an overall 23.5% of miniaturization compared to conventional bow-tie

antenna is achieved. A tapered feed transition between microstrip-to-parallel stripline is de-

signed to match 50 ohm SMA connector to the antenna flares. A prototype of the modified

antenna is fabricated on RO4003 substrate (εr = 3.38, tanδ = 0.0027, h = 0.813 mm), and its

performance is experimentally studied. The antennas characteristics including return loss,

gain and radiation pattern are measured, along with the time domain characteristics, and

showed reasonable agreement with the simulated results.
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4.2 Introduction

In recent years, near-field ultra-wideband (UWB) radar imaging systems have attracted

attention from both industry and academia for their advantages, such as excellent spatial

resolution, and good penetration into dielectric materials. The non-destructive detection, lo-

calization, and imaging of objects can provide critical information for different applications.

These applications range from rainfall monitoring [63], and buried object detection [64], to

through-wall imaging [65], and breast cancer imaging [66]. An important performance metric

for a radar imaging system is its resolution. Radar image resolution depends on both range

and cross-range directions [32]. A more accurate measurement of the radar image resolution

can be achieved by lowering the cross-polarization (XP) level of the antenna. In other words,

suppressing radiation in the orthogonal direction results in cleaner signal and better image

resolution [67].

An antenna that operates over 25% of fractional bandwidth is defined as UWB antenna [68].

Aperture antennas such as Vivaldi [69], TEM-Horn [70], and Bow-Tie [71] have shown to

be good candidates for UWB radar imaging. Frequency range of the UWB imaging radars

varies for application to application. Furthermore, in near-distance UWB imaging, due to

the limited space, it often requires the use of miniaturized UWB antennas. The bow-tie

antenna is one of the best candidates for UWB applications due to the appealing features

such as planar structure, simple feed, low cost, easy-to-integrate, and decent pulse radiation

characteristics. However, as the bow-tie antenna is a special class of patch antennas, it inher-

ently exhibits high XP level [72]. In addition, it is well known that antenna miniaturization

inherently compromises XP level and gain performance.

A number of bow-tie antennas with different geometries have been studied to reduce the

size and lower the XP level for UWB applications. A double-sided bow-tie antenna with

rectangular (0.92λ x 0.92λ) [73], rounded (0.91λ x 0.91λ) [74] and circular (0.65λ x 1.3λ) [75]
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shaped radiators is used to cover the UWB frequency band. A T-shaped slot loaded bow-tie

antenna (0.68λ x 0.95λ x 0.52λ) fed through a microstrip balun is used to achieve UWB per-

formance in [76]. A folded bow-tie antenna with interconnected arms and self-complementary

geometry (0.34λ x 0.34λ x 0.61λ) is proposed for UWB operation in [77]. A self-grounded

bow-tie with seagull-over-sea configuration (λ x 1.1λ) is developed to obtain UWB perfor-

mance in [78]. A CPW fed antenna with slots etched on the radiating arm (1.3λ x 0.97λ) is

used for UWB operations in [79]. Although all the reported antennas display UWB perfor-

mance, the proposed modified bow-tie antenna (0.64λ x 0.41λ) provides the smallest design,

while improving the XP level especially at higher frequencies of the antenna operation. The λ

is the effective wavelength, for the given substrate material, at the lowest operating frequency.

In this chapter, a modified bow-tie antenna is designed and its performance in both the

frequency and time domains is measured. The geometry and location of rectangular slots

have been proposed and optimized to direct the antenna surface currents which resulted in

reduced XP level, and to achieve antenna size miniaturization.

4.3 Antenna Design

In this section, the configurations and dimensions of the proposed antenna are simulated

and optimized using Ansoft HFSS. Since the bow-tie antenna is a derivative of the dipole

antenna with broadband characteristics [72], the antenna design begins with the selection of

radiating arms length, which is half-wavelength at a design frequency of 3 GHz, and flare

angle of θ = 70◦. Then the dimensions of the radiating arms are optimized using a com-

plete parametric study approach, to satisfy the required UWB characteristics of return loss

≤ -10 dB in the band of operation, gain flatness, and constant group delay. A broadband

62



(a) (b)

Figure 4.1: Antenna geometry: (a) conventional and (b) modified bow-tie antenna. Note:
top layer-light brown and bottom layer-dark brown, and the dimensions are provided as part
of the paragraph text.

balun forms the feedline for the radiating arms. The unbalanced end of the tapered balun

is connected to a microstrip line with a width of W1 = 1.85 mm, in order to match the

50 Ω coaxial line. The balanced end consists of a parallel plate transmission line, in which

the lengths are determined using cavity model theory [80], and the widths are adjusted to

match 50 Ω at the input port of the antenna. Furthermore, the proposed antenna design is

scale-able to other frequency bands when all the dimensions are scaled by the same factor [72].

Fig. 4.1(a) depicts a conventional bow-tie antenna for the frequency range of 2 to 5 GHz

with dimensions as follows: W = 46.2 mm, L = 51.5 mm, Wg = 10 mm, Lg = 10 mm, W1

= 1.85 mm, W2 = 2.43 mm, W3 = 2.83 mm, W4 = 1.4 mm, W5 = 4 mm, W6 = 18.4

mm, L2 = 6.2 mm, L3 = 19.8 mm, L4 = 6.4 mm, L5 = 2.3 mm, and L6 = 20.5 mm. The

dimensions of the antenna are 0.57λ x 0.63λ, with an overall area of 0.359λ2. Unlike the

double-sided bow-tie antenna in [74], the proposed conventional antenna shown in Fig. 4.1(a)

has a reduced ground plane for the microstrip feed. A ratio for microstrip width to ground

plane width has been optimized for XP level improvement. In this approach, the XP level in

the H-plane is reduced especially at 4 and 5 GHz, while E-plane maintains its low XP level.
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Figure 4.2: H-plane simulated radiation pattern of the conventional bow-tie antenna with
reduced and non-reduced ground (RG) planes.

Figure 4.3: Photograph of the fabricated modified bow-tie antenna.

The effect of ground plane dimensions on XP level is demonstrated in Fig. 4.2. As it can be

seen, reducing the ground plane maintains the E-plane XP levels, and improves the H-plane

XP levels at frequencies 4 and 5 GHz.

Fig. 4.1(b) illustrates the modified bow-tie antenna with dimensions as follows: W = 53.2

mm, L = 34.2 mm, Wg = 10 mm, Lg1 = 3 mm, Lg2 = 6 mm, Lg3 = 5.9 mm, W1 = 1.85 mm,

W2 = 1.6 mm, W3 = 1 mm, W4 = 3.5 mm, W5 = 22.6 mm, W6 = 5.84 mm, W7 = 5.35

mm, L2 = 12 mm, L3 = 4 mm, L4 = 2.6 mm, L5 = 21 mm, L6 = 1.3 mm, Wr = 8 mm,

Lr = 12.6 mm, WT1 = 0.4 mm, WT2 = 2 mm, LT1 = 1.2 mm, LT2 = 0.6 mm, LT3 = 1.85

mm, LT4 = 0.35 mm, and LT5 = 8 mm. The dimensions of the antenna are 0.64λ x 0.41λ,

with an overall area of 0.262λ2. The focus of this design is to improve the XP performance

of the antenna at higher frequencies, along with reduction of the antenna size. The antenna
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miniaturization is achieved by modifying the feedline, and the bow-tie arms. An optimized

microstrip balun is used as a feedline, with a linear tapered ground plane. The origin of the

coordinates is at the top right corner of Fig. 4.1(b), so the linear tapered feedlines can be

represented by

x1 = 1.875z − 32.2, for 29≤ z≤ 32.2

x2 = 6z − 29, for 28≤ z≤ 29

(4.1)

where x1, x2, and z are the coordinates of the linear tapered ground curves in millimetres.

This offers a more gradual impedance transition than stepped tapering; therefore, it improves

impedance matching. Also, large rectangular slots, gaps, and T-shaped slots are optimized

and added to each end of the bow-tie arms, to achieve antenna miniaturization. The large

rectangular slots force the currents to flow a longer path, which results in an overall 2 dB

return loss improvement for the lower frequency band. Then the gaps and T-shaped slots

combined creates capacitive coupling that adds another resonance at 2.4 GHz. Furthermore,

it is a known fact that currents on the antenna surface are the source of radiation, and radia-

tion pattern depends on current distribution [72]. For bow-tie antenna, the surface currents

are concentrated at the feed location and are along a diagonal path, whereas further away

from the feed, currents are along a straight path. Surface currents along a diagonal path

on the antenna have both vertical and horizontal components, which radiate fields in both

vertical and horizontal directions; and the antenna exhibits poor XP performance. Here, we

propose to use a pair of slots on each arm of the bow-tie to straighten the currents, to reduce

the radiated fields in other directions, and to improve the XP performance. Fig. 4.3 shows

the fabricated modified bow-tie antenna.
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4.4 Results and Discussion

4.4.1 Frequency Domain Characteristics

In this section, the measurement results of the frequency domain characteristics are presented

and discussed. The measured return loss and realized gain of the modified and conventional

bow-tie antennas are shown in Fig. 4.4(a)-(b), respectively. It can be seen that S11 is lower

than -10 dB over the frequency band of 2 to 5 GHz for these antennas. The measured gain of

the antenna is similar to the simulated gain throughout the operating band. The difference

between the simulated and measured gain can be attributed mainly to the losses in the an-

tenna, further material tolerances and characterization of the feed in the simulation, as well

as dimension precision of the fabricated antenna, and calibration accuracy of the measure-

ment equipment. Since the antenna gain is directly related to the antenna size [11], the gain

of the conventional bow-tie antenna is higher than the modified bow-tie antenna. The overall

area (L×W ) of the conventional and modified bow-tie antennas are 2379.3 mm2 and 1819.4

mm2, respectively. Therefore, the overall miniaturization achieved is 23.5%. Nevertheless,

the gain reduction due to a smaller antenna can be compensated by a low noise amplifier

in the radar receiver chain. Furthermore, the gain increases with frequency, which can be

attributed to the increase in effective area of the antenna with frequency. The simulated

radiation efficiency, without losses of the antenna, across the frequency spectrum at 2, 3, 4

and 5 GHz are: 96%, 97%, 98% and 97%, respectively.

To acquire further insight on the antennas performance, current distribution on both conven-

tional and modified bow-tie arms are studied. Fig. 4.5(a)-(b), illustrates the surface current

vector distribution on the conventional and modified bow-tie arms at 5 GHz. The inclined

current vectors in the conventional structure is aligned in parallel to the E- or H-planes with

the modified structure. This confirms that the rectangular slots reduced the inclined vertical
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Figure 4.4: Simulated and measured: (a) return loss and (b) realized gain.

(a)

(b)

Figure 4.5: Current vector distribution at 5 GHz on: (a) conventional and (b) modified
bow-tie antenna.

electrical current in the bow-tie arms, which results in the improvement of the antennas XP

level. In addition, Fig. 4.6(a)-(d) illustrates the surface current density distribution on the

modified bow-tie arms at 2, 3, 4 and 5 GHz, respectively. It is observed that the current

distribution at these frequencies are mainly concentrated at the flare region of the arms, it

shows the proposed modification straightens the current path on the antenna.

Fig. 4.7 plots both the measured E- and H-plane normalized radiation patterns of the conven-

tional and modified bow-tie antennas. From the plots, it is shown that both antennas have

omnidirectional radiation patterns in the H-plane throughout the operating band. Also, it is

observed that the proposed modification is more effective in lowering the XP level in H-plane

than in E-plane. This was the intended behaviour as the XP of the conventional antenna
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(a) (b)

(c) (d)

Figure 4.6: Current density distribution on the modified bow-tie antenna at: (a) 2 GHz, (b)
3 GHz, (c) 4 GHz, and (d) 5 GHz.

in the E-plane was already sufficiently low with an average of -30 dB over 2 to 5 GHz. In

the H-plane at 2 GHz, the modified antenna has similar performance as the conventional

one. For frequencies between 3 to 5 GHz, the modified antenna shows a good improvement

in XP level compared to the conventional antenna, which indicates the modified antenna

is more effective at higher frequencies. In addition, the effect of the slots can be observed

from the simulated radiation patterns as shown in Fig. 4.8, while the XP levels at boresight

direction are recorded in Table. 4.1. From the table, it is observed that the XP levels are

well maintained at lower frequencies, and improved at higher frequencies in spite of minia-

turization of the antenna. Furthermore, the modified bow-tie antenna with an improved

XP level is suitable for radar imaging applications such as through-wall imaging, and breast

cancer imaging. In [3], a 20 dB XP level in the E- and H-plane has shown to be effective in

the detection, localization, and imaging of targets behind a brick wall. In [66], a 15 dB XP

level in the E- and H-plane has demonstrated successful detection, localization, and imaging

of breast tumours. Finally, the simulated and measurement results of the modified bow-tie

antenna are in agreement, as depicted in Fig. 4.9.
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Table 4.1: E- and H-planes XP level

E-plane XP level at: Without slot (dB) With slot (dB)
2 GHz 33.9 36.8
3 GHz 27.2 28.6
4 GHz 34.4 39.7
5 GHz 23.5 29.3

H-plane XP level at: Without slot (dB) With slot (dB)
2 GHz 14.9 15.2
3 GHz 20.3 21.9
4 GHz 19.1 27
5 GHz 17.1 24.4

4.4.2 Time Domain Characteristics

In this section, the measurement results of the time domain characteristics are presented

and discussed. In UWB radar imaging, the transmitted and received pulse parameters are

important in the development of post processing algorithms for extracting the information

of interest. Therefore, the time domain impulse response of the proposed antenna is inves-

tigated, and its measurement results are presented. The time domain impulse response is

equivalent to the transfer function in frequency domain, where transfer function for UWB

antennas have been investigated in [81–83]. The photograph and block diagram of the time

domain measurement setup are shown in Fig. 4.10, which consists of a VNA, and two iden-

tical modified bow-tie antennas placed with boresight configuration. The UWB pulse x(t)

generated by a VNA with 50 Ω source impedance, is fed into the transmitter antenna. Then

the received pulse y(t) picked up by a 50 Ω terminated receiver antenna, is digitized by the

VNA for post-processing; to determine the transfer functions. X(ω) and Y (ω) are the Fourier

transforms of x(t) and y(t), respectively. The excitation pulse and its frequency spectrum

are shown in Fig. 4.11(a)-(b), respectively. The distance between the antennas (R) is 30 cm.

While the distance between the antennas and ground is 1 m, to ensure that reflections from

the ground can be time-gated. The antenna transfer function in transmission and reception
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can be represented by [81]

HT (ω) =
Ei(ω,R)

X(ω)
· R · ejkR (4.2)

HR(ω) =
Y (ω)

Ei(ω,R)
(4.3)

where k is the wave number in free space and Ei(ω,R) is the incident electric field on the

aperture of the Rx antenna. Then the transfer function of the antenna measurement system

can be found by relating the Tx and Rx signals from Eq.(4.2-4.3) given by [81]

H(ω,R) =
Y (ω)

X(ω)
= HT (ω) ·HR(ω) ·

e−jkR

R
(4.4)

The relationship between HT (ω) and HR(ω) can be represented by [81]

HT (ω) =
jω

2πc
·HR(ω) (4.5)

Then from Eq.(4.4-4.5), HT (ω) and HR(ω) can be re-represented by [81]

HT (ω) =

√

jω

2πc
·H(ω,R) ·R · ejkR (4.6)

HR(ω) =

√
2πc

jω
·H(ω,R) · R · ejkR (4.7)

Once measurements of the excitation and received pulses are acquired, the transfer function

of the antenna measurement system, as well as the transfer function of the antennas in Tx

and Rx modes can be estimated. An inverse Fourier transform of the transfer functions

gives the impulse response of the antenna for transmitting ht(t) and receiving modes hr(t),
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represented by [81]

ht(t) =
1

2π

∫
∞

−∞

HT (ω) · e
jωtdω (4.8)

hr(t) =
1

2π

∫
∞

−∞

HR(ω) · e
jωtdω (4.9)

Fig. 4.11(c) plots the measured received pulse y(t) at boresight. Fig. 4.12(a)-(b) plots the

transfer function of the antenna measurement system H(ω) at boresight, and impulse re-

sponse of the antenna transmitting mode ht(t) along an arc of -60◦ to 60◦ with 20◦ separation,

respectively. It is observed that the pulse intensity of the transmitting mode ht(t) is halved

at ±56.2◦, which corresponds to an E-plane half power beamwidth of 112.4◦. Fig. 4.12(c)-(d)

plots the impulse response of the antenna for transmitting ht(t) and receiving hr(t) modes at

boresight, respectively. In order to compare the antenna impulse responses, the fidelity fac-

tor is computed [82]. The fidelity factor (F ) between two signals a(t) and b(t) is represented

by

F [a(t), b(t)] = max

∫
∞

−∞

an(t) · bn(t+ τ)dt (4.10)

where an(t) and bn(t) are the normalized a(t) and b(t) are represented by

an(t) =
a(t)

√∫
∞

−∞
|a(t)|2dt

(4.11)

bn(t) =
b(t)

√∫
∞

−∞
|b(t)|2dt

(4.12)

The fidelity factor is computed for the time derivative of the impulse response for receiving

mode with the impulse response for transmitting mode at boresight, e.g., F [h′r(t), ht(t)].

The result of the cross-correlation is as high as 0.78, which shows good fidelity between h′r(t)

and ht(t). Furthermore, this confirms the result shown in [83], where for most antennas,
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especially aperture antennas, the transmitting impulse response ht(t) is the time derivative

of the receiving impulse response hr(t).

For some UWB radars, the excitation pulse is a chirp pulse. Therefore, a time domain

impulse response simulation using a full wave simulator, CST Microwave studio is presented.

A chirp pulse with 2 to 5 GHz spectral coverage is fed to the antenna, and ideal voltage

probes placed in the far field region are used to collect the chirp pulse. The antenna input

and output pulses are shown in Fig. 4.13(a), while the match filtered result of the input and

output chirp pulses are shown in Fig. 4.13(b). The radiated pulse is very much correlated

(70%) with the input pulse.

4.5 Conclusion

In this chapter, a modified bow-tie antenna using slots on the radiating arms is presented.

Compared with the conventional bow-tie antenna, the modified antenna achieves XP im-

provement and miniaturization. By optimizing the geometry and location of the rectangular

slots on the radiating arms, the current vectors can be aligned vertically or horizontally to

effectively reduce the XP level. Simultaneously, a miniaturized antenna design is obtained

from optimization of the feedline, and of the bow-tie arms. Simulation and measurement

results in both the frequency and time domains are presented with good agreement. Based

on these characteristics, the antenna is a good candidate for UWB radar imaging systems.
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(a) (b)

(c) (d)

Figure 4.7: E- and H-plane normalized measured radiation patterns of the conventional and
modified bow-tie antennas at: (a) 2 GHz, (b) 3 GHz, (c) 4 GHz, and (d) 5 GHz.

(a) (b)

(c) (d)

Figure 4.8: E- and H-plane normalized simulated radiation patterns of the modified bow-tie
antenna with and without slots at: (a) 2 GHz, (b) 3 GHz, (c) 4 GHz, and (d) 5 GHz.
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(a) (b)

(c) (d)

Figure 4.9: E- and H-plane normalized simulated and measured radiation patterns of the
modified antenna at: (a) 2 GHz, (b) 3 GHz, (c) 4 GHz, and (d) 5 GHz.

(a) (b)

Figure 4.10: (a) Photograph, and (b) block diagram of the time domain measurement setup.
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Figure 4.11: Measured: (a) time domain excitation pulse x(t), (b) frequency domain excita-
tion pulse X(ω), and (c) time domain received pulse y(t) at boresight.
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Figure 4.12: Measured: (a) transfer function of the antenna measurement system H(ω) at
boresight, (b) impulse response of the antenna transmitting mode ht(t) at different elevation
angles, (c) impulse response of the antenna transmitting mode ht(t) at boresight, and (d)
impulse response of the antenna receiving mode hr(t) at boresight.
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(a) (b)

Figure 4.13: CST simulation: (a) antenna input and output pulses, and (b) match filtered
pulse.

76



Chapter 5

Software Simulation

5.1 Overview of Software Simulation

Software simulations using CST Microwave Studio and MATLAB are presented. Then a sig-

nal processing procedure is proposed, as shown in Fig. 5.1. The signal processing procedure

can be categorized into two parts: pre-processing and post-processing. The pre-processing

stage consists of four steps, in which the data is first multiplied by a Hamming window to

reduce the spectral leakage, followed by calibration to remove background noise and propa-

gation delay. Then the proposed spectral envelope and impulsization method is applied to

remove the effect of ramp modulation. The post-processing consists of either LSAR or CSAR

processing, with a modified frequency domain GBP algorithm for image reconstruction. The

calibration techniques will be presented as part of Chapter 6, since its formulation requires

measurement data (see section 6.1).

This chapter presents the software simulations for the spectral estimation, the effect of ramp

modulation on the beat spectrum and its mitigation methods, the LSAR and CSAR image

reconstruction, as well as the effect of phase noise on SAR image resolution.

77



Figure 5.1: Signal processing procedure.

5.2 Pre-processing

5.2.1 Spectral Estimation

The collected beat signals can be in the form of A-scan, B-scan or C-scan. The collection

of A-scans along a line on the surface forms a B-scan, while the C-scan is represented by a

collection of B-scans to form a 3-D radargram of the target scene. This study focuses on the

fast Fourier transform (FFT) spectral estimation for A-scan beat signals, which is a two-step

process: First, the A-scan signal is generated in MATLAB, with independent and identically

distributed (IID) Gaussian noise included and can be represented by (see section 1.2.3)

sidealb (t) = cos(2πcrτd1t) + snoise(t) (5.1)

where cr = 200 GHz/s and τd1 = 10 ns. Second, FFT is applied to represent the signal in the
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frequency spectrum. FFT is a fast and efficient algorithm for computation of the discrete

Fourier transform [84]. Furthermore, FFT operates on the assumption that the time domain

signal is continuous with N integer number of periods, in which the two ends have the same

amplitude values. However, in real world signal acquisition the length of the measured signal

is often not an integer multiple of the period. This results in spectral leakage that smears the

spectrum, degrades the resolution and the detection of weak signals. To illustrate, the FFT

for a beat signal with N = 1000 (∆f = 2 Hz) and N = 1011 (∆f = 1.9978 Hz) are shown

in Fig. 5.2(b). It is observed for N = 1011, the energy in the 2 kHz spectrum is leaked to

nearby frequencies and the spectrum has a wider mainlobe width. Nevertheless, the spectral

leakage can be reduced with the use of the windowing technique [84].

The windowing technique is a two step process: First, multiply the time domain beat sig-

nal by a finite length window function. The window function has an amplitude that varies

smoothly and gradually towards zero at the edges, which reshape the signal and make the

two ends meet without sharp transitions. The window functions such as, Hamming and

Blackman-Harris are applied to the FFT signals shown in Fig. 5.2(b). In general, for each

window function, there exists an inherent compromise between the choice of improving the

frequency resolution (main lobe width), or the detection of weak signals in the presence of

nearby strong signals (side lobe level) [84]. As it can be seen, the Hamming window has

decent frequency resolution and SNR. Second, since MATLAB employs a radix-2 FFT, the

length of the signal should be 2N (where N is an integer value) before applying the FFT, to

achieve a faster computational time.

5.2.2 Effect of Deramp Processing on Beat Spectrum

This study focuses on understanding the effect of deramp processing, with phase noise in-

cluded in the transmitted signal, on the beat spectrum. A simulation model for the deramp

processing using full wave simulator CST Microwave Studio and MATLAB is presented. The
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Figure 5.2: MATLAB simulation: (a) FFT with integer and non-integer multiples of the
period. (b) Window functions applied to the FFT signals with non-integer multiples of the
period.

system parameters for the simulation are Tramp = 4 ns, fs = 2 GHz, B = 2 GHz, cr = 5×1017

Hz/s, ψnoise = -65 dBc/Hz at 1 kHz, -89 dBc/Hz at 10 kHz and -110 dBc/Hz at 100 kHz and

ς = 0.1 %. Where ς is the frequency sweep nonlinearity, which can be represented by [40]

ς =
max|f lint (t)− fnlint (t)|

B
(5.2)

where f lint (t) and fnlint (t) are the instantaneous linear and nonlinear transmitting frequencies

respectively. Where ψnoise is the phase noise modelled as time jitter. The relation between

phase noise and time jitter can be represented by [53]

JRMS(t) =

√

2
∫ f2
f1
Lψ(f)df

2πfc
(5.3)

where fc is the center frequency, f1 is the initial offset frequency, f2 is the cut-off offset

frequency and Lψ(f) is the single sideband phase noise spectrum, which can be represented

by

Lψ(f) = 10
χ

10 (5.4)

where χ is the phase noise power in dB relative to the carrier frequency. For the given VCO

phase noise parameters, the time jitter is 1.5 ps. In this study, jitter is included to the time
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Figure 5.3: CST Simulation: (a) antenna configuration, (b) time domain input pulse, (c)
spectrum of the input pulse, and (d) time domain received pulse. Note: ψnoise = -65 dBc/Hz
@ 1 kHz, -89 dBc/Hz @ 10 kHz, -110 dBc/Hz @ 100 kHz.

of the transmitter signal as a random noise of peak 1.5 ps, and is evaluated by computing

the standard deviation of the average oscillator period [85].

In the full wave simulation, a set of bow-tie antennas with frequency bandwidth from 2

to 5 GHz is used. The antennas are placed in quasi-monostatic configuration, as shown in

Fig. 5.3(a). A generated chirp pulse is fed to the Tx antenna. Its time domain pulse and

frequency spectrum, for the above system parameters, are shown in Fig. 5.3(b) and 5.3(c)

respectively. At first glance, the linear and phase noise added time domain input pulses

appear the same. However, a zoom into the plot shows the variation due to phase noise.

The reflected pulses from a metal plate placed in front of the antenna aperture at 2 cm and

4 cm are measured. Since the antennas are placed in close proximity, 1 cm, antenna mutual

coupling has to be accounted for in the Rx pulse. This effect is significant for near distance
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Figure5.4: MATLABSimulation:(a)timedomaincalibratedbeatsignal,and(b)spectrum
ofthecalibratedbeatsignal.

imagingsystems.Theeffectofantennamutualcouplingcanbeeliminatedbycalibration.

Therefore,simulationswithandwithouttargetareperformed,inwhichthemeasuredRx

pulsesaredenotedasstgt(t)andsamb(t)respectively,andareshowninFig.5.3(d). The

amplitudeoftheRxpulseisnormalizedtotheamplitudeoftheTxpulse.

Inthissimulation,fourperiodsofthesignalareconsidered.Thedelayedtargetsignalstgt(t)

isfedintotheRFportofthemixer,whiletheinputsignalsin(t)isfedintotheLOportof

themixer,whichcanberepresentedby

sbeattgt(t)=sin(t)·stgt(t) (5.5)

Similarly,fortheambientcase,whichcanberepresentedby

sbeatamb(t)=sin(t)·samb(t) (5.6)

Thenthecalibratedbeatsignal,cf.Fig.5.4(a),canberepresentedby

sbeatcal(t)=s
beat
tgt(t)−s

beat
amb(t) (5.7)

Forthegivensystemparametersand(2.3),theexpectedidealbeatfrequenciesforthetar-

getsat2cmand4cmare0.067GHzand0.133GHz,respectively.However,itisobserved
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Figure 5.5: Two targets simulation: (a) antenna configuration, and (b) spectrum of the
calibrated beat signal.

that Sbeatcal (ω), cf. Fig. 5.4(b), shows the beat frequencies at 0.537 GHz and 0.613 GHz. The

measured beat frequency is about 0.475 GHz higher than the ideal beat frequency. This

increase in beat frequency is mainly due to the group delay of the transceiver antennas,

which is 0.95 ns.

In addition, a two target case is also considered as shown in Fig. 5.5(a). The reflected pulses

from two metal targets placed in front of the antenna aperture at 2 cm and 17 cm are mea-

sured at the Rx antenna. Antenna mutual coupling and mixer operation are also considered

as discussed above. For the given system parameters, the expected ideal beat frequencies are

0.067 GHz and 0.567 GHz respectively. However, it is observed that Sbeatcal (ω), cf. Fig. 5.5(b),

shows the beat frequencies at 0.537 GHz and 1.05 GHz respectively. For a target separation

of 15 cm the measured beat frequency difference is 0.513 GHz, which is higher than the

ideal beat frequency difference of 0.5 GHz. This could also be due to the group delay of the

transceiver antennas.

It is observed that Sbeatcal (ω), cf. Fig. 5.4(b) and 5.5(b), has many sidelobes with peaks

separated by a constant frequency, which is inversely proportional to the period of the ramp.

Therefore, the frequency resolution is approximately 1/Tramp. In other words, the ramp sig-
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nal is convolved with the Rx pulse and appears modulated with frequency peaks separated by

1/Tramp. This modulation effect is undesired as it limits the minimum achievable resolution,

degrades the Rx SNR and creates false alarms. To mitigate these sidelobes, two methods are

proposed: the deconvolution method, and the spectral envelope and impulsization method.

5.2.3 Deconvolution Method

The analytical approach of the proposed deconvolution method is presented in Fig. 5.6.

The beat signal can be expressed as a convolution of the ramp signal with the Rx pulse

represented by

sbeatcal (t) = sbeatcaltgt(t)⊗ r(t) (5.8)

where r(t) is the ramp signal. The deconvolution can be performed in frequency domain as

a simple division represented by

Sbeatcaltgt(ω) =
Sbeatcal (ω)

Sra(ω)
(5.9)

where Sra(ω) is the convolution of the ramp signal with the transmitted pulse. The above

two cases are considered to examine the deconvolution effect on the beat spectrum. The

frequency domain representation of the beat signal Sbeatcaltgt(ω) after deconvolution is shown

in Fig. 5.7. As it can be seen after deconvolution, the two targets are detected and sidelobe

levels are suppressed; however, the mainlobe width has increased. This could be due to the

noise of the transmitted signal, and the estimate of the transfer function.

5.2.4 Spectral Envelope and Impulsization Method

The analytical approach of the proposed spectral envelope and impulsization method is

presented in Fig. 5.8. The linear prediction coefficient (LPC) technique is applied to detect

the envelope of the calibrated beat pulse [86]. The pulse envelope, cf. Fig. 5.9(a), can be
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Figure5.6:Blockdiagramofthedeconvolutionmethod.
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Figure5.7:Calibratedbeatspectrumafterdeconvolutionmethod.

representedby

Sev(ω)=F






p

i=1

ais
beat
tgt(n−i)





(5.10)

wherenisthediscretetimeindex,pistheorderofpredictionandaiistheLPC.Next,

anamplitudethresholdlevelissettoidentifythenumberofpeaks,whichcorrespondsto

thenumberoftargets. Thisthresholdlevelwilldependonsystemparametersandtarget

scenesetup.ThenimpulsizationisappliedtoimprovetheSNR.Theimpulsizationcanbe

representedby

δSbeatcaltgt(ω) =






Pamp, ifω=ωpeak

min(Pamp),otherwise

(5.11)

wherePampistheamplitudeofthebeatsignal. Theabovetwocasesarealsoconsidered

toexaminethismethod.ThefrequencydomainrepresentationofthebeatsignalSbeatcaltgt(ω)
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Figure5.8:Blockdiagramofthespectralenvelopeandimpulsizationmethod.
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Figure5.9:(a)Envelopeofthecalibratedbeatspectrum.(b)Calibratedbeatspectrum
afterspectralenvelopeandimpulsizationmethod.

afterspectralenvelopeandimpulsizationmethodisshowninFig.5.9(b).Asitcanbeseen,

abettersignaldetectionisrealizedwheretheoverallSNRisimproved,thesidelobesare

effectivelyremoved,andthefrequencyresolutionisalsoimproved. Overall,thismethod

outperformsthedeconvolutionmethod.

5.3 Post-processing

5.3.1 LSARImageReconstruction

TheLSARimageisreconstructedbyapplyingamodifiedfrequencydomainGBPtechnique

[3].InLSAR,theradarsystemismovedinaCartesiancoordinatesystemtoilluminatethe

targetsceneforrawdatacollection,asshowninFig.5.10.ThereconstructedimageIcan

berepresentedby[3]

I(m,n,k)=
L

l=1

s(l,idx(m,n,k)) (5.12)
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where (m,n, k) is the image pixel, l is the aperture position, and idx(m,n, k) is the signal

index position represented by

idx(m,n, k) =
fb(m,n, k)

∆f
(5.13)

where ∆f is the sampling frequency, and fb(m,n, k) is the beat frequency represented by

fb(m,n, k) = crτd(m,n, k) (5.14)

where τd(m,n, k) is the target delay time represented by

τd(m,n, k) =
2R(m,n, k)

c
(5.15)

where R(m,n, k) is the distance between antenna to image pixel represented by

R(m,n, k) =
√

(xap − xm)2 + (yap − yn)2 + (zap − zk)2 (5.16)

where xap, yap, and zap are the antenna aperture positions, and xm, yn, and zk are the image

pixel locations. The SAR image reconstruction simulation with GBP technique is a five step

process: First, define and grid an empty 2-D SAR image (M × N). Second, place a point

like scatterer target in the SAR scene. Third, calculate Rp for each aperture position and

pixel location. Then based on Rp, the time delay can be determined by τd = 2Rp/c and the

beat frequency can be determined by fb = crτd. Fourth, calculate the vector index corre-

sponding to each beat frequency. The index is determined by idx = fb/∆f . Fifth, extract

the amplitude value associated with the calculated index and assign it to the corresponding

pixel location. Repeat steps three to five for all aperture positions.

A pseudo-code for the simulation of LSAR with GBP is as follows:
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Figure 5.10: LSAR cartesian coordinates system.
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Figure 5.11: MATLAB simulation: (a) raw data, and (b) SAR image.

Do loop i = 1 to Number of aperture positions

Do loop from j = 1 to Number of grids in X-direction

Do loop from k = 1 to Number of grids in Y-direction

R(i,j,k) = calculate the distance between aperture position and pixel location

Beatf(i,j,k) = calculate corresponding beat frequency for each R(i,j,k)

Idx(i,j,k) = calculate corresponding index position for each beat Beatf(i,j,k)

Amp(i,j,k) = extract the amplitude value associated with each Idx(i,j,k)

End loop

End loop

Sum the values at each pixel location from each aperture position

End loop

The dimensions of the SAR target scene is 5 m of aperture length and 5 m of depth. The
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point like scatterer target is placed in the target scene with coordinates of (x1, y1) = (2.5 m,

0.5 m). The total number of antenna aperture positions is 50, where each position is equally

spaced at 10 cm apart. Then the Rx signals are collected by moving the antenna to each

aperture position. A total of 50 A-scan 1-D signals in the form of signal strength versus

beat frequency are collected, to form 1 B-scan 2-D matrix in the form of aperture position

versus beat frequency. Since the antenna moves over the aperture, the distance between the

antenna and the target will change such that the intensity of the Rx amplitude will display

a hyperbola response, as shown in Fig. 5.11(a). Finally, GBP is applied to focus the energy

of the hyperbola into a single point (at the center of hyperbola), as shown in Fig 5.11(b).

5.3.2 CSAR Image Reconstruction

The CSAR image reconstruction technique [11] is also adapted here for beat frequencies.

In CSAR, the radar system is moved in a cylindrical coordinate system to illuminate the

target scene for raw data collection, as shown in Fig. 5.12. Similar to LSAR, the image I

can also be represented by (5.12), the idx(m,n, k) can also be represented by (5.13) and

the R(m,n, k) can also be represented by (5.16). However, the antenna aperture position

terms are represented differently in terms of cylindrical coordinates, which can be represented

by [11]

xap = rcosθ

yap = rsinθ

(5.17)

where r is the radius of the circular path and θ is the antenna aperture position angle. The

dimensions of the SAR target scene is 5 m of aperture length and 5 m of depth. The point

like scatterer target is placed in the target scene with coordinates of (x1, y1) = (2.5 m, 2 m).

The total number of aperture positions is 36, where each position is equally spaced at 10

degrees apart. A total of 36 A-scan 1-D signals are received at the Rx antenna, to form 1

B-scan 2-D matrix. The CSAR target scene of the raw data appears as a sinusoidal curve
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Figure 5.12: CSAR cylindrical coordinate system.
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Figure 5.13: MATLAB Simulation: (a) raw data. (b) SAR image.

shown in Fig. 5.13(a). Finally, GBP is applied to focus the energy of the hyperbola into a

single point, as shown in Fig. 5.13(b).

5.4 FMCW Radar Resolution

An important performance metric for an imaging radar is its resolution. Radar resolution

in range and cross-range directions have been defined differently [32]. Furthermore, radar

resolution has been shown to depend upon pulse characteristics, preprocessing of the raw

data, and aperture length of the measurements [87]. In the next subsections, the relation

between radar resolution, frequency bandwidth, phase noise, and aperture length are studied.
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separationof9cmandwithaTxpulseofB=2GHz.Note:ψnoise1*=-65dBc/Hz@1
kHz,-89dBc/Hz@10kHz,-110dBc/Hz@100kHz.ψnoise2*=-55dBc/Hz@1kHz,-75
dBc/Hz@10kHz,-95dBc/Hz@100kHz.

5.4.1 RangeResolution

Thecriterionforrangeresolutionisthatthepeaksoftheoverlappedbeatfrequenciesshould

beseparatedbyatleasthalfoftheirpeakvalues[39].ForahomodyneFMCWradar,the

rangeresolutioncanberepresentedby[45]

∆R=
Trampc

2B
∆fb (5.18)

wherecisthespeedofthepulseinthemediumand∆fbisthebeatfrequencyresolution.In

additiontofrequencybandwidth,theeffectofVCOphasenoiseonrangeresolutionisalso

consideredhere.PhasenoiseisinherenttoaVCO,andhasshowntoincreaseoverallNFL,

decreaseRxsensitivityanddegraderesolution[48,49].Therefore,VCOphasenoisehasa

prominenteffectonthebeatfrequencyresolution.Thesystemparametersforthesimulation

areTramp=4ns,fs=2GHz,ς=0.1%,hereBandψnoisearevariedinordertostudy

therelationbetweenrangeresolution,frequencybandwidthandphasenoise.Foratarget

separationof9cm,thebeatsignalrangeprofileforalinearandphasenoiseaddedVCO,with

aTxpulseofB=2GHzisshowninFig.5.14.Asitcanbeseen,thetwotargetsseparated

by9cmisclearlyresolvedwithalinearVCObutbecomesunresolvableasthephasenoise

oftheVCOincreases.Table.5.1summarizestheresult. Asitcanbeseen,increasingthe

phasenoiseand/ordecreasingthebandwidthdeterioratestherangeresolution.
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Table 5.1: Range Resolution for Various Phase Noise and Bandwidth Values

Phase Noise B (GHz) ∆R (cm)

Linear 2 8

Linear 3 6

Linear 4 4.5

Linear 5 3.5

ψnoise1* 2 9.2

ψnoise1* 3 6.3

ψnoise1* 4 4.8

ψnoise1* 5 3.7

ψnoise2* 2 11.2

ψnoise2* 3 7.6

ψnoise2* 4 5.2

ψnoise2* 5 4

ψnoise1* = -65 dBc/Hz @ 1 kHz, -89 dBc/Hz @ 10 kHz, -110 dBc/Hz @ 100 kHz.
ψnoise2* = -55 dBc/Hz @ 1 kHz, -75 dBc/Hz @ 10 kHz, -95 dBc/Hz @ 100 kHz.

5.4.2 Cross-Range Resolution

The relation between cross-range resolution, phase noise and aperture length is studied

here. The quality of a radar image depends on both range and cross-range resolutions. The

criterion for cross-range resolution is that two side-by-side targets should be distinguished.

For a narrow-band SAR, the cross-range resolution can be represented by [11]

∆CR =
Hλ

L
(5.19)

where H is the altitude, L is the aperture length and λ is the wavelength of the radiated

signal. Furthermore, the integration angle can be used to represent the ratio of the altitude
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Figure 5.15: LSAR measurement setup.

Table 5.2: Cross-Range Resolution for Various Phase Noise and Integration Angle Values

Phase Noise θIA (deg) L (cm) ∆CR (cm)

Linear 60 40.4 8.5

Linear 70 49 6.9

Linear 80 58.7 5.8

Linear 90 70 5.1

ψnoise1* 60 40.4 8.7

ψnoise1* 70 49 7.3

ψnoise1* 80 58.7 6.1

ψnoise1* 90 70 5.3

ψnoise2* 60 40.4 9.7

ψnoise2* 70 49 8.1

ψnoise2* 80 58.7 7.3

ψnoise2* 90 70 6.2

ψnoise1* = -65 dBc/Hz @ 1 kHz, -89 dBc/Hz @ 10 kHz, -110 dBc/Hz @ 100 kHz.
ψnoise2* = -55 dBc/Hz @ 1 kHz, -75 dBc/Hz @ 10 kHz, -95 dBc/Hz @ 100 kHz.

to the aperture length of the measurement, which can be represented by

θIA = 2

(

tan−1

(

L

2H

))

(5.20)

However, the cross-range resolution for UWB SAR does not strictly follow (5.19). For UWB

radar systems, the cross-range resolution can depend on phase noise. Here, the cross-range
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Figure 5.16: Beat signals for a Tx pulse of B = 2 GHz, target separation of 8 cm and θIA of
70◦: (a) Raw data, and (b) SAR image for a linear VCO. (c) Raw data, and (d) SAR image
for a ψnoise1* VCO. (e) Raw data, and (f) SAR image for a ψnoise2* VCO.

resolution is studied from the reconstructed SAR images in two steps: First, raw data

is generated by moving the radar across the aperture length and scanning a target scene

that contains two targets placed side-by-side, as shown in Fig. 5.15. Next, SAR image is

reconstructed by applying a modified frequency domain GBP technique [3]. The system

parameters for the simulation are Tramp = 4 ns, fs = 2 GHz, ς = 0.1 %, B = 2 GHz, H = 35

cm, in which θIA and ψnoise are varied in order to study the relation. Table. 5.2 summarizes
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Figure5.17:Cross-rangeresolutionforvariousphasenoiseandintegrationanglevalues.

theresult.TherawdataandSARimagesofalinearandphasenoiseaddedVCO,witha

TxpulseofB=2GHz,targetseparationof8cmandθIAof70
◦areshowninFig.5.16.

Asitcanbeseen,thetargetsignatureappearsasahyperbolaintherawdataandbecomes

clutteredasphasenoiseincreases.Itcanalsobeseenthatthetargetsareclearlyresolvedin

thelinearcaseandjustresolvedintheψnoise1*case.However,thetargetsarenotresolved

intheψnoise2*case.

Inaddition,basedontheresultsfromTable.5.2,Fig.5.17canbeplotted.Thenaclosed-

formexpression(5.21)canbeempiricallyderivedtoestablisharelationamongachievable

cross-rangeresolution,phasenoiseandintegrationangle,representedby

∆CR(θ)=p1θ
3+p2θ

2+p3θ+p4 (5.21)

whereparethecoefficientsdescribedinTable.5.3.Thisrelationisvalidforapulseband-

widthof2GHz,specificphasenoiseperformance(e.g.,ψnoise1*andψnoise2*)andintegration

anglesbetween60◦to90◦.

Thepre-processingsimulationledtotheformulationofthesignalprocessingprocedure,

whilethepost-processingsimulationprovidedanunderstandingbetweentheradarresolu-

tion,frequencybandwidth,phasenoiseandintegrationangle.
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Table 5.3: Cross-Range Resolution Equation

Coefficients Linear ψnoise1* ψnoise2*

p1 −1.67× 10−5 −5× 10−5 −8.33× 10−5

p2 −2 × 10−3 9.5× 10−3 0.018

p3 -0.098 -0.66 -1.38

p4 10.3 24.6 45.4

ψnoise1* = -65 dBc/Hz @ 1 kHz, -89 dBc/Hz @ 10 kHz, -110 dBc/Hz @ 100 kHz.
ψnoise2* = -55 dBc/Hz @ 1 kHz, -75 dBc/Hz @ 10 kHz, -95 dBc/Hz @ 100 kHz.
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Chapter 6

Measurement Results

6.1 Calibration Of Target Location

The Rx is affected by scattering from the target(s) and nearby object(s), propagation delay

due to the radar components, as well as mutual coupling between the antennas, especially

when the antennas are placed in quasi-monostatic configuration. These effects will degrade

overall target detection and range accuracy. Therefore, in order to estimate the accurate

target location such effects have to be eliminated from the received pulse.

The measurement setup for the range calibration is as follows. A copper rod of 1 cm diam-

eter is used as a calibration target, which is positioned at ranges from 20 cm to 80 cm, with

10 cm increments. Then range profiles (Sbeatrod (xi, ω)) are measured for each range position.

The range profiles for the calibration target at 20 cm and 30 cm are shown in Fig. 6.1.

In the next subsections, the calibration procedure to remove the effect of scattering due to

nearby objects, mutual coupling between the antennas, and propagation delay due to radar

components are proposed.
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Figure6.1: Measurementrangeprofilesforthecalibrationtargetat20cmand30cm.

6.1.1 RemovingBackgroundNoise

Thebackgroundnoiseconstitutesofscatteringfromnearbyobjects,mutualcouplingbetween

theantennas,andnonidealbehaviouroftheradarcomponents.Severalbackgroundnoise

removaltechniqueshavebeenstudiedundertheclassofeigenspacemethods,suchas:singu-

larvaluedecomposition[88],principlecomponentanalysis[89],andindependentcomponent

analysis[90].However,theeigenspacemethodscanonlybeusedwhencertainassumptions

aremet. Forexample,theindependentcomponentanalysismethod[90]operatesunder

theassumptionthateveryA-scansignalcanberepresentedbyalinearcombinationofeach

source.Furthermore,theeigenspacemethodsrequirecomplexstatisticalcalculationsinmul-

tidimensionalspaces.Fornearreal-timeimaging,thebackgroundsubtractionmethod[91]

wheretwosignalsaresubtractedismoresuitable. Twobackgroundsubtractionmethods:

ambientsubtractionandambientsubtractionwithaveragingareproposed. Moreover,before

calibrationisapplied,eachRxpulseismultipliedbyaHammingwindow[62].

Intheambientsubtractionmethod,eachA-scansignalissubtractedwiththecorresponding

A-scansignalreceivedwithoutthetarget,whichcanberepresentedby(5.7).Furthermore,

intheambientsubtractionwithaveragingmethod,asetofA-scansignalsareaveraged,and

arerepresentedby

sbeatcal(t)=
1

N

N

i=1

sbeattgt(xi,t)−s
beat
amb(xi,t) (6.1)
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Figure 6.2: Measurement range profiles for the calibration target at 30 cm after: (a) ambient
subtraction, and (b) ambient subtraction with averaging.

where N is the total number of A-scan signals. For a beat signal with SNR of 10 dB, it

is observed that increasing the number of pulses for averaging beyond 10 does not provide

additional improvements in noise reduction [87]. The range profiles for a target at range 30

cm after ambient subtraction with and without averaging are shown in Fig. 6.2. As it can

be seen after ambient subtraction with averaging, a higher SNR is realized. Overall, the

background subtraction with averaging method improves the SNR of the received pulse.

6.1.2 Removing Propagation Delay

The propagation delay constitutes of radar component delay, signal path length, and VCO

sweep nonlinearity. Two propagation delay removal methods: calibration with single zone

and multiple zones are proposed. In the calibration with single zone method, each range

profile is corrected with a single averaged range error value. Furthermore, in the calibration

with multiple zones method, each range profile is corrected with the corresponding range

error value of the selected zone. Moreover, before calibration to remove delay is applied,

background subtraction with averaging is applied to each received pulse.

The relation between actual and measured range of the calibration target, before and af-

ter applying the propagation delay removal methods are shown in Fig. 6.3. Furthermore,

interpolation using polynomial functions is used to determine the range values in-between

the measurement positions. For the calibration with single zone, an averaged range error

value of 102.3 cm is applied to offset all ranges. For the calibration with multiple zones, the
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Figure 6.3: The actual vs. measured range for the calibration target, before and after
applying the propagation delay removal methods.

averaged range error values of 70.7 cm, 101 cm, and 136 cm are applied to offset the range

when the target is positioned in 20 to 40 cm, 40 to 60 cm, and 60 to 80 cm zones respectively.

As it can be seen after calibration with multiple zones, the measured range displays a closer

match to the ideal range. Moreover, an error analysis is performed, in which the average

percentage error between the actual and calibrated target range after calibration with single

and multiple zones are ±38% and ±8% respectively. Overall, the calibration with multiple

zones method provides a more accurate target position.

6.2 Reconstruction of SAR Image

The validation of the proposed signal processing procedure using measurement data is pre-

sented here. The LSAR measurement setup is as follows. A copper rod of 1 cm diameter

is used as a target, which is positioned at (x1, y1) = (50 cm, 40 cm) from the radar sys-

tem. The radar system is placed on a trolley at a height of 100 cm above the ground. The

distance between the antennas and the ground ensure that the reflections from the ground

can be frequency-gated. Then the radar is moved along a 100 cm straight path (x-direction)

at evenly spaced increments of 10 cm to acquire the raw data (Sbeattgt (xi, ω)). The LSAR

reconstructed image before and after applying the signal processing procedure is shown in
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Figure 6.4: LSAR image of a single metal rod: (a) before and (b) after applying the signal
processing procedure.

Fig. 6.4. It should be noted that the reconstruction algorithm assumes the target as ran-

domly distributed non-dispersive scatterers. Therefore, the multiple interactions between

each scatterer will only be focused if it is present at the same range bin for all the antenna

aperture positions in the synthetic aperture. Otherwise, the artifacts associated to the mul-

tiple interactions will blur and create inaccurate target detection in the reconstructed SAR

image. As it can be seen, only after applying the proposed signal processing procedure can

the target be clearly focused and accurately identified in the LSAR image.

6.3 LSAR Image Reconstruction

The LSAR image reconstruction using GBP technique [3] is adapted here for beat frequen-

cies. In LSAR, the radar system is moved on a straight line to illuminate the target scene.

The received signals are denoted as raw data, and the image is reconstructed. The first

target scene consists of three identical metal rods, of diameter 1 cm, positioned at (x1, y1) =

(40 cm, 80 cm), (x2, y2) = (50 cm, 73 cm), (x3, y3) = (60 cm, 80 cm), as shown in Fig. 6.5(a).

The second target scene consists of a metal frame chair (60 x 75 cm2), in which its center

is positioned at (x1, y1, z1) = (50 cm, 40 cm, 70 cm), as shown in Fig. 6.5(b). For the first

target scene, the radar system is at a height of 100 cm above the ground, and moved along a
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(a) (b)

Figure 6.5: LSAR image scene of: (a) three metal rods, and (b) the chair.

100 cm straight path (x-direction) at evenly spaced increments of 10 cm to acquire the raw

data. For the second target scene, the radar system is also moved along a 100 cm straight

path at evenly spaced increments of 10 cm. To project the chair volume onto two orthogonal

planes, xz and yz planes, the raw data (B-scan) is collected at four different heights of the

target (70 cm, 80 cm, 90 cm, 100 cm). The 2-D front view image in the xz plane is obtained

by a coherent integration of the volumetric data in the y-direction. Alternatively, the 2-D

side view image in the yz plane is formed by a coherent integration in the x-direction. The

LSAR reconstructed images, with a threshold level of half of the peak amplitude, are shown

in Fig. 6.6(a), 6.6(b) and 6.6(c) respectively. As it can be seen after LSAR processing,

frequency is translated to depth (range), which localizes the target(s) in the target scene.

Also, targets have been clearly identified and accurately positioned, and the 2-D images of

the chair are clearly illustrated.
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Figure 6.6: LSAR image of: (a) three metal rods, (b) font view and (c) side view of the
chair.

6.4 CSAR Image Reconstruction

The CSAR image reconstruction technique [11] is also adapted here for beat frequencies. In

CSAR, the radar system is moved in a circular path around the target scene. The first target

scene consists of three identical metal nails, each of diameter 1 cm, positioned at (x1, y1) =

(0 cm, 0 cm), (x2, y2) = (-4.5 cm, 4 cm), (x3, y3) = (4.5 cm, 4 cm), as shown in Fig. 6.7(a).

The second target scene consists of eleven identical nails, each of diameter 1 cm, arranged

to spell out the letters UA, as shown in Fig. 6.7(b). The radar system remains stationary

on a trolley at a height of 100 cm above ground. The nails are fixed on a rotating plat-

form, in which the range profiles of the target scene are acquired over the radar trajectory

at every 10 degrees. The CSAR reconstructed images, with a threshold level of half of the

peak amplitude, are shown in Fig. 6.8(a) and 6.8(b) respectively. As it can be seen after

CSAR processing, frequency is translated to depth (range), which localizes the target(s) in

the image scene. Likewise, targets have been clearly recognized and accurately located in

the CSAR images.
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(a) (b)

Figure 6.7: CSAR image scene of: (a) three metal nails, and (b) eleven metal nails spelling
out UA.

(a) (b)

Figure 6.8: CSAR image of: (a) three metal nails, and (b) eleven metal nails spelling out
UA.
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Chapter 7

Conclusion

7.1 Summary

The combination of FMCW technology with SAR technique is a highly sought after method

as it leads to a compact and cost effective high resolution near distance imaging system.

In this thesis, an S-band FMCW SAR system for near distance imaging has been designed,

implemented and validated. The ADS system simulation is presented to provide insightful

information about the influence of component parameters on the overall system performance.

Then the frequency and time domain measurements are performed to characterize and ver-

ify the subsystem and system performances. A modified bow-tie antenna with low XP and

miniaturization is shown to improve the radar image resolution. Then software simulations

are implemented to study the effects of deramp, phase noise of the transmitted signal and

its sweep nonlinearity on the beat spectrum, as well as validate the proposed mitigation

methods. The effects of frequency bandwidth, phase noise and integration angle on radar

resolution have also been verified. System calibration methods have also been developed to

improve the range accuracy and the SNR. Finally, a signal processing procedure is proposed,

which is validated with the measured FMCW SAR data and is shown to be compatible with

both LSAR and CSAR image reconstruction.
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7.2 Future Work

Possible future work for the S-band FMCW SAR system includes:

1. Demonstrate the working of the S-band FMCW SAR system to detect and image

ice-cracks for ice-road applications. The development of this S-band FMCW SAR

system enables a simple, low cost and miniaturized system design for a wide range

of near distance imaging applications that may not be possible with previous existing

architectures.

2. Demonstrate the working of the S-band FMCW SAR system to identify material di-

electric constant. Dielectric materials are characterized by their relative permittivity

and loss tangent at various frequencies. These parameters can be measured using a

non-contact method, for free space material characterization, in which the attenuated

Rx signal is measured to determine the attenuation and propagation constants.

3. Modify the S-band FMCW SAR system to integrate hardware range gate capability for

through-wall applications. It has been shown in [33–35], that heterodyne transceiver

architectures are used to implement range gate based on narrow-band filters, which

overcomes the strong scattered signal from the wall that will saturate the Rx, limit

the dynamic range and limit the Rx sensitivity. Therefore, the modified FMCW SAR

system will be used with the signal processing procedure developed from this thesis,

for through-wall imaging applications.
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Appendix A

Datasheets

A.1 VCO: ROS-3800-119+
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A.2 PA: GALI-84+
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A.3 PA: ZX60-8008E
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A.4 LNA: ZX60-6013E
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A.5 MIX: MCA1T-60LH
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A.6 ADC: USB-6351
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