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Abstract

We study linear estimation based on perturbed data when performance is mea-
sured by a matrix norm of the expected residual error, in particular, the case in
which there are many unknowns, but the “best” estimator is sparse, or has small
/1-norm. We propose a Lasso-like procedure that finds the minimizer of an ¢;-
penalized squared norm of the residual. For linear regression we show O <\/%>
uniform bounds for the difference between the residual error norm of our estimator
and that of the “best” estimator. These also hold for on-policy value function ap-
proximation in reinforcement learning. In the off-policy case, we show O ( hln”>
bounds for the expected difference. Our analysis has a unique feature: it is the
same for both regression and reinforcement learning. We took care to separate the

deterministic and probabilistic arguments, so as to analyze a range of seemingly

different linear estimation problems in a unified way.
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Chapter 1

Introduction

First of all, we state our problem in Section 1.1. After we do this, we will be able to
properly present the goals and contributions of our work (Section 1.2), and a brief
discussion about the choices we made to delimit the scope of our work, in Section
1.3. Section 1.4 briefly summarizes the content of the remaining chapters.

1.1 Problem statement

Suppose that there exist a matrix A € R?*¢ and a vector b € R, and that we have a
random matrix A € R?*¢ and a random vector b € R that are estimates of A and
b, respectively. Consider the problem of minimizing the following loss !

L(0) = [[A6 — bl s,

with respect to (w.r.t.) 6§ € RY, where M € R9%? is a fixed (symmetric) positive-
definite matrix. Of course, we do not have access to A or b, but only to A and b. We
will call this problem a linear estimation problem.

The study of certain types of linear estimation problems is not unprecedented.
For example, much has been done in perturbation analysis (Bonnans and Shapiro
(2000)), but there are certain intrinsic aspects of our problem, in particular the
stochastic components of A and b, that prevent us from easily applying results
from perturbation analysis.

We are interested in bounding L (6, ) —infy L(#), where 0, is a solution candidate
defined as

é)\ = argrrbin HA@ - ZA)H%V[ + A1,

and is based on the Lasso estimator of Tibshirani (1996) (in Section 1.3 we will
discuss why we chose to study a Lasso-like estimator). We call this gap L(6,) —
infy L(0) the excess loss.

1.2 Goals and contributions

This work is a theoretical study of a particular family of solution candidates 6
(indexed by A > 0) in three scenarios: under a generic linear estimation problem

'Recall that for v € R, ||v||3; = v M.



formulation as above, and in two specific applications, linear regression and value
prediction in reinforcement learning (RL) Sutton and Barto (1998). The study of the
(generic) linear estimation problem is further divided into three parts: a determin-
istic analysis, a stochastic analysis, and an investigation of the problem in a specific
stochastic setting, which is meant to illustrate the applicability of our results.

In Section 1.2.1, we describe what the ideal form of our results would be, and
summarize our theoretical findings. Of course, these findings will be properly de-
tailed and explained in the coming chapters; in the following section we will only
outline the results, so as to emphasize their important characteristics.

We believe that the analysis we have employed to obtain the results is also a
contribution of this work. In Section 1.2.2 we discuss the novelty and the advan-
tages of our “two-step” analysis.

1.2.1 Bounds

Recall the we wish to bound the excess loss L(6y) — infg L(6). The quality of our
results will depend on how we choose )\, so we will try to pick A = X to obtain a
bound that holds with probability at least 1 — § for 0 < ¢ < 1 and has the form

L(05) < cs(67) + L(6™), (1.1)
where 6* is a vector with minimum loss %:

0" = arg nbin L(0),

and c5(6*) is an excess loss term that goes to zero as A — A and b — b concentrate
around zero. We expect the “complexity” of %, i.e., its size in some norm, to affect
c5(0*), because we believe a 6* with large norm can “amplify” the the error A — A.
Note that in (1.1) the multiplier of L(#*) is exactly one.

We would like ¢; to have a logarithmic relationship with §, so that the bounds
are high-probability bounds, and we want ) ot to be a function of §. We will refer
to a bound in which A does not depend on § as a uniform bound (in §). In other
words, a bound for L(H}\) will be uniform if, given 0}\, there will be a bound of the
form of (1.1) that will hold with probability at least 1 — 6 forany 0 < 6 < 1.

When A6* = b, which holds iff L(6*) = 0, we will say that the system is consistent,
otherwise, we will say the system is inconsistent. When the system is consistent, the
requirement of a 1- L(6*) term in the bound is vacuous, so, for this case, proving the
results we are after is easier, in the sense that there are less requirements to meet.
In fact, we managed to prove a uniform bound with the desired aspects for the
consistent case. In the more general case, i.e., when we do not know whether or not
Af* = b, we showed a high-probability bound with all the desired requirements,
except for uniformity, because ) is selected based on a choice of §.

As an illustration of the form our results take under different stochastic as-
sumptions, we present results for the case in which A and b are averages of n i.i.d.
bounded random variables. For this particular scenario, it is well known that the

excess loss is 2 (ﬁ), so we aimed for tight bounds (w.r.t. to n), i.e., for an excess

2If the minimizer is not unique, we will pick one with minimum ¢;-norm, for convenience.



loss that is also O (\/%) So, for this specific case, we also established that a fast

rate is required, i.e., we wish to have an O <\/% ) rate.

We show that
L(d3) =0 <<|re*||1 - 1)‘\/2) 1.2

holds with high-probability (and uniformly in §) when A6* = b. In this case we
propose a choice of 5 based on universal constants, but the results for the case in
which we do not make assumptions about the consistency of the system require A
to be chosen in a peculiar way. In general, what one does is to obtain observations
A’ and I/ of A and b that are independent of A and b, then choose

A= arg min A0y — || as.

We make our choice of \ based on fl, b and 0, in a way that will be explained
in Chapter 2. What is important to say is that this manner of choosing A is new,
and that we also show how to, in computational terms, perform it efficiently, by
modifying the procedure that computes N

Under no assumption about the consistency of the system, we can show that

L(d5) = O <(||9*||1 + 19\/2) + L(67) (1.3)

holds with high-probability, but non-uniformly in § (because of the way A is cho-
sen).

These results have an interesting impact in the two applications we study in our
work, linear regression and value prediction in reinforcement learning (RL). We
study these applications because we wish to illustrate the simplicity of applying
our general linear estimation analysis, and because we are interested in seeing the
nature of the results we can prove with our analysis.

Our main contribution to linear regression comes from using (1.2) to show a
fast, uniform rate for the excess risk Bartlett et al. (2009) of 6 It

o (Il +17 - ) 14)

where Apin(C) is the minimum eigenvalue of the covariance matrix of the input
r.V..

There are three main contributions for value prediction RL. The first two are
rates for the (unsquared) projected Bellman error (Antos et al. (2008)). In the on-
policy case (Sutton and Barto (1998)), this rate is given by

0 ((\re*\h 1) M) , (1.5

and the bound for off-policy value prediction is has the form of

0 (<||9*\|1 + M) R 140" — bl



and is based on (1.3). The third contribution for value prediction in RL is that we
can easily show that the least-squares temporal difference learning (LSTD, Bradtke
and Barto (1996)) is solving a linear estimation problem, and therefore we can de-
rive performance results for estimators computed by LSTD-like methods.

We would like to eliminate the above dependence on Ayin(C). Possible ways of
doing so are discussed in 3.2, Remark 3.2.3.

1.2.2 Analysis

In order to show bounds for L (4 5), we used a two-step analysis: first, we obtained

bounds for the excess loss as a function of the errors A — A and b — b, which we
call a deterministic analysis, and which has similarities to perturbation analysis
(Bonnans and Shapiro (2000)). Second, we applied stochastic assumptions (in the
form of concentration inequalities) to obtain stochastic results. The main goal of
doing the analysis this way is to decouple the stochastic arguments and properly
delimit their role in the bounds. This way, the effect of the stochastic assumptions
on the bound can be better understood, as well as the effect of the proof techniques
employed in the deterministic step.

Moreover, the stochastic assumptions are used in a generic form that allows one
to quickly derive results using different concentration inequalities. For example,
we show results for when A and b are averages of i.i.d. bounded r.v.’s, but, e.g., if
one wants to obtain corresponding results for when these r.v.’s constitute a mixing
process Doukhan (1994), it suffices to define a basic quantities according to the
appropriate concentration inequalities to obtain the corresponding result.

We are also interested in the two-step analysis because it helps us choose A to
get uniform bounds. Normally, one first derives high-probability bounds in terms
of X and after applying the stochastic assumptions, chooses A so as to minimize
the right-hand side of the inequality. This will often lead to non-uniform bounds,
because the “bound-optimal” choice of A will be a function of 4.

The fact that we can easily modify our results by changing some of the un-
derlying stochastic assumptions is a significant simplification of the commonplace
method for deriving similar bounds, which is to perform the whole analysis from
scratch for each different scenario, even if the only difference between them lies
in the concentration inequalities used. This is why we consider our analysis to be
another contribution of our work 3.

1.3 Motivation

In this section we briefly state some of the reasons for the important choices made
to delimit the scope of our work. Though interesting, a thorough discussion of
pros and cons of these decisions is orthogonal to our work, so we limit ourselves
to elaborate on why we chose to address ¢;-regularized linear estimation the way
we did.

*A similar two-step analysis has been studied by Rosasco (2006), but our analysis was developed
independently.




1.3.1 Loss

Using || - ||a, with M > 0, as our loss is convenient for developing results: in
our case, for example, we have heavily relied upon triangle inequalities for this
norm. The fact that we are using || - |3, in the definition of §, has computational
advantages (we will discuss advantages of using other losses in Section 2.4).
Furthermore, this loss also works well with concentration inequalities and as-
sumptions available in many scenarios *.
All in all, although by no means the only one or the best one, the least squares

loss is a convenient choice.

1.3.2 /;-norm penalization

Regularization is often a principled way of biasing estimators®, and it is generally
regarded as a useful way of mitigating overfitting.

Moreover, minimizing sample error with an /;-norm penalty A||f||; is known
to yield sparse estimators in certain cases (Tibshirani (1996); Hastie et al. (2009)).
Sparsity may reduce the computational cost of estimation, and ¢;-norm regular-
ization is suitable when a small number of covariates can be used to attain small
excess loss.

Appropriate ¢1-norm regularization can often increase performance even in
overcomplete spaces, i.e., even when d is sensibly larger than ¢, but “appropriate
regularization”, in our case, choosing A well, may not be simple at a first glance. In
Section 2.4 we discuss the use of penalty functions different from A||0||;

Still, it is possible to make it so that A is chosen automatically, and that is done
using model selection.

1.4 Organization

This dissertation is meant to do more than just present our theoretical findings and
some of their implications. We are also interested in guiding the reader through the
process of building these results, a process which is valuable on its own. That is to
say that not only do the main lemmas and corollaries give us insight about certain
problems, but also does the analysis itself teach us how to develop theory with a
good number of extensions to different scenarios.

This dissertation is divided into this introductory chapter, three main chapters,
a conclusion, and two appendix chapters.

In Chapter 2 we state our core results, which are of two types, deterministic and
stochastic. We also present extensions for the particular case in which A and b are
averages of bounded i.i.d. r.v.s . At the end of the chapter we summarize how to
extend the stochastic results to other sampling models and other i.i.d. scenarios,
and discuss a few generalizations.

We have chosen to present only the lemmas and corollaries in Chapter 2, and
to append the proofs at the end of this dissertation, in appendix B.

“Tts often criticized sensitivity to outliers is not a problem for when the quantities are bounded
with probability one, but dealing with outliers is out of the scope of our work.

SRecall the James-Stein estimator James and Stein (1961) as an example of the advantages of using
biased estimators to reduce the mean squared estimation error.



The two following chapters, 3 and 4, cover consequences of the i.i.d. results to
regression and value prediction in RL. Each chapter is introduced by a formulation
of the respective problem as a linear estimation problem. Then, the consequences
of our results and relevant related works are discussed.

In the conclusion chapter we summarize our findings, and pose the questions
that could be studied as a continuation of this work. We also include a few less
related, but interesting, questions that arose during our work.

The first appendix chapter, A, discusses computing ) and 0}\ for our specific
model selection scheme. There are some simple observations as well as previous
works in the literature that considerably improve performance over naive imple-
mentations.

Appendix B, as said, contains proofs for the results in Chapter 2.



Chapter 2

Core Results

This chapter has the most essential contributions of our work. The results in chap-
ters 3 and 4 are built upon those results of this chapter, especially those of Section
2.3, which are the corollaries for scenarios with i.i.d. sampling and sub-gaussian
noise.

Section 2.1 encompasses the basic lemmas, which are stated in terms of key
deterministic quantities. In Section 2.2 we adapt these results under generic con-
centration assumptions about the key quantities.

We have structured the analysis in such a way that the role of stochastic as-
sumptions becomes clearer in our results. The evidence of where these assump-
tions affect our bounds allows us to bound estimation errors using different con-
centration inequalities and to choose A uniformly w.r.t. to the confidence parameter
of the bounds, §.

In Section 2.3, we illustrate the application of our results to a scenario in which
A and b are averages of n i.i.d. random variables. The study of this kind of pro-
cess is quite common, and so the instantiation of the results from Section 2.2 will
emphasize the simplicity of our results and help provide a better understanding of
the meaning and the behavior of the stochastic results.

Let us state beforehand the definitions that will allow us to decouple the deter-
ministic and the stochastic results (recall that A, A € R7%? b b € R?and M € R?*9).

Definition 2.0.1. Given a matrix M = 0, let
Ap=|Mz(A-A)p,
) 1 -
By = [ME (b= ).

In Chapter 1, we used the notation L(#) to denote || A0 — b|| ;. We will use these
two terms interchangeably, because while in some places it is more convenient to
use L (), some of the lemmas and corollaries are easier to interpret if we write them
explicitly in terms of || A6 — b]| .

2.1 Deterministic analysis

In the first part of this section, Section 2.1.1, we derive results and properties of 0
that hold for any fixed A, and then in the seconc} part (Section 2.1.2), we bound the

behavior of L(0), and explain how we choose A from a set A.

7



2.1.1 Fixed choice of )\

The following lemma displays a very useful technique to relate different kinds of
losses in a way that the quantities in Definition 2.0.1, as well as an ¢;-norm term,
emerge. This association will be needed because we know how to control | Afy —
b||ar, and we want to use this in order to bound || Afy — b|| .

Lemma 2.1.1. Forany 6 € RY,
140 = bllar = 140 = bllar| < Aallolh + Ay,

To see that this holds, observe that that ||(4 — A)8]y < ||M_%(A — A)||r|6]|2
and ||0||2 < ||6]1, then use triangle inequalities w.r.t. to || - ||ar.

The next lemma shows how we control || A0y — b||y;: we use the definition of
0, to relate its empirical loss to that of #*. This “optimality” property will allow us
upper-bound ||6,|; (provided that A > 0) as well as | Af) — b||2, by functions of #*
(e.g., we can apply Lemma 2.1.1 to 6* and || A0* — b||as will emerge).

Lemma 2.1.2. We have
|40 — blI3; < 1A0% = Bl|3, + (10711 — 110xl11)-

Our first result is a bound on L(0) with a specific A chosen as a function of A,
b, ||0*]]1 and L(#*), which are in practice unknown to us. We these choices that are
functions of unknown quantities as oracle choices. This kind of result is important
to us because it may provide insight about the hardness of the problem and the
effectiveness of our proof techniques. Moreover, this oracle choice is useful for
proving Lemma 2.1.6. The result for the oracle choice of A is stated in Corollary
2.1.4, which follows from Lemma 2.1.3. This lemma itself is the common starting
point for the proof of the remaining deterministic results, as well as of the stochastic
ones.

Lemma 2.1.3. Forany ¢, ¢’ > HAG* — BHM and C1,Cy > 0, it holds that

. . ) >\ 12
1463 = blas + Caldsll + €2 < max{ (€1 = 50 ) (5 +1671) o

A
+?C\|9*\\1 +C2 + ¢,

Corollary 2.1.4. If

A= 2A4(AA||0%]|1 + Ay + || A0* — b|[ar),
then
JAG5 — bllar < 2841071 + 245 + [|AG* — b ar-

This corollary says that there appropriate regularization can be used so that
L(y) is not much larger thanZ(#*). Unfortunately, we cannot choose A as in Corol-
lary 2.1.4, because it depends on the knowledge of 4, |6*||; and L(#*). Still, this
oracle choice is a key quantity in the proofs of our model selection bounds.

8



2.1.2 Model selection

Model selection is a general term for a process of choosing the best model — an
estimator, a classifier, a predictor — among different options. In this work, we will
abuse nomenclature so that whenever we say model selection we will specifically
refer to processes that choose \ from a set of candidate values A, such that 95\ has
certain properties. In other words, given some measure of performance U, the
model selection will find the maximizer in A of U(6y), and we hope that knowing
about U (HA;\) we will be able to prove bounds for L(f 5)-
Our model selection is done by picking

. . a .

A = arg \in [[A0x — bl[ar + N[0x]]1,
where \' > 0 is to be appropriately chosen by us, and A(a, b) is an exponential grid
of points on the interval [a, B] (0 < a < B)

B
Aa,B) = {aZk:keN,ngg Llog2aJ}U{B},

for suitable a, B.

We will derive bounds as functions of a, and then, during the stochastic anal-
ysis, make convenient choices of a and X'. The choice of B is made based on As-
sumption 2.1.5.

Assumption 2.1.5. There existsa B > 0 such that, with probability one (w.p. 1),z = 0.

The KKT optimality conditions for the Lasso estimator (exercise 3.26 of Hastie
et al. (2009)), imply that this is the case when, w.p. 1, ¢ = ||ATM IA)||Oo < 00, because
0y = 0 for any A > c.

Under Assumption 2.1.5, 6\ = 0 for every A > B, so we will restrict ourselves
to analyzing the model selection for candidates with A € [a, B], and this allows us
to prove the following lemma:

Lemma 2.1.6. Under Assumption 2.1.5, if

A= in_ || Ay — bllas + N6
arg)\er/{l(lilB)H A HM+ H )\Hl

and X' > A4, then, for any ¢ > ||/10* — EHM,

HAéj\ — bHM S max {2/\/, ;C} ”H*Hl + Ab + (
Note that we do not need to split our sample into a training and a testing set.
Instead, we use Lemma 2.1.1 to express || Af5 — b||as in terms of || A6 — b||as, and

then we use )\ to eliminate the term A 4 HHA/\ |1 which is not as easy to control as the
other terms in the bound.

It is possible to see that we can already make a meaningful choice of a, based
on a choice of (. We can take, for example, ¢ = Ay4||0*|1 +Ap+cand a = 2¢), with
c being of the same scale of A and s.t. 2¢\’ < B. Then, provided that A" dominates
A 4 but also concentrates around zero, we have a bound in the form we would like
to have, with the exception of the uniformity in §. We will instantiate a in the next
section, when we start to use concentration inequalities that will allow us to choose
¢ in a suitable fashion.



2.2 Stochastic analysis

In this section we provide extensions of the deterministic lemmas by assuming
quantities such as A 4, Ay, concentrate around zero. In this section as in the previous
one, we first work on specific choices A, and provide results for the model selection
scheme afterwards.

2.2.1 Fixed choice of )\

In this section we provide a high-probability bound for || A8y — b||y; when A6* = b,
which we refer to as the realizable case, and a bound for E [||A9A = b M} when
A0* # b, which we call the unrealizable case. The following lemma presents the
first bound.

Lemma 2.2.1 (Uniform convergence bound for a fixed choice of A\, when Af* = b).
Assume that A0* = b and that there exist a positive constant c¢; and a decreasing function
S :(0,1) — (0,00) such that, for any 0 < 6 < 1, with probability at least 1 — §, the
following hold simultaneously:

). eRp

) . (2.2)

NGRS

AA§615<

N

Ab §015<
If
A=l

then, for any 0 < § < 1, with probability at least 1 — ¢, it holds that

X S\* 1_/(6
146, — blar < c1 - max {(He*ul 125 (3) +55(3) 101+,

1 6|1 (5) (5) . (5)
+S(g)pras(g) 0 h+as(s).
st (5) [ ras(3)1eh+as (s

Lemma 2.2.1 implies that for any 0 < 6 < 5,

) 5\ 3
405 bl < 2o+ 2% ()

holds with probability at least 1 — §. This is a crude upper-bound that allows us
to see how we exploited that L(6*) = 0 in order to choose A and control the term
%(AAHG* |1 + Ap)?, which is the upper-bound we use for the term A 4|0, ||;.

The next lemma provides an upper-bound for E [||A§A —b|| M} with a fixed

choice of .

Lemma 2.2.2 (Expectation bound for a fixed choice of \). Assume that there exist a
positive constant ¢; < 1 and a decreasing function S : (0,1) — (0, 00) such that, for any
0 < d < 1, with probability at least 1 — 0,

AA S 615(5) .

10



Moreover, assume that w.p. 1

|A0* — bl < L,
AA S Ama)m

and that there exists cq such that

Var(| 46" = bar) < 3.
Then, choosing

A=2(L+c2)e1 S (C%)

implies that

25 (1)
L+co
E (|46 — bl +c:

. I . .
E [HAQ,\ - bHM] < Amax ( + C1|9*H1> a1+ E [IIAH* - bHM] + ¢

+ 2 HH*chls (C%) —i—E[Ab].

The bound in Lemma 2.2.2 is important because its proof technique — tail in-
tegration — can be used to extend high-probability bounds, e.g., that of Lemma
2.2.1, into expectation bounds. The strategy is simple: state the concentration as-
sumption of the high-probability bound in the same form as in lemma 2.2.2, take
the expectations on both sides, and finally choose § — the size of the events where
quantities do not concentrate — for a suitable rate.

In Section 2.3 we will see why it is harder to go in the opposite direction, i.e., de-
rive high-probability bounds based on expectation bounds such as that of Lemma
2.2.2. Still, itis possible to prove high-probability error bounds for the case in which
A0 # b, and this is done by using model selection.

Now, choosing ) as in Lemma 2.2.2 may not be possible in practice because even
if we can assume that ||A6* — b||y; < L, often the values of L that are “available”
depend on unknown quantities such as ||#*||;. Fortunately, we can avoid having to
select a good A by using model selection, which we cover next.

2.2.2 Model Selection

In this section we will state the results of performing model selection using an
exponential grid. The upper-bound of the grid interval will be B (from Assumption
2.1.5), and the value of a is chosen in order to optimize the bound. This upper-
bounding strategy is based in the general approach to model selection adopted by
Farahmand and Szepesvari (2011), as expressed in their Theorem 1.

The following two results are a high-probability bound on the error of the se-
lected model, and an expectation bound on that error. Both are non-uniform in §
because X’ is a function of it.

Corollary 2.2.3 (Non-uniform high-probability performance bound for estimators
obtained through model selection). Assume that there exist positive constants ¢y, ca <

11



1, and decreasing functions S1,S2 : (0,1) — (0, 00) such that, for any 0 < 6 < 1, with
probability at least 1 — 6, the following hold simultaneously:

Ap <SSt <5> ;
2
Ap < 259 (g) .

Then, under Assumption 2.1.5, for any 0 < § < 1, if

0
)\/ = ClSl <2> y

A=arg min |40y — bllar + N||0x]1,
AEA(2c3 N, B)

where c3 is a constant s.t. 0 < 2c3\' < B, then, with probability at least 1 — §, it holds
that

R ) 4 *
HAH:\ — bHM < 3c¢157 <2> ”9*”1 + 2¢259 <2> + ||A9 — bHM + c3.

Corollary 2.2.4 (Expectation performance bound for estimators obtained through
model selection). Assume that there exist positive constants c1,c < 1, and a decreasing
function S : (0,1) — (0, c0) such that, for any 0 < § < 1, with probability at least 1 — 6,
the following holds:

Ay <cS(0).
Also, assume that there exist constants Amax and byax S.t.

AA < AmaXa
Ab < bmax’

w.p. 1. Under Assumption 2.1.5, if, forany 0 < 6 < 1,

C 62
N =c8 <321) ,

A=arg min  ||A0\ — b|lar + N||0x]|1,
AEA(2¢3)N,B)

where c3 is a constant s.t. 0 < 2c3\' < B, then it holds that

. b2 c3c? .
E (11405 = bllar| < Amax | —22< | 1+ 2018 (“) 1%

c3c 2
25 (%1
+E[AA] 071 + 2E [Ay] + || A0 — bl[as + c3.

This concludes the generic stochastic analysis, and we will now proceed to a
more specific study of our results.

12



2.3 Independent, identically-distributed sampling analysis

In this section, we extend our results to cases where A and b are averages of i.i.d.
random variables.

Assumption 2.3.1. Assume we have a sample (A, be) for observations t = 1,...,n
drawn i.i.d. w.r.t. to a probability measure p, and let

d=_3a,

Hoeffding’s inequality will provide the necessary concentration inequalities. In
particular, Corollary 6.15 in Steinwart and Christmann (2008):

Theorem 2.3.2 (Hoeffding’s inequality in Hilbert Spaces). Let H be a separable Hilbert
space and B > 0. Furthermore, let &1, . .., &y, be independent H-valued random variables
satisfying ||&;|| < B almost surely forall i = 1,...,n. Then, forall 0 < 6 < 1,

P ZB\/2ln1+B\/T+4Bln1 <.
. n 0 n 3n 0

We make the following definition to be concise and to match the general form
of the concentration assumptions in the lemmas of Section 2.2.

1 1 2 2 1
T(n,é)iwln(s—i—\/;—i—\/;-gln&.

It only remains to make some boundedness assumptions, which will guarantee
the necessary conditions to apply Hoeffding’s inequality.

Ly @ -El)

i=1

Definition 2.3.3. Let

Assumption 2.3.4. Assume that there exist constants F o, Fioo, R such that, w.p. 1,

1
M2 Al p < Fa oo Fy o0
1
HMth||2 S FQ,OOROO'

Corollary 2.3.5. Assumption 2.3.4 implies that the following hold w.p. 1:

AA < 2F2,OOF2/7007
Ab < 2F2,00Ro<>7
|40y — b|lar < Fo.00 Roo-

We are now ready to state the concentration inequalities we will use.

13



Corollary 2.3.6. Consider Assumptions 2.3.4. From theorem 2.3.2 it follows that

2
P (AA > 28y oo Fy T (1,6) ﬁ) <,
2
P (Ab > 2F) oo RooT (1, ) \/;> <6,

where T is as in Definition 2.3.3.

These concentration inequalities allow us to apply Lemmas 2.2.1 and 2.2.2, and
Corollary 2.1.4.
2.3.1 Fixed choice of A
Corollary 2.3.7 shows us what rate we can get for an oracle choice of .
Corollary 2.3.7. Under Assumptions 2.3.1 and 2.3.4, if
A= 2A84(A]0%]1 4+ Ay + [|AO" — bl[a1),

then, for any 0 < 6 < 1, with probability at least 1 — 6,

. 2 2
I|AG) — bllar < 4F27OOF2’700\/;T (n,d) |01 + 4F27OOROO\/;T (n,d) + ||A0* — b|rs-

The choice of A in this case is a (random) function of 4, b and some unknown
quantities (e.g., ||0*||1), not a function of the range constants and 6'. The choice of
A that optimizes the bound in Corollary 2.3.7 behaves as O (%) when A¢* = b,

and otherwise as O \/%> This is not to say that these rates indicate appropriate

choices of )\, because to claim that we would need lower bounds, but it does show
what performance ensues from certain choices of A.

The next two results are the extensions for fixed choices of A that are based on
quantities assumed to be known a priori. The first result follows from Lemma 2.2.1.

Corollary 2.3.8. Under Assumptions 2.3.1 and 2.3.4, if A0* = band
~ 2
A\ = EF2QOO max{ R, FQ"OO}Q,

then, for any 0 < § < 1, with probability at least 1 — ¢, it holds that

~ 2 5 3
|AO5 — bl ar < Fh oo max{Roo, F2’7OO}\/; - max {(HH*Hl +1)*T (n, 2) +

1 g . 1 1167 |1 ( 5)
7 (0, 2) (167]) + 1), v 7 (n2
2 <” 2> (U6l + 1), o (n, 8) 6"]1 + 1 )

2 0
+ F oo max{ R, Fglpo}\/;T (7% 2) (10"l + 1),

where T is as in Definition 2.3.3.

! As discussed before, a choice of A depending on § would lead to non-uniformity of the bound,
and require us to provide a confidence parameter prior to the computation of 0.

14



This corollary shows that when A6* = b, ||A0A5\ — bl = O (ﬁ), and that

the chosen regularizer A = O (). In terms of n, both the rate of convergence and
the order of A display the same behavior as the respective quantities for the oracle
choice of the regularizer.

Corollary 2.3.8 suggests that the case in which A§* = bis easy enough so that we
can perform as well as an oracle, modulo some constants, with a fixed choice of .
We were unable to prove the same type of result for the non-realizable case 2, there-

fore we present a bound based on Lemma 2.2.2, showing that E [HA@X = b M} =
0 ( n g [||A9* - B||M]).
Corollary 2.3.9. Assume that there exists L > 0s.t., w.p. 1,

|A0* —b||a < L,

C—[FQM(FQW\|9*|1+R )< <ni>+2>

where T is as in Definition 2.3.3. Under Assumptions 2.3.1 and 2.3.4, if n > 2 and

. 2 2
A= 2(L + C)\/;F2,00F2,700T <na n) >

then, for any 0 < § < 1, with probability at least 1 — §, it holds that

N L+c " "
E[\\Aex—buM]sAmax@FQ o \f 1o Hl)\f +E[J46" bl

L+ . 2
Yot 2 AC 16 prg,oopgmzﬂ <n ) FE[A].
E [l 46" — blln] + ¢ n n

and let

where T is as in Definition 2.3.3.

The two previous corollaries would combine nicely if they used the same choice
of A. Unfortunately, this is not the case, and a priori we may not know whether or
not A#* = b, but, this can be worked around using model selection. As it is shown
in the next section, we can make a suitable choice of A whose associated model has
some performance guarantees without us needing to know whether 46* = 0.

2.3.2 Model selection

In order to be able to apply the model selection lemma (Lemma 2.1.6), we must
tirst show that Assumption 2.1.5 is satisfied under Assumptions 2.3.4. Letting

B'= inf A
A>0:0,=0

?By starting from Lemma 2.1.3, it is possible to see that choosing a fixed A when A9* # b forces
terms such as ||A0* — b||3; or 2||A0* — b|| s to appear in the right-hand side.

15



from tf}e Lasso optimality conditions (Hastie et al. (2009), exercise 3.26) it must hold
that ||AT Mb||. = B’, and so

B' = ||ATMb|
< [|AT Mb]
< M2 A|lp | M2D]2
< FS oo Fy oo Roo
with probability one. Therefore, with B = F22700F2/700ROO > B’, Assumption 2.1.5 is
satisfied, because ¢, = 0 for any A > B, and so Lemma 2.1.6 can be applied.

The next corollary shows that by using model selection we can obtain an O (\/% )

rate of convergence for HAHA;\ — b|lar — ||AG* — bl|as, that is non-uniform in J, with

high probability (w.h.p.). We also obtain an O (w / h‘ﬂ") rate in expectation. The

rate is not as fast as that of Corollary 2.3.8, and lacks uniformity in 4, but it applies
more generally.

Corollary 2.3.10. Under Assumptions 2.3.1 and 2.3.4, forany 0 < § < 1, if

2 )
)\/ = FQ,OOFé,OO\/;T (n, 2> 3
1
a= 4\/>/\/,
n

B= ngoongoRoo,

A= in ||Afy — b |6
argAerl{l(lcf}B)H A = bllar + N0,

then, for n large enough so that a < B, with probability at least 1 — ¢, it holds that

i 2 [ 8\, . 2 (6
|A05 —bllar < 3F2,00F5700\/;T (n, 2) 16711 + 2F2, 00 Roo \/;T <n, 2>
. 1
+ ||A6 —bHM-l-\/>.
n

Corollary 2.3.11. Under Assumptions 2.3.1 and 2.3.4, forany 0 < § < 1, if

2 1
N =Fy o Fy <><>\/>T (n, 3> ,
’ n 2n2
1
a= 4\/7)\/,
n

B =F; F5 R,

A= in ||Ad, — b NI
argxeﬁl(lcf,lB)H A — bllar + X|60x]]1,
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then it holds that

E [485 ~ bln] < A . T

2Fy oo IS __/2T (n %) n
’ 2n?2

1 1
+ 2\/>F2700F2’7OO\@T <n 3> 16%]1
n 2nz

1
FEAI0 ]+ 2E (] 4 140"~ b+

~ Note also that for this model selection scheme we only need to evaluate | Ag —
bl|a for [In %] = O (Inn) models. This has convenient consequences to computa-
tion, which will be detailed in Appendix A.

2.4 Extensions and generalizations

Our results allow simple and useful extensions, and we believe they can also be
generalized in interesting ways for different losses and penalties. This section is
meant to provide summaries of how to make such extensions, and a discussion on
the generalizations.
2.4.1 Extensions

The following list shows the steps needed to apply our results for specific scenarios.

e Define M, A, b, /1, b. These are the key quantities upon which the determin-
istic results are based,;

o State the concentration inequalities. They are related to how the sample is
obtained, and they are necessary to apply the stochastic results.

o Establish the correspondence between quantities of the concentration in-
equalities. Map the constants in the chosen inequalities into those required
by the lemmas in Section 2.2.

e Ensure that Assumption 2.1.5 holds. This is only necessary to extend the
model selection results.

For scenarios with ii.d. observations, most of the previous steps have been
taken care of in Section 2.3, so that only two steps are necessary:

e define A; and b;;

e ensure that Assumptions 2.3.4 hold.

17



2.4.2 Generalizations to other solution candidates

It is important to point out that if we assume that with probability at least 1 — 4,
for0 <6 <1, A4 < 183 and Ay < 25" ($) hold simultaneously (as assumed in
Corollary 2.2.3), and if we define

R R . )
e argngn | A6 — bl v + Cl§§‘|9||1?

then it is easy to see that, without the need to make assumptions about the con-
sistency of the system Af = b (i.e., it may be the case that A9* # b), the following
holds

0
|46 — b||ar < 201§7H0*H1 + 2¢98’ < ) + || A0" — bl -

This is a non-uniform result with the same form as the result we would get by
applying concentration assumptions to Corollary 2.1.4 would be.

Therefore, studying the excess loss of f is easier, and computing it is easy, be-
cause || A0 — b||ar + c1§3]16])1 is a convex function of 6. Still, it remains to be seen
whether the gap in computat1ona1 complexity between computmg 0 and 6 is small

enough that it is worth using § in practice, rather than 0 chosen by model selec-
tion.

2.4.3 Generalizations to other penalties

It is not hard to see that similar results should also hold for Ridge regression Hastie
et al. (2009) and the elastic net Zou and Hastie (2005). For the Ridge regression
estimator,

b5 € argmin || A6 — b3, + 51013,

a result corresponding to Corollary 2.1.4 would be
140501ar < A max {1+ (1673, 21/6*|13} + 22, + || A" — bllar,

with 8 = 2A4[|A0* — b[[as. The max term occurs because we decompose [|(A —
A)bsllamr < Aallfsll2, and the upper-bound ||6g||2.
Likewise, for the Elastic net estimator with 0 < o < 1,

oo € argmin A0 — B[, + a[|0] + (1 — )03,

the correspondent of Corollary 2.1.4 would be an a-convex combination of the re-
sults for Lasso and Ridge regression:

1463 lar < 2840611 + (1 — ) A max {1+ [|6°]3, 2673} + 22, + 46" — b,

with 8 = A = 2A 4[| A6* — b| ar.

The modification of the results to other types of penalties p(-) requires three
considerations. First, if the penalty is a random function, then these dependencies
need to be taken into account during the stochastic analysis. Second, the A quan-
tities will need to be properly redefined: for example, A 4 must be changed so that
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(A — A)8||ar < Aap(6). This is needed because the proofs are constructed so that
we can cancel out factors of p(6y) or p(é;\) using some function of p(#*). In fact,
this is the third consideration: to make sure that p(dy) is either bounded (w.p. 1, or
w.h.p.), or that we can somehow replace it in the bound for a factor of p(6*). The
errors || A0y — b s and ||A9AX — b|| s will ultimately be given in terms of p(6*).

2.4.4 Generalizations to other losses

We believe that extending the results to other losses is also possible. Our sugges-
tions in this case are speculative, but we believe they can provide insight about our
proof techniques and the potential generalizations.

The general form of the loss we are evaluating is h(A6 — b) and the loss we are
minimizing is &’ (A# — b), with h, ' : R — R. In our case we have used h(-) = || - |as
and /() = | - 3.

We have heavily relied on the fact that triangle inequalities are defined for the
/>-norm, and on the ease of relating it to its square, through linear lower-bounds,
or, more explicitly, linear upper-bounds on the square-root function.

A super-additive i should be enough to reproduce the triangle-inequality steps,
and A’ would have to be chosen taking into consideration its relationship to A,
as well as algorithmic aspects, e.g., ease to minimize. A suitable replacement for
Lemma 2.1.3 to associate h and k' would be necessary, and this would likely impact
the form and proof of all subsequent results.

As in generalizations to other penalty functions p(-), the A quantities must be
properly redefined so that they can be split into Ap(6), e.g., h((A — A)8) < Ap(6)

Of course, considering that the ultimate purpose of studying || Af — b|| s is its
relationship to other error metrics on specific scenarios, reworking the lemmas for
other h and ' would only make sense if h(Af — b) was itself meaningful.

2.4.5 Oracle inequalities

It would be interesting to have oracle inequalities, e.g., a bound of the form

1465 — bllar < 24, + Jnf (284]16]lx + 146 = bllar)

These are interesting generalizations of our bounds, and we believe they might not
be hard to derive because the techniques we use to relate || A0y — b||5s to quantities
pertaining to 6* may also, in principle, be used to do the same for quantities relating
to any other § € R%. We have exploited that || A0* — b||5; = 0 under the assumption
that A9* = b, so in this case there might be some trouble to obtain bounds that have
the form we are after (with 1 - L(0), w.r.t. to the 6 that minimizes the term whose
infimum is taken).
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Chapter 3

Applications to regression

The theme of this chapter is linear regression. After formulating the problem as a
linear estimation problem and stating our results in Section 3.1, we see, in Section
3.2, the consequences of our results derived in Section 2.3, under the light of related
work in the literature.

3.1 Formulation

In linear regression, we assume there exist a measurable input space X, a proba-
bility measure p and a measurable function g : X — R such that g(X) = E[Y]X],
where X and Y are jointly distributed according to p.

We will limit ourselves to linear approximation, so we are given a feature ex-
tractor ¢ : X — R¢ and we wish to find an element of

argminE [(£(X) - Y)?],

where
F={ploer},
o) =o()"0.
That is, we want to find the orthogonal projection of g, with respect to the euclidean
norm weighted according to p, onto F, the linear space induced by ¢. Let us call

this orthogonal projection gr.
Let

6* = arg min ||6
arg min [|0]]1,
where

0" ={0:fy=gr}.

Even though gr is unique, ©* may not be a singleton, so we choose 6* as its most
convenient element for our analysis.
We evaluate the performance of an estimator 6 by

E[(fo(X) = ¥)] = 67E [6(X)o(X)T |6~ 20 E[p(X)Y] + E [YTY].
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Letting
A= C=E[6(X)o(X)T]
b=E[p(X)Y],
and provided that C >~ 0, we have that
E[(fs(X)=Y)?] =07CO—20Tb+E [YTY} ,
and by the definition of 6%, it holds that

E [o(X)6(X)"| 07 = Elo(X)V],
A0* = CO* = b,
Therefore,

E[(fs(X) = Y)2] =07CO—20Tb+bC b+ E [YTY} —bC b

= |40 = b2 +E|Y Y| —20C b+ bC b
C

= || A0 — b2, +E [YW} — 20" + 6T CO*
= (|46 = b[|2 1 + E [(97(X) = Y)?].

The second term is an approximation error that can only be reduced by changing
F appropriately, which is out of the scope of this work.

So, finding ¢ that minimizes [|A§ — b||Z_, is a sensible way of approximating
g, however, we are only provided with a sample (z;,y;), for t = 1,...,n drawn
w.r.t. the measure p. We we will assume that these observations are drawn i.i.d.,
and, with a few definitions, we will see that this regression problem can be cast as
a linear estimation problem to which our results apply, and for this we need to do
as indicated in Section 2.4.1: define A; and b, and ensure that Assumption 2.3.4
holds. We will also define corresponding quantities related to C, because they are
of interest to our analysis.

For conciseness, let o, = ¢(x;) fort = 1,...,n. Based on ¢; and y,, for t =
1,...,n, we can construct A, by and C; fort = 1, ..., n such that

A =C =],
by = iyt
Also, let

n
==Y C.
t=1
With this, our definitions for regression are in accordance with Assumptions 2.3.1
and the problem statement in Section 1.1. Even though we would like to use M =
C~1, C is not known to us, so we will work with M > 0, and in Section 3.2 we
will investigate the consequences of different choices of M. Now it only remains to
ensure that Assumption 2.3.4 is satisfied.

S
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Assumption 3.1.1. Assume that there exist positive constants Fj o, F2’7OO, Fyo 00, Roo
such that, with probability one,

IMZ gl < Frco,
lellz < F o

1M 210 < Fao oo
lyt| < Roo

These, along with the definition of A; and b;, imply that
1 1
102 Adllp = [|M2 009/ |7 < FoooF o

almost surely.

The statement above can be proved using the formulation of the Frobenius
norm as a trace, and then the rotation property of the trace operator. By the Cauchy-
Schwartz inequality,

1 1
|M2bi||p = sup |M2pyll2 < FoooRoo
Pt,Yt

almost surely. These constructions allow the results of Section 2.3 to be applied to
our regression scenario. Because we have that A9* = b, we can use Corollary 2.3.8:

Corollary 2.3.8. Under Assumptions 2.3.1 and 2.3.4, if A0* = band
~ 2
A= 2F5  max{Roo, F3 o, }*,
n k) k)

then, for any 0 < § < 1, with probability at least 1 — ¢, it holds that

~ 2 (5 3
1465 = bllar < Fooe maX{ROO,FQ’m}\/; - max {(||9*||1 +1)2T <n 2) +

1 0 1 1167 [l1 ( 5)

T n,= 0*||1 + 1), +T(n,=

57 (ng) (67l + IR G
/ 2 g .

+ F2,OO maX{ROO: F2,oo} ET n, 5 (HH Hl + 1)7

where T is as in Definition 2.3.3.

This bound is uniform, and has the structure we were aiming for:

A N 1
465~ bllar < O ((Ha I+ 1)2\/;> .

In the next section we interpret this result, and study its implications to regression,
for different choices of M.
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3.2 Consequences and related work

The first evident consequence of Corollary 2.3.8 is that if we choose M = C~1,
Corollary 2.3.8 and Af* = b imply that, in any regression problem satisfying our
conditions,

A 1
— 2 — —
46~ bl =0 ()

with high probability. Since ), is random, in order to analyze [( fo (X) —9(X ))2]

we need to take an expectation bound of |48 — b||3,. By tail integration of the
bound in Corollary 2.3.8, we can see that

Inn

B [(f5, ()~ 9(0))?] = B [(0(X) - 9x(x))?) +.0 (7).
The result of Corollary 2.3.8 with M = C~! is similar to Theorem 11.3 of Gyorfi
et al. (2002), which reads:
Theorem 3.2.1 (Theorem 11.3 of Gyorfi et al. (2002)). Assume

o? = sup Var(Y|X = z) < 00
rzeX

and

ll9lloc = sup |g(z)| < L
xeX

for some L > 0. Let F,, be a linear vector space of functions f : RY — R. Let K, be the
vector space dimension of Fy,. Define the estimate m,, by

My (+) = max {—L, min {m, (), L}},

i = argmin = S (F(6(a)) — )2

fern

Then

K,Inn
n

E [(mn(¢(X)) = 9(X))?] < cmax {L?,0°} +8 inf E[(f(6(X)) - 9(X))?] .

feFn

The assumptions in Theorem 3.2.1 are more general than ours, because the re-
sponses Y can be unbounded, provided that they have a bounded second moment,
and the input X can also be unbounded as long as g(X) is bounded almost surely.
There is an explicit dependence on the dimension K,, of F,, whereas in our case
this dependence is implicit in the range constants.

Now, truncation is an important concept used in the theorem to dismiss bound-
edness assumptions on X, and it would be convenient for us to use it as well.
Unfortunately, it is not clear how to define a suitable notion of truncation for our
problem, and one that is compatible with the concentration inequalities we use.
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Of course, only an oracle can choose M = C~'. For any 6, loose bounds for
|| A — b||c-1 can be obtained by taking M = I; and then using the fact that

140 = bllc-1 < v/ Amax (C71)[| A0 — b2

1
=/~ |40 = b||2.
sy 140~ bl

Remark 3.2.2 (about the looseness of bounds that use minimum eigenvalues). We
know that Ayin(C), the minimum eigenvalue of C, is strictly positive, but it can be
arbitrarily close to zero. The resulting bounds are loose in the sense that there may

be a large, though constant, gap between /\%(C) sup,, [|¢tll2 and supy, [l¢t]ar-

We believe there are other approaches that are worth investigating, with a po-
tential to better relate ||A6 — b||c-1 and || A6 — b||ps. We would need to estimate
C~1;itisnotas straightforward as inverting an estimate or a shifted estimate of C,
because doing so yields a biased estimator of C 1.

Remark 3.2.3 (about using estimates of C~! and otber random matrices as M). We
may simplify ! our problem by using an estimate C” of C' that is independent of 4,

b, A’ and I, and then show, for some D = 0, that E [(C’” + D)*l} ~(C 1,

Alternatively, one might demonstrate that for fixed v € R? ||v|| 5. concentrates
around its expectation, by working on the subspace where the Moore-penrose
pseudo-inverse function (*) is convex, and use Jensen’s inequality to see that

E [Jvllgn] < llvlle--

This approach is particularly suitable for semi-supervised learning scenarios, where
we can obtain many observations of the covariance matrix C. In supervised learn-
ing, on the other hand, this would mean separating part of the sample for estima-
tion of C' and discarding the corresponding responses.

In fact, using a random M requires many details to be dealt with, e.g., depen-
dencies, concentration inequalities and the range assumptions. These, in particu-
lar, must hold w.p. 1, so one may need to re-express them in terms of non-random
quantities, or use appropriate conditioning throughout the derivations.

Section 6.12 of Biihlmann and Geer (2011) discusses compatibility conditions
that may be used to relate C*, or, more generally, some random M, to C~!. A
compatibility condition (with parameter ) holds when ||[M — C~!||a00 < €, 50

[ 405 —ll y _of<
2 (7)
Note that we can recover a compatibility condition by having a bound based on
Amin(C), as we did before to have performance bounds for M = 1.
Hsu etal. (2011) analyze E [f;(X) — g7(X))?] where § is a least-squares estima-

tor. In Lemma 3, they exploit the structure of § to bound

that, with a few other assumptions on the sparsity of 5

16— 0712 < |03 C710%|IFE [9(X) — 97(X))’].

'We chose to simplify the problem by using an independent estimate of C because using C' or ¢
introduces the necessity of dealing with dependencies.
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assuming that C = 0. It may be possible to devise a similar bound for 0}\, or to
use a similar type of separation to obtain a more suitable definition of A and b for
regression, that dismisses our need to choose M close to C -1

Finally, it is important to mention the work of Bartlett et al. (2009). They study
the performance of a Lasso (¢/;-regularizer least-squares) estimator, and how to
choose A so as to bound E [f;(X) — g#(X))?]. In fact, they provide oracle inequal-
ities, but they choose X based on a choice of §, and require n to be large enough
for the bounds to hold, i.e., the smaller the confidence parameter §, the larger the
smallest n to which the respective bound applies. Our results for regression are not
oracle inequalities, but they are uniform in d.

As for the dependence on dimensionality, the bounds by Bartlett et al. (2009)
have a factor of VIn d, the impact of dimensionality on our results is more indirect,
as discussed ahead.

Remark 3.2.4 (about the impact of d on the bounds). All the corollaries derived in
this section do not have an explicit dependence on the number of features d. Evi-
dently, the dimensionality will have its impact on F% o and F; ., so the behavior
of these quantities will ultimately dictate how large d can be. For example, gener-
ating d Haar wavelet (Wasserman (2006); Sweldens and Schroder (1996)) features
would maintain F o, I, = O (Ind). For certain combinations of input spaces
and feature extractors, however, F; o and F} ., can be as large as O(V/d) ?, so the
choice of d is also dependent on the choice.

2Regret lower bounds in online learning, such as those in Gerchinovitz and Yu (2011), can be used
to help devise such combination.
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Chapter 4

Applications to reinforcement
learning

In this chapter we extend our lemmas into results for on- and off-policy value pre-
diction in reinforcement learning (RL). First, in Section 4.1, we present the neces-
sary RL context to pose the value prediction problem, which we cast it as a lin-
ear estimation problem to which our results apply. Section 4.2 is about the conse-
quences of the results in Section 2.3 for the value prediction problem in RL. Finally,
in Section 4.3, we state the related results existing in the literature.

4.1 Formulation

The formulation in this section is derived from Chapter 1 in the book of Szepesvari
(2010), our notation being slightly different at parts.

A Markov decision process (MDP) M is a quintuple (X, A,P,R,v). X is a
(non-empty) state space and A is a (non-empty) action space. P is a transition
probability kernel assigning a probability measure P(-|X,E) : X — R to each
element of the state-action space X' x A such that the next state X’ w.r.t. to a state
action pair (z,a) is distributed according to P(-|X = z,E = a). The immediate
reward kernel R induces an immediate reward function » : & x A — R such
that E [r(X, E)|X = z, E = d] is the expected immediate reward received when in
action a is taken in state z. 0 < v < 1 is a discount factor.

When v = 0, we recover a regression scenario with the notion of states, which
is more general than the linear regression covered in Chapter 3.

A deterministic policy m : X — A maps states into actions, and induces a value
function Q7 : X x A — R such that, forevery x € X,a € A,

Q"(z,a) = T"Q"(z,a),
where the Bellman operator 7™ is such that
T"f(z,a) =E [T(X, E)+~f( X' 7n( X)X =2,E = a]

holds forany f : X x A — R, forall z € X,a € A. In the above definition
and in the remainder of this chapter, X’ denotes a next-state random variable with
distribution P(:| X, E).
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We will tackle the (potentially) uncountably large size of the state-action space
by representing the state-action pairs through finite d-dimensional feature vectors,
obtained through a feature extractor ¢ : X x A — R%

One goal in value prediction is to compute a good approximation of Q™ that is
a linear function of the features. We wish to find Il 7 ,Q", where

H]—',pf/ = arg}gg__E [(f(Xv E) - f/(X7 E))2] ’

F={@vert},
Qo(w,a) = oz, )"0,
This corresponds to finding @y for (any) § € ©*, where
OF ={0:Qp =115 ,Q"}.
For convenience, let

0" = in ||0]]1.
arg min [|6|x
Caveat lector: The function QQy- is not to be mistaken for Q*, which is such that
Q*(xa a) =E T(Xa E) + ’ySUpQ*(X,, a,))|X =z, E=al,
a/

and induces at least one deterministic policy 7* such that Q™ = Q* (Sutton and Barto
(1998); Szepesuvidri (2010)). Rather, Qg~ is simply the orthogonal projection of Q™ upon F.
For any two functions f, f' : X x A — R, let

I = f12 =E[(f(X. B) - f'(X, E))*],
where (X, E) ~ p. For any 6 € R¢, we can write
E[(Q7(X, E) - Qo(X, E))’] = [1Q7 — Qull}
= 1Q7 = F,Q"|[; + I1F,,Q" — Qoll3.

The only way to reduce ||Q™ — II£ ,Q™ Hz is to redefine F. This is a problem on its
own, which we will not address, so we will restrict ourselves to finding a 6 that
minimizes [[I17,Q™ — Qgl|3. We have that

M7, Q" = Qoll, = [Hr, (TR — Qo)ll,
< HHFW(TWQW - TWQG)HP + ”Hf,p<7-7rQ0 - Q@)Hp'

The term ||I1r ,(7T"Qs — Qo)||, is called the projected Bellman error (PBE, Antos
et al. (2008)). By applying the definitions of ITr , and 7T, it is easy to show that

Tz, (T™ Qo — Qo)|2 = [| A0 — bl|Z.—,

where

A= E [6(X, E)6(X, B) - yo(X',n(X)"|,
b=E[6(X, E)r(X, E)],
C =E[o(X, E)o(X, )|,
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provided that C' > 0, which we assume to be the case.

It is possible to approximate y- through the least-squares temporal difference
learning (LSTD) Bradtke and Barto (1996); Szepesvari (2010). In particular, when
A0* = bit yields the same set of minimizers as the PBE, because

AP =b = A" —b|3=0 <= ||A0" —b|]Z_. = 0.

In our case, we have very little knowledge about p, or we want to make only
a few assumptions about it. That is to say that we do not have access to A, b
and C directly, but we are given transition observations ((Xi, Et), ¢, X¢+1), for
t =1,...,n 4+ m, where (X, F;) are drawn from p, and r; and X;; are drawn
from the reward and next-state distributions associated to (X;, E;). We then con-
struct a sample (¢, 7, ), ) fort = 1,...,n 4+ m where p; = ¢(Xy, E;) and ¢y =
&(Xt41, m(X¢41)). The distribution p could be, for example, induced by running a
policy 7’ in the MDP. 7/, often referred to as the behavior policy, may be different
from the evaluation policy 7 (Sutton and Barto (1998)). When 7 = #/, the policy
evaluation is called on-policy, otherwise it is called off-policy.

In order to formulate the value prediction problem as a linear estimation prob-
lem, we need to define E; and b, and ensure that Assumptions 2.3.4 hold, as de-
scribed in Section 2.4.1, so that the results in Section 2.3 apply. First of all, assume
that the observations are drawn i.i.d. from p, and let

A = oi(r —701) "
b = @i7e

9

Because we will need to make considerations about C, let

Ct = ooy
1 n
C - — E Ct.
n
=1

Furthermore,

Assumption 4.1.1. Assume that there exist positive constants I oo, Fy o, Fi ooy Roo
such that, with probability one,

1
M2 g2 < Fooo,
s = votralle = F5 o,
e — '7901,5-5-1”00 = Féo,oo’

’Tt‘ = Roo

As observed in Chapter 3 after Assumption 3.1.1, Assumption 4.1.1 implies
that, with probability one,

1 1
M2 A F = |M2o(0r — ¥0141)  IF < Fao0F5 o
and likewise,

1 1
M 20| 7 = [[M> @il < Fo00 Roo-
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All corollaries in Section 2.3 apply to this scenario, but we will only restate
Corollaries 2.3.8, 2.2.3 and 2.2.4, which are of particular interest. The result of
Corollary 2.3.9 can be safely replaced by that of Corollary 2.2.4.

The first result applies to the on-policy case, in which || A6* — b||o-1 = O:

Corollary 2.3.8. Under Assumptions 2.3.1 and 2.3.4, if A0* = b and
A= %Fgm max{Roo, F3 ., }7,

then, for any 0 < 6 < 1, with probability at least 1 — ¢, it holds that

A~ 2 5 3
HA@/A\ - bHM < FQ’OO max{Roo,FQ’m}\/; - max {(”9*”1 + 1)2T <n, 2> +

(s L el ( 5)
=T (n,=)(|0*]1 + 1), +T(n,=
2 <” 2) (61 + 1), o (n, 3) 16°T: + 1 )

2 )
+ F oo max{ R, Fioo}\/;T (7% 2) (10"l + 1),

where T' is as in Definition 2.3.3.

Corollary 2.3.8 allows us to provide a bound for the projected Bellman error
in on-policy scenarios. In this case, with the (unrealistic) choice of M = C -1 we
obtain, forany 0 < § < 1,

(H9*Hl+1)4>

|A05 — b|g-1 = O ( -

holds with probability at least 1 — §. If we choose M = I and use the technique
illustrated in Section 3.2, we can show that forany 0 < § < 1,

(6l 1)
140, by = O (Mmm(c)

holds with probability at least 1 — §. Note that the effect of the dimensionality is
embedded in F; o, Ro and Fé}oo (as discussed in Remark 3.2.4, which also applies
to this case).

The next two results hold for both on- and off-policy scenarios:

Corollary 2.3.10. Under Assumptions 2.3.1 and 2.3.4, forany 0 < 6 < 1, if

2 0
)\/ = FQ,OOFé,OO\/;T (717 2) 5
1
a= 4\/>/\’,
n

B= FQQ,OOFQOOROO,

N = in ||Ady —b N6
argAerj{l(lfB)H A = bllar + A|0x]l1,
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then, for n large enough so that a < B, with probability at least 1 — 0, it holds that

N 2 1) 2 )
- < / - e * = e
HAQ)\ bHM > 3F2,OOF2,00\/;T <Tl, 2) Ho Hl + QFQ,OOROO\/;T (n7 2>
. 1
+ || A6 —b[!M—i-\/».
n

Corollary 2.3.11. Under Assumptions 2.3.1 and 2.3.4, forany 0 < § < 1, if

2 1
N = F27ooFé Oo\/>T (m 3> )
’ n on2
1
a= 4\/>/\’,
n

B= Fg,ooFngoo,

= i Ab\ — b pult
argAE%ICEB)\I A = bllar + N|Ox]l1,

then it holds that

R b2
E |:HA9A - bHMi| S Amax max —
A OFy o F} /2T <n 2%) n
) n2

1 1
+2\/>F2700F2/7oo\/§T <n7 3> HQ*HI
n 2nz2

1
FEA 0]+ 2E (] 4 148"~ b+ )

We can see that choosing M = C~1, we obtain, for 0 < ¢ < 1 used to choose X,

R o* 1 1
|AG — b|2 1 = O (W) + (1 +0 (ﬁ)) |A0* — ||,

holds with probability at least 1 — §. If we choose M = I and use the technique
illustrated in Section 3.2, we can show that for 0 < § < 1 used to choose Y,

A %1 + 1) Amax(C) Amax(C)

A —blIZ, = (Hi Zmax\—) maxA ) AG* — blI2,_
| A5 — bllE—1 O< 2 omin (©) + Noin (C) +0 o (©) | AG* — bl|5—s
holds with probability at least 1 — §. These bounds have a “slow” term and the
conditioning number of C' multiplying the projected Bellman error of 6*, which

is not a desirable form for the result. However, the unsquared projected Bellman
error has the form we would like, i.e.,

1
O <\/7) + ||A0* — b|c-1
n

with the exception of the inverse smallest eigenvalue of C' multiplying the excess
loss, and the conditioning number of C' multiplying ||A6* — b||c-1 if we use the
eigenvalue upper-bounding.
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The remarks about the expectation bound of Corollary 2.3.11 are analogous to
those about the results of Corollary 2.3.10.

Now, we are ready to discuss the implications of these corollaries to reinforce-
ment learning.

4.2 Consequences

In the previous section, we have argued why minimizing the PBE is important, and
that we wish to minimize it as a means of minimizing ||Q™ — Qg/|,. In this section,
we will see what our results can tell us about the PBE of certain estimators. The
discussion will be limited to 0}\, as the observations follow similarly for the other
estimators we have studied.

Asin the regression scenario, taking M as C~! yields bounds for the PBE. How-
ever, this is an oracle choice that cannot be made in practice. One alternative is to
do as prescribed in Section 3.2: choose M = 1, which corresponds to performing
¢1-regularized LSTD, and then use that

146 = bllc—1 < 146 — b][2.

)\min (C)
Since it may be the case that || A6* — b||2 > 0, we will also need to use that

146 = blla < v/ Amax(C)[| A0 — bl o1,

but the resulting bounds may be loose, for the reason expressed in Remark 3.2.2.

It is natural to ask whether § minimizing || A0 —b|| »s for other M will enjoy better
estimation error than those computed through LSTD. This question is motivated by
the only other rates of convergence for LSTD, given by Lazaric et al. (2010), and the
cla}im in Antos et al. (2008) that there are more suitable losses to minimize than
146 — b3

In our analysis, the choice M = C~!, though impractical, yields better estima-
tors than M = 1. This hints at a positive answer for the question stated before, but
it is not definite because our results apply to ¢;-regularized LSTD, and in principle
we have not proved that bounding || A0 —b||Z_, for LSTD estimators will necessarily
require a factor of m to appear in the bound. Two alternatives to performing

LSTD are to use M = C~! or to have M = C'~! (where (" is independent of all the
other random variables).

Remark 3.2.3 is also valid for this RL case, but there is an additional issue: we
may need to upper-bound || A0* — b||as by ||A6* — b|| -1 and some other vanishing
terms. This is not a problem in regression because in that case ||46* — b||c-1 = 0,
but in off-policy value prediction it may be the case that || A6* — b[|o-1 > 0.

One possibility is to introduce the factor of \/Amax(C'), which is cannot be much
larger than the other quantities we are using. Another possibility is to generalize
the results of Pittenger (1990) to matrices; the important result is stated in this text
as Lemma B.2.1 and applies to scalars. The idea would be to have some bound of
|AG* — b[\(é,+D),1, where D >~ 0, in terms of ||46* — b||c-: plus some vanishing
term.

The role of dimensionality in this scenario is the same as in regression, as ex-
pressed in Remark 3.2.4, with the exception that F} ,, may be different in RL.

31



4.3 Related work

In this section, we delve into related studies about value function approximation in
RL. The existing finite-time performance bounds are recent, and they also pertain
to minimizing ||Q™ — Qyl|,, but as we will see our approach is somewhat different
from the the other existing ones.

The goal of this section is to show the bounds proved and the types of estima-
tors studied elsewhere. This exposition will be enough to contrast our results and
our approach with those in this subfield of RL.

The works of Lazaric et al. (2010); Ghavamzadeh et al. (2010, 2011) provide risk-
like bounds for variations of LSTD. It is important to emphasize that the primary
quantities they investigate are different from the ones we do, but there is a common
ground where comparison of results is possible, where techniques they use may
help us expand our results, and vice-versa. In particular, they are also interested in
bounding [|Q™ — Q|12 and

Q7 ~ @4l = = S (Q7(Xe, Be) — Qg(Xe, ),

t=1

with 4 being computed differently for each study, by the respective variations of
LSTD. The data used to compute the estimators is a Markov chain

Sp = (XI’ Tle?)a S (Xnaran—i-l)a

where 7; is the reward at time-step ¢, and p is a stationary distribution given by
a B-mixing process. Ghavamzadeh et al. (2011), sparsity oracle inequalities are
provided, but not the generalization bounds. We will refrain from discussing the
sparsity oracle inequalities because parameter identification is out of the scope of
this work; see, for example, Candes and Tao (2007) for interesting results and ad-
ditional references. We will also omit the discussion of the generalization bounds,
but, next, we will present in detail the other results.
Lazaric et al. (2010) use the empirical projection operator

ﬁ s : ’
Fnlf argljpé%”f I,
and define the pathwise Bellman 7™ operator

e+ f(Xig1) ,if 1 <t <n,

re,if t =mn,

T (X = {

in order to compute the pathwise LSTD
P . _1 n,?\-w 2
f=argmin|[f =z T2

They prove that Il ;,n’?’r is a y-contraction w.r.t. to || - ||, so Banach’s fixed-point
theorem implies that f = Il ;},ﬂA'” f for some f. By the definition of pathwise LSTD,
f is that fixed-point.
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They use these results to show that
1

™ An<
17~ Qglln < —

(10" = Tz @l + M7 (Q" = T7Q")ln)
and relate this bound to | Q™ — Q; ||, by applying concentration inequalities for their
B-mixing process.

In addition, they show that, with probability at least 1 — 6,

d
dlng

Upn

Hﬁf,n(QW - %QW)Hn =0

where v, is the minimum strictly positive eigenvalue of C. We must point out that
L, (QT — TQ™)|» is very much different from [|A6* — b||o-1. While the latter
quantity can be larger than zero,

lim [Tz (Q" = T7Q)ln = IT£,(Q" — T7Q7),

n—00
=0,

because Q™ = T"Q".

Even though v, is strictly positive, it can be arbitrarily close to zero, so the au-
thors assume n is large enough so that v, is larger than some quantity with proba-
bility at least 1 — . However, there is a caveat in doing this: for any fixed n there
exists a minimum strictly positive confidence with which the inequalities hold, and
in this sense they are not uniform in 6. We believe it is possible to use regulariza-
tion to guarantee that v, is large enough for any § > 0. For example, performing
the projection with /5 regularization weighed by g would increase v, by f.

Pathwise LSTD is only defined for on-policy scenarios. Although extending
the results to state-action pairs is straightforward, it is not clear how 7™ can be
redefined to accommodate multiple chains, or an off-policy sample (which would
be the case of multiple length-1 chains), in a way that it is still a contraction, in
particular because they exploit that the observations are chained together in their
original proof.

Ghavamzadeh et al. (2010) study pathwise LSTD combined with random pro-
jections (Dasgupta (2000)) to perform dimensionality reduction. They show that,
with probability at least 1 — 4,

~ = 1 5 T
Q™ — Tg n Q" In < ﬁ (!v ~TFnQ [l + O (ﬁm (Hf,nQ”)»

d m¢ 1
+O0[—\/=2+=]].

Un n n

where G is the low-dimensional space, of dimension d > 151n 87”, and F is the high-
dimensional space, with dimension D. v, is defined w.r.t. the covariance matrix in
the smaller space, and its appearance is a consequence of the result in Lazaric et al.
(2010). The need to have v,, > ¢ > 0, for some constant ¢, and d > 151n 87" imply
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that the bound is non-uniform in §, because d has to be chosen based on ¢, and if §
is sufficiently small then 15In %2 > D.
The term m(Qg), defined as !

m(Qs) = [|0]|2sup [|¢e[2,
ot

is influenced by D and by the way the features are constructed (cf. Remark 3.2.4).
It may be O (log D) for some feature extractors, but O (@) for others.
The authors show that with

a=0 (m (T7Q7) viirn) |

we have

1
~ 1 \1
Q™ —TIg Q" = O (Vlnn () > :
Ny,
where the we have hidden the confidence parameter J of the bound, range con-
stants, v, and m (ﬁ ]:,TLQ”). We point out that by choosing

d=06 (m (ﬁ]:,nQ”) Vn\/ﬁ) ,

1
we can eliminate the effect of <%) ", which can be arbitrarily large if § is small

enough. There will be a factor of /1, multiplying one of the terms, but this factor
cannot be arbitrarily large.

The real caveat is that we must ensure thatd > 151n %”, but either of the choices
may not respect that, if v, is too small. Moreover, computing this eigenvalue will

affect the cost of the whole procedure, as will computing m (ﬁ ;,nQ”> , because of
D.

This error rate is slower than that of pathwise LSTD in terms of n, but if D is
large enough, even D = /n, the random projections still allow good performance
to be proved, whereas the bounds for plain pathwise LSTD become vacuous.

In Ghavamzadeh et al. (2011), pathwise LSTD is combined with ¢;-norm regu-
larization, which called Lasso-TD. They define

Trpaf=1f;:0€ arg min || fo — FIE + M1,

where f5(-) = ¢(-) " 6. This operator is shown to be a non-expansion, so I F.p, AT s
a y-contraction w.r.t. to || - ||, and the authors claim that finding its fixed point is
equivalent to computing the fixed point of

0 = argmein e o nT™ f; — foll2-

They also claim that this is equivalent to what LARS-TD Kolter and Ng (2009) and
LC-TD Johns et al. (2010) compute. That is to say that these two methods and

f there is more than one 6 yielding Qs, choose the one with smallest £2-norm for m(Qy).
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Lasso-TD first enforce the KKT optimality conditions of Lasso Hastie et al. (2009),
and then apply the fixed-point equality for the optimizer. This approach is ill-
defined for off-policy scenarios, because in those cases the fixed point of Lz , \ 7™
may not exist.

Their results imply 2 that, with probability at least 1 — 6,

1
1 Ind\* 1
T R < - T N 0 -
Q7 = Qylln < 7= 19" = Qo-lln +O | /10T <n> /-

As the authors state, this rate is an improvement over the previous results for path-
wise LSTD, because the dependence on v, was eliminated. The rate is slower in
terms of n only in some cases, because in the Lasso-TD bounds the dependence on

the dimensionality is O (In d), whereas for pathwise LSTD it is O (\/ dIn d). Thus,

1
their bounds convey that regularization is appropriate for d = 2 ((%) Z)

The choice of X for these bounds is also dependent on §, but also for this case it
should not be hard to provide bounds that are uniform on the confidence parame-
ter.

As in the three works discussed before, we are also interested finding estimators
with small ||Q™ — Qgl|,. Our approach is different because we chose to minimize
the projected Bellman error and then relate this quantity to ||Q™ — Q||

There is an important point, however: the Lasso-TD results have no depen-
dency on v, whereas our result with the choice M = I; depends on Api,(C).
Therefore their estimator has better (though non-uniform) guarantees for smaller
n, but for large enough n LSTD with /; penalty, i.e., our procedure with M = I,
has tighter error bounds than Lasso-TD.

*The original result takes the infimum over all § of the right-hand side.
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Chapter 5

Conclusion

In this dissertation we showed results for ¢;-regularized linear estimation. The
special cases of regression and reinforcement learning have been studied by Bartlett
et al. (2009) and Ghavamzadeh et al. (2011), respectively. We took a more general
approach to obtain results for both cases, and we showed that the quantities we
bound are in fact related to important error measures in those scenarios. For our
regression formulation, which is different from the one used by Bartlett et al. (2009),
we have obtained performance bounds that are uniform in 4.

Furthermore, we separated the deterministic analysis from the stochastic one.
This separation allows other extensions to be made, e.g., performance bounds when
different sampling processes are used.

5.1 Future work

We would like to test the potential of our analysis and results, by investigating
how they can be further generalized and what other special cases deserve special
attention. We can state the future work in terms of questions we wish to investigate,
in order of priority:

1. How can we choose M to improve our results? Can we extend our results to
apply for random M?

2. Is there a suitable notion of estimate truncation for our linear estimation prob-
lem?

What kinds of penalties can our results be extended for?
What types of losses can our results be extended for?

Can we provide meaningful bounds for M = C*?

Should we use other estimators of C~! as M, rather than C*?

Are there other problems we can shed light upon by extending our results?

® N & 9o W

How far can we go with proving performance lower-bounds?

There are, as well, some other questions of secondary importance to this work
that are nonetheless interesting:

36



e What is the maximum number of steps performed by LARS Efron et al. (2004)
(as a function of n and d)?

e How can we generalize the results of Pittenger (1990) for matrices?
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Appendix A

Algorithmic considerations

It is useful to discuss algorithmic aspects of our linear estimation problem, because
the underlying minimization can be done efficiently and model selection can be
incorporated into the procedure at marginal cost.

A.1 Computing the Lasso

There are at least three different ways of computing the Lasso, that is, finding
1oL s
arg min §||A9 —bllar + 01

We have included the factor § multiplying the loss for convenience when dealing
with its gradient. In this chapter, we will abuse the notation to denote a minimizer
of this Lasso problem by 0 \, Whereas ég » would be the correct notation. Also, recall
that A € R™*", b € R, and M € R7¥".

One can use Nesterov’s fast gradient method Nesterov (2007), which is easy to
implement and only requires careful and analytical derivations of some quantities
described in the paper. An alternative is to use a coordinate descent method, since
there is a closed-form solution for the Lasso if one is optimizing w.r.t. to a single
coordinate of 6 (Hastie et al. (2009)).

Both of these methods require provision of stopping conditions in terms of ap-
proximation quality, for instance, estimating rates of convergence or computing
duality gaps. These conditions, some of which are described in Boyd and Vanden-
berghe (2004), may not be good enough, or may be too expensive to be computed
at every iteration.

A third option, the least-angle regression shrinkage (LARS) algorithm (Hastie
et al. (2009), Efron et al. (2004)), does not require a stopping condition of such na-
ture, and allows us to compute ) for various A with the cost of computing 6, for
the smallest such \. The variation of LARS used to compute the Lasso is presented
in Table A.1, and is based mostly on the presentation by Hastie et al. (2009). We
must introduce some necessary terminology and notation before discussing LARS.

First, our notation for sub-vectors and sub-matrices: for a given vector v € R”,
v; denotes the value of its i-th coordinate, and for a matrix D € R9*", D, denotes its
i-th column. Likewise, for a set Z whose elements are integers in [1, 7], vz is given
by the coordinates of v indexed by the elements in 7 (sorted by index), and Dz is
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Procedure LARS
Input: A,I;,M A
Output: N
0, 0
N IVE®,) o A
j < an arbitrary i s.t. [VL(6,)i| = X
J «{j}
whilen > A do
0 « LS(A,b, M, T)
c(a) < VLO,) +aVLO —b,),for0<a<1
a; < min{a:a € (0,1],F ¢ J,j € T s.t. |c(a)i| = |c(a);|} U {oo}
Qg < min {a ca e (0,1],3j € T st. (1 —a)b, + abd); = O} U {oo}
az < min{a: o€ (0,1],|c(a);| = AVj € T} U {0}
o/ + min{ay, as, as}
0, (1 — )b, + /0
X = VL)oo
if o1 < a9, a3 then
j < an arbitrary i ¢ J s.t. [VL(0,):| = X
J < Juij}
else if oy < a3 then
T {i0,#0}
endif
end

é,\%én

Table A.1: The LARS algorithm for computing the Lasso, Efron et al. (2004).

the matrix given by the columns of D indexed by the elements in 7 (also sorted by
index). This indexing precedes transposition, i.e., D; = (Dz) .
Let £(0) = 3||A0 — b||3,, and LS be such that if § = LS(X,y, D,Z) then
0z = (X1 DX7)*DX7y,
0,

>

N
Il

where + denotes the Moore-Penrose pseudoinverse.

The algorithm works by computing 6, for decreasing 7 until the desired esti-
mator is obtained, i.e., until » = A\. The computation is done by ensuring that the
KKT conditions of the Lasso for én are respected.

The way én is modified from one iteration to the other is simple: it is a linear
interpolation of én and 6, with parameter o/. This ensures that ]VE(én) il = Xforall
j € J. Atevery iteration, the value of ¢(a’) before 6, is updated is the correlation
vector of the “new estimator”, and it is equivalent to VL(6,) after 6, is updated.
o is chosen as the smallest value in (0, 1] that will yield a new estimator satisfying
one of the following:

1. some coordinate not in the current active set will have the same correlation
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as the coordinates in that set,
2. the value of some coordinate in the current active set will become zero,
3. the correlation of the new estimator will be .

In the first case we include one of the satisfying coordinates in the active set, in
the second case we remove from the active set all coordinates that reach zero, and
in the third case we stop the algorithm and return én, which is HAA. Also, note at
least one of the cases will happen at every iteration, and case one happens when
o' = aj, and so on. Ties are broken by having case 3 be the most preceding, then
case 2.

As for the complexity of LARS, if we are given M 2 beforehand, the per-iteration

cost is dominated by O (qr + 16 H%) — at every iteration a matrix of dimension at

most [|0x]lo x ||fx]lo has to be computed for us to have 6. If M is not diagonal,
there is also an initial ©(gr?) cost of computing M 2A and M2b. The per-iteration
cost of using M explicitly at every iteration instead of using M 2A and M2b is
0] (q2r + HG}H%) if M is not diagonal. Note that the cost for diagonal M is sim-

ply O (qr + 1|62 ||3>, and that providing M 2 might require performing an SVD be-

forehand. Finally, LARS will perform at least ||, ||y iterations, but, to the best of
our knowledge, the effective number of iterations, or even whether this number is
polynomial on ¢ and r, has never been shown.

A.2 Performing model selection

Lemma A.2.1, which is based on exercise 3.27(d) of Hastie et al. (2009), shows that
0, is a piecewise linear function of A.

Lemma A.2.1. For any X € [\, \1) for which the active set 7 = {j : 0x(j) # 0} does
not change, it holds that
N N R S
(037 = (Br)g = (A= 2o) (AFM A7) sign(d,)
007 =

Proof. The second equality is true by definition of the active set, so we are left with
proving the first one. Since the active set does not change, we can consider the
Lasso problem with A7, b, M, and A € [\, A1) as inputs:

1. '
min o [|A767 — blI3s + AllO -

We know that at least at least one optimizer 05 has (6))7 # 0, so

Ng) =0
0))7 = AL Mb — sign((6,).7)

(
(0r)s = (AJMAJ) (47 Mb — rsign((91)))

ALM(Ag(63)7 — b) + Asign((
(AFMAgz)
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This reasoning holds for any A € [\, A1), and sign(0y) is the same for every \in that
interval, because J is fixed. Therefore, the lemma follows by using the equation
above to factor (6,,)7 out in the same equation applied to (6,) 7.

O

So, combining model selection and LARS is simple: as we compute 6, we also
compute || Ay — b||2, + N[|]|1 for all A € A(a, B). We first calculate it for §, i.e.,
|/]]3,. Then, at each iteration, immediately after we compute o/ and whenever
there are o € (0, /] such that §, = (1 — oz)@7 + afl for A € A(a, B), we evaluate
|A0y — bl ar + N||6x |1 for all such 6y (there may be more than one). Finally, instead
of returning éa, we return the model with the minimum validation error, 0 5

The overall cost incurred by the model selection is that of evaluating the \'-
penalized losses for each model (plus a marginal cost of a few extra comparisons).
Given that A(a, B) has O (Inn) elements, and that computing || Ay — b||3, is dom-
inated by computing 0 at the iteration in which this error is evaluated, the model
selection will not, asymptotically, affect the complexity of computing ,'.

'Except when LARS executes o(In n) iterations, but even in this case the extra cost is small.
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Appendix B

Proofs

In this chapter we present the proofs for the results in Chapter 2, and some dis-
cussion on issues pertaining to these proofs, such as remarks on the techniques
used.

B.1 Deterministic analysis

B.1.1 Fixed choice of \
To prove our first lemma, Lemma 2.1.1, we need the following result:
Lemma B.1.1. For Q) € R and w € R, we have

1Qullz < [|QlFllwllz < QI F[wl-

Proof of Lemma B.1.1. Denoting the i-th row of @ by @;, we can use the Cauchy-
Schwarz inequality to show that

k

1QuIIZ = (Qi,w)?

=1

k
<> lQill3lwl3
=1

= 1QEIlwll3.

The lemma follows by taking the square root of both sides, and by using the fact
that [Jw[|y = [Jw]l2- O

Lemma 2.1.1. Forany 6 € RY,
A0 — bllar — |40 — Bllar| < Aall6]l1 + A

Proof of Lemma 2.1.1. The lemma is a consequence of triangle inequality, remark
B.1.1 and the definition of A 4 and A;. The two statements follow by chaining
I(A = A4)8 — (b= 0)llar < [I(A — A)bllar + (b~ b)llas
< [M2(A—A)p|0]i+ (- b)la  (LemmaB.1.1)
= Aallffl + Ay,
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with
I(A— A)0 — (b—b)llar > [I|A0 — bl|ar — [|A0 — bl|adl,

and then taking, respectively, either the positive or the negative of the term inside
the absolute value.
O

Lemma 2.1.2. We have
|40 — blI3; < 1A0% = Bl[3, + (10711 — 1|6xl1)-

Proof of Lemma 2.1.2. The lemma follows from the definition of 0 »» Which implies
that

1405 = BlIR, + MOall < 146 = bII3, + All6]1.
for any 6, particularly for 6*. O

Lemma 2.1.3. Forany ¢, ¢’ > HA@* — BHM and C1,Cy > 0, it holds that

2¢ ) \ "\
+1H9*H +Co4¢
QC 1 2 .

. ) R Y 12
140y — Bllar + Callfslls + s < max{(a - ) ( " ue*ul) ,o}

Proof of Lemma 2.1.3. Lemma 2.1.2 and a linear upper-bound on the square-root
function, imply that for any ¢ > [|A6* — b||m

(S

1405 = bllar < (1140° = Bl + A(10* |1~ 16:11))
1
< (206" = 1631)*
A .
< C e (10l = 163 ]1).
Therefore,

AU . A . .
140x = bllas + Culloxllx + C2 < ¢+ 22 (1071 = [10x]1) + CrllOall + Co.
If we group the terms multiplying |6, |1, we obtain (Cl - 2—’2) |6x]l1. Then we use

Lemma 2.1.2 to see that for any ¢/ > || A6* — b|las, [|fally < & + [|6]|;. Chaining
these inequalities together, we get

o — 2 i1l < o A ? 0* 0
(€= ) iy < { (2= ) (55 112 ) o}

Hence, the statement follows. O
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Corollary 2.1.4. If

A =28 4(Axl07][1 + Ap + [|AO" —bl|ar),
then
A0 — bllar < 284]10% |1 + 22 + || A0™ — b

Proof of Corollary 2.1.4. We will use Lemma 2.1.3 by applying a specific choice of .

From Lemma 2.1.1, we see that the condition of Lemma 2.1.3 is met with C| =
Ay and Cy = Ay. We apply this lemma with ¢ = ¢/ = A4||0*||1 +Ap+||A0* —b||ar >
|A0* — b||5s to obtain

Ci¢*> ¢
A 2

. A A
|A0x — bllar < maX{ + G107 — QCH@*HLO} + Q*CH@*Hl +C2+¢

AuC? w A

:maX{ ‘j\C +g+AA||9 ||1,2—C|]9 |]1+C}+Ab.

The two terms in the max are equal when A = 2A 4¢, and with A = 2A A€
1405 = bllar < Aall*ll1 + b+,

and the result follows. O

B.1.2 Model selection
Lemma 2.1.6. Under Assumption 2.1.5, if

A= in |Ady — b N6
argAelil(lal}B)H A = Ollar + N|0xll1

and X' > A 4, then, for any ¢ > Hfl&* — 3\\M,
1465 — bllas < max {2x, %} 10°]1 + A+ C.

Proof of Lemma 2.1.6. Let A\, > 0 be a particular, but not yet specified, real number.
The proof is divided in three cases: A\, € [a,B], A, € (0,a) and A, € (B,o0). The
case in which A\, = 0 will be seen to be absolutely trivial. First, we will show how
to relate HAQA;\ — b||as and || A8y — b||as for any A € A(a, B).

Lemma 2.1.1, the definition of é;\ and A > A4 imply that, for any A € A(a, B),

JAG5 — bllar < Aall5l1 + Ay + | A0 — bl
< Aalfsll + Ay + A0y — bllar + N (0]l — 1105]11)
< N|0x]l1 + Ap + || Aby — b|| s

Now we will cover the proofs for the three cases. First, suppose A, € [a, B]. Because
of the grid scheme, there exists A\, € A(a, B) s.t. %/\O < Ay < Ao, so if we apply
Lemma 2.1.3 with C; = X, Cy = A, and

¢ = > [|AF" b,

47



we obtain

|AG5 — bllar < N0y, ll1 + Ay + || A0y, — bl

2

<mac {X (1071 ) = § = G100 |+ G216°  + gk
2

gmax{ (C A >-§,2§H(9*|yl}+m+g.

We want the factor of || A6* — b||5s to be at most one in the bound. Thus we will
use that \, € [%)\0, AO} and choose \, = 4\'( to ensure this. To conclude the proof
for the first case,

2
405 = s < max o (3 410710 ) = 5. 5200°0 + gk

< max {N||0*[|1, 2X|6" 1 } + Ap + ¢
= 2)\/”9*”1 + Ay +C.

Now suppose that A, € (0, a), i.e., a > 4\'(. Then we have that
1485 — bllar < Xlfalls + Ap + | A6y — bllas

2
<max X (2 1) = S0l o+ Ao ¢
¢
2

2 a
gmax{ ( 1 ) ,2€”9*||1}+Ab+<

< max{)\’||9*||1, QCHO*M} + Ap+ ¢

For the third case, when ), > B, we have that |05, = 10,11 = 0, and
|AG5 — bllar < Ay + || Afp — bl +5p HG*\Il
< Ay + | A5 — bllm + HG*Hl
< Ay +C+2X607]

where we have used Lemma 2.1.2 a linear upper-bound in the square-root function,
as in the proof of Lemma 2.1.3.
The lemma follows by taking the maximum over the bounds for each case.
O

B.2 Stochastic analysis

B.2.1 Fixed choice of \

Lemma 2.2.1 (Uniform convergence bound for a fixed choice of A\, when A6* = b).
Assume that A0* = b and that there exist a positive constant c¢; and a decreasing function
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S :(0,1) — (0,00) such that, for any 0 < 6 < 1, with probability at least 1 — 9, the
following hold simultaneously:

A <ciS (g) , (2.1)
5
Ay < ciS <2> . (2.2)
If
Ao

then, for any 0 < § < 1, with probability at least 1 — ¢, it holds that

X S\° 1./(6

1 160* |1 <5> <5> . <5>
+5| = ces (Yol +es(2).
25 (%) [16*]lr + 1 2 “as {5 611 + c1 5

Proof of Lemma 2.2.1. Consider the proof of Lemma 2.1.3 with

)
c=¢=as(3) 1+
C; = Ay and Cy = Ay L. Then

AU Aa, . 5\? )
|46y~ bllas < max{;‘ue o+ 02 (3) +Aalerlh

A1l
208 (3) 10" + 1

1 J
#5018 (5) (87l + ),
3\ 1o+
ras (3) 09+ | + 8
holds with probability at least 1 — 8. For the particular value A = 3,

L 5\?
40y — bl < mas {AA<||0*||1 +125(5) + Al

c1 10%(]1
25 (2) 10*[l + 1

5
+e1 8 <2> (16* )11 + 1)} + Ay,

1 0
+5015 (5) 0"l + ),

and the lemma follows by upper-bounding A 4 and A, with ¢S (3). O

!There is no particular relationship among C1,C> and c1, other than the relationships given by
what they are defined as, i.e., the similarity in the names C; and c¢; does not imply anything.
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To prove Lemma 2.2.2, a result by Pittenger (1990) will be used to control E [ﬂ ,

where ¢ > ||A0* — b||5;. More generally, the result can be used to bound inverse
(shifted) moments of non-negative random variable in terms of its mean and vari-
ance. Lemma B.2.1 extends theorem 1 and example 3.3 in Pittenger (1990) for the
case of a positive random variable, and provides a bound for the inverse shifted
moment in terms of an upper-bound on the variable’s variance (instead of the vari-
ance itself, as originally in Pittenger (1990)).

Lemma B.2.1. Let X € [0;00) be a random variable such that E [X] = p and Var(X) <
o2. Also, let ¢ > 0 be some constant. Then

2
gl 1 |t _to
c+X| "¢ cu+p?+o?

Moreover, if ¢ = o, then

1 2
< )
c+X| " c+p
Proof. To prove the first statement, we use a change of measure and Jensen’s in-
equality. First, note that

1 1\ 1 1 1\ 1
E[<X+c‘c) u] :E[<X+c‘c) J{M}]

1 1 1 X
g ch - ) xﬂw] |

X2
E, [X]=E [MH{X>O}:|

-=[]
_Var(x)

1

0.2

m

Assume v is a measure s.t.

S —+

where we have used that E [XTQJI{ X:O}} = 0. Then

1 1\ 1 X 1 1\ 1
£ ch - ) XMH{X>O}] =B Kxﬂ - ) X}

and Jensen’s inequality tells us that

" [<X1+J < EET
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Hence,

1 1
E [ } SR T
X+e ¢ ¢ (% +p+ c)
(1~ i)
o2 4 2
0%+ p* +cp
( 0%+ cu )
2 1 2 :
oc+ pc+cu
The second statement follows from simple algebra, after we use that ¢ = o:

1 o2+ cp 1 A +ep
c\o2+p2+cu) c\2+p2+cu

Ol Ol

_ c+pu
s(etm?+3 (2 +p?)
2
< :
cC+ i

O]

Lemma 2.2.2 (Expectation bound for a fixed choice of \). Assume that there exist a
positive constant c¢; < 1 and a decreasing function S : (0,1) — (0, c0) such that, for any
0 < 6 < 1, with probability at least 1 — 6,

AA S Cls (5) .
Moreover, assume that w.p. 1

|A0* — bl < L,
AA S Amaxa

and that there exists co such that

Var(|| 46" = b||a) < 5.
Then, choosing

A=2(L+c)erS (c2)

implies that
25 ()

L+co
B (146~ bllui| + 2

~ L ~ ~
E (1405 = blln] < A ( + cl|e*|h> e +HE [ 46" = bl + e

+2 ||9*||1015 (C%) —i—E[Ab].
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Prpof of gemmu 2.2.2. We know from Lemmas 2.1.1 and 2.1.3 that for any L > ¢ >
| A0™ — bl

R A 2 A
1465 — bl < max{<AA - ) ( T rw*m) ,o} G 0+ A

2¢ ) \ 2¢
A § * A *
= AA_Q 7"'”9 (B ]I{A<2(AA}+C+QHH 1+ A
L+ cy)? . A
< A (EEEE 1000 ) Tincacnny + 5107+

We will choose ¢ = ||A0* — b|as + co and take the expectation of both sides of the
bound, which results in

(L + 02)2

B[4 — bl < Amax< S

n |re*||1) P(A < 2CA4)
FE[+E [;C] 16°11 + E[Ay].

The concentration assumption and || A6* — b||y; < L imply that

P (2A4¢ > 2(L + c2)e1S (9)) < P(Aa > 1S5 (6)),
<9

thus if we pick A = 2(L + ¢3)¢18 (1), we get

A (L+C2)2 * 2
E|||A0; —b < Apnax 0
[” A HM} - (2(L +c2)erS (c%) 6% | er

LE[C]+E m (L + ) 0* l1exS () + B [A)

L+co
< Anax | =575 0"
S a <25 (c%) + | H1> C1

LE[+E H (L+ )6 herS (2) +E[Ay).

Tobound E [H , we use theorem B.2.1. The assumptions that Var(|| A6* —b||5;) <

3 and that ¢ > 0 come into play, so that we can apply Lemma B.2.1 with ¢ = ¢»
and X =({ — co:

1 2
El-| <——.
ARG
Therefore,
A L+ co " A
. — < _ < _
E 11405 — bllar| < Ama (25 el !!1) e+ E [ 467 = bll| + ez
L+ §
+2 2 16%|1c1S (c3) + B [Ay)].

E || 46% — blla]| + ez
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B.2.2 Model selection

Corollary 2.2.3 (Non-uniform high-probability performance bound for estimators
obtained through model selection). Assume that there exist positive constants ¢y, ca <
1, and decreasing functions Si,So : (0,1) — (0,00) such that, for any 0 < § < 1, with
probability at least 1 — §, the following hold simultaneously:

Ay <y (5> ;
2
Ab S CQSQ (g) .

Then, under Assumption 2.1.5, forany 0 < 6 < 1, if

0
)\, = 6151 <2) N

S\zarg min Hx‘iéA—BHM‘f‘)\/Hé/\Hla
AEA(2e3N,B)

where c3 is a constant s.t. 0 < 2c3\' < B, then, with probability at least 1 — §, it holds
that

N 0 * g *
1405 —blar <351 (5 ) 1070+ 2ca85 (3) +140° = blas +ca
Proof of Corollary 2.2.3. We use Lemma 2.1.6 with

o
)\/ == ClS <2> s

C=Aull0l1 + Ap + [|A0" = bar + c3,
a = 4deg\ .

The concentration assumptions imply that the following hold (jointly) with proba-

bility at least 1 — ¢:
, 0
Ay <N =c18 5]

o
Ab S CQS (2> .

Therefore, because

a _ 4esN

— <

2¢ 7 2c3
=2\,

if follows that, with probability at least 1 — 4,
1465 = bllar < 2X16%]11 + Aallo*[l1 + 28 + 146" = bllas + s

0 o
<008 (3) 101 +2028 () + 140" ~ bl +
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Proof of Corollary 2.2.4. The statement can be proved by using tail integration, Lemma
2.1.6 and Corollary 2.2.3. First, taking

C = AAHH*Hl + Ay + ”AH* — bHM + c3,

notice that having || A0* — b||a < ||b]| a1, HM%AHF < Apax and HM%ISHQ < bmax W.p.
1 implies that

C S Amax||9*||1 + 2bmax + C3

w.p. 1. In Lemma 2.1.6, if X' < Ay, then the term (Ay — )\/)Hé;\Hl is positive, but
otherwise the result is the same:

1405 = bllar < Lpvea sy (Ba = X105 +2X167]):
+ Aal|0F|1 + 24, + || A0 — b||ar + cs. (B.1)

Now, the optimality conditions of é;\ allow us to bound ||9A;\ |l1 in terms of the loss
of the zero-vector:

R b2
Tvea g (Aa— N)6s 1 < Tpven g (Aa — X) (” !M)

b2
< ]I{)\’<AA}Amax < max) )

a

which holds w.p. 1. So, if we consider the bound above and take the expectation
on both sides of (B.1) we obtain

b2
H;aX> P (N < Ay) +2X60%1

B (1485 = blar] < A (

T E[AA][167]]1 + 2E [Ap] + [|A0* — bl|as + 3.

0
)\, = ClS <2> s

a = 4cs N

Choosing

implies, by the concentration assumption, that P (A < A4) < 4, and therefore

E [IlAéA - bIIM] < Amax D §+2¢18 (‘5> 116*]1
A o 203015 (g) 2

+E[AA]0%]1 + 2K [Ap] 4 [[ A6 — bl|as + c5.

The result follows by taking § = c3c?.
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B.2.3 Independent, identically-distributed sampling analysis
Corollary 2.3.5. Assumption 2.3.4 implies that the following hold w.p. 1:
Ap <2F 0 Fy o,
Ab < 2F2,00R007
1463 = bllar < Fo oo Rec.

Proof of Corollary 2.3.5. For the first statement,

1
sup Ay = sup [[M2(A— A)||lr
A A

< 2sup | M2 A p
A

1 & 1
< 25up - 3 |ME A
A i3

< 2F2700F2/7ooa

and the statement on the range of A/, follows analogously, because A and A’ are
assumed to be sampled from the same distribution. For the second and fourth
statements, since b and b’ are sampled from the same distribution,

sup A} = sup A
b b
1 -
=sup [|[M2(b— )2
b

< 2sup || M2 D2
b

1 & 1
<2 — 2
< S%anHMth‘b
t=1
< 2F2,ooRoo‘

Corollary 2.3.6. Consider Assumptions 2.3.4. From theorem 2.3.2 it follows that

P (AA > 2F2,mF2/,ooT (nv 5) \/i) < 57
2
P (Ab > 2F2700R00T (TL, (5) \/Z) < (5,

where T' is as in Definition 2.3.3.

Proof of Corollary 2.3.6. The statements are a sheer application of Hoeffding’s in-
equality with the ranges as established by Corollary 2.3.5 O
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Corollary 2.3.8. Under Assumptions 2.3.1 and 2.3.4, if AG* = band

A 2
A= —FQQOO max{ Reo, Iy OO}2,
n 9 9

then, for any 0 < § < 1, with probability at least 1 — §, it holds that

A~ 2 5 3
1465 = bllar < Fooe maX{Roo,Fé’oo}\/; - max {(||9*||1 +1)2T <n 2) +

L8 1 e < 5)
=T (n,= ) (071 + 1), +T(n,=
> (” 2)<” R O I e

2 1)
- F oo max{ Reo, F;,m}ﬁT (n 2) (16*]12 + 1),

where T is as in Definition 2.3.3.

Proof of Corollary 2.3.8. The result follows from applying Lemma 2.2.1 with

. 2
= Foo maX{ROO,FQ/’OO}\/;,

co =n.
]

To prove Corollary 2.3.9, we will need a bound on Var(||A8* — b||5/), which is
provided by the following Lemma.

Lemma B.2.2. Under Assumptions 2.3.1 and 2.3.4, we have that

A 9 1 2
Var(l46" = $1ar) < 2 (Pl + R (7 (1) 42)
where T is as in Definition 2.3.3.
Proof of lemma B.2.2. First, observe that
A n* 7 A n* 712 A n* 7 2
Var(|[ 46" - bllar) = E |1 46" - 5|33, — E [ 46" — bl|]
<E|I40" ~ b3, | - & [do~ — 5] I,
<E [||A9* Y b)um .

We will proceed to bound the term above. Assumption 2.3.4 establishes bounded-
ness conditions on A4; and b;, so

E [ 460" = byll3s] < F5oo(F3o00ll07[11 + Roc)
=12

moreover, Hoeffding’s inequality implies that, forany 0 < 0 < 1,

P <||A9* Ch— (A0 — B2, < L2ZT(n,5)2> >1-4,
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Therefore, by tail integration
E [wa* —b— (AG* — b)H?\A <(1- 6)L2%T (n,0)® +6-4L2,

and if we pick 6 = -, we get

L 2 1)\? 4
E [HAe b— (A6 b)HM} <1257 <nn> + L2

Corollary 2.3.9. Assume that there exists L > 0s.t., w.p. 1,

|A0* — bl < L,

¢ \/5F200(F200H9*\1 + Ry ( (ni) +2> ,

where T is as in Definition 2.3.3. Under Assumptions 2.3.1 and 2.3.4, if n > 2 and

N 2 2
A=2(L+ C)\/;FQ’OOF2,7OOT <n, n) ,

then, for any 0 < § < 1, with probability at least 1 — ¢, it holds that

R L+c " "
E[\|A9rbuM]SAm<2FQ = \f Io ul)\f +E [ 46" ~ bl
o] 200

L 2
+ot2—— +f \e*\l\fpzoopgmfr <n ) +E[A].
E 140" = bllar | +¢ n n

and let

where T is as in Definition 2.3.3.

Proof of Corollary 2.3.9. This corollary follows from lemma 2.2.2 under Assumptions
2.3.1 and 2.3.4, if we take

L = Fp00(F3 5010711 + Reo),
1 = )

n
o = Fo 00y o,

c3 =n,

2 " 1
C4 = EFQZ,OO(Fé,oo”H ”1 + ROO)2 <T <n’ TL) + 2> )

where T is as defiAned ir} Equation 2.3.3, Section 2.3, and Lemma B.2.2 is used to
ensure that Var(||A6* — b||y) < eq.
O
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Corollary 2.3.10. Under Assumptions 2.3.1 and 2.3.4, forany 0 < 6 < 1, if

2 0
)\/ — F2,OOFé,OO\/;T (n, 2> s
1
a= 4\/7X,
n

B = Fg’wFé,mROO7
A= in || Ay — b X6
argAerz?(l(BB) [|AG lar + N0,

then, for n large enough so that a < B, with probability at least 1 — 6, it holds that

A 2 o) 2 )
Af. — <FOOF/ \/7T — * 2Foooo\/7T —
|AB5, — bl < 3Fa00F o - <n2> 16%]11 + 2F 0o R - <n2>

* 1
T4 —b||M+\f
n

Proof of Corollary 2.3.10. The result follows from Corollary 2.2.3 with

. 1
Cl =C2 =C3 =14/ —,
n

S1(8) = FoooFy V2T (n, ),
Sy (8) = Fo.00ReoV2T (1, 6).

Corollary 2.3.11. Under Assumptions 2.3.1 and 2.3.4, forany 0 < 6 < 1, if

2 1
N = FQ’ooFé Oo\/7T (m 3> ,
’ n on2
1
a= 4\/>/\’,
n

B= Fg,ooFg,ooRoo,
= i Ab\ — b PUINIER
argAET&IJ}B)\| A= bllar + N0

then it holds that

) b?n X 1
E {11465 bllar] < Ama w1
OFy oo I} __\/2T (n —3> n

’ 2n?2

1 1
+2\/>F2700F2/,ooﬁT <n7 3> H0*H1
n 2n2
1

+ E[AA] |01 + 2E [Ap] + ||AO* — b||ar + \/7

n
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Proof of Corollary 2.3.11. The result follows from Corollary 2.2.4 with

/1
Cl=0C=C =14/,
n

S (6> = FQ,OOFQI,OO\@T (nv 5) )
Sy (8) = Fa00ReoV2T (1, 6) .

O]

Note the simple correspondence between non-uniform high-probability bounds
and expectation bounds. In our results, we use the non-uniform parameter choices
to ensure that the term AAHGA;\Hl (or A 4|01 in Lemma 2.2.2) is eliminated. We do
not want this term to appear in the bound because the upper-bounds we use for
the ¢1 norm of the 0 \ estimators grow with the inverse of A. In the high-probability
bounds, this term is effectively eliminated, and in the expectation bounds it is not a
problem for this term to grow with the inverse of )\, because we can choose § small
enough so that it is dominated by the other terms. In both cases, we use a suitable
choice of X to obtain the desired result.
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