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ii        ǀ     
Intermolecular interactions dictate the fate and impact of atmospheric oxygenated organic 
compounds that form from the photo-oxidation of hydrocarbons. Here, intermolecular 
interactions in aggregates involving photo-oxidation products of aromatic precursors are 
examined using an interdisciplinary approach. Molecular-scale aggregates – in particular, 
complexes of water and carboxylic acids – were investigated using rotational spectroscopy. The 
lowest-energy structures of the monohydrates of two aromatic carboxylic acids, benzoic acid 
and o-toluic acid, were determined experimentally; the water and acid moieties hydrogen bond 
to give six-membered intermolecular rings. The percentage of each acid hydrated in the gas 
phase is predicted to be low, but these interactions are important for aromatic acids at the air-
water interface of aqueous particles. The two lowest-energy isomers of the oxalic acid–water 
complex, a probable nucleation precursor, were also observed. In the lowest-energy isomer, 
water bridges the two acid groups and lowers the barrier to decarboxylation. In the other isomer, 
water hydrogen bonds to only one group and increases the barrier. For larger dicarboxylic acids, 
the latter topology is predicted to be the most stable, so water-catalysed enhancement of 
overtone-induced decarboxylation is plausible for only oxalic acid. The spectra, structures, and 
internal dynamics of four methyl- and dimethylnaphthalenes, small polycyclic aromatic 
hydrocarbons present in the atmosphere, were also investigated. Nano-scale aerosols – in 
particular, internally-mixed particles of black carbon and secondary organic aerosol – were 
investigated using smog chamber experiments. The morphological evolution of black carbon 
due to coatings of secondary organic aerosol is the same for a series of four aromatic precursors. 
The evolution of black carbon is found to be dependent on the coating surface tension; higher 
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surface tensions lead to more compact black carbon particles, as intermolecular interactions 
between molecules in the coating become stronger. Based on the observed surface tension-
dependence, the surface tension of secondary organic aerosol derived from m-xylene was 
determined, providing an essential constraint on global climate models. Cumulatively, these 
investigations provide insights into the fate and impact of oxidation products in the gas phase, 
at the air-water interface, and in the bulk aerosol phase. 
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Aerosols, suspensions of liquid or solid particles in air, are abundant atmospheric constituents. 
The total emission rate of atmospheric aerosols on Earth is estimated to be about 2 × 1013 kg yr-1 

in global models.1 Over 95% of this mass is composed of sea salt from breaking waves and 
mineral dust from erosion,1 but these particles, with diameters of about 10 μm, settle out of the 
atmosphere quickly and constitute the coarse particle mode in a typical size distribution of 
atmospheric aerosols.2 Other natural (biogenic) sources of aerosols are volcanic eruptions3 and 
biological detritus.4 Anthropogenic sources of aerosols include agriculture,5 industry,6 and 
transportation;7 classes of anthropogenic aerosols include sulfate and nitrate aerosols and soot 
particles composed primarily of black carbon (BC). Soot is an example of a primary aerosol, 
because it is emitted as an aerosol by its sources; nitrate and (certain) sulfate aerosols are 
examples of secondary aerosols, because they are formed in the atmosphere from gas emissions 
– for example, secondary sulfate aerosol is a product of the oxidation of sulfur dioxide.8 (Sulfate 
aerosols can also be of primary origin,9 emitted directly from coal or fossil fuel combustion, for 
example.10) Similarly, secondary organic aerosol (SOA), discussed below, is a product of the 
oxidation of hydrocarbons.11 
 One of the reasons atmospheric aerosols are of significant interest is their negative 
effects on human health. Severe aerosol exposure has been linked to a wide range of human 
cardiopulmonary diseases,12,13 including respiratory distress, hypertension,14 and lung cancer.15 
Nanoparticles are particularly hazardous, because a large fraction passes through the upper 
respiratory tract and deposits in the alveoli of the lungs.16,17 For this reason, classification of fine 
particulate matter (PM2.5), consisting of particles with aerodynamic diameters less than 2.5 μm, 
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is helpful in environmental monitoring and policy-making. In terms of a typical size distribution 
of atmospheric aerosols, PM2.5 includes the nucleation and accumulation modes.2 Particles 
retained in the lungs may be reactive or toxic. For example, known carcinogens, like nitro-
substituted polycyclic aromatic hydrocarbons (PAHs),18 occur in atmospheric aerosols.19 
 Atmospheric aerosols also have substantial effects on climate, which are the overarching 
motivation for the present research. Climate effects are often quantified in terms of “radiative 
forcing,” which may be defined as the perturbation of the energy balance on Earth in terms of 
watts per square meter of Earth’s surface since the year 1750.20 Aerosols can affect climate 
directly, by scattering or absorbing solar radiation. For example, BC absorbs solar radiation at 
all visible wavelengths, so it has a warming effect on climate – denoted by its positive radiative 
forcing, which is more than half that of carbon dioxide, as shown in Figure 1.1.20 In contrast, 
non-absorbing aerosols, which scatter solar radiation into space, have a cooling effect. In 
addition to these direct effects, several indirect effects complicate the role of aerosols in climate. 
Aerosols may act as cloud condensation nuclei (CCN), increasing the number concentration and 
total cross-sectional area of droplets in a cloud and, in turn, increasing scattering.21 Since the 

 
Figure 1.1. Radiative forcings due to the direct and indirect effects of aerosols. The radiative forcing of carbon 
dioxide is included for comparison. (Adapted from Reference 20.) 
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cloud droplets are smaller, they have longer lifetimes, further increasing scattering.22 Another 
“semi-direct” effect is the evaporation of clouds that occurs when BC absorbs solar radiation 
and warms the surrounding air, causing further warming.23 Because of these complex, 
interconnected effects, aerosols have the most uncertain radiative forcings of all atmospheric 
constituents, and further constraints in climate models are needed.24 

One area of uncertainty is the fate and impact of oxygenated organic compounds that 
form from reactions of anthropogenic and biogenic volatile organic compounds (VOCs) with 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1.2. Photo-oxidation mechanism of toluene. Path “1a” is hydroxyl radical addition, and path “1b” is 
hydrogen abstraction. (Reprinted with permission from Reference 26. Copyright 2001 American Chemical 
Society.) 
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oxidants, including hydroxyl radical and ozone. Among all anthropogenic VOCs, aromatic 
hydrocarbons, ubiquitous industrial emissions,6 are the most important precursors of oxygenated 
organic compounds.25 To illustrate the wide array of oxidation products of aromatics in general, 
the mechanism of hydroxyl radical-initiated oxidation of toluene is shown in Figure 1.2.26 The 
mechanism begins with hydroxyl radical addition to the aromatic ring, leading to the 
constitutional isomers of cresol, or, in a minor route, hydrogen abstraction from the methyl 
group. Within a few generations, a diverse ensemble of products – including species with 
hydroxyl, carbonyl, carboxyl, peroxy, nitrate, and nitro functional groups – results from the 
many possible reactions with oxidants and other atmospheric constituents, like NOx (NO and 
NO2). Among these products, carboxylic acids are particularly abundant.27 
 The fate and impact of products of VOC oxidation in the atmosphere can vary. If the 
products have sites for hydrogen-bonding, they may participate in complexes with water, 
sulfuric acid, and ammonia in the gas phase, leading to new particle formation in the absence of 
pre-existing particles.28 For example, the addition of aromatic carboxylic acids to mixtures of 
sulphuric acid and water in the gas phase enhances new particle formation.29 If the products 
have hydrophobic and hydrophilic regions, they may become surfactants at the air-water 
interface of aqueous aerosols, potentially inhibiting further gas uptake and enhancing cloud 
formation.30 For example, exposing aqueous ammonium sulfate particles to acetaldehyde 
enhances the CCN activity of the particles.31 If the oxidation products are in the presence of pre-
existing (seed) particles, they may undergo gas-to-particle partitioning to form SOA, because 
most of the oxidation products have much lower vapour pressures than their precursors.11 In the 
case of toluene, the minor route of hydrogen abstraction by hydroxyl radical leads to the 
formation of benzaldehyde, and hydrogen abstraction from benzaldehyde leads to the formation 
of benzoic acid.26 At 298 K, toluene, benzaldehyde, and benzoic acid have vapour pressures of 
3770, 165.1, and 0.1064 Pa, respectively; the increase in the number of oxygenated functional 
groups leads to more hydrogen bonding in the condensed phase, so the vapour pressure 
decreases. If the seed particles happen to be BC, the SOA may form a coating that affects the 
morphological and optical properties of BC.32 In each of the above scenarios, intermolecular 
interactions dictate the fate and impact of the oxidation products. 

In this thesis, I describe my studies of intermolecular interactions in atmospheric 
aggregates involving products of aromatic VOC photo-oxidation. An interdisciplinary approach 
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was taken to study aggregates ranging in size from molecular complexes to nanoparticles. To 
investigate intermolecular interactions in molecular complexes – in particular, those of water 
and carboxylic acids – I used quantum chemical calculations and rotational spectroscopy to 
determine the structures and internal dynamics of these species. To investigate intermolecular 
interactions in nanoparticles – in particular, internally-mixed particles of BC and SOA – I used 
smog chamber experiments and aerosol instrumentation to examine the morphological evolution 
of BC upon coatings. 

The organization of the thesis reflects this two-pronged approach. In Chapter 2, I 
describe how Fourier-transform microwave (FTMW) spectroscopy can be used to study the 
structures and internal dynamics of atmospherically-relevant species in the gas phase; in fact, 
rotational spectroscopy is one of the most precise methods for determining the structures of gas-
phase species. In Chapters 3 and 4, I describe my FTMW spectroscopic investigations of 
interactions between water and two aromatic carboxylic acids, benzoic acid and o-toluic acid; 
these interactions are involved in the formation of hydrates,33 nucleation precursors,28 and 
surfactant films.34 In Chapter 5, I describe my FTMW spectroscopic and computational study 
of hydrogen-bonding between water and oxalic acid, the most abundant dicarboxylic acid in the 
atmosphere; these interactions are important in new particle formation35 and gas-phase 
decarboxylation.36 In Chapter 6, I describe my FTMW spectroscopic study of monomers of 
methyl- and dimethylnaphthalenes, PAHs that are SOA precursors37 and soot constituents;38 this 
work bridges the preceding chapters on rotational spectroscopy and the following chapters on 
smog chamber experiments. In Chapter 7, I describe how aerosol instrumentation and smog 
chamber experiments can be used to study the effects of coatings on BC. In Chapter 8, I describe 
my smog chamber investigation of the evolution of BC morphology due to coatings of SOA 
from four aromatic VOCs: benzene, toluene, ethylbenzene, and p-xylene. In Chapter 9, I 
describe a further smog chamber investigation of the evolution of BC morphology due to neat 
liquid coatings and a determination of the surface tension of SOA from m-xylene. The findings 
in Chapters 8 and 9 provide important constraints on the direct and indirect effects of aerosols 
on climate.32,39 In Chapter 10, I summarize the most significant results of my research and 
provide an overview of their implications. 
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2.1. Introduction 
In this chapter, I describe how rotational spectroscopy can be used to study the structures, 
energetics, and internal dynamics of atmospherically-relevant species in the gas phase, including 
carboxylic acid-water complexes, which may be precursors to nucleation in the atmosphere, as 
discussed in Chapter 1. Specifically, some theoretical and experimental aspects of cavity-based 
Fourier-transform microwave spectroscopy are presented. In Section 2.1, the concept of the 
potential energy surface (PES) is introduced, and in Section 2.2, the capability of rotational 
spectroscopy to discriminate between minimum-energy geometries on the PES is explained. In 
Section 2.3, the preparation of a cold sample using a supersonic expansion is discussed. Finally, 
in Section 2.4, the excitation of the cold sample using a pulse of microwave radiation and the 
subsequent detection of emitted molecular signal is described. 
 
2.2. Potential energy surface 
In Chapters 3 to 6, the use of rotational spectroscopy to identify minimum energy structures on 
a given PES is discussed. In this section, the concept of the PES is briefly discussed in terms of 
quantum theory. The time-independent Schrödinger equation can be applied to molecules in the 
absence of external electromagnetic fields; it states that the eigenvalue that results when the 
molecular Hamiltonian operator, Ĥ, acts on the wavefunction, Ψ, is the energy, E, of the 
stationary state of the molecule.1 For the simplest molecule, H2+, this is shown in Equation (2.1). 
 Ĥ(r,R1,R2)Ψ(r,R1,R2) = EΨ(r,R1,R2) (2.1) 

Theoretical and experimental approaches  
to investigate the structures and internal dynamics  
of atmospherically-relevant species in the gas phase 
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Here, r is the vector giving the coordinates of the lone electron, and R1 and R2 are vectors giving 
the coordinates of nuclei 1 and 2. Since both the electronic and nuclear coordinates are variables 
in Equation (2.1), the time-independent Schrödinger equation cannot be solved easily using the 
total Hamiltonian.1,2 However, since the electron often moves much faster than the nuclei, the 
nuclei may be considered as stationary on the timescale of the electronic motion. In such cases, 
one may make the Born-Oppenheimer approximation,1,2 which allows the wavefunction to be 
separated into an electronic wavefunction, Ψe(r;R1,R2), and a nuclear wavefunction, ΨN(R1,R2), 
as shown in Equation (2.2).  
 Ψ(r,R1,R2) = ΨN(R1,R2)Ψe(r;R1,R2) (2.2) 

The nuclear wavefunction will be discussed further in Section 2.2. The electronic wavefunction 
can be used in the electronic Schrödinger equation, in which the nuclear coordinates are 
parameters – not variables – as shown in Equation (2.3). 
 Ĥe(r,R1,R2)Ψe(r;R1,R2) = Ee(R1,R2)Ψe(r;R1,R2)  (2.3) 

The eigenvalue, Ee(R1,R2), is now the electronic energy, instead of the total energy, and it is a 
function of the nuclear coordinates. 

The PES of a molecule composed of n nuclei is Ee(R1,R2,…,Rn). The number of 
dimensions of the PES is equal to the number of vibrational degrees of freedom, which is 3n - 5 
for linear molecules and 3n - 6 for non-linear molecules.3 Consequently, it is impossible to 
visualize the full PES of even a triatomic molecule in only three dimensions. However, a full 
PES is often not necessary to identify all possible stationary points, geometries at which the 
partial derivatives of electronic energy with respect to all vibrational degrees of freedom are 
zero.3 

For example, consider the potential energy of o-toluic acid along a single degree of 
freedom, the internal rotation defined by the C(CH3)-C-C=O dihedral angle, , as shown by in 
Figure 2.1. Two minima, for which the second partial derivative of electronic energy with 
respect to the dihedral angle is positive, occur at about  = 0° and  = 180°; the corresponding 
structures will be labelled conformers I and II, as in Chapter 4. Conformer I is the global 
minimum, lying 377 cm-1 below II. The minima are separated by an energy barrier; the 
maximum energy along this barrier occurs at the transition state, for which the second partial 
derivative of electronic energy with respect to the dihedral angle is negative. Since there are 
only two rotatable bonds (defined as sigma bonds between non-terminal heavy atoms, so the 
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O-H bond is discounted), the remaining minima can be located by varying the O=C-O-H 
dihedral angle in I and II, so a PES of only two dimensions, rather than 48, is adequate to 
identify all of the stationary points of o-toluic acid. 

At small displacements from a particular minimum, the potential energy can be 
approximated by that of a harmonic oscillator,4 as shown in Figure 2.1. (This approximation is 
poor, as it is for II, in cases of anharmonicity.) According to Equation (2.4), the vibrational 
frequency, ν, of a harmonic oscillator is proportional to the square-root of the force constant, k, 
which is positive since the minimum is bound. 
 

 ν = 1
2πc ඨk

μ (2.4) 

Here, c is the speed of light, and μ is the reduced mass. In contrast, at small displacements from 
the transition state, the potential energy can be approximately represented by that of an inverted 

 
Figure 2.1. Potential energy curve for o-toluic acid along the internal coordinate defined by the C(CH3)-C-C=O 
dihedral angle, a measure of the relative orientation of the aromatic ring and the carboxylic acid group, calculated 
at the B3LYP/6-311++G(d,p) level of theory. The dihedral angle was stepped, and the remaining internal 
coordinates were optimized. Harmonic oscillator fits to the minima and transition state are also shown, along 
with their first three vibrational energy levels, scaled by a factor three for clarity. 
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harmonic oscillator. Since the force constant is negative, the vibrational frequency is imaginary. 
One imaginary frequency is the universal criteria for a transition state.3 Higher order saddle-
points in the PES have more imaginary frequencies; for example, hilltops are maxima in two 
dimensions, so they have two imaginary frequencies, like the one discussed in Section 4.3.2. 

The relative populations of any two conformers – for example i and j – can be calculated 
by assuming a Boltzmann distribution,5 as shown in Equation (2.5).  
 Ni

Nj
 = e-(Ei-Ej)/kBT (2.5) 

Here, N is number density, E is energy, kB is the Boltzmann constant, and T is temperature. As 
discussed above, conformer I of o-toluic acid lies 377 cm-1 (or 4.5 kJ mol-1) above II, so at room 
temperature (298 K), the ratio of number concentration of I and II is about 6:1. If the energy 
difference between two conformers is greater than 11.4 kJ mol-1, the ratio of their number 
concentrations will be greater than 100:1 at room temperature, so the higher-energy conformer 
can be neglected. (The Boltzmann distribution is also the basis of the Maxwell-Boltzmann 
distribution that dictates the velocities of gases, as described in Section 2.3.) 

The potential energy curve shown in Figure 2.1 was calculated using computational 
chemistry software,6 which evaluates Equation (2.1) for molecules using several assumptions. 
For example, after applying the Born-Oppenheimer approximation to separate nuclear and 
electronic wavefunctions, the electronic Schrödinger equation still cannot be solved exactly for 
a species with two or more electrons, since there is more than one variable.7 The Hartree-Fock 
method resolves this problem by separating the electronic wavefunction, Ψe, into one-electron 
wavefunctions, χe, also called orbitals – leading this method to also be called the orbital 
approximation.7-9 This approximation is shown for the helium atom in Equation (2.6), which is 
an example of a Slater determinant.8 
 Ψe(r1,r2,R) = χe,1(r1,R)χe,2(r2,R) (2.6) 

Here, r1 and r2 give the coordinates of electrons 1 and 2, and R gives the coordinates of the 
nucleus. The orbitals must be antisymmetric to account for spin, and they are constructed from 
basis set functions.8 The accuracy of the calculations depends on the size and attributes of the 
basis set, and it can be evaluated using the variational principle, which states that for the ground 
state the energy calculated by an approximate method is higher than or equal to the actual 
energy.10 
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The Hartree-Fock method accounts for only one aspect of electron correlation – spin.9 It 

does not represent the instantaneous Coulombic repulsion between electrons explicitly; instead, 
the Hamiltonian includes a kinetic energy term that accounts only for repulsion between a given 
electron and the average charge distribution of the others. This approximation is particularly 
problematic for calculations of weakly-bound complexes, which are held together by dispersive 
interactions. An extension of the Hartree-Fock method, Møller-Plesset perturbation theory treats 
electron correlation as a perturbation, and calculates the correlation energy by incorporating 
virtual orbitals, instead of using only a single Slater determinant.2,11 In Chapters 3 to 6, second-
order Møller-Plesset perturbation theory (MP2) is used, which incorporates doubly-excited 
virtual orbitals.2,11 In contrast to the Hartree-Fock method, MP2 is not a variational method, so 
the approximate energy may be lower than the exact energy.12 
 Density functional theory (DFT) is an alternative approach to calculate the energy – 
based on the electron density, rather than the wave-function.2 Specifically, DFT states that the 
energy of a molecule is a functional of the electron density. However, the form of the functional 
is not known. DFT is a variational method, though, so the accuracy of a proposed functional can 
be evaluated in the same way as that of a guess HF wave-function. The functionals used in 
Chapters 3 to 6 are the B3LYP13 and M06-2X14 functionals. DFT also differs from the HF and 
MP2 methods in that it is not strictly an ab initio method – functionals are parameterized against 
experimental data, so they are semi-empirical. For example, the M06-2X functional often 
performs better than B3LYP when modeling dispersion interactions,15 because complexes are 
contained in the training set of species. The electron density is also the basis of the quantum 
theory of atoms in molecules (QTAIM),16,17 which is applied to o-toluic acid-water and oxalic 
acid-water in Chapters 4 and 5, respectively. 
 
2.3. Rotational spectroscopy 
In Equation (2.2), the molecular wavefunction was given in terms of nuclear and electronic 
wavefunctions. Above, the electronic wavefunction was shown to be the basis of the PES. Here, 
the nuclear wavefunction and the origin of the rotational Hamiltonian is discussed. The total 
energy is the sum of electronic and nuclear energies. This has already been implied in the 
discussion of o-toluic acid; its total energy in the ground state is the sum of the electronic energy, 
Ee, at the equilibrium position on the PES (Figure 2.1), and the vibrational zero-point energy – 
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a contribution of the nuclei to the total energy. For the present discussion, the nuclear energy is 
assumed to be composed of only vibrational and rotational energies, Evib and Erot, respectively, 
so the total energy of a given minimum structure on the PES is given by Equation (2.7).18-20 
 E = Ee + Evib + Erot (2.7) 

The electronic Schrödinger equation is given above, as Equation (2.3). The vibrational 
Schrödinger equation can be expressed using the harmonic oscillator as a first approximation.21 
In its simplest form, the rotational Schrödinger equation can be expressed using the rigid rotor 
approximation, for which the Hamiltonian is given by Equation (2.8).18,22 
 Ĥrot = Ĵa

2

2Ia
+ Ĵb

2

2Ib
+ Ĵc

2

2Ic
 (2.8) 

Here, Ĵa and Ia, for example, are the angular momentum and moment of inertia, respectively, 
about the a principal inertial axis. The principal inertial axes are chosen such that the moments 
of inertia are the non-zero elements of the diagonal inertial tensor, as shown in Equation (2.9).22  
  

I = ൥
Ia 0 0
0 Ib 0
0 0 Ic

൩ (2.9) 

The principal moment of inertia about the a principal axis, for example, is calculated according 
to Equation (2.10).22 
 Ia = ෍ miri2

i
 (2.10) 

Here, mi is the mass of atom i, and ri is the distance between atom i and the a principal axis. 
Rotational constants can be defined in terms of the principal moments of inertia; for example, 
the rotational constant A is calculated according to Equation (2.11).22 
 A = h

8π2Ia
 (2.11) 

Here, h is the Planck constant. The principal moments of inertia are sensitive to very small 
structural changes, allowing isotopologues, isomers, and conformers to be unambiguously 
distinguished by their rotational constants. 
 It is useful to classify molecules in terms of their principal moments of inertia or 
rotational constants. Most molecules have three different rotational constants, and they are 
classified as asymmetric tops.23-24 The principal axes described above are labelled such that 
A > B > C; in other words, the a principal moment of inertia is the smallest. If a molecule has 
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three identical rotational constants, it is classified as a spherical top.23 If a molecule has two 
identical rotational constants, it is classified as a symmetric top.23 Two sub-classes of symmetric 
tops occur. A molecule with rotational constants A > B = C is an oblate symmetric top, and a 
molecule with rotational constants of A = B > C is a prolate symmetric top. For example, in 
sports, a hockey puck is an oblate top, and an American football is a prolate top. The rigid rotor 
model is exactly solvable for a linear or symmetric top molecule, so it is to rotational motion 
what the particle-in-a-box model is to translational motion and the harmonic oscillator model is 
to vibrational motion.4 

For symmetric tops, a quantum number K gives the projection of the rotational quantum 
number, J, onto the principal symmetry axis.22 However, for asymmetric tops, there is no 
quantum number that can describe this projection – K is not a good quantum number.25 In a 

 
Figure 2.2. Correlation diagram showing the relationship between the asymmetric-top energy levels and those 
at the prolate and oblate limits. Representative a-, b-, and c-type transitions are depicted. Circles give asymmetry 
parameters of several species observed during this thesis research: (a) benzoic acid-water; (b) o-toluic acid-
water; (c) oxalic acid-water (lowest energy isomer); and (d) 1-methylnaphthalene. (Adapted from Reference 
23.) 
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macroscopic analogy, an asymmetric object will not spin about a single axis like a children’s 
toy top or dreidel, examples of symmetric tops. Quantum mechanically, there is, in general, no 
exact solution to the Schrödinger equation for an asymmetric top, and the Hamiltonian must be 
represented in a matrix, with elements that are solutions of symmetric tops.25 The basis set is 
composed of oblate and prolate top wavefunctions, and the respective energy levels are labelled 
with J and the so-called pseudo quantum numbers Ka and Kc. Figure 2.2 shows how the energy 
levels of asymmetric tops correlate to those of the limiting symmetric top cases.23 The 
independent variable in the correlation diagram is the asymmetry parameter, κ, which is 
calculated from the rotational constants, according to Equation (2.12).26 
 κ = 2B - A - C

A - C  (2.12) 
For near-oblate tops, κ is close to +1; for near-prolate tops, κ is close to -1. Most molecules have 
more prolate character than oblate. Asymmetry parameters of four representative species from 
Chapters 3 to 6 are shown in Figure 2.2; for each, κ is negative. In practice, the exact energies 
of rotational levels are calculated using computer programs like PGOPHER.27 

Example transitions are also shown in Figure 2.2. In order for microwave radiation to 
induce rotational excitation in a molecule, the molecule must have a permanent dipole moment. 
More specifically, if ΔKa is even and ΔKc is odd, as for the 20,2-10,1 transition, the transition 
requires a non-zero dipole moment about the a principal axis (μa ≠ 0), and it is called a-type. If 
ΔKa is odd and ΔKc is odd, as for the 21,2-10,1, μb ≠ 0, and the transition is b-type. If ΔKa is odd 
and ΔKc is even, as for the 21,1-10,1, μc ≠ 0, and the transition is c-type.25 
 The energy levels are slightly perturbed by the apparent force acting on the nuclei as the 
molecule rotates in the principal axes system, since it is not an inertial frame.25 For flexible 
molecules and, especially, van der Waals and hydrogen-bonded complexes, this perturbation 
cannot be neglected. In Watson’s A-reduction Hamiltonian, it is accounted for using the 
following quartic centrifugal distortion constants: ΔJ, ΔJK, ΔK, δJ, and δK.28 
 In flexible molecules or complexes, the rotational energy levels may also be perturbed 
by hindered motions,29-31 such as water tunnelling32 and methyl internal rotation,33 which are 
discussed further in Chapters 3 to 6. Here, methyl internal rotation is presented as a general 
example and depicted in Figure 2.3. Conceptually, it is clear that internal rotation, a vibrational 
motion, must be coupled with molecular rotation; the separation of vibrational and rotational 
motion shown in Equation (2.7) is no longer valid,29 so the effect of the internal rotor must be 
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included in the Hamiltonian.29 Since a methyl group has three equivalent hydrogen atoms, one 
revolution brings the system through three minima, as shown in Figure 2.3. In classical 
mechanics, if the energy of molecule were below the energy of the barrier, no internal rotation 
would occur. In quantum mechanics, even in the lowest energy state, far below the barrier, 
tunnelling allows internal rotation, and the total wavefunction is a linear combination of the 
wavefunctions in the three wells.35 Since three wavefunctions go into the combinations, three 
must result when the hindered rotation Schrödinger equation is solved. Two of the three states 
are degenerate; these are the E states, and the remaining one is the A state. In the torsional ground 
state, for which v = 0, the effective barrier is highest, so the tunnelling probability is lowest, and 
the energy difference between the A and E states is small. In the first excited state, for which 
v = 1, the effective barrier decreases, and splitting increases. In the limit of an infinitely high 
barrier, the splitting is infinitesimal. Chapter 4 presents examples of species, o-toluic acid and 

 
Figure 2.3. Potential energy curve along the methyl internal rotation coordinate in a low barrier example. The 
eigenvalues (energy levels) and eigenvectors (wave-functions) of the A states are shown in red; those of the E 
states are shown in green and blue. For each vibrational quantum number, v, the two E states are degenerate. 
(Eigenvalues and eigenvectors calculated using Reference 34.) 
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o-toluic acid-water, with barriers that are too high to resolve the splitting experimentally. 
Chapter 6 presents examples of species, methyl-substituted polycyclic aromatic hydrocarbons, 
with intermediate barrier heights, leading to resolvable splittings. These splittings can be used 
to derive the barrier height using programs like XIAM.33 The intensity ratio of A and E states 
depends on symmetry and nuclear statistics; for a non-deuterated methyl internal rotor, the ratio 
is 1:1.36 
 Line intensities are directly proportional to line strength, S, and number concentration, 
N. In turn, the line strength depends on the quantum number J, the rotational temperature, and 
the transition dipole moment for the transition under consideration; for asymmetric tops, line 
strengths can be calculated using many spectroscopic programs, such as PGOPHER.27 In 
Chapters 3 to 6, dipole moment components are taken from computational chemistry 
calculations, but they can also be determined experimentally by applying an external electric 
field and measuring the splitting resulting from the Stark effect.37 Relative line intensities allow 
estimates of relative abundances, as in Chapter 5 for two isomers of oxalic acid-water. 
 
2.4. Supersonic expansion 
In Chapters 3 to 6, rotational spectra were measured using a Fourier-transform microwave 
(FTMW) spectrometer, which has been described in detail in the past.38,39 The sample 
“container” is a cavity composed of two aluminum mirrors housed in a vacuum chamber, which 
is evacuated using a diffusion pump backed by a rotary pump. The electronics used to produce 
the excitation pulse of microwave radiation and detect the molecular emission are discussed in 
the next section. In this section, the generation of sample complexes using a supersonic 
expansion is described. 
 A brief description of a static gas, which does not move or flow as a whole, serves to 
highlight the advantages of a supersonic expansion in high-resolution spectroscopic studies, 
especially those of complexes. For an ideal static gas, the distribution of atomic or molecular 
speeds, f(vm), is represented by the Maxwell-Boltzmann distribution, shown in Equation (2.13), 
which is analogous to the Boltzmann distribution of populations described in Section 2.1.5 
  f (vm) =  4π ൬ M

2πRT൰
3/2

vm2e-Mvm2/2RT (2.13) 
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Here, M is the molar mass, R is the universal gas constant, and T is the temperature. The effect 
of temperature is exhibited by the difference between speed distributions of neon at 298 K and 
5 K; at the higher temperature, the mean speed increases and the distribution widens, as shown 
in Figure 2.4. If sample molecules have a broad distribution of speeds, their emission following 
excitation will be Doppler broadened; for example, radiation emitted from two molecules that 
happen to be travelling away from a detector at two slightly different speeds will be red-shifted 
to different degrees. The broad distribution of speeds also results in many collisions. If a 
molecule that is in an excited state is involved in one of these collisions, its lifetime is cut short, 
leading to further broadening by the time-energy uncertainty principle. Furthermore, because 
the mean speed is high, each collision imparts significant kinetic energy, which can dissociate 
complexes of interest, especially since they already populate excited vibrational energy levels 
at room temperature. As a result, the equilibrium constant of complexation is small, and the 
concentration of complexes is low. These short-comings with respect to resolution and 
sensitivity are overcome by using a cold sample, generated in a supersonic expansion. 

 
Figure 2.4. Molecular speed distributions for a static sample of neon at 298 and 5K and a supersonic expansion 
of neon.  
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A supersonic expansion occurs when a gas at a high stagnation pressure is passed 

through an orifice into a chamber at low pressure.40-43 In Chapters 3 to 6, neon was used as a 
backing gas. If the orifice diameter is much larger than the mean free path of neon at the high 
pressure, many collisions occur as it passes through the orifice. The expansion is approximately 
adiabatic, meaning that any loss of gas enthalpy must equal the kinetic energy of the resulting 
jet. The maximum kinetic energy (and, consequently, flow velocity) occurs when all gas 
enthalpy is converted through collisions into directed mass flow. As a result, the distribution is 
narrow, like a static gas at very low temperatures, but the mean speed is high, as illustrated in 
Figure 2.5. The use of the descriptor “supersonic” stems from the Mach number in the 
expansion, which is the ratio of the flow velocity to the speed of sound in the expansion. The 
local speed of sound is proportional to the square-root of temperature, so it is lowered by the 
cooling in the expansion. In contrast, the flow velocity increases. As a result, the molecules are 
travelling much faster than the local sound of speed, signified by Mach numbers far greater than 
unity. If neon is seeded with a second species at sufficiently high stagnation pressures, the 
seeded species will be carried along with neon, so that both species have the same flow velocity 
and temperature at a given distance from the nozzle. After many collisions, the temperature 
becomes so low that further collisions are rare – the species enters the free molecular regime – 
so temperature can no longer decrease. Before this point is reached, translational and rotational 
degrees of freedom are cooled more quickly than vibrational degrees of freedom; as a result, the 
rotational temperature is lower than the vibrational temperature. The conformational degrees of 
freedom, linked to large amplitude vibrational modes, may be cooled very poorly if significant 
barriers separate conformers. 

 
2.5. Excitation and detection 
Above, it was shown that the time-independent Schrödinger equation describes molecules in the 
absence of external electromagnetic fields. In the presence of radiation, however, the molecules 
are no longer in a stationary state. In a non-stationary state, the time-dependent Schrödinger 
equation must be used, instead.44-47 A rotational transition can be modelled with a two-level 
system. It can be shown that using the density matrix formalism leads to a unit vector, where 
the x, y, and z axes correspond to U and V, two terms related to the coherence, and W, a term 
related to the population difference.46 A molecular ensemble populating its ground state has 
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maximum population difference and no coherence. Applying radiation with a frequency 
resonant to the transition for long enough to move all the molecules into the excited state 
corresponds to population inversion (a π pulse). Applying radiation for half that time (a π/2 
pulse) results in half the molecules being in each state, equating to zero population difference, 
and maximum polarization. In this condition, the ensemble will spontaneously emit coherent 
radiation. 
 For rotational transitions, the frequency of the excitation pulse and subsequent emission 
often lies in the gigahertz range. To overcome the hurdle of digitizing such high frequencies, 
the instrument incorporates superheterodyne detection to down-convert these frequencies, as 
depicted in Figure 2.5. Generation of the excitation pulse begins with a 1-20 GHz microwave 
(MW) synthesizer, which generates a signal of frequency ν, taken as 10 GHz in Figure 2.5. This 
signal is then passed through a power divider, which directs half of the radiation to the excitation 
branch of electronics and the other half to the detection branch. In the excitation branch, the 
signal is then passed through an isolator, which transmits radiation in only one direction, on its 
way to a switch, which is controlled by a pulse generator, referenced to a 10 MHz frequency 
standard in the MW synthesizer. If the switch is open, radiation then passes to a double-balanced 
mixer. The mixer is supplied with a 20 MHz signal derived from the frequency standard, so it 
produces radiation with frequencies of 10 GHz ± 20 MHz from the incident radiation. The 
radiation is then passed through a circulator, which directs the radiation to the cavity. The cavity 
consists of two aluminum mirrors, one of which can be translated with a motor. If the cavity is 
tuned into resonance with the 10 GHz - 20 MHz signal, a standing wave results. For a 
hypothetical species with a rotational transition close to this frequency, excitation will occur. 
For a properly timed (π/2) pulse, macroscopic polarization will occur. Since the transition does 
not need to be at exactly the same frequency as the excitation radiation, the radiation exiting the 
cavity will not be exactly 10 GHz - 20 MHz, but offset by Δν. The bandwidth of the pulse is 
narrower for longer pulses, based on the time-frequency uncertainty principle. Since molecules 
are travelling away from the antenna, but emit in all directions, all transitions are split into two 
components, because of the Doppler effect. For species with small molecular dipole moment 
components, an amplifier is placed between the double-balanced mixer and the switch, leading 
to macroscopic polarization in a shorter time period than would be required for less intense MW 
radiation. This was the case for 2-methylnaphthalene and 1,3-dimethylnaphalene in Chapter 6.  
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 The circulator directs the resulting molecular emission signal from the cavity to the 
detection branch of the electronics. A switch is situated after the circulator, and this is controlled 
by the pulse generator. During the excitation pulse, the switch is closed to protect the detection 
branch of the electronics. If the switch is open, the MW radiation is then passed through a MW 
amplifier and an image rejection mixer, also supplied with the original MW signal from the 
synthesizer. The image rejection mixer generates an intermediate frequency (IF) of 20 MHz, 
offset by Δν. The IF signal is passed through an IF amplifier followed by a mixer supplied with 

 
Figure 2.5. Schematic of spectrometer and pulse sequence. The excitation branch is denoted with the dotted 
rectangle; the detection branch is denoted with the dashed rectangle. (Adapted from Reference 38.) 
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an in-phase 35 MHz signal, which produces an IF signal with a frequency of about 15 MHz, 
also off-set by Δν. This signal is low enough in frequency to be easily digitized. The digitized 
time domain signal of subsequent experiments can be averaged for signal-to-noise improvement 
and is then Fourier-transformed to give a frequency spectrum. In each experiment, a background 
spectrum – measured without the introduction of sample, as shown in the pulse sequence in 
Figure 2.5 – is subtracted from the sample spectrum. 
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3.1. Introduction 
Water clusters play an important and complex role in the atmosphere.1,2 For example, clusters 
of water and atmospheric oxidants, like ozone and hydroxyl radical, may influence Earth’s 
radiative balance by shifting and broadening the absorption of solar and terrestrial emission by 
water.3 Water clusters can also affect other atmospheric reactions, such as the decarboxylation 
of malonic acid, in which the water moiety acts as a catalyst.4 
 Recent theoretical studies of water clusters with carboxylic acids5,6 indicate a growing 
interest in how water clusters can also act as nucleation precursors, potentially bridging the gap 
between gas-phase species and nano-particles in the atmosphere.7,8 This interest can be traced 
to the experimental work of Zhang et al.,9 who demonstrated, with smog chamber experiments, 
that benzoic acid (BA) increases the rate of particle formation in the presence of water and (or 
solely) sulphuric acid.10 This effect is attributed to the stability of the BA-sulphuric acid dimer, 
which could compensate for the large entropic expense of going from individual gas molecules 
to a more ordered phase.11 The addition of a few more sulphuric acid or water moieties to the 
dimer may result in the critical nucleus, a nano-particle to which gas molecules spontaneously 
condense.12 Since water is ubiquitous in the atmosphere, determining the structure and binding 
energy of the BA-H2O dimer may be a further step towards characterizing the critical nucleus. 
 BA occurs in the atmosphere as a primary pollutant from engine exhaust13 and a 
secondary pollutant from the photo-oxidation of aromatic hydrocarbons, such as toluene, which 
leads to secondary organic aerosol.14,15 BA is often detected in particulate matter in field 
studies.16,17 Near the Pearl Delta River, China, for example, BA was found to account for up to 

The benzoic acid–water complex: A potential atmospheric 
nucleation precursor studied using microwave spectroscopy 
and ab initio calculations 
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10% of the organic carbon mass in particulate matter. Absolute concentrations as high as 
200 ng m-3 were measured.17 
 BA is interesting also for its importance in other areas of chemistry. In organic synthesis, 
a substituent is characterized by its effects on substituted BA derivatives, according to the 
Hammett rule.18 Moreover, BA is a building block in a variety of emerging drugs19,20 and nano-
materials.21,22 

 The BA monomer has been studied in the gas phase, using microwave spectroscopy23,24 
and electron diffraction.25 Onda et al. reported the first microwave spectroscopic study; using 
two instruments, a Stark-modulated spectrometer and a Fourier-transform microwave (FTMW) 
spectrometer, they derived two sets of rotational constants.23 No splitting in either a- or b-type 
transitions was observed, so the authors concluded that the barrier to rotation of the carboxylic 
acid group was considerable.23 Very recently, Godfrey and McNaughton reported a second 
microwave spectroscopic study; using a millimetre-wave Stark-modulated free-jet absorption 
spectrometer, they discriminated between the two sets of rotational constants reported by Onda 
et al. and observed the spectrum of the syn-conformer (in which the O=C−O−H dihedral angle 
is 0°).24 Using electron diffraction, Aarset et al. have also observed only the syn-conformer.25 
 Before this work, the only structural study of the BA-H2O dimer has been theoretical. 
Using the MP2/6-311++G(d,p)//MP2/6-31G(d) level of theory, Nagy et al.26 found that the 
monohydrate of the syn-conformer of BA is about 37 kJ mol-1 lower in energy than the 
monohydrate of the anti-conformer. Estimated energies of hydration for the syn- and anti-
conformers were cited as −40 kJ mol-1 and −34 kJ mol-1, respectively, so single hydration of 
both conformers causes significant stabilization. The syn-conformer has two hydrogen bonds, 
so it is representative of many biological systems (in which water acts as both proton donor and 
acceptor), as well as the first step in bulk solvation of BA. 
 More recently, microwave spectroscopic studies of monohydrates of other carboxylic 
acids (including formic,27 acetic,28 and propanoic29 acids) have been reported. The experimental 
results agree with the earlier theoretical predictions; syn-conformers with two hydrogen bonds 
as part of six-membered rings were observed. 
 Motivated by the above considerations, I recorded rotational spectra of BA-H2O and its 
doubly-deuterated isotopologue, BA-D2O, using a FTMW spectrometer. The measured 
transition frequencies were used in a fitting procedure to obtain rotational constants. In addition, 
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centrifugal distortion constants were derived for BA-H2O. By comparing experimental constants 
to calculated values from three computational methods (B3LYP, M06-2X, and MP2), I find that 
the equilibrium structure from the B3LYP calculations gives the best prediction. Narrow 
splittings were observed in two very weak b-type transitions of BA-H2O, and I discuss possible 
tunnelling motions in terms of calculated barrier heights. Structural parameters for the hydrates 
were extracted from their rotational constants and are compared to results from the calculations. 
The interaction energy (of hydration) and spectroscopic dissociation energy were calculated. I 
conclude with the calculation of the equilibrium constant for hydration and a discussion of 
potential atmospheric implications. 
 
3.2. Methods 
3.2.1. Experimental 
I used reagent grade BA (Aldrich, ≥99.5%) without further purification. The melting point of 
BA is 395 K, so the sample was heated in a stainless steel cell. Before the cell, I placed a coil of 
copper tubing, warmed by a resistive heating tape. I also wrapped a heating tape around the 
tubing from the cell to the spectrometer (including the outside surface area of the nozzle). This 
heating tape was adjusted to an outside temperature of roughly 453 K. The BA sample inside 
the cell did not melt, but its solid vapour pressure was high enough to allow sublimation.30 Using 
this heating apparatus, BA monomer transitions were very strong; averaging only 10 cycles 
often resulted in a signal-to-noise ratio greater than 5000. Ne (Praxair) was used as backing gas, 
at a pressure of 1-2 atm. For BA-H2O, I prepared a mixture of water, roughly 0.04%, in Ne. For 
BA-D2O, I used heavy water (Aldrich, 99.9%). 
 Rotational spectra were measured in the range of 4-14 GHz using a FTMW 
spectrometer, which has been described in detail earlier.31,32 Briefly, the sample mixture is 
introduced into an evacuated microwave resonator through a pulsed nozzle. In the resulting 
supersonic expansion, the sample is cooled to a temperature of about 1-2 K and travels coaxially 
to the axis of the resonator. Rotational transitions are then excited with a microwave pulse. 
Subsequently, the molecular ensemble emits radiation with the rotational transition frequencies, 
which is digitized, averaged, and Fourier transformed to give the frequency spectrum. Since the 
emitted radiation travels both parallel and anti-parallel to the resonator axis, all observed 
transitions are Doppler-doubled. I take the arithmetic mean of each Doppler pair as the rest 
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frequency. The pulse repetition rate was set to 2.5 Hz. Targeted automated scans were collected 
in 0.2 MHz steps. 
 
3.2.2. Computational 
To aid in the assignment of the spectrum of BA-H2O, I performed density functional theory 
(DFT) and wavefunction (MP2) calculations for the dimer. Using the calculated rotational 
constants, I was able to specify promising frequency ranges for automated search scans. A 
comparison of the calculated and experimental rotational constants is useful, too, in evaluating 
the general performance of the respective methods. For hydrogen bonded systems, the MP2 
level of theory has been proven to provide structural parameters that result in rotational constants 
of sufficient accuracy for initial spectroscopic searches.33,34 For DFT calculations, I used the 
B3LYP35 and M06-2X36 functionals. B3LYP calculations have also been used to provide 
structural parameters for microwave spectroscopic studies, even if only preliminary to MP2 
calculations.24,37 The recently parameterized M06-2X functional performed well in a structural 
evaluation using a test set of water clusters with sulphur-containing compounds.38 On the other 
hand, for a larger cluster, rotational constants calculated using M06-2X deviated further from 
experimental values than those calculated using B3LYP did.39 The calculations that form the 
basis of our discussions of equilibrium geometry, interaction and dissociation energies, and 
equilibrium constant were done using Gaussian 09,40 with the 6-311++G(2df,2pd) basis set. I 
note that the present level of theory is higher than that used by Nagy et al. in their computational 
investigation of BA-H2O.26 Every equilibrium geometry optimization was followed by a 
frequency calculation to ensure that the stationary point is a minimum. In order to allow us to 
calculate the spectroscopic dissociation energies using the different methods, I also performed 
calculations for the monomers. I accounted for the basis set superposition error (BSSE) in the 
dimer energy calculations using counterpoise corrections.41 The internal dynamics calculations, 
not previously performed by Nagy et al.,26 were done at the B3LYP/6-311++G(d,p) level of 
theory. 
 Transition frequencies were predicted from the calculated rotational constants using 
PGOPHER.42 In turn, the frequencies of the observed and assigned transitions were fitted using 
the PGOPHER program, employing Watson's A-reduction Hamiltonian.43 The PMIFST 
program, a part of the suite PROSPE,44 was used to predict rotational constants for BA-D2O. 
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3.3. Results and discussion 
3.3.1. Rotational spectra 
In order to identify potential transitions of the complex, I accounted for known transitions of 
(H2O)245 and the BA monomer.23,24 I noted at the outset that the BA monomer rotational 
constants derived by Onda et al. from their wave guide spectrum did not agree with the line list 
from their FTMW spectrum.23 Godfrey and McNaughton discuss this discrepancy in detail and 
report rotational constants (derived from their millimetre-wave spectrum) that agree with the 
previously reported line list.24 Though BA was not the focus of this study, I observed 66 
transitions of the monomer during the course of this work. All transition frequencies are listed 
in Table A.1 (Appendix). I fitted rotational parameters, including rotational and centrifugal 
distortion constants, to this expanded data set. The resulting constants are listed in Table 3.1. 
Consistent with the earliest study,23 I did not observe splittings in either a- or b-type transitions, 
indicative of a relatively high barrier to rotation of the carboxylic acid group. When searching 
for the BA-D2O transitions, I noticed that the acidic hydrogen atom exchanges with deuterium 
to some extent during sample injection. I used rotational constants reported by Godfrey and 
McNaughton for the R-OOD isotopologue of BA to identify its transitions, which were less than 
one tenth as intense as those of the parent isotopologue.24 

 
Table 3.1. Experimental rotational constants, quartic centrifugal distortion constants, and planar moment of 
inertia, determined by fitting to observed transition frequencies. 

 BA BA-H2O BA-D2O 
A / MHz 3872.2778(3)a 3838.173(1) 3811.5(2) 
B / MHz 1227.31481(3) 652.48725(9) 623.425(7) 
C / MHz 932.56599(2) 558.44067(8) 536.944(7) 
ΔK / kHz 0.39(6) 0 0 
ΔJK / kHz 0b 0.049(4) 0 
ΔJ / kHz 0.0337(2) 0.0236(2) 0 
δK / kHz 0.095(3) 0.14(2) 0 
δJ / kHz 0.0089(1) 0.0036(2) 0 
Pc / uÅ2 0.183 0.616 1.015 

Nc 66 42 12 
σd / kHz 0.6 0.8 9.7 

    
a One standard deviation of fitted parameters, in units of the least significant digit, is shown in parentheses.
b Parameter was fixed at zero during fitting. c Number of lines included in fit. d Root-mean-square of residuals. 
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I began my search for transitions of BA-H2O using the rotational constants and dipole 

moment components from B3LYP, M06-2X, and MP2 calculations, shown in Table 3.2. With 
all three levels of theory, one global minimum energy conformer was found, in which water acts 
as both a hydrogen bond donor and acceptor in a six-membered ring, as pictured in Figure 3.1. 
Since the predicted a-dipole moment is much larger than the b-dipole moment, regardless of 
level of theory, I first searched for the 71,7←61,6, 70,7←60,6, and 71,6←61,5 transitions by 
performing automated scans in frequency ranges defined by ±2% deviations in the calculated 
rotational constants. The transitions were found less than 50 MHz lower in frequency than the 
B3LYP-predicted frequencies. Using these three transition frequencies in a preliminary 
determination of A, B, and C rotational constants, I was able to locate further a-type transitions, 
giving 40 in all, whose frequencies were then used in a spectroscopic fit. At this stage, the ΔJ 
and δJ centrifugal distortion parameters were fixed at zero. The highest rotational transition I 
observed is the 111,10←101,9 transition. I did not observe any splitting in the a-type transitions. 
A representative a-type transition is shown in Figure 3.2a. 
 Next, I searched for b-type transitions, and located the 41,4-30,3 and 71,7-60,6 transitions, 
each less than 25 kHz lower in frequency than given by the fit of a-type transitions. Both 
transitions were very weak, consistent with the small predicted b-dipole moment component. 

    
Table 3.2. Predicted rotational constants, planar moment of inertia, relative deviation from experimental 
rotational constants, and dipole moment components of BA-H2O, calculated using DFT and MP2 methods with 
the 6-311++G(2df,2pd) basis set. 

 B3LYP M06-2X MP2 
A / MHz 3864.41 3880.34 3849.97 
B / MHz 655.83 660.36 662.27 
C / MHz 561.31 564.92 565.69 
Pc / uÅ2 0.508 0.471 0.492 

(ΔA/A)a / % 0.68 1.10 0.31 
(ΔB/B) / % 0.51 1.21 1.50 
(ΔC/C) / % 0.51 1.16 1.30 
Aveb / % 0.57 1.16 1.03 
|μa| / D 1.1 1.1 1.3 
|μb| / D 0.3 0.2 0.3 
|μc| / D 1.3 1.3 1.3 

    
a Relative deviation; for example, [(Acalc-Aexp)/Aexp]×100%. b Average deviation of A, B, and C rotational 
constants. 
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Repeated averages of 5 000 to 30 000 cycles revealed a complicated splitting pattern consisting 
of four components (Doppler pairs). A representative b-type transition is shown in Figure 3.2b. 
The observed splitting will be discussed in more detail in the Tunnelling section. The centre 
frequencies were included in a final fit to give the rotational and centrifugal distortion constants 
listed in Table 3.1. A complete line list is given in Table A.2. I also searched for, but did not 
observe, c-type transitions, although the predicted c-dipole moment component is similar in 
magnitude to the predicted a-dipole moment. I conclude that large amplitude motion of the 
unbound hydrogen of the water moiety across the ab plane averages out to give an effectively 
planar structure. This observation is consistent with previous studies of other carboxylic acid-
water clusters.28,29 

 By comparing the experimental A, B, and C rotational constants with the predicted 
values, I can draw some conclusions about the performance of the respective ab initio methods. 
As shown in Table 3.2, at all three levels of theory, the equilibrium structures correspond to 
rotational constants that exceed the experimental rotational constants. The rotational constants 
determined from the B3LYP structure are in the best agreement with experimental values, with 
an average discrepancy of 0.57%. Equilibrium structures calculated using the M06-2X and MP2 

 
Figure 3.1. Minimum energy structure of BA-H2O calculated at the MP2/6-311++G(2df,2pd) level of theory 
and viewed in the ab (upper) and ac (lower) planes. 
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methods correspond to rotational constants that more grossly exceed the experimental rotational 
constants; average discrepancies are 1.16 and 1.03%, respectively. The frequencies of the a-
type transitions of BA-H2O are most sensitive to the B and C rotational constants, which B3LYP 
predicts more accurately than the other methods. For example, the discrepancies in the values 
of B predicted by B3LYP and MP2 are 0.51 and 1.50%, respectively. Based on this comparison, 
B3LYP is the most suitable method for this complex, both more accurate and computationally 
affordable than MP2.  
 I also measured transitions of the BA-D2O dimer, in the hopes of observing splitting of 
its b-type transitions, which could then be compared to that of the b-type transitions of BA-H2O. 
I began my search by looking for a-type transitions, predicted using the PMIFST program, by 
taking the B3LYP equilibrium geometry of BA-H2O and substituting the hydrogen atoms of the 
water moiety with deuterium atoms. Following overnight conditioning of the sample cylinder 
and all tubing, I was able to observe weak transitions. In all, 12 a-type transitions were measured 
and these are listed in Table A.3. Although my primary motivation in studying the BA-D2O 
dimer was to see if the greater mass of deuterium atoms would affect splitting of the b-type 

 
Figure 3.2. Representative transitions of BA-H2O, measured using 0.5 mW excitation pulses. Panel (a) 
illustrates an average of 250 cycles, measured with an excitation pulse length of 2 μs; panel (b) illustrates an 
average of 10 000 cycles, measured with an excitation pulse length of 3 μs. Doppler pairs are denoted with grey 
brackets. 
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transitions, the low intensity of even the expectedly intense a-type transitions precluded 
measurement of the b-type transitions. Nonetheless, fitted A, B, and C rotational constants are 
listed in Table 3.1. I note that A is not well determined because no b-type transitions were 
observed. 
 
3.3.2. Structure 
In keeping with the relatively close agreement in rotational constants between the three levels 
of theory, the respective equilibrium geometries are fairly consistent, as demonstrated by the 
bond lengths and angles listed in Table 3.3. Given that the equilibrium geometry calculated 
using B3LYP gives the best spectral agreement, I expect that it is the closest to reality. In this 
structure, the distance between the oxygen and hydrogen atoms participating in the C=O∙∙∙H−O 
hydrogen bond is 1.95 Å; the corresponding distance in the O−H∙∙∙O hydrogen bond is 1.80 Å. 
For the trifluoroacetic acid-H2O dimer,46 these distances are 2.235 Å and 1.746 Å, respectively. 
The C=O∙∙∙H−O hydrogen bond in BA-H2O is significantly shorter, indicating it is a stronger 
bond. This difference is consistent with the inductive effect: the highly electronegative fluorine 
atoms in trifluoroacetic acid decrease the electron density on the oxygen atoms of the carboxylic 
acid functional group and weaken the hydrogen bonds in trifluoroacetic acid-H2O. However, 
the inductive effect also weakens (lengthens) the O−H bond, so the total O−H∙∙∙O bond length 
is about the same for both complexes. 

 
Table 3.3. Bond lengths, bond angles, interaction energies, and dissociation energies of BA-H2O from DFT and 
MP2 calculations, using the 6-311++G(2df,2pd) basis set. 

 B3LYP M06-2X MP2 
R(C=O) / Å 1.22 1.21 1.22 
R(C−O) / Å 1.34 1.33 1.33 
R(O-H) / Å 0.99 0.98 0.99 

R(C=O∙∙∙H-O) / Å 1.95 1.98 1.93 
R(O-H∙∙∙O) / Å 1.80 1.78 1.76 
(O-H∙∙∙O)a / ° 139.5 136.1 139.4 
(O∙∙∙H-O)b / ° 157.4 157.4 158.2 
ΔEc / kJ mol-1 -41.4 -48.2 -41.9 
D0d / kJ mol-1 30.5 38.0 31.7 

    
a Angle of long hydrogen bond. b Angle of short hydrogen bond. c Counterpoise corrected interaction energy.  
d ZPE-corrected dissociation energy. 
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 Although an exact structural determination from experiment requires many single 
isotopic substitutions (so that even my BA-D2O spectrum is unhelpful in this respect), I make 
some general observations below, based on the planar moment of inertia, Pc, calculated 
according to Equation (3.1). 
 Pc = ෍ mici2  = 1

2  (IA+ IB- IC) = h
16π2 ൬1

A + 1
B - 1

C൰ (3.1) 
Here, mi is the mass of atom i; ci is its coordinate along the c principal axis; IA, IB, and IC are 
moments of inertia of the dimer about its principal inertial axes; h is the Planck constant; and A, 
B, and C are the rotational constants. As mass distribution outside the ab plane increases, so 
does Pc. Values of Pc from DFT and MP2 calculations are included in Table 3.2, and the 
experimentally determined values for BA-H2O and BA-D2O are included in Table 3.1. For both 
structures, the small non-zero values of Pc indicate that they are essentially planar. The DFT-
calculated value is closest to experiment, since ௖ܲ depends on all three rotational constants. 
 Since BA-H2O is nearly planar, the ab planes of BA and BA-H2O roughly overlap. 
Following the method derived by Ouyang and Howard,29 I determined the angle θ between the 
a principal axis of BA and the intermolecular axis of BA-H2O, according to Equation (3.2). 
 sin2θ = IA൫μRcm2 + Ia + Ib - IA൯ - Ia(μRcm2 + Ib)

μRcm2(Ib - Ia)  (3.2) 
Here, Ia, Ib, and Ic are the moments of inertia of the BA monomer about its principal inertial 
axes; μ is the reduced mass of the dimer, defined as the product of the monomer masses divided 

      
Table 3.4. Orientation of the BA and H2O moieties in BA-H2O and BA-D2O and force constant and binding 
energy of BA-H2O, calculated using a pseudo-diatomic model (ref. 50). 

 BA-H2O    BA-D2O 
 Experiment B3LYP M06-2X MP2 Experiment 

θa / ° 4.9 0.1 0.3 0.3 6.4 
Rcmb / Å 4.81 4.78 4.77 4.75 4.82 

DJ c / kHz 0.0309     
ksd / N m-1 13.2     

EDe / kJ mol-1 25.4     
      

a Angle between the a principal inertial axis of the BA moiety and the intermolecular axis. b Distance between 
the centres of mass of monomers. c Centrifugal distortion constant in Watson’s S-reduction. d Force constant for 
the intermolecular stretching vibration of the dimer. e Dissociation energy of the dimer; though it is the same 
property as D0 (listed in Table 3.3 for the ab initio calculations), it is historically denoted differently. 
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by their sum; and Rcm is the distance between the centres of mass of the monomers, which was 
calculated using Equation (3.3). 
 μRcm2 = IC - Ic (3.3) 

I did not use my DFT or MP2 calculations to introduce ad hoc corrections to this simple model 
of the cluster; the results are compared to the same parameters for the predicted equilibrium 
geometries in Table 3.4. Both methods result in a value of θ less than 5°, so the intermolecular 
bonding axis is nearly parallel to the a principal inertial axis of BA. My Rcm value of 4.81 Å is 
considerably larger than that observed for propanoic acid-H2O, 3.619 Å,29 simply since BA is a 
larger carboxylic acid, so that its centre of mass lies further away along the intermolecular axis. 
 
3.3.3. Tunnelling 
The complicated splitting pattern in the observed b-type transitions (see Figure 3.2b) is an 
indication of quantum mechanical tunnelling. Since the b-dipole moment is so small, calculated 
to be 0.1 D, only two b-type transitions could be measured. There is insufficient information to 
determine any tunnelling barrier heights from the spectroscopic data. Instead, I investigated the 
potential tunnelling motions using DFT calculations. Initially, I looked at four different motions. 
First, I considered motions analogous to the three described by Ouyang et al.,46 for 
trifluoroacetic acid-H2O, and by Canagaratna et al.,47 for nitric acid-H2O: (1) wagging of the 
unbound hydrogen atom of water, through the mirror plane of the BA moiety; (2) rotation of 
water about the lone pair hydrogen-bonded to BA; and (3) rotation of water about its C2 axis. 
Additionally, I considered (4) exchange of the two hydrogen-bonded protons, a motion similar 
to that described for the BA-formic acid dimer.37 
 Often, calculations of tunnelling barriers are done by scanning one internal coordinate, 
which is supposed to be associated with the tunnelling motion, while all others are fixed. Using 
an alternate method, I searched for transition states connecting the minima on either side of the 
tunnelling barriers using the synchronous transit-guided quasi-Newton method.48 The transition 
states were then confirmed by running transition state optimization (option opt=ts in Gaussian) 
and frequency calculations. Finally, counterpoise correction calculations were run. For each 
transition state, one imaginary frequency was observed. Displacement vectors based on normal 
mode analyses showed that the vibrations associated with the imaginary frequencies lie along 
the tunnelling paths. 
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 Tunnelling motion (1) is the wagging of the unbound hydrogen atom of water, through 
the mirror plane of BA. The transition state has Cs symmetry, with all atoms in the plane, as 
illustrated in Figure 3.3a. Considering only the electronic energy of the minimum and transition 
state, tunnelling motion (1) involves a small barrier of 2.3 kJ mol-1. However, effects of the 
zero-point energy (ZPE) and basis set superposition error (BSSE) to both the minimum and 
transition state must be taken into account. The ZPE and BSSE are 2.1 kJ mol-1 and 1.0 kJ mol-1, 
respectively, greater for the equilibrium structure than for the transition state, such that the 
barrier disappears and the transition state turns into a shallow minimum I note that the small 
negative difference, 0.8 kJ mol-1, between the fully-corrected energies of the initial transition 
state and minimum could be due to counterpoise corrections being applied after the geometry 
optimizations; since BSSE actually alters the potential energy surface, the minimum and 
transition state geometries might not be absolutely correct.49 In any case, the absence of a barrier 
to tunnelling motion (1) is consistent with large amplitude motion of the unbound hydrogen, 
which I invoked above to explain the absence of c-type transitions.  
 Tunnelling motion (2) is the rotation of the water moiety about an axis that includes the 
oxygen atom and the lone pair of electrons hydrogen-bonded to BA. The transition state has Cs 
symmetry, with the hydrogen atoms of water unbound and pointing out of the mirror plane, as 
illustrated in Figure 3.3b. After correcting for ZPE and BSSE, the barrier height is calculated to 
be 7.0 kJ mol-1 or 590 cm-1. The barrier to the analogous motion in trifluoroacetic acid-H2O has 
previously been calculated to be of similar magnitude, about 1000 cm-1. It is possible that, had 
the highest energy trifluoroacetic acid-H2O structure along the tunnelling path been subjected 
to a transition state optimization, the barrier height may have been lowered. 

 
Figure 3.3. Internal motions 1 (a), 2 (b), and 4 (c) involving the water moiety. 
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 Tunnelling motion (3) is the rotation of water about its C2 axis. For the analogous motion 
in trifluoroacetic acid-H2O, Ouyang et al. calculated a large barrier of 4500 cm-1, which is 
consistent with the breaking of both hydrogen bonds.46 Repeated computational searches for a 
transition state associated with this motion in BA-H2O, beginning with slightly different 
proposed structures with roughly 90° rotation of the water moiety, always ended with the 
transition state for tunnelling motion (2). For the purpose of comparison, I tried to locate the 
transition state for tunnelling motion (3) in trifluoroacetic acid-H2O. Similarly, this search 
resulted in the transition state associated with tunnelling motion (2), rotation of water about the 
lone pair hydrogen-bonded to the acid. I conclude that the proposed transition state in fact lies 
on the "bank" of a saddle-point, to which it relaxes in the course of the calculation: in other 
words, it is not a minimum in any coordinate. 
 Tunnelling motion (4) is the exchange of the two hydrogen-bonded protons. The 
transition state has Cs symmetry, with the mirror plane of the complex perpendicular to the 
mirror plane of BA, as illustrated in Figure 3.3c. After correcting for ZPE and BSSE, the barrier 
height was calculated to be 47 kJ mol-1 or 4000 cm-1, certainly too great to contribute 
significantly to the observed small tunnelling splittings. I note that this barrier is greater than 
those determined for proton exchange in carboxylic acid dimers. For example, the barrier to 
proton exchange in BA-formic acid has been experimentally determined to be about 
2400 cm-1.37 
 In summary, tunnelling motion (2) is likely the only candidate for the observed splitting. 
However, how this tunnelling motion can cause a relatively complicated splitting pattern with 
four components remains unclear. 
 
3.3.4. Interaction and dissociation energies 
Using my results from DFT and MP2 calculations, I have predicted the interaction and 
spectroscopic dissociation energies of BA-H2O at different levels of theory. Following Boys 
and Bernardi,41 I calculated the counterpoise-corrected interaction energy, ∆Eint, using Equation 
(3.4). 
 ∆Eint = EABαβ (AB) - EABαβ (A) - EABαβ (B) (3.4) 

Here, superscript αβ denotes the basis set of dimer AB, subscript AB denotes the geometry of 
the dimer, and E is the energy of the species in parentheses, so that the last term, for example, 
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is the energy of monomer B “frozen” in the geometry it adopted in the optimized dimer, 
evaluated using the basis set of the dimer. Values for the interaction energy at the three levels 
of theory are listed in Table 3.3. The MP2-predicted interaction energy, −41.9 kJ mol-1, is in 
excellent agreement with the value calculated by Nagy et al., roughly −40 kJ mol-1, using a 
slightly lower level ab initio calculation.26 The DFT-predicted interaction energy is slightly less 
negative, indicating that hydration of the syn-conformer is less stabilizing at this level of theory. 
The M06-2X-predicted interaction energy is much more negative, in fact, anomalously so. This 
excess stabilization could be an indication that dispersive interactions are being over-estimated. 
 The dissociation energy, D0, can be calculated using Equation (3.5). 
 D0 = - ∆Eint - (ZPEBA-H2O - ZPEBA - ZPEH2O) (3.5) 

The values for the ZPE of the dimer calculated using the B3LYP, M06-2X, and MP2 methods 
are 369, 373, and 371 kJ mol-1, respectively. The combined ZPE corrections (- ∆Eint - D0) 
calculated using the B3LYP, M06-2X, and MP2 methods are 10.9, 10.2, and 10.2 kJ mol-1, 
respectively. Resulting values for the spectroscopic dissociation energy are listed in Table 3.3. 
The MP2-predicted value, 31.7 kJ mol-1, is similar to that of the glycine-H2O dimer, another 
doubly hydrogen-bonded cluster incorporating a six-membered ring.39 Again, the B3LYP-
predicted value is similar, but the M06-2X-predicted value is over 6 kJ mol-1 greater, as a result 
of the much more negative interaction energy. Écija et al. observed a similar discrepancy for a 
variety of biologically-relevant monohydrates.39   
  Using a simple pseudo-diatomic model, I also determined a rough estimate of the 
dissociation energy from experimental rotational and centrifugal distortion constants. The force 
constant of the intermolecular stretching vibration, ks, can be calculated using Equation (3.6).50 
 ks = 16 π4μ2Rcm2

hDJ
ൣ4B4 + 4C4 - (B - Cሻ2(B + C)2൧ (3.6) 

Here, μ is the reduced mass of the monomers, Rcm is the distance from the centres of mass of the 
monomers, h is the Planck constant, DJ is a distortion constant in Watson’s S-reduction 
Hamiltonian,43 and B and C are the experimental rotational constants. The distortion constant 
DJ was calculated using Equation (3.7).51 
 DJ = ∆J - 2δK(B - C)

2A - B - C  (3.7) 
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Here, A, B, and C are the measured rotational constants; and ΔJ and δK are centrifugal distortion 
constants in Watson's A-reduction Hamiltonian.43 As shown by Novick et al.,52 for a Lennard-
Jones potential, the dissociation energy can be calculated using Equation (3.8). 
 ED = 1

72 ksRcm2 (3.8) 
The results of these calculations for BA-H2O are summarized in Table 3.4. The force constant 
was found to be 13.2 N m-1, almost three times the value reported for the fluorobenzene-H2O 
dimer, 5.3 N m-1, another hydrogen-bonded cluster.51 A dissociation energy of 25.4 kJ mol-1 was 
estimated. Certainly, this simplified model is not as accurate as my MP2 calculations, which 
yielded a dissociation energy of 31.7 kJ mol-1, but it does provide an appealing and intuitive 
picture of intermolecular bonding. Écija et al. reported ED values typically one half of ab initio 
results,39 so the far better agreement observed in the present work is surprising and attests to the 
utility of this simple model for some systems. 
 
3.3.5. Equilibrium constant and atmospheric implications 
Equilibrium constants can be calculated from statistical thermodynamics using two methods.53 
Using the first method, one calculates the equilibrium constant from the Gibbs free energy 
change in going from reactants to products, without investigating the partition functions on 
which it is based, as illustrated, for example, by Vaida and Headrick.54 Using the second method, 
the equilibrium constant is calculated directly from the partition functions of reactants and 
products, as illustrated, for example, by Ouyang and Howard.29 The latter method is 
advantageous, because experimental parameters can be easily introduced; for example, the 
rotational partition function can be calculated from the reported experimental values, better 
constraining the total partition function. Furthermore, differences between equilibrium 
constants can be thoroughly rationalized if the translational, rotational, and vibrational partition 
functions are investigated individually.  
 The partition functions of BA, H2O, and BA-H2O are calculated according to basic 
statistical mechanics.55 The translational partition function of each species depends simply on 
its mass. The rotational partition function of each species depends on its symmetry number, σ, 
and rotational constants. For H2O, σ = 2, and rotational constants are reported by Messer et al.56 
For BA and BA-H2O, σ = 2 and σ = 1, respectively, and rotational constants are reported above. 
The vibrational partition function of each species is calculated on the basis of vibrational 
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frequencies calculated for the equilibrium geometry at the MP2/6-311++G(2df,2pd) level of 
theory. The electronic partition function of each species is 1, and the total partition function is 
the product of the four contributions. The equilibrium constant for hydration is calculated using 
Equation (3.9).  
 Kp,BA-H2O = (2qBA-H2O⊖ eD0kTNA)/(qBA⊖ qH2O⊖ ) (3.9) 

Here, qi⊖ is the overall partition function of species i, D0 is dissociation energy, kB is the 
Boltzmann constant, T is temperature in Kelvin, and NA is Avogadro’s constant. I follow 
Ouyang and Howard, multiplying the typical expression by 2, to account for large amplitude 
motion of the unbound hydrogen, which gives two enantiomers.29 D0 is taken as the value from 
my MP2 calculations, discussed above. 
 Temperature is known to affect nucleation57 and condensational growth58 of aerosols in 
the atmosphere, for instance, by changing the saturation vapour pressures of trace gases.59 For 
different regions, I estimated the effect of changing altitude, with its attendant changes in 

 
Figure 3.4. Variations in percentage of BA hydrated as a function of altitude in different regions. 
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temperature and water saturation vapour pressure, on Kp and the percent of BA hydrated, χ, 
calculated using Equation (3.10).46 
 χ = Kp,BA-H2O

pH2O
p⊖ 100% (3.10) 

Here, pH2O is the partial pressure of water, and p⊖ is the ambient pressure. I refer to Ellingson 
et al.60 for subarctic summer, mid-latitude summer, and tropical atmospheric conditions. The 
resulting profiles of χ are shown in Figure 3.4. At ground level, χ is about the same in all three 
regions. Some variations occur at higher altitudes, most notably at 14 km and above. The 
oscillation of χ in the tropical region is due simply to an oscillation of temperature. 
 I also estimated the effect of seasonal variations on χ at a monitoring site in Alberta, 
Canada, for which temperature and relative humidity measurements are available during the 
period of January 2010 to January 2013. Measurements were extracted from the Clean Air 
Strategic Alliance database61 for the "Calgary Northwest" monitoring station. Calgary 
Northwest is located in Calgary, Alberta, a major city with a population of over 1 million. 

 
Figure 3.5. Seasonal variations in partial pressure of water, equilibrium constant, and percentage of hydrate, 
based in part on vibrational frequencies and dissociation energy at the MP2/6-311++G(2df,2pd) level of theory. 
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Seasonal variations in temperature and water vapour concentration at the site are extreme. To 
calculate the saturation vapour pressure of water as a function of temperature, I use the 
parameterization of Hyland and Wexler,62 which has been validated both above and below 
273.15 K (in the latter case, for super-cooled water).63 Results are illustrated in Figure 3.5. 
Extremely low winter temperatures, occasionally as severe as 233 K, result in higher values of 
Kp and lower values of pH2O, though relative humidity may be high (because the saturated vapour 
pressure of water is very low at these winter temperatures). Summer temperatures result in lower 
values of Kp and higher values of pH2O. I find that the percent of BA hydrated varies only slightly 
with season; the maxima correspond to maxima in pH2O, so the trend in pH2O dominates the trend 
in Kp. The yearly average is about 1%, similar to the value of 1.4% calculated by Ouyang and 
Howard for propanoic acid-H2O.29 However, when substituting the dissociation energy 
calculated using MP2 with that calculated using M06-2X, the yearly average increases to about 
18%. Thus, deviations in dissociation energy, one of the few estimated parameters, cause 
relatively large changes in Kp, and χ is consequently approximate. 
 Whether or not BA-H2O is prevalent in the gas phase, it represents the first step in the 
hydration of BA in aqueous aerosols, both in the bulk and at the air-water interface. Since BA 
is amphiphilic, it is surface active, decreasing the surface tension of water64 and potentially 
enhancing cloud formation.65 In the observed isomer of BA monohydrate, the acid group 
participates in a six-membered hydrogen-bonded ring; furthermore, in the predicted minimum 
energy isomer of BA dihydrate, the acid participates in a cooperative eight-membered hydrogen-
bonded ring. Consequently, at the interface, the acid group is expected to participate in a 
hydrogen bond network with water molecules, while the hydrophobic aromatic ring buoys the 
molecule. This general representation is consistent with recent observations of BA at the air-
water interface in liquid jet experiments.66  
 
3.4. Conclusions 
This is the first experimental investigation of the structure of BA-H2O. The good agreement 
between the experimental rotational constants and those from the ab initio equilibrium geometry 
is definitive evidence that a six-membered, hydrogen-bonded ring forms between BA and H2O, 
as has been observed for other carboxylic acid-H2O complexes. In addition, the stability of the 
complex was investigated using ab initio calculations; in particular, the interaction energy, 
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dissociation energy, equilibrium constant, and percentage of hydrate were calculated. Although 
the predicted percentage of hydrate is only approximate, the complex is certainly stable enough 
to occur in the atmosphere.  
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4.1. Introduction 
In the atmosphere, photo-oxidation of volatile organic compounds (VOCs) is a significant 
source of carboxylic acids.1  These and other low-volatility oxygenated products form secondary 
organic aerosol (SOA),2 by condensing onto pre-existing particles3 or first participating in 
nucleation.4 For example, the addition of aromatic carboxylic acids to gas-phase mixtures of 
sulphuric acid and water increases the rate of nucleation;5 at the molecular scale, a ternary 
critical nucleus (from which further particle growth is spontaneous)6 may result from the 
inclusion of a single carboxylic acid molecule in an otherwise binary cluster.7 One step towards 
characterizing critical nuclei is the characterization of carboxylic acid-water clusters. 
 Aromatic VOCs are the most important anthropogenic SOA precursors, accounting for 
up to 12% of global SOA.8 The structural isomers of xylene are emitted by transportation and 
industry, such as oil refining.9 For instance, the concentration of o-xylene measured over the 
Athabasca oil sands in Alberta is 85 times greater than the background concentration.10 SOA 
mass yields of about 10-25% have been measured for the oxidation of o-xylene by hydroxyl 
radical,11 and the reaction mechanism has been investigated thoroughly, both experimentally (in 
smog chambers)12,13 and theoretically (using ab initio calculations).14 Hydrogen abstraction 
from o-xylene by hydroxyl radical leads to the formation of o-tolualdehyde;15 further oxidation 
leads to the formation of o-toluic acid (OTA).16 OTA and its structural isomers, m- and p-toluic 
acid, have been detected in atmospheric aerosols sampled in the North China Plain, and the 
diurnal trend in their concentrations is similar to that of benzoic acid (BA),17 possibly indicating 
a mutual source in addition to photo-oxidation, such as primary engine exhaust emissions.18  

Rotational spectroscopy of the atmospheric  
photo-oxidation product o-toluic acid  
and its monohydrate 
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 OTA has been investigated in earlier spectroscopic studies. Ito et al. used ultraviolet 
absorption spectroscopy to demonstrate increasing formation of the hydrogen-bonded OTA-
OTA complex in solution with decreasing temperature.19 More recently, Babu et al. investigated 
OTA in the solid phase using Fourier-transform infrared and Raman spectroscopies.20 Using 
X-ray diffraction, Polito et al. determined that the crystal structure of OTA is composed of 
hydrogen-bonded ribbons; in each monomer unit, the carbonyl oxygen atom, rather than that 
bonded to the acidic hydrogen atom, is neighbouring the methyl group.21 In the gas phase, the 
ionization energy of OTA has been measured by photo-ionization mass spectrometry;22 
however, the structure of OTA in the gas phase has not been investigated. Furthermore, the 
OTA-H2O complex has not been investigated previously, either experimentally or theoretically. 
 Using high-resolution microwave spectroscopy, the structures (and, in some cases, 
dynamics) of hydrates of several atmospherically-relevant carboxylic acids have been 
characterized in the past, including BA,23 formic acid,24 and perfluorobutyric acid,26 a persistent 
organic pollutant. In the minimum energy conformers of these complexes, water is bound to the 
acid by two hydrogen bonds, participating in the formation of a six-membered intermolecular 
ring by acting as both proton donor and acceptor.23 
 Here, I investigate the structure and dynamics of OTA and OTA-H2O in the gas phase 
using high resolution microwave spectroscopy and ab initio calculations. Rotational transitions 
of one conformer of each species were observed, and the spectra were fitted using a conventional 
semi-rigid rotor Hamiltonian. Internal dynamics, including large amplitude motions of the 
methyl group and the water moiety, are discussed in terms of calculated barrier heights. 
Hydrogen bond energies and dissociation energies are discussed in the context of the quantum 
theory of atoms in molecules (QTAIM) and symmetry adapted perturbation theory (SAPT). 
Finally, the percentage of OTA hydrated in the atmosphere is estimated on the basis of 
dissociation energies and partition functions, using statistical thermodynamics. 
 
4.2. Methods 
4.2.1. Experimental 
A cavity-based Fourier-transform (FTMW) spectrometer was used to measure the rotational 
spectra of OTA and OTA-H2O in the range of 5-14 GHz. The spectrometer has been described 
in detail previously.26,27 Briefly, the sample is injected through the nozzle, which is set near the 
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centre of one of two aluminium mirrors that compose the microwave resonator. The difference 
in pressure across the nozzle results in a supersonic expansion, in the earlier stages of which the 
sample molecules are cooled to a (rotational) temperature of about 1 K by collisions with 
backing gas molecules. A near-resonant π/2 microwave excitation pulse causes polarization of 
the sample, after which molecules spontaneously emit radiation at the transition frequency. The 
emission signal is digitized in the time domain, averaged, and Fourier-transformed into the 
frequency spectrum. Because the resonator axis and supersonic expansion are oriented 
coaxially, lines are split into Doppler pairs. The average is used as the rest frequency. Automated 
scans for targeted transitions were collected in 0.2 MHz increments. 
 Reagent grade OTA (Aldrich, 99%) was used without further purification. Because the 
melting point of OTA is 378 K, it was placed in a stainless steel container heated to about 383 K, 
downstream of a heated coil of copper tubing. Backing gas, Ne (3-5 atm), was passed over the 
melted sample before reaching a pulsed solenoid nozzle, which was heated to about 523 K in 
order to prevent deposition in the nozzle. To prepare OTA-H2O, I passed a mixture of about 
0.1% water in Ne over the OTA sample. 
 
4.2.2. Computational 
Optimized structures of OTA and OTA-H2O were used to predict the rotational spectra of these 
species and to define frequency ranges to search for targeted transitions. Both density functional 
theory (DFT) and wavefunction-based electronic structure calculations were used in 
Gaussian09.28 For DFT calculations, the B3LYP functional was used.29 For wavefunction-based 
calculations, second order Møller-Plesset (MP2) perturbation theory was applied.30 Both 
methods were implemented with the Pople basis set 6-311++G(2df,2pd).31 Minimum energy 
structures were found using geometry optimizations, followed by frequency analyses to verify 
that no imaginary frequencies occurred. Zero-point energy (ZPE) corrections were also 
determined from frequency analyses. Transition states along coordinates associated with large 
amplitude motions were initially located using relaxed scans of the potential energy surface. 
Transition states were subsequently verified by geometry optimizations (“opt=ts”) and 
frequency analyses, which gave one imaginary frequency. For the complex, the Boys and 
Bernardi counterpoise correction was used to correct for basis set superposition error (BSSE).32 
QTAIM,33 as implemented in Multiwfn,34 was used to analyse the calculated electron density 
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distributions of OTA and OTA-H2O and to characterize inter- and intramolecular non-covalent 
bonding. In order to export the MP2-calculated wavefunctions to input files for Multiwfn, the 
keywords “density=current” and “output=wfx” were used. Atomic energies were corrected for 
errors resulting from numerical integration.35 SAPT,36 as implemented in PSI4,37 was used as 
an alternate method to characterize the non-covalent bonding. As a compromise between 
accuracy and computing time, I used zeroth-order SAPT (SAPT0) with the jun-cc-pVDZ basis 
set.38 
 Rotational spectra were predicted from the calculated rotational constants using the 
PGOPHER program.39 In turn, the measured transition frequencies were input in PGOPHER to 
fit rotational and quartic centrifugal distortion constants, using Watson’s A-reduction 
Hamiltonian.40  
 
4.3. Results and discussion 
4.3.1. Spectrum, structure, and internal dynamics of the o-toluic acid monomer 
Four conformers of the OTA monomer were located at the MP2/6-311++G(2df,2pd) level of 
theory, as illustrated in Figure 4.1. In the two most stable conformers, I and II, the carboxylic 
acid group is rotated slightly (about 7°) out of the plane of the aromatic ring, and the acidic 
hydrogen atom is oriented in a syn-conformation with respect to the carbonyl oxygen atom. In 
I, the carbonyl oxygen atom, rather than that of the hydroxyl moiety, is adjacent to the methyl 
group. Rotating about the bond between the aromatic ring and the carboxylic acid group by 
roughly 180° results in II. In the two least stable conformers, III and IV, the acidic hydrogen 
atom is oriented in an anti-conformation. In III, the carbonyl group is rotated approximately 
35° out of the plane of the aromatic ring, and in IV, it is rotated about 180° from that of III. 
Relative energies (including ZPE corrections), relative free energies, abundances, rotational 
constants, and dipole moments for the optimized structures are shown in Table 4.1. 
 I began my spectral search by scanning for transitions of I and II, because III and IV 
are expected to be present at abundances of less than 0.5%, even at the elevated nozzle 
temperature. The predicted rotational constants of the two most stable conformers are very 
similar, so targeted transitions were predicted to vary in frequency only slightly. For example, I 
first targeted the 51,5–41,4 transition using an automated scan in the range of 8500-8750 MHz; 
for I and II, the predicted frequencies of this transition are about 8666 and 8670 MHz, 
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respectively. In the experimental scan, however, only one candidate for this particular transition 
was observed. Among others, the 41,3–31,2 and 50,5–40,4 transitions were also in this range, and 
together these three lines were used in a preliminary spectroscopic fitting procedure. In all, 27 
a-type transitions and 13 b-type transitions were observed (see Table A.4 in Appendix), whose 
frequencies were used to determine the rotational and quartic centrifugal distortion constants 
shown in Table 4.2. A representative transition is shown in Figure 4.2. The percent mean 
absolute discrepancies between predicted and experimental rotational constants are only 0.6 and 
0.7% for I and II, respectively, so the rotational constants alone do not strictly allow assignment 
of the spectrum to either conformer. However, achieving optimal intensity for b-type transitions 
required a longer microwave pulse width than that required for a-type transitions, indicating that 
the b-dipole moment component is smaller than the a-dipole moment component. This 
observation is consistent with I, which has a predicted abundance of 77.6%, but not II. 
Conformer I has also been observed in the crystal structure of the acid.21 Conformer II has a 
predicted abundance of 21.8% at the elevated nozzle temperature, and it is separated from I by 
a significant barrier, 17.2 kJ mol-1 at the B3LYP/6-311++G(d,p) level of theory, which likely 

 
Figure 4.1. Conformers of OTA monomer, optimized at the MP2/6-311++G(2df,2pd) level of theory. 
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prevents conformational cooling in the molecular expansion. However, I failed to achieve 
adequate sensitivity to detect II, because (i) the gas-phase sample was difficult to generate, and 
(ii) the OTA spectrum is very dense – even at a rotational temperature of 1 K, many energy 
levels are populated. 

  
Table 4.1. Calculated relative energies, abundances, rotational constants, and dipole moment components of four 
conformers of the OTA monomer at the MP2/6-311++G(2df,2pd) level of theory. 

 I II III IV 
ΔEa / kJ mol-1 0 5.0 20.2 25.1 
ΔGb / kJ mol-1 0 5.5 22.0 26.1 

Pc / % 77.6 21.8 0.5 0.2 
A / MHz 2230.28 2241.51 2236.61 2244.39 
B / MHz 1218.58 1208.33 1188.66 1175.23 
C / MHz 793.10 794.79 815.97 822.29 

κd -0.41 -0.43 -0.48 -0.50 
|μa| / D 1.62 1.35 4.44 4.18 
|μb| / D 1.03 1.99 1.31 2.85 
|μc| / D 0.13 0.33 1.52 1.53 

     
a Total energy (sum of electronic and ZPE) relative to the minimum energy conformer. b Relative free energy. c

Percent abundance (based on relative free energy) at 523 K, the nozzle temperature. d Asymmetry parameter, κ = 
(2B – A – C)/(A – C). 

 
Table 4.2. Experimental rotational constants and quartic centrifugal distortion constants of the OTA monomer 
and monohydrate. 

 I I-H2O 
A / MHz 2216.3345(4)a 2190.358(1) 
B / MHz 1210.6114(1) 641.7891(1) 
C / MHz 787.99923(5) 498.88178(8) 
ΔJ / kHz 0.0320(7) 0.0208(4) 
ΔJK / kHz 0.013(4) 0.077(5) 
ΔK / kHz 0.12(1) 0.2(2) 
δJ / kHz 0.0111(4) 0.0046(2) 
δK / kHz 0.054(5) 0.11(2) 

κb -0.41 -0.83 
Ntc 40 36 

   
a One standard deviation in the last decimal place before the parentheses. b Asymmetry parameter, 
κ = (2B – A – C)/(A – C). c Number of transitions included in fit. d Root-mean-square deviation of fit. 
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 No methyl internal rotation splittings were observed. At the MP2/6-311++G(2df,2pd) 
level of theory, the height of the three-fold barrier to methyl rotation, V3, is 7.87 kJ mol-1. This 
barrier is relatively high; for example, the experimentally-determined barriers of 
o-chlorotoluene41 and o-fluorotoluene42 are about 5.58 kJ mol-1 and 2.72 kJ mol-1, respectively. 
In general, the more unsymmetrical the ring geometry on either side of the methyl substituent, 
the higher the barrier to methyl rotation, because of anisotropic steric repulsion.43 Thus, as the 
size of the substituent at the ortho position of toluene increases, the barrier height increases, as 
well. Based on the experimental rotational and centrifugal distortion constants and the calculated 
structural parameters and V3, the expected splittings can be predicted using the program 
XIAM.44 The values of the structural properties δ (the angle between methyl top axis and the a 
principal inertial axis), ε (the angle between the projection of the methyl top axis onto the bc 
plane and b principal inertial axis), and F0 (the methyl top rotation constant) are about 2.018 rad, 
0.019 rad, and 161.8 GHz, respectively. The resulting splitting predicted for the 64,2-54,1 
transition is 28 kHz. Since no splitting is observed (see Figure 4.2a), the actual V3 is likely higher 
than calculated. If I increase V3 by 10%, to give 8.65 kJ mol-1, the predicted splitting (12 kHz) 

 
Figure 4.2. Transitions of OTA and OTA-H2O, measured using 0.5 mW excitation pulses. Panel (a) shows an 
average of 100 cycles, measured with an excitation pulse length of 0.6 μs; panel (b) shows an average of 500 
cycles, measured with an excitation pulse length of 0.8 μs; panel (c) illustrates an average of 3000 cycles, 
measured with an excitation pulse length of 1.5 μs. 
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is roughly twice the experimental resolution, so I would be able to measure one point between 
the two peaks. Consequently, 8.65 kJ mol-1 is likely a lower limit of the barrier height. 

In the equilibrium structure of I calculated at the MP2/6-311++G(2df,2pd) level of 
theory, the carboxylic acid group is not in the plane of the aromatic ring, so the c-dipole moment 
component is small but non-zero. However, despite many averages, no c-type transitions were 
observed. The lowest energy normal mode vibration (22 cm-1) is the large amplitude “rocking” 
motion of the carboxylic acid group. A transition state (whose one imaginary frequency normal 
mode corresponds to rocking of the carboxylic acid group) was found to connect the mirror-
image minima. The symmetrical double-well potential along this coordinate is shown in Figure 
4.3. The small barrier lies below the ZPE of the minima, so the average geometry is that of the 
transition state. The transition state has Cs symmetry, resulting in a c-dipole moment component 
of zero, which is consistent with the absence of c-type transitions. I note that the 
B3LYP/6-311++G(2df,2pd) level of theory fails to predict a double-well potential (see Figure 
4.3). A similar observation has been made for isomers of dimethylbenzaldehydes.45 

 
Figure 4.3. Potential energy curves of BA and OTA monomers along the “rocking” coordinate of the carboxylic 
acid group. 
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 In the average structure of I, all the atoms lie in the plane of symmetry, except the two 
staggered hydrogen atoms of the methyl group. Even molecules that have planar equilibrium 
geometries may still have non-zero mass distributions outside of the plane, because of low-lying 
zero-point vibrations. The inertial defect is calculated according to Equation (4.1).46 

 ∆ = Ic - Ib - Ia (4.1) 
Here, Ia, Ib, and Ic are moments of inertia of the OTA monomer about its principal inertial axes. 
The inertial defect is a measure of this mass distribution outside of the plane.46 For example, 
BA is calculated to have a planar equilibrium geometry at both the DFT and MP2 levels of 
theory, but it has a small negative inertial defect (-0.37 amu Å2).23,47 For non-planar molecules 
with a plane of symmetry, the inertial defect can be corrected for the masses of the out-of-plane 
atoms, so that it still reflects low-lying out-of-plane motions. For example, in molecules with 
methyl groups, the inertia of the out-of-plane hydrogen atoms must be added to the inertial 
defect to give a methyl-top-corrected inertial defect, Δcorr, calculated using Equation (4.2).48 
 ∆corr = ∆ + 2 ෍ mHcH2 (4.2) 

Here, mH and cH are the mass and c-coordinate, respectively, of a given out-of-plane hydrogen 
atom. For the present purposes, I take the c-coordinates from the MP2-calculated geometry of 
the transition state along the rocking coordinate of the carboxylic acid group. The resulting value 
of Δcorr is -1.09 amu Å2, significantly greater in magnitude than the inertial defect of BA. This 
difference is consistent with the greater number of low-lying out-of-plane vibrational modes 
(<400 cm-1) predicted for OTA than BA, as shown in Table 4.3. Additionally, for the lowest-
lying mode, rocking of the carboxylic acid group, the ZPE level intersects the potential energy 
 
Table 4.3. Low-lying out-of-plane vibrations, calculated at the MP2/6-311++G(2df,2pd) level of theory, and 
inertial defects of BA and OTA. 

 BA OTA 
ν1 / cm-1 52a 22a 
ν2 / cm-1 159 130 
ν3 / cm-1 – 205 
ν4 / cm-1 – 228 

Δb / amu Å2 -0.37 -4.14 
Δcorrc / amu Å2 – -1.09 

   
a Rocking of the carboxylic acid group. b Inertial defect, Δ = Ic – Ib – Ia. c Methyl-top-corrected inertial defect 
described in text. 



4 | o-Toluic acid–water complex          61  
curve at about ±18° in OTA and at about ±12° in BA, so this large amplitude motion involves 
greater out-of-plane displacement in OTA than in BA (see Figure 4.3). 
 
4.3.2. Spectrum, structure, and internal dynamics of o-toluic acid monohydrate 
Four minimum energy conformers were located at the MP2/6-311++G(2df,2pd) level of theory 
for the OTA monohydrate (see Figure 4.4). The two most stable conformers are complexes of I 
and II. In I-H2O, the acid moiety is in the geometry of I, and it is bound to the water moiety by 
two hydrogen bonds, forming a six-membered intermolecular ring. The oxygen atom and the 
unbound hydrogen atom of the water moiety are out of the plane of the carboxylic acid group, 
which is itself rotated slightly out of the plane of the aromatic ring, resulting in a predicted 
c-dipole moment component of 1.24 D. The two higher energy conformers of OTA-H2O are 
complexes of III and IV. These conformers are predicted to have abundances of about 0.1% 
even at the elevated nozzle temperature, so they are not my focus here. Relative energies 
(including ZPE corrections), relative free energies, abundances, rotational constants, and dipole 
moments for the optimized structures are shown in Table 4.4. 

 
Figure 4.4. Conformers of OTA monomer, optimized at the MP2/6-311++G(2df,2pd) level of theory. 
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 I first targeted the 71,6-61,5, 72,5-62,4, and 81,8-71,7 transitions of I-H2O and II-H2O in an 
automated scan in the range of 8300-8500 MHz. Using 125 cycles per step, I observed three 
very weak candidate lines, which were used in my preliminary fit. In all, 32 a-type transitions 
and 4 b-type transitions were observed (see Table A.5). Two representative transitions are 
shown in Figure 4.2. On average, the rotational constants (see Table 4.2) are most consistent 
with the I-H2O conformer. At first glance, the presence of b-type transitions would not be 
expected for the minimum energy structure, which has only a very small ab initio b-dipole 
moment component (< 0.01 D). However, as was the case for the monomer, rocking of the 
carboxylic acid group (see Figure 4.5a) is barrier-less in the monohydrate. The average structure 
is more similar to the geometry of the transition state along this coordinate, in which the acid 
group is in the plane of the aromatic ring, than the minimum. This transition state has a larger 
b-dipole moment component (0.20 D) than the minimum energy structure. Based on the 
intensity of lines from this conformer under optimal conditions, I expect that observing the 
second conformer would require several hundred cycles per step, so I did not continue my 
conformational search. 
 I searched ±10 MHz about the frequencies at which c-type transitions were predicted to 
occur by the final fit, but no c-type transitions were observed. Their absence is inconsistent with 
the large calculated c-dipole moment component (1.24 D). I located a transition state in which 

  
Table 4.4. Calculated relative energies, abundances, rotational constants, and dipole moment components of four 
isomers of the OTA monohydrate at the MP2/6-311++G(2df,2pd) level of theory. 

 I-H2O II-H2O III-H2O IV-H2O 
ΔEa / kJ mol-1 0.0 3.6 33.3 39.4 
ΔGb / kJ mol-1 0.0 3.7 28.1 30.0 

Pc / % 69.9 29.9 0.1 0.1 
A / MHz 2203.87 2214.81 1814.48 2146.43 
B / MHz 652.02 650.89 728.76 588.75 
C / MHz 506.52 507.95 559.30 477.95 

κd -0.83 -0.83 -0.73 -0.87 
|μa| / D 0.66 0.56 3.68 6.78 
|μb| / D <0.01 0.18 1.46 2.86 
|μc| / D 1.24 1.23 1.44 1.69 

     
a Total energy (sum of electronic and ZPE) relative to the minimum energy conformer. b Relative free energy. c

Percent abundance (based on relative free energy) at 523 K, the nozzle temperature. d Asymmetry parameter, κ = 
(2B – A – C)/(A – C). 
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the unbound hydrogen atom of water is in the plane of the carboxylic acid group. Though the 
electronic energy of the transition state is higher than that of the minimum, the ZPE of the 
minimum lies 10 cm-1 above the barrier. In the minimum energy structure, this large amplitude 
motion corresponds to a normal mode involving “wagging” of the unbound hydrogen atom of 
the water moiety (282 cm-1). Since both rocking of the acid group and wagging of the free 
hydrogen atom are barrier-less, the average structure has a plane of symmetry, and a c-dipole 
moment component of zero, explaining the absence of c-type transitions. Similarly, c-type 
transitions were not observed for propanoic acid-H2O49 and BA-H2O.23  
 The absence of tunnelling splittings is striking, in particular in light of the, sometimes 
complex, observed splittings in other carboxylic acid hydrates,23,52 and warrants further 
consideration. Regarding only methyl internal rotation, their absence can be easily rationalized. 
Based on the calculated V3 of 7.59 kJ mol-1, as well as the values of δ, ε, and F0 derived from 
the calculated structure (1.939 rad, 0.027 rad, and 161.7 GHz, respectively), none of the 
measured transitions are predicted to have splittings greater than 10 kHz. The value of V3 is 
lower than the V3 lower limit proposed above for OTA monomer (8.65 kJ mol-1). For 
comparison, the experimentally-determined barrier of the acetic acid monohydrate is also lower 
than that of the acetic acid monomer.50 Considering the water moiety,51 however, the absence 
of tunnelling splittings is more difficult to rationalize. For example, water tunnelling splittings 
were observed for trifluoroacetic acid-H2O52 and BA-H2O.23 Since the current system is similar 
to these precedents, I discuss tunnelling in more detail below, which may also shed light, for 
example, on the nature of the, as of yet unexplained, complex splittings observed in BA 
monohydrate.  
 For OTA-H2O, there are nominally two potential water motions, in addition to the 
wagging of the free hydrogen atom, which is barrier-less, as discussed above. The first motion 
is exchange of the hydrogen atoms involved in the intermolecular six-membered ring. However, 
this motion actually converts I-H2O into II-H2O. The second motion is rotation of water about 
the axis defined by the oxygen atom and its lone pair of electrons hydrogen-bonded to the acidic 
hydrogen atom. Along this coordinate (see Figure 4.5b), the dihedral angle between the 
carboxylic acid and aromatic groups is fixed at about 11° – even though the average angle is 
zero. Since the angle does not change with water rotation, the minima are not degenerate. In the 
global minimum (see Figure 4.5b, structure i), the free hydrogen atom is slightly further from 
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the methyl group than in the local minimum (see Figure 4.5b, structure iii). Since the ZPE levels 
of the two minima differ by 5 cm-1, localized eigenstates exist for each well,53 and no motion 
between the two will result in tunnelling splittings.  Hence, the water rotation coordinate does 
not lead to tunnelling, though the barrier (6.16 kJ mol-1) is similar to that of BA-H2O 
(7.0 kJ mol-1 at the B3LYP/6-311++G(d,p) level of theory). 
 Despite the energy mismatch between the minima, rotation of water simultaneously 
accompanied by rocking of the carboxylic acid group could facilitate tunnelling (see Figure 
4.5c), because it converts the global minimum to a structural degeneracy. A similar pathway has 
been proposed to explain splittings observed in the microwave spectrum of the glycolaldehyde-
H2O complex.54 However, for the present complex, the structure connecting the degeneracies is 
not a true transition state, because it has two imaginary frequencies, each corresponding to one 
of the uncoupled motions; the hilltop is a virtual, rather than proper, saddle point of index = 2 – 
simply a geometrical superposition of two transition states.55 I conclude that the motions are not 
concerted.  
 Since I rationalize the absence of water tunnelling splittings in terms of the asymmetric 
double-well potentials along the carboxylic acid rocking and water rotation coordinates of 

 
Figure 4.5. Three internal motions of OTA monohydrate: (a) rocking of the carboxylic acid group; (b) rotation 
of the water moiety; and (c) concerted rocking and rotation. The OTA moiety is faded to distinguish it from the 
water moiety. The point of view is in the plane of the aromatic ring, represented by the solid line. The plane 
defined by the four atoms of the carboxylic acid group is represented by the dashed line. The two inequivalent 
minima, as well as the transition states to the motions shown in (a) and (b), were optimized at the MP2/6-
311++G(2df,2pd) level of theory. The structure bridging the equivalent minima illustrated in (c) was generated 
based on the above transition states, not optimized, and characterized using a single point calculation; it has two 
imaginary frequencies. 
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I-H2O, a rotational spectroscopic study of the m-toluic acid-H2O complex, which I have 
calculated to have single-well potentials along the same coordinates, like BA-H2O, would 
provide further insight in this regard. 
 
4.3.3. Inter- and intramolecular non-covalent bonding 
QTAIM33 is often used to investigate bonding.56,57 In QTAIM, molecules are partitioned into 
atomic basins whose boundaries are defined by interatomic surfaces of zero flux of the electron 
density gradient, ∇ρ. A given property of an individual atom can be determined by integrating 
over the volume of the atomic basin. Furthermore, the properties of critical points in the electron 
density distribution, where ∇ρ = 0, provide insight into the interactions in a molecule or 
complex. For instance, the electron density distribution at bond critical points (BCPs), which 
are maxima in two dimensions (the third is tangential to the bond path), corresponds directly to 
the strength of the bond.  

  
Table 4.5. Local bond critical point (BCP) properties and integrated atomic properties related to intermolecular 
hydrogen bonding in OTA and BA monohydrates. 

 I-H2O BA-H2O 
Bonding OH···O=C OH···OH OH···O=C OH···OH 

r(H···O) / Å 1.930 1.772 1.933 1.765 
ρa / au 0.0262 0.0355 0.0260 0.0362 

∇2ρ / au 0.0976 0.1072 0.0970 0.1082 
V(r) / au -0.0228 -0.0347 -0.0226 -0.0356 

ΔN(H)b / au -0.0722 -0.0434 -0.0641 -0.0535 
Δv(H) / au -6.69 -7.06 -6.44 -7.62 
ΔE(H) / au 0.0532 0.0308 0.0463 0.0395 

EHB[V(r)]c / kJ mol-1 30.0 45.6 29.7 46.7 
EHB( )d / kJ mol-1 23.1 32.4 22.9 33.2 

ΔEe / kJ mol-1 -47.8 -49.2 
ΔEBSSEf / kJ mol-1 -40.6 -41.9 

ΔESAPT0g / kJ mol-1 -47.8 -48.0 
D0h / kJ mol-1 30.3 31.7 

     
a Properties at BCPs: electron density, ρ; Laplacian of electron density, ∇2ρ; and electronic potential energy 
density, V(r). b Changes in integrated atomic properties of hydrogen atom that occur upon formation of hydrogen 
bonds: electronic population, N(H); atomic volume, v(H); and atomic energy, E(H). c Hydrogen bond energy, 
based on electronic potential energy density, V(r), at the BCP. d Hydrogen bond energy, based on electron density, 
ρ, at the BCP. e Interaction energy. f Counterpoise-corrected interaction energy. g Interaction energy based on 
SAPT0. h Dissociation energy, which is corrected for BSSE and ZPE. 
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 As shown in Table 4.5, the electron density distribution and its Laplacian (curvature) at 
the (intermolecular) bond critical points of I-H2O (see Figure 4.6) and BA-H2O are similar. The 
values for both properties fall within the typical ranges for hydrogen bonds: 0.002-0.034 a.u. for 
electron density, and 0.024-0.139 a.u. for the Laplacian.58 The OH···O=C BCP of I-H2O has 
more electron density that that of BA-H2O, and the r(H···O) distance is slightly shorter; in 
contrast, the OH···OH BCP of I-H2O has less electron density than that of BA-H2O, and the 
r(H···O) distance is longer. Integrated atomic properties of the involved hydrogen atoms (see 
Table 4.5) are also consistent with the criteria for hydrogen bonding; for example, the hydrogen 
atoms experience a decrease in electron population and atomic volume upon complexation. 

The hydrogen bond energy, EHB, can be estimated from QTAIM properties.59-61 I will 
consider two methods. In the first, EHB is estimated based on the electronic potential energy 
density at the BCP, V(r), according to Equation (4.3).60 
 EHB[V(r)] = - 0.5a03V(r) (4.3) 

Here, a03 is the Bohr radius. In the second method, EHB is estimated based on the electron density 
at the BCP, ρBCP, according to Equation (4.4).61 
 EHB(ρBCP) = - 3.09 + 239ρBCP (4.4) 

As shown in Table 4.5, EHB[V(r)] is greater for the OH···OH bond (45.6 kJ mol-1) than the 
OH···O=C bond (30.0 kJ mol-1). The same ranking occurs for EHB(ρBCP), though the absolute 
energies are much smaller. These energies, as well as the r(H···O) distances (see Table 4.5), are 
characteristic of moderately strong hydrogen bonds.62 The sums of hydrogen bond energies 

 
Figure 4.6. Molecular graphs of OTA monomer and monohydrate, calculated at the MP2/6-311++G(2df,2pd) 
level of theory. Bond critical points are shown in blue, and ring critical points are shown in red. 
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based on V(r) and ρBCP are 75.6 and 55.5 kJ mol-1, respectively. For I-H2O, the raw interaction 
energy is -47.8 kJ mol-1. Though some discrepancy between the sum of hydrogen bond energies 
and interaction energy is expected, since atoms not directly involved in hydrogen bonding may 
still be stabilized or destabilized by complexation, the relatively good agreement between ΔE 
and the sum of the hydrogen bond energies based on ρBCP suggests that this method is more 
accurate than the method based on V(r). The ZPE- and BSSE-corrected dissociation energy of 
I-H2O (30.3 kJ mol-1) is very similar to that of BA-H2O (31.7 kJ mol-1),23 consistent with the 
similar hydrogen bond energies. For each acid, ΔESAPT0 (which is BSSE-free63) is in better 
agreement with ΔE than ΔEBSSE, so the BSSE may be over-predicted at this level of theory. Still, 
both QTAIM and SAPT predict slightly stronger intermolecular interactions for BA-H2O than 
I-H2O. 
 In passing, I note that BCPs are also present between the sp3 carbon atom of the methyl 
group and the carbonyl oxygen atom of both the OTA monomer and monohydrate (see Figure 
4.6). Mani and Arunan coined the term “carbon bonding” to describe interactions between 
highly electronegative atoms and carbon atoms covalently bonded to electron withdrawing 
groups;64 the resulting non-covalent bonding is analogous to hydrogen bonding, and it meets the 
conventional criteria developed by Koch and Popelier.58 As shown in Table 4.6, the local BCP 
properties are typical of hydrogen bonds; for example, though the electron density of the 
C(sp3)···O=C BCP of monomer I (0.014 a.u.) is lower than that of the OH···O=C BCPs 
discussed above (for example, 0.026 a.u. for I-H2O), it is still well within the typical range 
(0.002-0.034 a.u.).58 To estimate the effect of this bonding on integrated atomic properties, I 
take the methyl carbon atom of I to represent the final (bonding) scenario and that of p-toluic 
acid to represent the initial (non-bonding) scenario, so the presence of the aromatic ring and its 
carboxylic acid substituent is taken into account. The resulting differences in electron 
population, atomic volume, and atomic energy (see Table 4.6) are further evidence of carbon 
bonding, since they are consistent with the Koch and Popelier criteria.58 For example, the methyl 
carbon atom of OTA is slightly higher in energy than that of p-toluic acid; it is slightly 
destabilized by bonding with the nearby carbonyl oxygen atom in OTA. Consequently, I 
tentatively attribute the BCP to carbon bonding. Previously, intramolecular carbon bonding has 
also been identified in conformers of D-ribose.65  
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 However, this potential instance of carbon bonding has several distinctive 
characteristics. Previously studied species contain many electron withdrawing groups 
covalently bonded to the sp3 carbon (hydroxyl, amino, and cyano groups among them),64,66 but 
not the phenyl group. In organic synthesis, the methyl group is a common electron-donating 
group;67 its loss of electron density to the phenyl group in OTA makes it slightly more 
electropositive, facilitating carbon bonding with the electronegative carbonyl oxygen atom. 
Furthermore, previously studied C(sp3)···O bonds have been linear, but the C-C(sp3)···O angle 
in I is about 80°. Finally, the C(sp3)···O=C BCP is present in the minimum energy structure 
along the coordinate defined by rotation of the methyl group, but not in the transition state – 
which contains a more conventional CH···C=O BCP, instead. 
 
4.3.4. Atmospheric abundance of o-toluic acid monohydrate 
The equilibrium constant of complexation of isomer i, Kp,i, can be calculated directly from the 
partition functions that underlie the free energy change, according to Equation (4.5).68 
 Kp,i = (2qA⋯୆⊖ eD0kT NA)/(qA⊖q୆⊖) (4.5) 

Here, q⊖ is the total partition function of the species in the subscript, k is the Boltzmann 
constant, T is temperature in Kelvin, and NA is the Avogadro constant. The coefficient of two is 
  
Table 4.6. Local bond critical point properties and integrated atomic properties related to intramolecular carbon 
bonding in OTA. 

 OTA 
Bonding C(sp3)···O=C 

r(C···O) / Å 2.773 
ρa / au 0.0136 

∇2ρ / au 0.0652 
V(r) / au -0.0113 

ΔN(C)b / au -0.0136 
Δv(C) / au -2.5 
ΔE(C) / au 0.0010 

EHB[V(r)]c / kJ mol-1 14.8 
  

a Properties at BCPs: electron density, ρ; Laplacian of electron density, ∇2ρ; and electronic potential energy 
density, V(r). b Changes in integrated atomic properties of the carbon atom that occur upon formation of the 
carbon bond: electronic population, N(C); atomic volume, v(C); and atomic energy, E(C). c Carbon bond energy, 
based on electronic potential energy density, V(r), at the BCP. 
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included, because (at the average position of the carboxylic acid group) the wagging motion of 
the free hydrogen atom of the water moiety results in mirror images.49,69 Since the mole fractions 
of conformers III and IV are less than 1% at 298 K, I consider only conformers I and II. 
 In addition to the dissociation energies, the partition functions must be calculated. The 
total partition function of each species is the product of translational, rotational, vibrational, and 
electronic partition functions.70 The translational partition function of a species can be calculated 
simply from its mass and the temperature. The rotational partition functions depend on 
temperature, rotational constants, and symmetry number. The rotational constants of water are 
known.71 The rotational constants of I and I-H2O are those reported above, and the rotational 
constants of II and II-H2O are those of the calculated minimum energy structures. The 
symmetry numbers for H2O, OTA, and OTA-H2O are 2, 1, and 1.69 The vibrational partition 
function, which is also dependent on temperature, is the product of the individual partition 
functions of each normal mode, which are most significant for modes below 400 cm-1. The 
normal mode frequencies for all three species were taken from the MP2-calculated frequency 
analyses. Since no excited electronic states are accessible at ambient temperature, the electronic 
partition function is one. 

 
Figure 4.7. Seasonal fluctuation of the percentage of OTA hydrated in the atmosphere, under conditions 
reported in Calgary, Alberta. 
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 The percentage of conformer i hydrated in the atmosphere, χi, depends on the 
concentration of water vapour, and it can be calculated according to Equation (4.6).52 
 χi = Kp,i

pH2O
p⊖ 100% (4.6) 

Here, pH2O is the partial pressure of water, and p⊖ is the ambient pressure. To investigate how 
the percentage of OTA hydrated changes with temperature and water concentration, I calculated 
χi for a monitoring site in Calgary, Alberta, using ambient temperature and relative humidity 
data from 2010 to 2013.72 To determine the partial pressure of water, I used the vapour pressure 
parameterization of Hyland and Wexler.73 The total percentage of OTA hydrated, χ, is calculated 
according to Equation (4.7). 
 χ = xIχI + xIIχII (4.7) 

Here, xi is the mole fraction of conformer i at ambient temperature. The seasonal variation in χ 
is small (see Figure 4.7). The percentage of OTA hydrated is highest during the summer, when 
the partial pressure of water is highest, despite the fact that the equilibrium constants are lowest 
during the same period. The yearly averages of χI and χII are 0.12% and 0.16%, and the yearly 
average of χ is 0.13%.  
 At the same level of theory, the yearly average of percentage of BA hydrated is about 
1%.23 The decrease is due more to differences in the partition functions than the small difference 
between dissociation energies. Because the methyl group adds mass to OTA and OTA-H2O, 
they have slightly greater translational partition functions than BA and its monohydrate. The 
rotational partition functions also increase, because the rotational constants increase and – in the 
case of the monomer – the symmetry number decreases from 2 for BA to 1 for OTA. In all, the 
rotational partition function increases by about a factor of 3 for OTA. The increase in the number 
of atoms in OTA and OTA-H2O, compared to BA and BA-H2O, results in a greater number of 
vibrational modes, and greater vibrational partition functions. In each of the cases above, the 
relative increase is greater for the OTA monomer than the monohydrate, so Kp,i decreases. 
Though these calculations provide only a preliminary estimate, it is likely that less OTA is 
hydrated in the atmosphere than BA.  

Nonetheless, the interactions between OTA and water characterized by the above 
structural and energetic results further our understanding of gas-phase clusters containing 
organic acids and water in the atmosphere, including precursors to nucleation. Furthermore, 
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since OTA has both hydrophilic and hydrophobic regions, the interactions probed here are likely 
involved in the behaviour of OTA at the air-water interface of aqueous aerosols, where it could 
contribute to the enhancement of cloud formation,74 similar to BA. For example, the structural 
isomer p-toluic acid has been shown to decrease the surface tension of water. 
 
4.4. Conclusions 
I have measured the rotational spectra of the monomer and monohydrate of OTA, an important 
product of photo-oxidation in the atmosphere. The lowest-energy conformers of both species in 
the gas phase have been determined; the lowest-energy conformer of the monomer is the same 
as that previously observed in the crystal structure.21 No methyl internal rotation splittings were 
observed in the spectra of either species, because the barriers are too high. The displacement of 
the carboxylic acid group during its rocking motion is greater in OTA than in BA, causing the 
inertial defect of OTA to be greater in magnitude than that of BA. For the monohydrate, minima 
on either side of the barrier to the same rocking motion are not degenerate, precluding water 
tunnelling splittings. The hydrogen bond energies (based on a QTAIM analysis) and, 
consequently, dissociation energies of OTA and BA monohydrates are similar, but less OTA is 
predicted to be hydrated in the atmosphere, because the presence of the methyl group increases 
the partition functions of the monomer to a greater extent than those of the monohydrate.  
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5.1. Introduction 

Dicarboxylic acids (DCAs) are among the most abundant classes of compounds in 
atmospheric particulate matter, including secondary organic aerosol (SOA); they have been 
detected around the world, from megacities1 to the Tibetan Plateau,2 from the tropics3 to the 
Arctic.4 Oxalic acid (OA), the most abundant DCA in the atmosphere,1-4 has the greatest O:C 
ratio of the DCAs, so it is very hygroscopic. Particles of anhydrous OA take up water at low 
relative humidity (RH=20%), and they do not release this water even when returned to dry 
conditions.5 The phase behavior of OA-water aggregates, following water uptake, has been 
modeled using molecular dynamics simulations.6 OA is also a product of aqueous-phase 
hydroxyl radical-initiated oxidation of volatile organic compounds, such as glyoxal7 and 
glycolaldehyde8, and larger DCAs. OA accumulates in the aqueous phase, because it is less 
reactive than its larger homologues.9 In the gas phase, clusters containing OA hydrogen-bonded 
to water and/or sulfuric acid, among other species, have been studied extensively using quantum 
chemistry calculations.10-13 The large predicted interaction energies suggest that OA enhances 
nucleation in the atmosphere.11 

A possible sink for atmospheric DCAs is decarboxylation induced by excitation of 
vibrational overtones.14 Gas-phase decarboxylation of OA by thermal decomposition or 
photolysis has been studied in the past.15-17 Most recently, overtone-induced decarboxylation of 
OA in a solid Ar matrix was observed upon irradiation at 532 nm.18 Overtone-induced 
decarboxylation of other organic acids, including pyruvic and glyoxylic acids,19,20 has been 
observed in the gas phase. Based on ab initio calculations, Staikova et al. proposed that water 
may act as a catalyst in the (OH stretching) overtone-induced decarboxylation of malonic acid, 

The contrasting effects of water on the barriers to 
decarboxylation of two oxalic acid monohydrates:  
A combined rotational spectroscopic and ab initio study 
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since the barrier is lower for the monohydrate than the monomer.21 On the other hand, they 
acknowledged that this isomer of malonic acid monohydrate is not predicted to be the most 
abundant in the atmosphere.21 Furthermore, the lowering of the barrier is not unequivocal 
evidence of water catalysis, because intramolecular vibration redistribution (IVR) may allow 
energy initially absorbed during the overtone excitation to cause dissociation of the complex 
instead of decarboxylation.22,23 Though the lowering is required for catalysis to be plausible, 
dynamical modeling, which accounts for the competition between decarboxylation and 
dissociation, is required to state with certainly that catalysis occurs.22,23 In general, whether 
decarboxylation is important for DCA monohydrates in the atmosphere depends on the relative 
stabilities and absorption cross sections of the isomers and the roles of water in each scenario. 
OA, as the smallest and the most abundant DCA, is an excellent candidate for spectroscopic and 
ab initio investigation. 

Rotational spectroscopy is suited to structural studies of gas-phase species, because 
conformers or isomers differing only very slightly can be easily distinguished by their rotational 
constants. Many atmospherically-relevant clusters with water and oxygenated organic 
compounds – including benzoic acid,24 o-toluic acid,25 and methyl salicylate26 – have been 
characterized using rotational spectroscopy in the past. Here, I report the detection of the two 
most stable isomers of OA-H2O clusters, based on rotational spectra measured using a Fourier-
transform microwave (FTMW) spectrometer, and a theoretical investigation of decarboxylation. 
 
5.2. Methods 
5.2.1. Experimental 
Spectra were measured using a Balle-Flygare-type FTMW spectrometer,27 which has been 
described thoroughly in the past.28,29 Reagent grade OA dihydrate (Caledon, >99.5%) was 
heated in a test tube at about 453 K to drive off the associated water. The resulting anhydrous 
OA was placed in a stainless steel sample container and heated to about 373 K, while a pulsed 
solenoid nozzle downstream was heated to about 453 K, in order to prevent deposition. This 
setup has been used to generate gaseous samples of other low-volatility species in the past.30,31 
A small amount of water (0.5%) was added to about 1-2 bar Ne backing gas. 
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5.2.2. Computational 
All geometry optimizations and frequency analyses were obtained using the MP2 method32 with 
the 6-311++G(d,p) basis set,33 as implemented in Gaussian 09.34 No imaginary frequencies were 
observed for any minima, and one imaginary frequency was observed for each transition state. 
The zero-point energy (ZPE) of each stationary point was determined from its frequency 
analyses. Forward and reverse intrinsic reaction coordinate calculations were used to verify that 
the located transition states connect the intended minima.35 The Boys-Bernardi method of 
counterpoise correction was used; basis set superposition error (BSSE) was calculated for the 
monohydrates, as well as all the complexes along the decarboxylation reaction coordinate.36 
Bond critical points in the monohydrates, requisite for hydrogen bonding according to 
QTAIM,37,38 were located using Multiwfn.39 PGOPHER40 was used to predict transition 
frequencies from calculated rotational constants and, in turn, to fit observed frequencies, using 
Watson’s A-reduction Hamiltonian.41  
 
5.3. Results and discussion 
5.3.1. Spectrum, structure, and internal dynamics of two oxalic acid monohydrates 
The conformational landscape of the OA monomer has been studied extensively in the past, 
both experimentally42-44 and theoretically.12 The conformers are illustrated in Figure 5.1. I 
follow the naming convention used by Weber et al., in which each conformer is distinguished 
by a three letter abbreviation.12 The lowercase letters denote the orientation of the individual 
carboxylic acid groups: if the C-C-O-H dihedral angle is 0° (or 180°), the group is labelled “c” 
for cis (or “t” for trans). The uppercase letter denotes the orientation of the carboxylic acid 
groups, one to the other: if the O=C-C=O dihedral angle is 0° (or 180°), the label used is “C” 
(or “T”). Predicted relative energies, abundances, rotational constants, and dipole moments are 
listed in Table 5.1. Consistent with previous calculations12,17 and measurements44 cTc is the 
lowest energy conformer.  This conformer has inversion symmetry, so it has a dipole moment 
of zero and cannot be observed using microwave spectroscopy. Only the next lowest energy 
conformer, cTt, has been previously observed by microwave spectroscopy,43 and it exhibited 
intense transitions in my experiments. The next conformer, tTt, also has inversion symmetry. 
All three lower-energy conformers were observed by Maçôas et al. in argon matrix using 
infrared spectroscopy.44 I attempted to observe the next most stable conformer, tCt. Though it 
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is predicted to have a significant dipole moment, it was not observed, because the energy 
difference is very large (about 10 kJ mol-1). 

The structural landscape of OA-H2O is complicated, since each OA monomer has 
multiple sites to which water can bind. The five most stable isomers are illustrated in Figure 5.2, 
and the geometries are similar to those optimized earlier at a lower level of theory.12 Predicted 
relative energies, abundances, rotational constants, and dipole moment components are listed in 

   
Table 5.1. Calculated relative energies, abundances, rotational constants, and dipole moments of five conformers 
of OA monomer at the MP2/6 311++G(d,p) level of theory. 

 cTc cTt tTt tCt cCt 
ΔEea / kJ mol-1 0 7.9 10.1 10.9 18.6 
ΔE0b / kJ mol-1 0 7.2 8.6 9.9 16.5 

A / MHz 5771.8 5902.7 6005.2 5973.9 5872.0 
B / MHz 3813.2 3682.0 3596.8 3480.2 3636.1 
C / MHz 2296.2 2267.5 2249.5 2315.8 2253.1 
|μa| / D 0.0 3.2 0.0 0.0 3.3 
|μb| / D 0.0 1.5 0.0 3.1 4.1 
|μc| / D 0.0 0.0 0.0 0.0 0.2 

      
a Electronic energy relative to the minimum energy conformer. b Relative electronic energy, following ZPE
correction. 

 
Figure 5.1. Geometries of the five conformers of oxalic acid monomer, optimized at the MP2/6-311++G(d,p) 
level of theory. The lowercase letters denote the orientation of the individual carboxylic acid groups: if the C-
C-O-H dihedral angle is 0° (or 180°), the group is labelled “c” for cis (or “t” for trans). The uppercase letter 
denotes the orientation of the carboxylic acid groups, one to the other: if the O=C-C=O dihedral angle is 0° (or 
180°), the label used is “C” (or “T”). 
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Table 5.2. The hydrogen bonds pictured were verified by locating bond critical points in the 
electron density, as shown in Figure 5.3, based on the quantum theory of atoms in molecules.37,38 
In the complex, water can bind to both carboxylic acid groups simultaneously, as in I, or it can 
bind to only one, as in II. I denote these general topologies as “bridging” and “terminal”, 
respectively. 
 I began my spectral search by scanning for I, and I assigned 23 a-type and 14 b-type 
rotational transitions, as listed in Tables A.6 and A.7. Ten transitions, all b-type, exhibited 
resolved splittings with an intensity ratio of about 3:1, characteristic of a large amplitude water 
tunneling motion.45 A representative b-type transition is shown in Figure 5.4. Two sets of 
spectral constants were fitted, as shown in Table 5.3. The more intense transitions are assigned 
to the 0- state, based on nuclear spin statistics. The standard deviation of the 0+ state is greater 
than that of the 0- state, because those b-type transitions for which splittings were not resolved 
have centre frequencies closer to the more intense 0- line than the 0+ line. I then scanned for II, 
and assigned 20 a-type and 6 b-type transitions (Tables A.8 and A.9). All b-type transitions 
exhibited resolved splittings. When all spectroscopic parameters were allowed to float during 
fitting, the resulting ΔK value for the ortho component was 0.2±0.3 kHz. Since the standard 
deviation was greater than the value itself, I fixed this parameter at the value predicted by a 
simple harmonic ab initio calculation, 0.096 kHz. The results of the two fits are shown in 
Table 5.2. For both I and II, I searched for c-type transitions using the final fits, but none were 
observed. 

 
Figure 5.2. Geometries of the five most stable isomers of OA-H2O, optimized at the MP2/6-311++G(d,p) level 
of theory. Intra- and intermolecular hydrogen bonds are denoted with green and blue dotted lines, respectively. 
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 I note that, in general, the intensities of transitions of I were similar to those of the only 
observed monomer (cTt), while those of II were several times lower. Since II is predicted to 
have larger a- and b-dipole moment components than I, I conclude that I is much more abundant 
than II in the supersonic expansion. I assume that the relative intensities of I and II are an 
indication of the relative abundances of cTc and cTt, respectively, at the source (nozzle) 
temperature of 463 K. In this sense, water acts as a tag to observe the otherwise non-polar cTc 
and provides an experimental estimate of its relative stability. Based on a rotational temperature 
previously determined in a similar seeded expansion of neon (3.6 K)46 and on the intensities of 
representative a-type transitions, cTt is 8 kJ mol-1 higher in energy than cTc, in good agreement 
with my calculated ZPE-corrected electronic energy, 7.2 kJ mol-1. 

   
Table 5.2. Relative energies, rotational constants, and dipole moment components of the five lowest energy 
isomers of OA-H2O calculated at the MP2/6-311++G(d,p) level of theory. 

 I II III IV V 
ΔEea / kJ mol-1 0 4.4 8.2 12 15.3 
ΔE0 / kJ mol-1 0 4.3 8.1 11.2 14.2 

ΔE0BSSE / kJ mol-1 0 3.0 6.6 9.9 13.6 
A / MHz 3718.0 5827.5 5919.2 5762.9 3535.9 
B / MHz 1887.6 1378.4 1354.1 1384.5 1881.3 
C / MHz 1254.6 1116.2 1127.2 1120.4 1247.8 
|μa| / D 2.4 5.1 1.5 5.5 3.3 
|μb| / D 1.1 2.5 1.1 2.5 4.2 
|μc| / D 1.1 1.1 0.8 0.9 0.7 

      
a ΔEe, ΔE0, and ΔE0BSSE are raw, ZPE-corrected, ZPE- and BSSE-corrected electronic energies, respectively, 
relative to the most stable isomer. 
 

 
Figure 5.3. Molecular graphs of the two most stable isomers of oxalic acid monohydrate, calculated at the 
MP2/6-311++G(d,p) level of theory. Bond critical points are shown in blue, and ring critical points are shown 
in red. 
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I attribute the splittings in b-type transitions of I and II to water tunneling. At the outset, 

 
Figure 5.4. Representative transitions of oxalic acid monohydrate, measured using 0.5 mW excitation pulses. 
Panel (a) illustrates the average of 100 cycles, measured with an excitation pulse length of 0.6 μs, giving a 
signal–noise ratio of about 1000; panel (b) illustrates the average of 500 cycles, measured with an excitation 
pulse length of 0.7 μs, giving a signal–noise ratio of nearly 500. 

 

  
Table 5.3. Experimental rotational constants and quartic centrifugal distortion constants of water tunneling states
of two observed isomers of OA-H2O. 

 I (0- state) I (0+ state) II (0- state) II (0+ state) 
A / MHz 3731.8064(3) 3731.823(2) 5879.308(2) 5879.361(4) 
B / MHz 1890.4531(2) 1890.457(1) 1376.9774(5) 1376.978(1) 
C / MHz 1256.9487(1) 1256.9476(9) 1117.0365(4) 1117.0353(9) 
ΔJ / kHz 0.520(3) 0.52(2) 0.300(3) 0.303(8) 
ΔJK / kHz -0.32(1) -0.17(9) 0.81(2) 0.75(4) 
ΔK / kHz 1.06(3) 1.1(2) 0.096c 0.096c 
δJ / kHz 0.179(1) 0.191(9) 0.058(2) 0.069(4) 
δK / kHz 0.80(3) 0.6(2) 1.4(2) 1.5(4) 

Δ / amu Å2 -0.69 -0.69 -0.55 -0.55 
Na 37 37 27 27 

σb / kHz 0.9 6.0 1.2 2.8 
     

a Number of transitions in the fit. b Root-mean-square deviation of fit. For the spectroscopic parameters, one 
standard deviation is given in parentheses in the units of the least significant digit. c Fixed at the value predicted 
by a simple harmonic ab initio calculation. 
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two motions were considered, as shown in Figure 5.5 and Figure 5.6: (i) wagging of the free 
hydrogen atom of the water moiety, through the plane of the OA unit; and (ii) rotation of the 
entire water moiety. Wagging of the free hydrogen atom does not interchange the hydrogen 
atoms of water, so it cannot lead to the observed different spin statistical weights. However, it 
does explain the absence of c-type transitions. Though the transition state to wagging in I lies 
above the minimum in electronic energy (by about 2.7 kJ mol-1), it lies below the ZPE level (by 
about 3.4 kJ mol-1). For II, the transition state lies about 3.5 kJ mol-1 below the ZPE level. There 
is thus no barrier to wagging, and it is simply a vibrational mode. Since the average structures 
are planar, the average c-dipole moment components are zero. Hence, no c-type transitions were 
observed. Similar observations have been made for other complexes, such as benzoic acid-
H2O24 and methyl salicylate-H2O.26 The second motion, rotation of the entire water moiety about 

 
Figure 5.6. Internal motions of oxalic acid monohydrate I, calculated at the MP2/6-311++G(d,p) level of theory. 
Panel (a) illustrates wagging of the free hydrogen atom; panel (b) illustrates rotation of the water unit about an 
axis through the centre-of-mass of water and the oxygen lone pair involved in the H-bond. 

 

 
Figure 5.5. Internal motions of oxalic acid monohydrate II, calculated at the MP2/6-311++G(d,p) level of 
theory. Panel (a) illustrates wagging of the free hydrogen atom; panel (b) illustrates rotation of the water unit 
about an axis through the centre-of-mass of water and the oxygen lone pair involved in the H-bond. 
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an axis through its centre-of-mass and the oxygen lone pair involved in the H-bond, does 
interchange the two hydrogen atoms, so it is likely the cause of the water tunneling splittings. 
The corresponding barriers for I and II are 5.0 and 3.0 kJ mol-1, respectively. As shown in Table 
5.3, the inertial defects of I and II are -0.69 and -0.55 amu Å2, respectively, values that are 
consistent with effectively planar structures with large-amplitude out-of-plane motions, like the 
proposed internal rotation of water. 
 
5.3.2. Contrasting effects of water on barriers to decarboxylation 
To probe possible atmospheric implications of the observed bridging and terminal topologies, I 
calculated the effects of water on the barriers along the decarboxylation pathway of OA 
theoretically. I first revisited the pathway previously proposed for the OA monomer,17 
calculating equilibrium geometries at a higher level of theory. The resulting structures and 
relative energies are shown in Figure 5.7 and Figure 5.8, respectively. The first step to 
decarboxylation is cleavage of the C-C bond, leading first to TS1 and then to dihydroxycarbene 

 
Figure 5.7. Decarboxylation pathway for the most stable conformer of oxalic acid monomer, calculated at the 
MP2/6-311++G(d,p) level of theory. Denoted bond and inter-nuclear distances are given in Å. 
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(DHC), as shown in Figure 5.8. In passing, I note that in the first spectroscopic identification of 
DHC, thermal decarboxylation of OA was used as the source.47 Experimentally, two product 
channels for decarboxylation of OA were observed at 388 K: (i) CO2 + formic acid (FA) and 
(ii) CO2 + CO + H2O.42 The yield of the first channel was nearly three times that of the second, 
so I focus on this channel. From DHC, hydrogen excursion leads to TS2 and cis-FA (cFA). 
Finally, internal rotation about the C-O bond leads to TS3 and trans-FA (tFA). 
 Water has a significant effect on both barriers separating OA from FA; however, because 
the effect on the barrier between DHC and FA has been noted in the past,17 I focus my attention 
on the first barrier, between OA and DHC. The structures and relative energies of species along 
the decarboxylation pathway involving water are shown in Figure 5.9 and Figure 5.8. The 
decarboxylation pathway of OA-H2O begins with I, which lies about 24 kJ mol-1 below the 
constituent monomer. Similarly, TS1-H2O lies below TS1, but the energy difference is greater  
(about 46 kJ mol-1). Consequently, the barrier to decarboxylation of OA-H2O (127 kJ mol-1) is 
lower than that of OA (149 kJ mol-1). Though the lowering is required for catalysis to be 
plausible, dynamical modeling, which accounts for the competition between decarboxylation 

 
Figure 5.8. Decarboxylation reaction coordinates for the lowest energy conformer of the OA monomer (red) 
and isomer I of OA monohydrate (black). DHC (green) is involved in both pathways. 
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and dissociation (that is, dehydration) of the complex, would be required to state with certainty 
if catalysis occurs.22 

 
Figure 5.9. Decarboxylation pathway for the most stable isomer of oxalic acid monohydrate, calculated at the 
MP2/6-311++G(d,p) level of theory. Denoted bond and inter-nuclear distances are given in Å. I assume that the 
ternary complex, DHC-H2O-CO2, dissociates completely before DHC-H2O forms. The presence of water has 
little effect on the barrier to conversion of cFA to tFA, since it involves only internal rotation of the hydroxyl 
group. 
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Furthermore, the lowering of the barrier is unique to this isomer of OA-H2O. For the 

higher-energy conformer of the monomer, the transition state analogous to TS1 lies 157 kJ mol-1 
above the minimum. However, the monohydrated transition state analogous to TS1-H2O lies 
194 kJ mol-1 above II, compared to 127 kJ mol-1 for I. Thus, water increases the barrier to 
decarboxylation in II, unequivocal evidence of inhibition, in stark contrast to potential catalysis 
in I. The difference in barrier height of nearly 70 kJ mol-1 indicates the significant effect of 
structure on decarboxylation of OA-H2O. With the addition of more water molecules, this effect 
may change; furthermore, other routes – like dissociation of a proton – may be favourable.  

 
Figure 5.10. Energies and abundances (at 298 K) of the most stable bridging complexes relative to the most 
stable terminal complexes for monohydrates of the five smallest dicarboxylic acids, calculated at the MP2/6-
311++G(d,p) level of theory. Energies are ZPE- and BSSE-corrected. 



5 | Oxalic acid–water complex          90  
Based on calculations of the most stable bridging and terminal isomers of monohydrates 

of malonic, succinic, glutaric, and adipic acids, proceeding from a previous study of the 
monomers,48 I conclude that OA is unique among these DCAs. As shown in Figure 5.10, for all 
of the DCAs except OA, the bridging isomer is less stable than the terminal isomer. For example, 
the bridging isomer of malonic acid-H2O, discussed by Staikova et al.,21 is about 12 kJ mol-1 
higher in energy than the most stable terminal isomer, so its relative abundance at 298 K is 
expected to be less than one hundredth that of the lowest-energy isomer. The relative abundance 
of the bridging isomers of larger DCA monohydrates is even lower. Only for OA is the bridging 
isomer calculated to be most stable; at 298 K, the ratio of the bridging to terminal isomers is 
predicted to be greater than 3:1. I conclude that single-water catalysis of overtone-induced 
decarboxylation in the atmosphere is plausible for OA (provisionally, until dynamical modelling 
of OA-H2O is reported) but not for larger DCAs. 
 
5.4. Conclusions 
I have observed the rotational spectra of the two most stable isomers of OA-H2O. Splittings 
were observed for both and are attributed to rotation of the water moiety. In isomer I, water 
bridges the two carboxylic acid groups, facilitating hydrogen transfer. As a result, water lowers 
the barrier to decarboxylation in I. In contrast, water binds to only one carboxylic acid group in 
II, and it increases the barrier to decarboxylation; water is an inhibitor of decarboxylation in 
this topology. OA is the only DCA for which the bridging topology of the monohydrate is the 
most stable; for the others calculated, the atmospheric abundance of this topology is negligible. 
I conclude that OA is the only DCA for which single water-catalysed enhancement of overtone-
induced decarboxylation in the atmosphere is plausible. Future investigations of oxalic acid 
monohydrate, including dynamical modelling, and higher hydrates can help to unravel to what 
extent dissociation through IVR competes with decarboxylation. 
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6.1. Introduction 
Polycyclic aromatic hydrocarbons (PAHs) are abundant in Earth’s atmosphere.1 They are 
products of combustion, so they are emitted by both anthropogenic and biogenic sources (i.e. 
coal burning and forest fires, respectively).2 PAHs are the principal component of soot; small 
PAHs, like naphthalene, contribute to the volatile mass fraction of soot,3 and larger PAHs 
arranged in graphite-like layers constitute the non-volatile fraction of soot.4 Small PAHs are 
representative intermediate volatility organic compounds,5 so they are also present in the gas 
phase,1 where they can be oxidized by OH radical to form secondary organic aerosol (SOA). 
SOA formation from PAHs has been investigated in smog chamber studies; for example, 
naphthalene,5-7 1- and 2-methylnaphthalene,5,7 and 1,2-dimethylnaphthalene5 have been used as 
SOA precursors. SOA formation from PAHs in the atmosphere has been modelled, as well.8,9 

PAHs are also abundant in regions of our solar system, such as the atmosphere of Titan,10 
and they may be ubiquitous throughout the interstellar medium (ISM).11 PAHs are likely carriers 
of several spectral features of the ISM,12,12 including the unidentified infrared emission (UIE) 
bands between 3 and 20 μm, the range of stretching and bending vibrations of aromatic 
hydrocarbons.14 Although the presence of PAHs can explain the UIE bands, no specific PAHs 
have been identified since vibrational bands are broad and not unique to individual molecules; 
in contrast, pure rotational transitions are unambiguous, making high-resolution microwave 
spectroscopy a candidate method for the identification of specific PAHs in the ISM. 

The rotational spectra of several small PAHs, including azulene, acenaphthene, 
acenaphthylene, and fluorene,15 have previously been measured. The rotational spectrum of 
corannulene, a symmetrical PAH with a large dipole moment, due to its bowl-shaped structure, 
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has also been observed.16 However, many symmetrical, planar PAHs are nonpolar. Substitution 
in PAHs often results in non-zero dipole moments; for example, polycyclic aromatic nitrogen 
hetero-cycles (PANHs) have higher dipole moments than their parent PAHs, and the rotational 
spectra of several PANHs have been measured.17 Alkyl substitution for hydrogen can also lead 
to non-zero dipole moments. Furthermore, laboratory-generated carbon nanoparticles 
containing alkyl-substituted naphthalenes have been shown to have infrared emission features 
consistent with dust in the ISM,18 so alkylnaphthalenes are candidate species for identification 
in the ISM. Although rotationally resolved electronic spectra for 1-methylnapthalene, 
2-methylnaphthalene,19 and 2,3-dimethylnaphthalene20 have been reported in the past, no pure 
rotational spectra have previously been measured for alkylnaphthalenes.  

In an effort to aid in the rotational spectroscopic detection of PAHs in Earth’s 
atmosphere and in the ISM, I measured the rotational spectra of 1-methylnaphthalene (1-MN), 
2-methylnaphthalene (2-MN), 1,2-dimethylnaphthalene (1,2-DMN), and 1,3-
dimethylnaphthalene (1,3-DMN) in the range of 6-15 GHz using a Fourier-transform 
microwave (FTMW) spectrometer. Assignments and structural characterizations were aided by 
density functional theory calculations. Barriers to internal rotation were derived and compared 
to results of relaxed and rigid scans of the potential energy surface using density functional 
theory. 
 
6.2. Methods 
6.2.1. Experimental 
Reagent grade 1-MN (Aldrich, 95%), 2-MN (General Intermediates), 1,2-DMN (Aldrich, 95%), 
and 1,3-DMN (Aldrich, 96%) were used without purification. The alkylnaphthalenes have very 
low vapour pressures at room temperature, so it was necessary to heat each sample to 
approximately 473 K in a stainless steel container. The nozzle and the tubing connecting it to 
the sample container were also heated to prevent condensation of the alkylnaphthalenes. Ne 
(Praxair) was used as backing gas at 1-2 atm. 

Rotational spectra of each sample were measured in the range of 6-15 GHz using a 
cavity-based FTMW spectrometer, which has been described in detail previously.21,22 In short, 
the gaseous sample is first injected into an evacuated resonator, through a pulsed nozzle. As the 
molecules enter the resonator, they undergo supersonic expansion and are rapidly cooled 
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(rotationally) to 1-2 K by collisions with the backing gas. The resonator consists of two 
aluminum mirrors, whose separation is adjusted to match the frequency of a given rotational 
transition. A pulse of near-resonant microwave radiation is then used to excite the molecules, 
which in turn emit radiation at the transition frequency that is detected in the time domain, 
analog-to-digital converted, and then Fourier transformed to yield the frequency spectrum. Time 
domain signals from successive experiments are averaged until a reasonable signal to noise ratio 
is achieved. Because of the relatively small molecular dipole moments, a 0.5 W solid-state 
amplifier was used to increase the power of the excitation pulses. 
 
6.2.2. Computational 
Geometry optimization and vibrational analysis calculations were carried out using the 
Gaussian09 ab initio package23 at the B3LYP/6-311++G(d,p) level of theory. B3LYP 
calculations have been shown to accurately predict rotational constants for other species.17,24 
Initial structures were generated and optimized using molecular mechanics in Avogadro25 before 
being input into Gaussian; output structures and vibrational normal modes were visualized in 
Avogadro, as well. No imaginary frequencies were calculated for the stationary points, so the 
optimized structures are indeed minima on the potential energy surface. Rotational constants 
and centrifugal distortion constants were predicted (using keywords “Freq=VibRot” and 
“Output=Pickett”), and transition frequencies were calculated in PGOPHER,26 using the ab 
initio rotational constants. The barriers to methyl internal rotation were determined by varying 
the dihedral angle between the aromatic plane and a certain hydrogen atom of the methyl 
substituent, calculating the energy at each point – with or without optimization of all the other 
internal coordinates (using keywords “Opt=ModRedundant” and “Scan”, respectively). 

The experimental transition frequencies were assigned and fitted using PGOPHER, 
which employs a semi-rigid rotor model, and XIAM,27 which employs the combined axis 
method (CAM) to treat the methyl group internal rotation. In both programs, Watson’s A 
reduction Hamiltonian in its Ir representation was employed.28 The experimental rotational 
constants obtained from the final fits in either PGOPHER or XIAM were compared to the 
calculated rotational constants, to evaluate the quality of the ab initio calculations. 
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6.3. Results and discussion 
6.3.1. Spectra 
In general, my searches for rotational transitions were guided by theoretical rotational constants 
and dipole moments (see Table 6.1), calculated at the B3LYP/6-311++G(d,p) level of theory. 
The calculations gave one minimum energy structure for each alkylnaphthalene (see Figure 6.1). 
For 1-MN and 2-MN, transitions were easily located using previously-reported rotational 
constants, which were determined from the rotationally-resolved electronic spectra of the 
species.19 For 1,2- and 1,3-DMN, automated frequency scans (consisting of 0.2 MHz frequency 
steps) were used to search for targeted a- and b-type transitions within 100 MHz intervals, 
centred at the predicted frequencies. For both species, the first three transition frequencies 
observed were assigned and used in preliminary fits to locate additional transitions whose 
frequencies were subsequently used in the final fits.  

Representative transitions illustrate the features of the spectra. Each observed transition 
is split into a Doppler doublet as a result of the supersonic expansion being parallel to the 

  
Table 6.1. Spectroscopic constants and dipole moments of the methyl and dimethylnaphthalenes, calculated 
using density functional theory at the B3LYP/6-311++G(d,p) level. 

 1-MN 2-MN 1,2-DMN 1,3-DMN 
A / MHz 1895.95 2810.86 1872.13 1572.52 
B / MHz 1125.13 821.83 778.24 815.88 
C / MHz 709.20 638.42 553.49 540.77 
ΔJ / kHz 0.0175 0.00805 0.00683 0.00734 
ΔJK / kHz 0.0449 0.187 0.0507 0.0404 
ΔK / kHz 0.0127 0.0143 0.0124 0.0192 
δJ / kHz 0.00638 0.00203 0.00204 0.00238 
δK / kHz 0.0324 0.0226 0.0176 0.0192 

ΔA/Aa / % 0.07 0.23 0.07 -0.05 
ΔB/B / % -0.10 -0.12 -0.11 -0.10 
ΔC/C / % -0.07 -0.07 -0.10 -0.11 
Aveb / % 0.08 0.14 0.09 0.09 

κc -0.30 -0.83 -0.66 -0.47 
|μa| / D 0.15 0.51 0.64 0.49 
|μb| / D 0.34 0.03 0.36 0.30 
|μc| / D 0.00 0.00 0.00 0.00 

     
a Relative difference between calculated and experimental values; for example, ((Aexp-Acalc)/Aexp)100%. b Average 
magnitude of relative differences. c Asymmetry parameter. 



6 | Methyl- and dimethylnaphthalenes          99  
microwave propagation direction. For 1-MN (see Figure 6.2), no splittings attributable to methyl 
internal rotation were observed, and its spectrum was fitted using the PGOPHER program.26 
When all distortion constants are optimized in the fit, the uncertainties are very large; with a 

 
Figure 6.1. Minimum energy structures of (I) 1-MN, (II) 2-MN, (III) 1,2-DMN, and (IV) 1,3-DMN calculated 
at the B3LYP/6-311++G(d,p) level of theory and oriented with respect to their a and b principal inertial axes. 

 

 
Figure 6.2. Representative a-type transition (61,6-51,5) of 1-MN, measured using an excitation pulse length of 
1 μs and 250 averaging cycles. 
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value of 0.03 ± 0.03 kHz, ΔK is the most problematic. Rather than fixing ΔK at zero, I fixed it at 
the value predicted from harmonic vibrational frequency calculations, 0.0449 kHz, at the 
B3LYP/6-311++G(d,p) level of theory; in the fits for the other alkylnaphthalenes, as well, ΔK 
was fixed at the respective calculated values (see Table 6.1).  

For 2-MN (see Figure 6.3) and 1,3-DMN (see Figure 6.4), methyl internal rotation 
splittings were observed, so two pairs of Doppler components, corresponding to the A and E 
symmetry components, were detected for each transition. The XIAM program27 was used to fit 
all the spectra that exhibit splitting of rotational lines due to methyl internal rotation. For 
1,2-DMN (see Figure 6.5), additional splittings due to internal rotation of both methyl 

 
Figure 6.3. Representative a-type transition (111,11-101,10) of 2-MN, measured using an excitation pulse length 
of 0.15 μs and 1000 averaging cycles. 

 

 
Figure 6.4. Representative a-type transition (91,9-81,8) of 1,3-DMN, measured using an excitation pulse length 
of 0.15 μs and 300 averaging cycles. 
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substituents occurred, resulting in five fine structure components with symmetry labels AA, AE, 
EA, EE, and EE’. For most transitions, the EE and EE’ components overlapped, so only four 
lines were observed. For some transitions, only two lines were observed, because of additional 
overlapping components. For example, the EA, EE, and EE’ components of the 72,6-62,5 
transition are so close in frequency that they appear as one Doppler pair; however, in the fit, the 

 
Figure 6.5. Representative a-type transition (81,7-71,6) of 1,2-DMN, collected at two different excitation 
frequencies using an excitation pulse length of 1 μs and number 500 averaging cycles. 

 

  
Table 6.2. Experimental spectroscopic constants of the methyl and dimethylnaphthalenes. 

 1-MN 2-MNa 1,2-DMNa 1,3-DMNa 
A / MHz 1894.6564(1)b 2804.519(4) 1870.779(1) 1573.2606(4) 
B / MHz 1126.2936(2) 822.8100(2) 779.1260(4) 816.7064(1) 
C / MHz 709.68277(7) 638.8528(1) 554.0210(2) 541.37179(4) 
ΔJ / kHz 0.016(2) 0.0084(7) 0.008(1) 0.0066(8) 
ΔJK / kHz 0.018(7) 0.016(5) 0.0124c 0.021(6) 
ΔK / kHz 0.0449c 0.187c 0.0507c 0.0404c 
δJ / kHz 0.0055(8) 0.0022(4) 0.003(1) 0.0021(4) 
δK / kHz 0.034(7) 0.02(3) 0.0176c 0.012(5) 

κd -0.30 -0.83 -0.66 -0.47 
Ne 48 39 35 37 
NTf 48 78 147 70 

σg / kHz 1.1 1.8 8.0 0.7 
     

a Internal rotation constants, also determined from fit, are shown in Table 6.3. b Standard deviation in the last 
decimal place before the parentheses. c Constant fixed at ab initio value, because it could not be well-determined.
d Asymmetry parameter. e Number of rotational transitions included in fit. f Total number of transitions, including 
methyl internal rotation symmetry components. g Root-mean-square deviation of residuals. 
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experimental frequency is 13 kHz too low and 10 kHz too high for the outer components, EE 
and EE’, respectively. As a result, the standard deviation of the 1,2-DMN fit is higher than those 
of the other alkylnaphthalenes. In this fit, the distortion constants ΔJK and δK, in addition to ΔK, 
were fixed at their calculated values.  

The final fits gave rotational, centrifugal distortion (see Table 6.2), and internal rotation 
constants (see Table 6.3). In all, I observed 48 transitions for 1-MN (see Table A.10), 39 
transitions (including 78 methyl internal rotation components) for 2-MN (see Table A.11), 37 
transitions (including 70 components) for 1,3-DMN (see Table A.12), and 35 transitions 
(including 147 components) for 1,2-DMN (see Table A.13). Both a- and b-type transitions were 
observed for 1-MN, 1,2-DMN, and 1,3-DMN; however, only a-type transitions were observed 
for 2-MN. The rotational transition line strength, S, was calculated using the experimental 
rotational and centrifugal distortion constants.  
 
6.3.2. Structures 
Optimized geometries of the alkylnaphthalenes are illustrated in Figure 6.1. The point group of 
each molecule is Cs, and one hydrogen atom from each methyl substituent in a given molecule 
is eclipsed by the plane of symmetry. In 1,2- and 1,3-DMN, the two in-plane hydrogen atoms 
of the methyl groups were found to be oriented in the same clockwise direction with respect to 
the c principal inertial axis, even when calculations were repeated with the hydrogen atoms 
initially oriented in opposite directions. As shown in Table 6.2, all the alkylnaphthalenes have 

  
Table 6.3. Experimental internal rotation parameters of 2-MN, 1,2-DMN, and 1,3-DMN. 

 2-MN 1,2-DMN 1,3-DMN 
Position 2 1 2 3 

V3a (kJ mol-1) 2.717(5) 3.672(3) 5.239(9) 2.896(2) 
δb (°) 19.9 80.0 6.6 22.4 

F0c (GHz) 159.70 161.23 160.31 160.51 
F12d (MHz) … 417 …  

     
a Height of the three-fold barrier to rotation of the methyl top. b Angle between the methyl top axis and the a
principal inertial axis. Another parameter, ε, is the angle between the b principal axis and the projection of the 
methyl top axis onto the bc plane; ε was zero for all alkylnaphthalenes, since the axes of the methyl rotors are 
in the ab plane. c Internal rotation constant; analogous to the A, B, and C rotational constants, it is related to the 
inverse of the moment of inertia of the methyl top about its axis. d Methyl top-methyl top interaction constant. 
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negative values of the asymmetry parameter κ, calculated from their rotational constants, 
according to Equation (6.1). 
 κ = 2B - A - C

A - C  (6.1) 
As discussed in Section 2.2, these negative values indicate the alkylnaphthalenes have more 
prolate character than oblate. 

Based on the calculated dipole moments (see Table 6.1), the molecules are moderately 
polar, so they are candidate species for detection in the ISM using radio-astronomy in the 
microwave region. For each molecule, the component of the dipole moment along the c principal 
axis is zero, because of the Cs symmetry. This is consistent with the absence of c-type transitions 
in the measured spectra. 1-MN is the only molecule in which the strongest component of the 
calculated dipole moment is along the b principal axis; the calculated value of 0.34 D is similar 
to that of acenaphthylene, 0.31 D.15 In the other molecules, the strongest components of the 
dipole moments are along their a principal axes; 1,2-DMN is the most polar molecule, because 
the two methyl substituents occur at neighboring positions. In 2-MN, the dipole moment 
component along the b principal axis is so small that I was not able to detect b-type transitions 
in its experimental spectrum. Since the calculated dipole moments are consistent with the above 
observations, I conclude that they may be relied upon to identify intense candidate transitions 
for astronomical searches. Alternatively, dipole moments can in principle be measured using 
Stark spectroscopy.  

The quality of the ab initio calculations was evaluated by comparing the experimental 
and predicted rotational constants. Agreement is very good for all the alkylnaphthalenes (see 

  
Table 6.4. Low-lying out-of-plane vibrations of the methyl- and dimethylnaphthalenes, calculated using 
B3LYP/6-311++G(d,p). 

 1-MN 2-MN 1,2-DMN 1,3-DMN 
υ1 / cm-1 132 96 99 94 
υ2 / cm-1 166 124 122 118 
υ3 / cm-1 183 180 145 152 
υ4 / cm-1 247 280 222 172 
υ5 / cm-1 … … 300 217 
υ6 / cm-1 … … … 295 

Δa / amu Å2 -3.329 -3.340 -6.590 -6.516 
Δcorrb / amu Å2 -0.200 -0.214 -0.336 -0.261 

     
a Inertial defect. b ‘Methyl top-corrected inertial defect.’ 
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Table 6.1), leading to very good agreement between the predicted and experimental spectra. 
(For instance, the 60,6–50,5 transition of 1-MN is predicted to occur 6 MHz lower than it is 
observed, a difference of only –0.06%.) Similarly, theoretical rotational constants of small 
PANHs, calculated at the same level of theory, were previously found to be within 0.25% of 
experimental values.17 Based on these low average discrepancies, B3LYP is an excellent method 
for predicting the rotational constants of PAHs. 

The differences between experimental and calculated rotational constants can be 
attributed to shortcomings in the ab initio calculations and effects of zero-point vibrational 
motions and centrifugal distortion. For planar molecules, it has been shown that zero-point out-
of-plane vibrational motions can contribute significantly to negative values for the inertial 
defect, which is calculated from the principal moments of inertia, according to Equation (6.2).29  
 Δ = Ic - Ib - Ia (6.2) 

The inertial defect is zero for a rigid planar molecule. Values for Δ of the alkylnaphthalenes 
studied in this work are given in Table 6.4 and reflect primarily the contributions of the out-of-
plane hydrogen atoms of the methyl groups. I can approximate the contribution to the inertial 
defect from out-of-plane vibrational motions by subtracting the equilibrium contribution from 
the out-of-plane hydrogen atoms to yield a ‘methyl top-corrected inertial defect’ (see Table 6.4), 
calculated according to Equation (6.3), which is also used in Section 4.3.1. 
 Δcorr=Δ + 2 ෍ mHcH2 (6.3) 

Here, mH is the hydrogen atom mass in amu, cH is the c-coordinate of the hydrogen atom from 
the ab initio calculations, and the sum is over the out-of-plane hydrogen atoms. The doubly-
substituted molecules have the most significant ‘methyl top-corrected inertial defects’, because 
they have more low-lying out-of-plane vibrational modes with frequencies below 400 cm-1 (see 
Table 6.4) than the singly-substituted molecules. Planar PANHs exhibit the same trend; their 
inertial defects (like the ‘methyl top-corrected inertial defects’ in my study) have been shown 
to increase with the number of low-lying out-of-plane modes.30 
 
6.3.3. Barriers to internal rotation 
The experimentally-derived internal rotation parameters are given in Table 6.3. The parameters 
of the lone methyl substituent of 1-MN could not be determined, because no splitting was 
observed in the spectrum. This observation is indicative of a high barrier to internal rotation, 
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consistent with an earlier experimental study; the barrier has been determined to be 9.7 kJ mol-1, 
based on the rotationally-resolved electronic spectrum.19 In contrast, the methyl substituent of 
2-MN causes splitting in the rotational spectrum, and the barrier was determined to be much 
lower, 2.717 kJ mol-1, in close agreement with the previously measured value (2.8 kJ mol-1).19 

1,2-DMN is an interesting prototype of molecules that have two methyl substituents at 
adjacent carbon atoms of an aromatic ring, analogous to 3,4-dimethylbenzaldehyde, which has 
previously been studied in detail.31 The methyl substituents at both the 1 and 2 positions of 
1,2-DMN cause splittings in the rotational spectrum, and the barriers were determined to be 
3.670 and 5.238 kJ mol-1, respectively. No previous measurements have been reported; 
however, I can compare to calculated values. In general, barriers to internal rotation can be 
determined using ab initio calculations by stepping a single internal coordinate (in this case, a 
dihedral angle) and either fixing all the others or allowing them to simultaneously relax. The 
barriers to rotation of the methyl substituents at the 1 and 2 positions were calculated to be 2.70 

 
Table 6.5. Barriers to internal rotation for the methyl- and dimethylnaphthalenes, calculated using B3LYP/6-
311++G(d,p). 

Species Position V3,rigid (kJ mol-1) V3,relaxed (kJ mol-1) 
1-MN 1 10.53 8.03 
2-MN 2 2.70 2.57 

1,2-DMN 1 6.91 2.70 
1,2-DMN 2 8.38 4.41 
1,3-DMN 1 10.45 7.98 
1,3-DMN 3 2.78 2.68 

    
 

 
Figure 6.6. Potential energy of 1,3- and 1,2-DMN as a function of the dihedral angle between the aromatic plane 
and the initially in-plane hydrogen atom of the methyl substituent at position 1. 
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and 4.41 kJ mol-1 (see Table 6.5), respectively, when all the internal coordinates, besides the 
stepped dihedral angle, were allowed to relax at each value of the dihedral angle. Though these 
values are lower than those determined experimentally, their relative magnitude is similar. 
Interestingly, the barrier to rotation of the methyl substituent at position 1 is lower in 1,2-DMN 
than in 1-MN and 1,3-DMN, although the rotor is expected to experience much greater steric 
hindrance in 1,2-DMN. My calculations indicate that steric hindrance indeed increases the 
energy of the transition state of 1,2-DMN, compared to that of its isomer 1,3-DMN, but it 
increases the energy of the minimum to an even greater extent (see Figure 6.6); as a result, the 
energy difference between the minimum and the transition state is smaller. This observation is 
consistent with earlier calculations,32 and it can be attributed to the environment around the 
methyl group becoming more isotropic. The barrier to internal rotation is greater for the methyl 
substituent at position 2 than 1, because in the equilibrium geometry the in-plane hydrogen atom 
of the methyl group at position 1 is oriented towards the methyl group at position 2. When all 
the internal coordinates, besides the stepped dihedral angle, were fixed, the barriers to rotation 
of both methyl substituents were calculated to be much higher; for example, the barrier height 
at position 1 is 6.91 kJ mol-1 (see Figure 6.7). Furthermore, using the rigid approach, I find that 
the three barrier heights calculated through a 360° rotation of the methyl substituent at position 
1 differ slightly, because the group is not perfectly tetrahedral in the equilibrium geometry. 

 
Figure 6.7. Potential energy of 1,2-DMN at fixed values of the dihedral angle between the aromatic plane and 
the initially in-plane hydrogen atom of the methyl substituent at position 1, with (“relaxed”) and without 
(“rigid”) optimization of all the other internal coordinates. 
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These features constitute a strong argument against using single point energy calculations to 
predict barriers to rotation – and tunneling motions, in general.24  

Only one methyl substituent in 1,3-DMN causes splitting in the spectrum. Based on the 
angle, δ, between the methyl top axis and the a principal axis, 22.5°, the rotor at position 3 is 
responsible for the splitting. This assignment is consistent with theory, since the calculated 
barrier to rotation of the methyl substituent at position 1, 7.98 kJ mol-1, is too high to expect this 
group to cause any splitting. The experimental height of the barrier to rotation of the methyl 
substituent at position 3 is 2.896 kJ mol-1; since the methyl substituents are not as crowded as 
in 1,2-DMN, this value is in good agreement with the values predicted using both the relaxed 
and rigid approaches to barrier calculations, 2.68 of 2.78 kJ mol-1, respectively. 
 
6.4. Conclusions 
The pure rotational spectra of four alkylnaphthalenes were measured in the range of 6-15 GHz. 
Density functional theory calculations gave accurately-predicted rotational constants, which 
aided in the assignments of the spectra. Methyl top-corrected inertial defects were found to be 
greater for 1,2- and 1,3-DMN than the singly methyl-substituted species, because the doubly 
methyl-substituted species have a greater number of low-lying out-of-plane vibrational modes. 
Barriers to internal rotation were derived, and they are consistent with relaxed barrier 
calculations. In particular, the spectroscopic fits confirm that the barrier for rotation of the 
methyl group at position 1 decreases with increased crowding, an unintuitive result of the 
environment becoming more isotropic. Finally, the four alkylnaphthalenes are moderately polar, 
so they are candidate species for rotational spectroscopic detection in Earth’s atmosphere and 
in the ISM. Since the reported transitions are in the range of the Green Bank Telescope and the 
Arecibo Observatory, for example, they could facilitate further searches for specific PAHs in 
the ISM. Furthermore, extrapolation based on these low-J transitions could guide future 
laboratory measurements of transitions in the millimeter/sub-millimeter range of the Atacama 
Large Millimeter Array and other observatories. 
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7.1. Introduction 
In this chapter, I summarize how aerosol instrumentation can be used to study particle 
morphology and how photo-reaction (“smog”) chambers can be used to study secondary organic 
aerosol (SOA) formation, resulting from condensation of photo-oxidation products, such as the 
carboxylic acids discussed in Chapters 3-5. In Section 7.2, I discuss the detection of particles, 
using a condensation particle counter, and the classification of particles by size, using a 
differential mobility analyzer, and mass, using a centrifugal particle mass analyzer – and how 
these instruments allow determination of particle morphology. In Section 7.3, I describe the 
smog chamber I used to investigate SOA, as well as the gas and particle losses that must be 
considered. In Section 7.4, I discuss the use of soot aggregates as seed particles in the smog 
chamber, in order to investigate internal mixtures of black carbon and SOA. 
 
7.2. Aerosol instrumentation 
The first step towards characterizing aerosol particles is counting them. Very small particles – 
for example, sub-10 nm particles resulting from homogeneous nucleation – have diameters 
much shorter than the wavelengths of visible light, and their size parameters, α, are much less 
than one, as calculated using Equation (7.1).1 
 α = πdp

λ  (7.1) 
Here, dp is the diameter of the particle, and λ is the wavelength of the incident light. Since α << 1, 
the elastic light scattering of the particles is similar to that of gas molecules; specifically, 
Rayleigh scattering theory applies,1,2 and the intensity of the scattered light is directly 
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proportional to dp6. Consequently, such small particles scatter very little light for optical 
detection.  
 In a condensation particle counter (CPC),3,4 this problem is solved by passing particles 
through a heated region, saturated with water or n-butanol vapour, followed by a cooled region, 
leading to particle growth to about 10 μm by heterogeneous nucleation.5 Downstream of the 
cooled region, the particles are passed through a nozzle and an optical detection region, 
consisting of a laser diode, focusing optics, a light stop, collecting optics, and a photo-detector. 
Since the laser diode is in the visible range, the size parameter of the 10 μm particles is much 
greater than one, so Mie scattering theory applies.1,6 The 10 μm particles scatter significantly 
more light than sub-micrometre particles, facilitating measurements by the photo-detector. For 
carbonaceous particles, n-butanol is a better choice of condensing species than water, because 
the particles are hydrophobic.5 The difference in temperatures of the saturator and condenser 
has to be chosen carefully to prevent homogenous nucleation of n-butanol, which would occur 
at very high saturation ratios. At a certain saturation ratio, Sr, the minimum size of particle, dp*, 
to nucleate the condensation of n-butanol and grow to larger sizes and be detected is calculated 
using the Kelvin equation – Equation (7.2).7,8 
 S = p

ps
 = e 4γM

ρRTdp* (7.2) 
Here, p and ps are the partial pressure and saturation vapour pressure, respectively, γ is the 
surface tension, M is the molar mass, and ρ is the liquid density. At the saturator and condenser 
temperatures of the Model 3771 CPC (TSI), the smallest particles to be detected with an 
efficiency of 50% are 10 nm in diameter. The maximum saturation ratio occurs at the centre of 
the condenser tubing. In the Model 3776 CPC (TSI), particles are confined to a narrow region 
about the centre of the condenser using sheath flow, so the smallest particles to be detected with 
an efficiency of 50% are 2.5 nm in diameter. 
 In Chapters 8 and 9, very low number concentrations were typically measured. At such 
low concentrations, counting a particle is a “rare event”. Since each count is independent, a 
Poisson distribution dictates the particle counts, so the probability of obtaining a certain number 
of counts, x, in a certain sampling time can be calculated using Equation (7.3).9 
 f (x) = e-Nഥ  Nഥ   x

x!  (7.3) 
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Here, Nഥ is the mean number of counts measured. The standard error is the square root of Nഥ. The 
relative error can be minimized by measuring more counts, simply because the denominator Nഥ 
increases more than the numerator Nഥ1/2. The particle concentration is the ratio of total number 
of counts to the total volume in the sampling period.  

Particles can be classified by size using a differential mobility analyzer (DMA),10,11 
which consists of a vertical centre rod with a high applied negative voltage and an encompassing 
cylinder that is grounded. The electric field between the electrodes acts on positively-charged 
particles that enter at the top of the assembly, along the cylindrical electrode and separated from 
the inner electrode by clean, particle-free air, the sheath flow. At the bottom of the DMA, the 
majority of the flow is directed to the exhaust, but some (closest to the inner electrode) is 
sampled and directed to instrumentation downstream – a CPC, for example. In the radial 
direction, the electrostatic field is opposed by the drag force, which is often quantified in terms 
of electrical mobility, Zp, calculated according to Equation (7.4).12,13 
 Zp = neBp (7.4) 

Here, n is the number of elementary charges, e, and Bp is the mechanical mobility, calculated 
according to Equation (7.5).14,15 
 Bp = VTS

FD
 = Cc(dm)

3πμdm
 (7.5) 

Here, VTS is the terminal settling velocity, FD is the drag force, Cc is the Cunningham slip 
correction factor at a particle mobility diameter, dm, and μ is gas viscosity. The Cunningham 
slip correction factor accounts for the non-continuum experienced by particles with diameters 
approaching the mean free path of air. For example, at standard temperature and pressure (STP), 
10 nm particles experience about 23 times less drag force than expected under the no-slip 
assumption, because they undergo short periods of “freefall”, without collisions with the 
surrounding gas molecules.14 Considering the geometry of the DMA, the electrical mobility 
classified can be calculated using Equation (7.6).13 
 

Zp = 
൫Qin - Qout൯ ln ቀr2r1ቁ

2πVL  (7.6) 
Here, Qin and Qout are the flow rates defined by the initial and final radial positions (rin and rout, 
respectively) of the particles, r1 and r2 are the radii of the outer edge of the inner electron and 
the inner edge of the cylindrical electrode, V is the voltage, and L is the length of the DMA. 
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Particles within certain ranges of initial and final radial positions (and, most importantly, 
electrical mobilities) will be classified. The Model 3081 DMA (TSI) can classify particles with 
mobility diameters in the range of 10-1000 nm. 

The charge of the particles dictates their electrical mobility,12 as shown in Equation (7.4), 
so it is crucial to generate aerosol particles with a known and reproducible distribution of 
charges. Before the sample is injected to the DMA, then, it is passed through a small chamber 
with high concentrations of bipolar ions,16,17 generated by X-ray bombardment (TSI, Model 
3087). Once a particle collides with one positively charged ion, for instance, it is less likely to 
collide with another. The ions are in thermal equilibrium with the surrounding gas molecules, 
so their velocities are described by the Boltzmann distribution – Equation (2.13); consequently, 
ions with greater speeds may overcome the electrostatic repulsion and collide with the particle. 
On the other hand, collisions with negatively-charged ions will become more likely. Eventually, 
these collisions result in a near equilibrium Boltzmann charge distribution, and the fraction of 
particles at a certain size with a particular charge might be expected to be described by Equation 
(7.7).12 
 

 f (n) = e
- kEn2e2
dpkBT

∑ e
- kEn2e2
dpkBT∞n = - ∞

 (7.7) 

Here, kE is the Coulomb constant, kB is the Boltzmann constant, and T is temperature. In fact, 
the charge distribution is not perfectly symmetrical about zero, because negative ions have 
slightly greater mobilities than positive ions. A thorough treatment of the ion-mobility-corrected 
charge distribution can be done only numerically;18 an approximate parameterization is also 
available.19 Larger particles can sustain higher charges than smaller particles; the fraction of 
their population with no charge is significantly lower. For example, 99% of 10 nm particles are 
neutral, but only 4% of 10 μm particles are neutral. 

Equation (7.4) also shows that a particle with half the mechanical mobility of another 
may have the same electrical mobility if it has twice the charge. Removing particles larger than 
1 μm before they enter the DMA is essential to measuring size distributions, because particles 
then measured just below 1 μm are sure to have a single charge and be of the correct mechanical 
mobility. The fraction of these particles that will appear at lower sizes, because they have two 
charges, is known. Consequently, the measured particle concentrations can be attributed to the 
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correct mechanical mobilities and, in turn, particle diameters. The large particles are removed 
using an impactor connected to the inlet of the DMA. An impactor consists of a nozzle and a 
downstream plate. A sample of gas molecules and aerosol particles are accelerated through the 
nozzle. Particles with significant inertia will not follow the streamlines of the gas molecules and 
instead collide with the plate. The aerodynamic diameter at which 50% of the particles collide 
with the plate, da┴, is given by Equation (7.8).20 
 

 da ⊥ = ൭ 9πμDj3Stk50
4ρpQCc(da ⊥)൱

1/2
 (7.8) 

Here, Dj is the diameter of the nozzle, Stk50 is the Stokes number (also called the impaction 
parameter) for 50% impaction, ρp is particle density (assumed to be 1 g cm-3 for the definition 
of the aerodynamic diameter), and Q is flow rate through the nozzle. The Stokes number is the 
ratio of the particle stopping distance to the nozzle radius. Because the Cunningham slip 
correction factor depends on particle diameter, Equation (7.8) must be solved iteratively, until 
the particle diameter converges.20 Following impaction, liquid particles are more prone to 
remain deposited on the plate than solid particles, so particle bounce can be used as a measure 
of particle phase.21 (In passing, I mention a parallel between scattering and inertial impaction. 
As discussed above, in a CPC, condensation is used to grow particle to sizes at which they can 
be detected using elastic light scattering. Similarly, in a particle-into-liquid sampler, 
condensation is used to grow particles to masses at which they can be impacted and sampled in 
solution.22) 
 In Chapter 8, particles are also classified by mass, using a centrifugal particle mass 
analyzer (CPMA),23,24 which is similar in design to an aerosol particle mass (APM) analyzer.25 
Both the APM and CPMA operate analogously to the DMA, except that the electrical force is 
balanced by centrifugal force, instead of drag force. To produce the centrifugal force, the 
electrodes are rotated, and particles that enter the annulus between the electrodes experience an 
apparent force towards the outer electrode. Charged particles also experience an electrical force 
towards the inner electrode. In an APM analyzer, the electrodes are rotated with the same 
angular velocity, so the centrifugal force across the annulus changes with the square of the 
distance from the particle to the axis of rotation, r2, while the electrical force changes with 1/r. 
Consequently, even particles of the correct mass-to-charge ratio may not be transmitted by the 
APM analyzer, if they do not enter the annulus at the ideal radial position. If they enter too far 
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away from the centre electrode, the centrifugal force dominates, and they will deposit on the 
outer electrode. If they enter too close to the inner electrode, the electrical force dominates, and 
they will deposit on the inner electrode. In the CPMA, the mismatched scaling of centrifugal 
and electrical forces is solved by rotating the inner cylinder faster than the outer cylinder.23 This 
results in much better particle transmission in the CPMA than the APM analyzer. Since the 
electrical force is involved, the above discussion of charging also applies to the CPMA. One 
difference between the two instruments with regards to charging is how uncharged particles 
behave. In the DMA, particle must change they radial position significantly, from along the 
outer electrode to along the inner electrode, to be classified. Uncharged particles are not acted 
upon by the electrical force, so they do not change they radial position and are not classified. In 
the CPMA, particles must not change their radial position significantly to be classified. As a 
result, uncharged particles may be transmitted if the centrifugal force is small – in particular, at 
low angular velocity and low particle mass. This is why, during the measurements discussed in 
Chapter 8, it was critical to avoid nucleation, which would produce many small particles that 
interfere with monitoring the growth of the pre-existing particles of interest. 

The DMA and CPMA are particularly powerful when implemented together, because 
measurements of particle size and mass allow quantification of particle morphology. The 
measures of morphology used in Chapters 8 and 9 include the following: dynamic shape factor, 
χ, effective density, ρeff, and mass-mobility exponent, Dm. Dynamic shape factor is the ratio of 
the measured drag force on an actual particle to the calculated drag force on a hypothetical 
particle that is an equivalent volume sphere. Since both forces take the form of Equation (7.5), 
the terms not involving particle diameter cancel out, allowing the shape factor to be calculated 
from the mobility and volume-equivalent diameters (dm and dve, respectively), according to 
Equation (7.9).14 
 χ = dmCc(dve)

dveCc(dm) (7.9) 
Here, Cc(dm) and Cc(dve) are the Cunningham slip corrections at dm and dve, respectively. For a 
homogeneous particle, the volume-equivalent diameter can be calculated from the mass, mp, 
measured directly using the CPMA, and material density, ρp, according to Equation (7.10). 
 

dve = ൥6
π ቆmp 

ρp
ቇ൩

1/3
 (7.10) 
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For non-spherical particles, χ is greater than one. Even for spherical particles, χ may be greater 
than one if they are porous. Alternatively, an effective density, ρeff, can also be defined for a 
hypothetical spherical particle with mass mp and mobility diameter dm, according to Equation 
(7.11). 
 ρeff = 6mp 

πdm3
 
 (7.11) 

For non-spherical particles, ρeff will always be lower than the density of the material. For 
example, the material density of soot is about 2 g cm-3, but a typical effective density of a soot 
aggregate is about 0.7 g cm-3. Finally, for a given morphology, particle mass scales with mobility 
diameter to a certain exponent, as shown in Equation (7.12).26 
 mp  = CpdmDm (7.12) 

Here, Cp is a pre-exponential factor, and Dm is the mass-mobility exponent. For spherical 
particles, porous or otherwise, Dm is three; the lower the value of Dm, the more fractal the 
particles. The morphology of soot aggregates, and its evolution due to coatings, is discussed 
further in Chapter 8. 
 
7.3. Investigating secondary organic aerosol in smog chambers 
Secondary organic aerosol (SOA) forms in the atmosphere in two steps. The first step, oxidation 
of volatile organic compounds (VOCs) by an oxidant, like hydroxyl radical or ozone, is 
discussed in Chapter 1. The resulting low vapour pressure products partition between the gas 
and particle phases. The theory of gas-to-particle partitioning was first derived in terms of a 
partitioning constant, Kom, which is inversely proportional to the saturation vapour pressure, 
based on Raoult’s Law and the mole ratio of species i in the particle phase.42 A revised treatment, 
based on the molality of species i in the particle phase, was later proposed in terms of an effective 
saturation concentration, Ci*, according to Equation (7.13).51 
 Ci * = 106Mi

  ςi ps,i 
760RT  (7.13) 

Here, Mi is the molecular mass, ςi is the molality-based activity coefficient, ps,i  is the saturation 
vapour pressure at temperature, T. Since effective saturation concentration is directly 
proportional to saturation vapour pressure, low volatility oxidation products partition 
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significantly into the particle phase. The mass fraction of species i in the aerosol phase, Fi, can 
be determined using Equation (7.14).51 
 

Fi   = ቆ1 + Ci*
COA

ቇ
-1

 (7.14) 
Here, COA is the organic aerosol mass concentration. 

In the laboratory, the formation of SOA from the photo-oxidation of volatile organic 
compounds (VOCs) is often investigated using smog chamber experiments.27,28 The smog 
chamber at the University of Alberta is a 1.8 m3 cubic chamber constructed of 0.127 mm thick 
perfluoroalkoxy (PFA) film (Ingeniven Fluoropolymer Solutions) and supported in an 
aluminum enclosure.29 Type T (copper-constantan) thermocouples, connected to an interface 
card (TCIC), measure temperatures of five faces of the chamber. Additionally, a probe (Omega, 
iSeries) measures the temperature and relative humidity inside the chamber. This probe is 
periodically baked to remove contaminants; otherwise, relative humidity measurements slowly 
drift up. An array of twenty-four 32 W fluorescent black lights, with peak emission at 350 nm, 
are arranged on three faces of the chamber. Fans are situated in the chamber and at the top and 
bottom of the enclosure to remove heat. PFA tubing is used at the chamber inlets; stainless steel 
tubing is used at the outlet. SOA precursors are introduced into the chamber from a bubbler, 
where filtered, dry air flows over the liquid hydrocarbons. 

Hydrocarbon gas concentrations are measured using ultra-violet differential optical 
absorption spectroscopy (UV-DOAS).30 Briefly, UV-DOAS involves fitting a polynomial to an 
absolute absorption spectrum, subtracting the fit from the spectrum, and scaling the resulting 
differential spectrum to a reference differential spectrum derived from the cross section of the 
species of interest. The light source is a broadband deuterium lamp with emission output from 
215–400 nm (Ocean Optics, D-2000-S). An optical fiber and a collimating lens are used to direct 
UV light from the deuterium lamp through the chamber. Likewise, a collecting lens and an 
optical fiber are used to direct UV light to the spectrometer (Ocean Optics, HR-2000+). The 
deuterium lamp and the UV spectrometer are positioned outside the aluminum enclosure of the 
photo-reaction chamber and maintained at a temperature of about 294 K. Consequently, spectra 
are measured in situ over a path length of 1.2 m, a single pass through the chamber. Background 
spectra are collected for filtered, dry air at the start of each experiment and subsequently 
subtracted from the sample spectra. Absorption spectra are averages of 1500 samples, collected 
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over one minute; they are transformed to differential optical absorption spectra using a ninth 
order polynomial, as shown in Figure 7.1. The differential optical absorption spectra were scaled 
to high-resolution differential spectra, based on absorption cross sections from the literature, 
using an iterative least-squares fitting routine.  

The SOA yield is the ratio of the mass concentration of SOA formed to the mass 
concentration of VOC reacted.31 However, determining these concentrations is complicated by 
several loss processes. For example, not all of the change VOC concentration is due to reaction. 
If the chamber volume is to be maintained, clean, dry make-up air must be used, resulting in 
dilution of the VOC. The dilution rate constant, kdil, is directly proportional to flow rate and 
indirectly proportional to chamber volume. (In passing, I mention that this volume dependence 
allows precise determination of the chamber volume by measuring the rates of exponential 
decay in gas concentrations due to dilution at two different flow rates.) Gases may also be lost 
to the walls. The wall loss rate constant, kw, can be determined by simply measuring gas 
concentrations in the sealed chamber; for the aromatics used in Chapters 8 and 9, it is 

 
Figure 7.1. UV-DOAS measurement for a mixture of toluene and p-xylene. 
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insignificant. The reaction rate constant, kHC, can be determined by subtracting kdil and kw from 
the total rate constant of the observed exponential decay in VOC concentration. Though the 
photo-oxidation of aromatics by hydroxyl radical is a second-order reaction, the concentration 
of hydroxyl radical in the chamber is constant, so it can be estimated from kHC, a first-order rate 
constant, and the second-order rate constant from the literature.32 Since three first-order 
processes occur in parallel, the amount of VOC reacted can be calculated using Equation (7.15). 
 ΔHC = kHC

kdil + kw + kHC
HC0(1 - expሾ - ሺkdil + kw + kHC)tሿ ) (7.15) 

Here, HC0 is the initial hydrocarbon concentration, and t is reaction time. This correction is also 
discussed in Chapter 8 and illustrated in Figure 8.3. 

Similarly, particles are lost due to dilution and deposition to the chamber walls. 
(Deposition to the stainless steel sampling tubing is negligible for large particles, which account 
for nearly all the particle mass.) The dilution rate constant for particles is the same as for gases; 
however, the wall loss rate constant is much greater. Particles are lost to the walls by both 
diffusion and settling. As shown in Equation (7.16), the diffusion coefficient is inversely 
proportional to mobility diameter, if the slip correction is neglected. 
  D = kBTCc(dm)

3πμdm
 (7.16) 

Thus, small particles diffuse to the walls faster than large particles. In contrast, the terminal 
settling velocity is directly proportional to the particle diameter squared, as shown in Equation 
(7.17).14 
 

 VTS = gρpdm2Cc(dm)
18μ  (7.17) 

Here, g is the gravitational constant. Thus, large particles settle faster than small particles. I have 
measured size dependent rate constants by injecting a broad distribution of ammonium sulfate 
particles and monitoring each size bin’s exponential decay.33 Unfortunately, if the chamber 
volume changes between experiments, the rate constants are no longer valid, so it is more 
common to determine a size-independent rate constant for each experiment by monitoring the 
exponential decay in particle mass (or volume) at the end of each photo-oxidation experiment 
when less than 10% of the precursor concentration remains, as shown in Figure 7.2.34 With so 
little precursor still present, it is fair to assume no additional SOA forms, so the decay reflects 
only particle losses due to dilution and deposition. A linear regression of the natural logarithm 
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of particle mass verses time gives a slope equal to the sum of the rate constants. As long as the 
chamber volume is constant during the experiment, this rate constant can be applied to the entire 
duration, as shown in Equation (7.18). 
 ΔSOA = Mpሺt) + (kdil + kdep) න Mpሺt)dt - Mp,i

t

0
 (7.18) 

Here, Mp,i is the initial aerosol mass, in the event that seed particles are used, as described below. 
An SOA yield can be calculated from the corrected precursor and particle concentrations.  

Typically, in smog chamber experiments requiring dilution, either for injection of 
oxidant35 or maintaining volume of the chamber,36 only precursor hydrocarbon and SOA 
concentrations are corrected for dilution, as described above; however, the oxidation products 
in the gas phase are diluting simultaneously. If no dilution occurred, these products would go 
on to partition into the aerosol phase, so the above level of correction results in a lower limit of 
the SOA yield. (Condensable products are also lost due to deposition to the chamber walls. 

 
Figure 7.2. Determination of (kdil + kdep) from a linear fit to the natural logarithm of particle mass concentration 
following the reaction of 90% of the precursor (inset); particle mass concentration before and after correcting 
for aerosol dilution and deposition. 



7 | Aerosol instrumentation and smog chamber experiments          122  
Correcting for this loss is the subject of entire studies,37,38 and it will not be discussed here. 
Experimentally, wall losses of products can be minimized by introducing seed particles into the 
chamber – for example, using a home-built Laskin aerosol generator containing a dilute aqueous 
solution of ammonium sulfate.39) A simple conceptual mechanism, in place of an explicit 
chemical mechanism like that shown in Figure 1.1, can be fit to the raw measurements of 
hydrocarbon and aerosol concentrations to account for these additional losses. For example, the 
following mechanism describes SOA formation from photo-oxidation of p-xylene: the precursor 
reacts to form a volatile first-generation product, which reacts to form a condensable second-
generation product that partitions reversibly into the organic aerosol phase, as shown in Figure 
7.3.40,41 All gas-phase species are lost to dilution; in addition to diluting and reacting, precursor 
hydrocarbon is allowed to deposit on the chamber walls, though kw is negligible. The second-
generation product in the particle phase, A2p, is lost to dilution and deposition on the chamber 
walls. Rate constants of all losses are constrained to experimental values, described above. The 

 
Figure 7.3. Conceptual kinetics and equilibrium model for SOA formation from p-xylene; SOA mass 
concentrations determined when correcting for losses of precursor and particles, but not losses of oxidation 
products in the gas phase due to dilution, and when correcting for all losses included in the mechanism. 
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equilibrium concentration of the second-generation product in the gas phase, [A2g]eq, can be 
calculated from gas-to-particle partition theory, using Equation (7.19).40 
 [A2g]eq= C2*ሾA2pሿ

∆Mo
 (7.19) 

Here, ΔMo is the change in the organic aerosol mass concentration. Since the seed particles are 
inorganic, and product Aଶ is the only source of organic aerosol, ΔMo is technically equivalent 
to ሾA2pሿ; however, to avoid an undefined [A2g]eq at the beginning of the experiment, when ሾA2pሿ 
is zero, an initial organic aerosol mass of 0.1 ng m-3 can be entered as input. This pretended 
mass is negligible compared to actual aerosol mass once it begins to form, so, for all practical 
purposes, [A2g]eq = C2*. Thus, a constant value of ሾA2gሿ occurs following the onset of SOA 
formation, as shown in Figure 7.4. Once the reaction and equilibrium parameters are fitted, the 
loss rate constants can be set to zero to determine the SOA mass concentration is the absence of 

 
Figure 7.4. Reaction profiles for species in the conceptual kinetics and equilibrium model for SOA formation 
from p-xylene. 
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those losses. As shown in Figure 7.3, the result is higher than obtained by correcting for losses 
of only the precursor and SOA. 
 
7.4. Investigating internal mixtures of soot and secondary organic aerosol 
In some cases, seed particles may be introduced into the chamber not simply to provide 
suspended surface area, but to determine the effects of SOA on the seed particles themselves. 
For example, SOA affects the morphology and optical properties of soot particles.43 In the 
experiments described in Chapters 8 and 9, soot aggregates were generated using a flat-flame 
McKenna burner (Holthuis),44,45 in which pre-mixed ethylene and air are passed through a 
water-cooled plug of sintered bronze, and nitrogen as shroud gas is passed through an outer ring 
of sintered bronze. The morphology of the emitted soot aggregates depends on the combustion 
conditions of the burner,46 in particular the equivalence ratio, ϕ, which is the ratio of the actual 
fuel-to-air mole (or mass) ratio to the stoichiometric fuel-to-air mole (or mass) ratio. For the 
combustion of ethylene, the stoichiometric fuel-to-oxygen mole ratio is 0.33, so the 
stoichiometric fuel-to-air mole ratio is 0.07. At a high equivalence ratio (3.75), about 80% of 
the mass of particles with diameters between 100 and 250 nm is volatile organic carbon.46 At an 
equivalence ratio of two, this percentage decreases to about 20% over the same size range,46 so 
this ratio was used in Chapters 8 and 9. To obtain an equivalence ratio of two, the actual fuel-
to-air mole ratio must be 0.14, so the flow rate of air must be about seven times greater than that 
of ethylene. 

To remove the small fraction of remaining volatile organic carbon, soot aggregates are 
passed through a thermo-denuder (TD),47,48 which consists of a heating section and a cooling 
section. In the heating section, at a temperature of 473-573 K, even compounds with very low 
vapour pressures partition into the gas phase. With an adequate residence time, phase 
equilibrium at the elevated temperature is established.48 If ingoing soot aggregates with a certain 
coating mass are transmitted by the TD with the same mobility diameter (or mass) at two flow 
rates, the residence time even at the higher flow rate is long enough to allow equilibration. In 
the cooling section, the equilibrium is shifted back towards the condensed phase. In principle, 
the vapours condense onto both the particles and the TD walls. However, the rate of diffusion 
to the walls is much greater than the rate of diffusion to the particles, particularly when the 
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number of particles is low, and their diameter is small.47 As a result, the soot particles 
transmitted through the TD are effectively bare. 

If an SOA coating forms on the soot aggregates in the smog chamber without the 
addition of a precursor, it is likely that volatile organic compounds emitted from the burner are 
being oxidized in the chamber. A counter-flow parallel-plate membrane denuder (CPMD) can 
be used to remove these trace gases.49,50 A CPMD separates gases and particles based on their 
diffusion coefficients. It consists of three parallel rectangular chambers separated by a 
hydrophobic membrane. Just as water flows counter to heated vapour in a laboratory condenser 
during distillation, in order to maintain a steady temperature gradient, purge air in the top and 
bottom chambers flows counter to sample flow in the centre chamber in the CPMD, in order to 
maintain a steady concentration gradient. The ingoing and outgoing flow rates of each chamber 
are matched precisely to prevent convective flow between chambers. Both particles and gases 
diffuse from the sample chamber towards the sheath flow chambers, but the gases diffuse much 
more quickly, allowing them to pass through the membrane to enter the sheath chambers, given 
a certain residence time. The total outgoing gas concentration (exiting sample and sheath 
chambers) is the same as the ingoing concentration, so trace gases are indeed removed by 
diffusion, rather than adsorption to the chamber walls or membranes. 
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8.1. Introduction 
Soot aggregates are composed of roughly spherical primary particles1,2 that consist of many 
layers of graphitic carbon3,4 bound by van der Waals forces.5 The size of primary particles varies 
from roughly 5 to 60 nm,6,7 depending on the source and conditions of combustion, such as fuel 
to air ratio. Soot aggregates are emitted by many sources, including diesel engines8 and forest 
fires,9 and they exert a large positive radiative forcing on Earth’s climate by absorbing light at 
all visible wavelengths.10 Non-absorbing species internally mixed with soot aggregates act as 
coatings and enhance absorption and scattering of light by the particles, by restructuring and/or 
lensing effects.11,12 Aggregate restructuring has been observed to various degrees for many 
coatings, including water,13-15 sulphuric acid,12,13 oleic acid,16,17 glutaric acid,11 dioctyl 
sebacate,16 ethanol,18 and n-hexane.19 Lensing has also been observed for aggregates coated, but 
not restructured, by succinic acid.11 

Volatile organic compounds (VOCs) are emitted into the atmosphere by biogenic and 
anthropogenic sources, and they can react with oxidants, such as hydroxyl radical and ozone, to 
form semi-volatile products. In the absence of pre-existing particles, these oxidation products 
lead to nucleation by forming molecular clusters.20,21 In the presence of pre-existing particles, 
the products establish equilibrium by partitioning from the gas phase to the particle phase, a 
process governed by their vapor pressures.22,23 Both processes form secondary organic aerosol 
(SOA). If the pre-existing particles are soot aggregates, they will be coated and restructured by 
SOA. Since SOA is a complex mixture, it is more analogous to atmospheric coatings than neat 
species. In photo-reaction (smog) chamber experiments, restructuring of soot aggregates 
generated by different sources has been observed for SOA coatings derived from diesel 

Soot aggregate restructuring due to coatings  
of secondary organic aerosol derived  
from aromatic precursors  



8 | Coating mass-dependence of soot aggregate restructuring          131  
exhaust,24 α-pinene,25,26 isoprene,27 and toluene.28 Aromatic species, emitted by industry29 and 
transportation,30 are the most important anthropogenic SOA precursors, and they have been 
predicted to produce 12% of global SOA.31 Consequently, it is important to investigate the 
restructuring of soot due to coatings of SOA from a variety of aromatic precursors, in addition 
to toluene. Furthermore, SOA-induced restructuring of soot aggregates from other sources, in 
addition to those generated by diesel engines,24,26 Santoro burners,27,28 and spark discharge25 
should be investigated, as well. 

In the present study, monodisperse soot aggregates generated by a McKenna burner were 
exposed to products of hydroxyl radical-initiated oxidation of toluene, p-xylene, ethylbenzene, 
and benzene in a smog chamber. Using a differential mobility analyzer (DMA) and a centrifugal 
particle mass analyzer (CPMA), the formation of SOA coatings and the restructuring of soot 
aggregates were monitored. Mass-mobility relationships were determined for fresh and 
restructured soot aggregates. Trends in diameter growth factor, effective density, and dynamic 
shape factor with increasing coating mass were derived, and their atmospheric implications are 
discussed. 
 
8.2. Methods 
8.2.1. Soot preparation 
The experimental setup during soot preparation and injection is illustrated in Figure 8.1.a. Soot 
aggregates were generated using a McKenna burner.32,33 To achieve an equivalence ratio of two, 
ethylene and air were mixed at flow rates of 1.1 L min-1 and 8 L min-1, respectively. Nitrogen 
was used as sheath gas at a flow rate of 30 L min-1. Soot aggregates were sampled 27 cm above 
the flame from a chimney. Sampled aggregates were subsequently passed through a 25 cm 
diffusion dryer, consisting of tubular mesh surrounded by anhydrous calcium sulfate (Hammond 
Drierite Co.); an ejector dilutor (Air-Vac), supplied with dry nitrogen at 30 psi; a thermo-
denuder (TD), heated to 473 K; a counter-flow parallel-plate membrane denuder (CPMD), 
similar in design to those described in the literature;34,35 an X-ray aerosol neutralizer (TSI 3087); 
and a DMA (DMA1; TSI 3081), operated with a sheath air flow rate of 6.5 L min-1 and a sample 
flow rate of roughly 1.7 L min-1. In every experiment, the DMA1 voltage was set to select 100, 
150, 200, or 250 nm aggregates. Downstream of DMA1, size-selected aggregates were injected 
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into a smog chamber until the concentration measured by a condensation particle counter 
(CPC1; TSI 3771) reached about 1000 cm-3. 
 The commercial scanning mobility particle sizer (SMPS) software (TSI) was not used 
to control the DMA, since the underlying data inversion process is inadequate when analyzing 
narrow size distributions,36 like those investigated here. Instead, the DMA voltage was stepped. 
For every sample, number concentrations were measured at 11 DMA voltages, which were 
selected to give equally spaced points on a logarithmic mobility diameter scale. For each of the 
11 points, DMA2 was set to a given voltage, and CPC2 was used to make 10 concentration 
measurements, which were subsequently averaged. For the first point, CPC2 was allowed to 
start measuring 20 s after the DMA2 voltage was set; for each of the following points, CPC2 
was allowed to start measuring 10 s after the DMA2 voltage was set. At a particular voltage, no 
systematic changes in particle number concentration occurred during the 10 s measurement 
period. A lognormal function was fit to the 11 points to give the median mobility diameter of 

 
Figure 8.1. Experimental setup during (a) soot preparation/injection and (b) photo-oxidation/sampling. The 
dashed rectangle denotes the instruments not included in all experiments. Table 8.1 summarizes the 
instrumentation used in each experiment. CPMD: counter-flow parallel-plate membrane denuder; DMA: 
differential mobility analyzer; CPC: condensation particle counter; CPMA: centrifugal particle mass analyzer. 
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sampled particles, which should not be confused with the conventional count median mobility 
diameter of the actual particle distribution that can only be determined by data inversion. As 
photo-oxidation proceeded, the range of voltages was adjusted manually to be roughly centred 
at the mobility diameter with the highest number concentration. 

I do not account for multiply-charged particles since the number of larger multiply-
charged particles injected into the chamber compared to singly-charged particles of the desired 
diameter is insignificant; for example, the percentage of doubly-charged 410 nm aggregates to 
singly-charged 250 nm aggregates was calculated to be less than 6%. 

Soot generated using McKenna burners is known to contain, in addition to black carbon 
(BC), semi-volatile organic species,37,38 such as polycyclic aromatic hydrocarbons (PAHs) and 
aliphatic hydrocarbons.39 In order to reduce the amount of semi-volatile material on the soot, I 

 
Figure 8.2. Particle concentrations, measured with and without thermo-denuding, at DMA voltage set-points at 
the beginning and end of a typical experiment, in which 250 nm soot aggregates were processed by SOA derived 
from p-xylene. Arrows indicate the direction of the change in mobility diameter for initial and initial/denuded 
particles during photo-oxidation, which leads to coated and coated/denuded particles. Error bars indicate one 
standard deviation of 10 consecutive number concentrations at each set-point. 
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treated particles with a TD and a CPMD. By measuring the mass of 250 nm particles with and 
without treatment, I found that semi-volatile material accounts for about 15% of the untreated 
soot aggregate mass, in excellent agreement with earlier measurements.37 The mass fraction of 
semi-volatile material is known to increase as equivalence ratio increases or mobility diameter 
decreases.37 

If all semi-volatile material was removed by denuding during soot preparation and 
injection, the aggregate number concentrations at certain mobility diameters should have been 
the same when first sampling from the chamber with or without the TD. However, as shown in 
Figure 8.2, there were differences in number concentration and median mobility diameter. The 
number concentration was lower when sampling through the TD due to thermophoretic losses. 
The thermophoretic losses should be independent of size, so they cannot explain the small 
differences in median mobility diameter (1.7 ± 0.2%) and mass (4 ± 2%). I observed this small 
but systematic difference even for particles treated with the TD set to a higher temperature 
(573 K) before being injected into the chamber. It is possible that some trace semi-volatile 
species condensed back onto the soot before the sample reached the trace gas denuder 
downstream of the TD. However, since the differences are so small, I use the terms soot and BC 
interchangeably for the treated aggregates. 
 
 
 

  
Table 8.1. Instrumentation used to characterize particles in experiments with different SOA precursors and 
initial soot aggregate mobility diameters. 

 Initial soot aggregate mobility diameter 
 100 nm 150 nm 200 nm 250 nm 

Benzene DMA2/CPC2a DMA2/CPC2 DMA2/CPC2 DMA2/CPC2// 
CPMA/CPC3 

Toluene DMA2/CPC2 DMA2/CPC2 DMA2/CPC2 DMA2/CPC2// 
CPMA/CPC3 

Ethylbenzene DMA2/CPC2 DMA2/CPC2 DMA2/CPC2 DMA2/CPC2// 
CPMA/CPC3 

p-Xylene DMA2/CPC2// 
CPMA/CPC3 

DMA2/CPC2// 
CPMA/CPC3 

DMA2/CPC2// 
CPMA/CPC3 

DMA2/CPC2// 
CPMA/CPC3 

     
a See Figure 8.1 for further details regarding the experimental setup. 
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8.2.2. Hydrocarbon photo-oxidation 
The experimental setup during photo-oxidation and sampling is illustrated in Figure 8.1.b. The 
smog chamber has been described previously.40 Briefly, the cubic chamber is constructed of 
perfluoroalkoxy (PFA) film (Ingeniven), and it has a volume of 1.8 m3. Three arrays of eight 
32 W black lights with peak emission at a wavelength of 350 nm are arranged on the top and 
two opposite side faces of the chamber. Clean, dry air is supplied to the chamber from a pure 
air generator (Aadco, 737). A mixing fan and a temperature and relative humidity sensor are 
situated in the chamber. In order to facilitate spectroscopic measurements, the output from a 
broadband deuterium lamp (Ocean Optics, D-2000-S) is passed through the chamber, and the 
transmitted light is detected using a grating-based spectrometer (Ocean Optics, HR-2000+).  

Following soot injection, the aggregate number concentrations at mobility diameter set-
points were determined using DMA2 (TSI 3081) and CPC2 (TSI 3776). The DMA voltage was 
stepped, rather than scanned. A TD, again set to 473 K, was alternately sampled through or 
bypassed. In certain experiments (Table 8.1), a centrifugal particle mass analyzer (CPMA, 
Cambustion) was used to classify particles by mass.41,42 Number concentrations at mass set-
points were measured by CPC3 (TSI 3771).  

A precursor hydrocarbon was then placed in a glass bubbler and injected into the 
chamber. The precursor hydrocarbon was either toluene (Fisher, 99.9%), p-xylene (Fisher, 
99.9%), ethylbenzene (Sigma, 99.8%), or benzene (Caledon, 99.0%). Precursor hydrocarbon 
concentrations were measured using ultraviolet differential optical absorption spectroscopy 
(UV-DOAS).40,43 About one hour after the injection of soot aggregates, during which no 
changes in the aggregate mobility diameter or mass were observed, hydrogen peroxide (Sigma, 
30% w/w) was injected into the smog chamber. In spite of introducing water from the hydrogen 
peroxide solution into the chamber, the relative humidity was less than 15% in all experiments. 
The chamber was irradiated for the remainder of the experiment, causing photolysis of hydrogen 
peroxide to give hydroxyl radical.44 Clean make-up air was continuously added to the chamber 
to maintain a constant volume, as well as a constant path-length for the in situ UV-DOAS 
measurements. Following each experiment, the chamber was flushed in two steps: for 12 hours, 
clean air was bubbled through a hydrogen peroxide solution at a flow rate of 10 L min-1 and 
directed into the chamber while the black lights were on; for an additional 12 hours, clean air 
was directed into the chamber at a flow rate of 10 L min-1 while the black lights were off. 
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I investigated the effects of UV irradiation and hydroxyl radical on soot aggregates, 

without generating SOA. I treated 250 nm soot particles with the TD and CPMD before 
injection, and subsequently exposed them to hydrogen peroxide and UV irradiation in the photo-
oxidation chamber. A small increase (1.5%) from the initial particle diameter occurred over the 
course of four hours, but no change in the initial/denuded particle diameter occurred. It is 
possible that trace amounts of semi-volatile organic compounds were introduced during soot 
injection and oxidized in the gas phase to produce non-volatile organic compounds that 
condensed onto the soot. Nonetheless, exposure to hydroxyl radical did not change the 
morphology of the initial/denuded soot aggregates, so all aggregate restructuring was attributed 
to SOA coatings from oxidation of injected aromatic species by hydroxyl radical.  

On the other hand, I cannot rule out that exposure to hydroxyl radical changed the soot 
surface properties, such as activation with respect to adsorption. However, such changes can be 
neglected since the coating process is due to the low vapour pressures of the oxidation products 
and not to activated adsorption by the soot surface. For instance, I exposed treated soot to toluene 
and UV irradiation, without hydrogen peroxide, and I observed no changes in mobility diameter 
of initial or initial/denuded particles over the course of four hours. I conclude that adsorption of 
hydrocarbons was insignificant. Furthermore, in the SOA coating experiments, as soon as 
oxidation products began to condense onto the soot, additional mass was absorbed by the pre-
existing SOA. 
 
8.2.3. Aggregate morphology 
In the following discussion, restructuring is characterized in terms of morphology properties, 
including mass-mobility exponent, effective density, and dynamic shape factor, which are 
discussed in Chapter 7.45 The mass-mobility exponent, Dm, which describes how particle mass 
scales with mobility diameter, is determined using Equation (7.12). For fractal, non-spherical 
aggregates, Dm is less than three. Effective density, ρeff, is calculated using Equation (7.11). The 
effective densities of coated and coated/denuded particles are denoted as ρeff 0  and ρeff * , 
respectively. Dynamic shape factor, χ, is calculated using Equation (7.9) and volume equivalent 
diameter, dve, which is calculating by adapting Equation (7.10) for internally-mixed particles of 
two components to give Equation (8.1). 
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dve = ቈ6
π ቆmp,i 0

ρsoot
 + (mp 0 - mp,i 0 )

ρSOA
ቇ቉

1/3
 (8.1) 

Here, mp 0 is the total mass of the soot aggregate and its SOA coating; mp,i 0  is the mass of the 
initial soot, which has no SOA coating; and ρsoot and ρSOA are the material densities of soot and 
the SOA coating, respectively. The density of soot is taken as 1.77 g cm-3.1 The densities of 
SOA from toluene and p-xylene are taken as 1.38 g cm-3 and 1.46 g cm-3, respectively;47 the 
densities of SOA from both ethylbenzene and benzene are taken as 1.30 g cm-3.47 For a truly 
spherical particle with no cavities, dm and dve are equivalent, so χ is unity. The dynamic shape 
factors of coated and coated/denuded particles are denoted as χ0 and χ*, respectively. 
 
8.3. Results and discussion 
8.3.1. Hydrocarbon photo-oxidation leading to soot aggregate restructuring 
Results from a typical experiment, in which 250 nm soot aggregates were coated by SOA from 
p-xylene, are summarized in Figure 8.3 and Figure 8.4. As shown in Figure 8.3, the 
concentration of p-xylene decreased exponentially, as a result of two parallel, first-order 
processes: dilution and reaction. (Hydrocarbon concentration did not decrease when the 
chamber was sealed and dark, so loss of precursor vapour to the walls of the chamber was 
negligible.) Oxidation of the aromatic hydrocarbon exhibited pseudo-first-order kinetics,48,49 
because the concentration of hydroxyl radical was constant. The change in hydrocarbon 
concentration due to reaction, ΔHC, is calculated according to Equation (8.2). 
 ΔHC = kHC

kdil + kHC
HC0(1 - expሾ - ሺkdil + kHCሻtሿ ) (8.2) 

Here, kHC is the pseudo-first-order reaction rate constant, kdil is the dilution rate constant, HC0 
is initial hydrocarbon concentration, and t is reaction time. An exponential fit to the measured 
decay of hydrocarbon concentration gave the total first-order rate constant. The rate constant of 
dilution, kdil, is equal to the make-up air flow rate divided by the chamber volume. By 
subtracting kdil from the total rate constant, I obtained the reaction rate constant, kHC. For the 
representative experiment shown in Figure 8.3, kHC was about 6×10-4 min-1, so, dividing kHC by 
the second-order rate constant,50 I calculate that the concentration of hydroxyl radical was about 
7×105 molecule cm-3. This concentration is lower than those typically reported (for example, 
3×106 molecule cm-3).49 
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In some experiments, I increased the estimated concentration of hydroxyl radical by 

increasing the intensity of irradiation in the chamber; in these experiments, nucleation (in 
addition to coating) occurred, and the many new particles quickly grew to completely envelope 
the coated soot particles on both the mobility diameter and mass scales. Nucleation does not 
occur in typical seed (for example, ammonium sulfate) particle experiments, because the 
concentration of seed particles is about 30 times greater than the initial concentration of soot 
particles in my experiments.49 I cannot achieve such high concentrations using monodisperse 
soot particles, so I must use low hydroxyl radical concentrations. A further challenge is that I 
must produce a significant amount of SOA, if I am to assess the degree of restructuring at large 
coating masses before the concentration of soot particles decays too significantly due to dilution 
and rapid deposition to the chamber walls. Using low initial hydrocarbon concentrations at low 
hydroxyl radical concentrations produced very little SOA. Consequently, in order to form 
enough SOA, without suddenly incurring a super-saturation of semi-volatile oxidation products 

 
Figure 8.3. Measurements of aromatic hydrocarbon concentration during a typical experiment, in which 250 
nm soot aggregates were coated by SOA derived from p-xylene. Error bars indicate three standard deviations of 
40 consecutive measurements at a p-xylene concentration of zero. 
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in the gas-phase soon after the onset of photo-oxidation (which would lead to nucleation), I used 
high initial hydrocarbon concentrations at low hydroxyl radical concentrations. I note that, in 
the experiment shown, the initial concentration of p-xylene was greater than 1.6 ppm, but less 
than 300 ppb reacted with hydroxyl radical to form SOA. In general, the initial concentrations 
of hydrocarbons were too high to be strictly representative of atmospheric conditions; however, 
the purpose of these experiments was not to reproduce atmospheric oxidation kinetics but to 
generate atmospherically relevant SOA coatings. For instance, much higher hydrocarbon 
concentrations are commonly used to produce SOA in flow tube reactors.51,52 Furthermore, it 
has been reported previously that at a given coating thickness (and, consequently, mass), the 
degree of soot aggregate restructuring due to SOA derived from toluene did not depend on initial 
hydrocarbon concentration.28 

The changes in particle mobility diameter and mass during photo-oxidation are shown 
in Figure 8.4. Throughout this paper, the mobility diameters of coated and coated/denuded 

 
Figure 8.4. Measurements of particle mobility diameter and mass during a typical experiment, in which 250 nm 
soot aggregates were coated by SOA derived from p-xylene. Error bars indicate three standard deviations of log-
normal fits to number concentrations at mobility diameter and mass set-points. 
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particles are denoted as dm 0 and dm *, respectively; and the masses of coated and coated/denuded 
particles are denoted as mp 0 – as in Equation (8.1) – and mp *, respectively. The semi-volatile 
oxidation products in the gas phase rapidly reach their saturation vapour pressures and partition 
into the aerosol phase by coating the soot aggregates. Since the oxidation of p-xylene was 
pseudo-first-order, the mass of oxidation products in the aerosol phase (and, consequently, mp 0) 
increased exponentially. On the other hand, dm * decreased and eventually reached a steady value 
of about 210 nm, in spite of the continued increase in SOA coating mass; at this stage, I define 
the soot aggregates as being fully restructured. Furthermore, mp * was constant, since no primary 
particles of black carbon are gained or lost. 
 
8.3.2. Size dependence of soot aggregate restructuring 
I note that there is no current consensus on whether restructuring occurs during condensation or 
evaporation of coatings. For example, in a recent study, multi-angle light scattering was used to 
probe soot aggregates in bulk water, and their structure was found to be unchanged.14 In contrast, 
soot aggregates thinly coated with oleic acid or dioctyl sebacate were shown to have a smaller 
mobility diameter than fresh aggregates, because the aggregates collapsed while the coating was 
present.16 Since the highly oxygenated compounds that comprise my SOA coatings are more 
similar to these hydrocarbon coatings than to bulk water, I assume in the following discussion 
that restructuring occurs during condensation of SOA, rather than during evaporation in the TD. 
This assumption is addressed and resolved in Chapter 9. 

Particle concentrations at mobility diameter set-points at the beginning and end of a 
typical experiment, in which p-xylene was used as the SOA precursor, are shown in Figure 8.2. 
Several samples of initial and initial/denuded particles were measured in every experiment and 
averaged to determine dm,i 0  and dm,i * , respectively. During reaction, dm 0 increased as SOA coating 
formed. The particle concentrations decreased with time due to deposition and dilution, loss 
processes that limited the duration of my experiments. Once dm * reached a steady value, several 
samples were measured and averaged to determine the final coated/denuded mobility diameter, 
dm,f * . For coated particles, the diameter growth factor, Gfd  0, and mass growth factor, Gfm 0, are 
calculated according to Equation (8.3) and Equation (8.4), respectively. 
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 Gfd  0 = dm 0

dm,i 0  (8.3) 
 Gfm 0 = mp 0

mp,i 0  (8.4) 
For coated/denuded particles, the diameter growth factor, Gfd  *, is calculated according to 
Equation (8.5).  
 Gfd  * = dm *

dm,i *  (8.5) 

Absolute changes in mobility diameter, หdm,f *  - dm,i * ห, of soot aggregates of different initial 
sizes, coated with SOA from all four aromatic SOA precursors, are shown in Figure 8.5. As dm,i *  
increased, the magnitude of the final change in mobility diameter increased, as well. Similar 

 
Figure 8.5. Change in soot aggregate mobility diameter after aggregates are fully restructured due to SOA from 
different precursors. Error bars in the x-axis indicate one standard deviation of several consecutive 
measurements of initial mobility diameter, before photo-oxidation begins; error bars in the y-axis indicate 
propagation of error of one standard deviation of several consecutive measurements of initial and final mobility 
diameters. 

 



8 | Coating mass-dependence of soot aggregate restructuring          142  
trends were previously observed for aggregates generated by a variety of sources (diesel 
exhaust, hydrocarbon combustion, and candle smoke) and coated with heptane18 and for 
aggregates generated by an inverted burner and coated with dioctyl sebacate and oleic acid.16 
The size dependence occurs because larger aggregates have more branched and open structures 
than smaller aggregates.8,37 For instance, as shown in Figure 8.6, the effective densities of 
initial/denuded soot aggregates decreased as mobility diameter increased. I note that the 
effective densities of spherical particles would not change with size, even if the particles had 
internal voids. The effective densities of initial/denuded aggregates are in good agreement with 
those previously reported for aggregates produced by a McKenna burner at an equivalence ratio 

 
Figure 8.6. Effective densities of soot aggregates before (initial/denuded) and after (coated/denuded) 
restructuring due to SOA derived from p-xylene. Effective densities plotted as green triangles are taken from 
ref 37 and pertain to aggregates that were generated by a McKenna burner at an equivalence ratio of 2 and 
subsequently denuded. For my measurements, error bars in the x-axis indicate three standard deviations of 
several consecutive measurements of mobility diameter, either before photo-oxidation was initiated 
(initial/denuded) or after the mobility diameter had leveled off at large coating masses (coated/denuded); error 
bars in the y-axis indicate three standard deviations of effective densities calculated from several consecutive 
measurements of mobility diameter and particle mass. 
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of two.37 Interestingly, the effective densities of coated/denuded aggregates (calculated at dm,f * ) 
also decreased as mobility diameter increased, indicating that the fully-restructured aggregates, 
though significantly compacted, were not spherical. 

The mass-mobility relationships of the soot aggregates before and after restructuring due 
to SOA derived from p-xylene are shown in Figure 8.7. The aggregates initially had a mass-
mobility exponent of 2.24, which is typical of fresh soot, whether generated from burners37 or 
diesel engines.46 Following restructuring, the aggregates had a mass-mobility exponent of 2.78, 
which is greater than that observed for aggregates restructured due to coatings of oleic acid 
(2.44),16 but still significantly less than three. As implied by the trend in effective densities 
discussed above, processing by SOA coatings alone does not make soot aggregates spherical. I 
note that the masses of initial/denuded and coated/denuded aggregates were the same, within 

 
Figure 8.7. Particle mass-mobility relationships for soot aggregates before (initial/denuded) and after 
(coated/denuded) restructuring due to SOA derived from p-xylene. Dashed lines and the corresponding 
equations indicate the fits used to determine the mass-mobility exponents. Error bars in the x-axis indicate three 
standard deviations of several consecutive measurements at a given mobility diameter; error bars in the y-axis 
indicate three standard deviations of several consecutive measurements at a given particle mass. 
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their uncertainty, so the TD was operating efficiently, removing even very large coating masses. 
This is consistent with previous studies in which TDs were also set to 473 K to remove semi-
volatile compounds.16,37 

In contrast, the change in mobility diameter did not depend on the identity of the 
aromatic SOA precursor. Similarly, soot aggregates of the same initial mobility diameter 
bubbled through a variety of solvents were previously shown to collapse to the same final 
mobility diameter.18 
 
 8.3.3. Coating mass dependence of soot aggregate restructuring 
Based on trends in ρeff 0  and ρeff *  (Figure 8.8), as well as χ0 and χ* (Figure 8.9), with increasing 
Gfm 0, three stages in the restructuring experiments were identified. Initially, at a Gfm 0 of one, 
ρeff 0  was about 0.35 g cm-3, in good agreement with earlier measurements for aggregates 
generated by a McKenna burner operated at an equivalence ratio of two.37 This value is much 
less than ρsoot due to the fractal structure of the soot aggregates.1,8 During the first stage of my 

 
Figure 8.8. Mass coating dependence of effective density. 
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experiments, ρeff 0  increased, and χ0 decreased, while ρeff *  and χ* were constant, indicating that the 
coated particles were becoming denser and more spherical although the soot aggregates were 
unchanged. In other words, oxidation products began partitioning onto the soot, filling voids 
and/or forming a thin liquid layer, since Gfd  0 was increasing before Gfd  * began to decrease 
(Figure 8.10).  

During the second stage, beginning at a Gfd  0 of about two, ρeff 0  and ρeff *  both increased, 
while χ0 and χ* both decreased, as coating mass was added. My observation that soot 
restructuring began only after a certain, threshold coating mass was reached is inconsistent with 
a recently proposed exponential model, based on soot restructuring due to coatings of oleic 
acid.16 Instead, as shown in Figure 8.10, a sigmoidal model is in good agreement with my results. 
This inconsistency could be due to the low Gfm 0-scale resolution in the earlier study. For 
instance, no measurements were made at a Gfm 0 of 1-2, the interval in which the threshold 
coating mass of oleic acid likely occurs. Alternatively, the inconsistency could be due to inherent 
differences in the soot generated by McKenna and inverted burners. 

 
Figure 8.9. Mass coating dependence of dynamic shape factor. (See Figure 8.8 for legend.) 
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During the third stage of my experiments, beginning at a Gfm 0 of about four, ρeff 0  

continued to increase, and χ0 continued to decrease, while ρeff *  and χ* were again constant, 
indicating that restructuring of the soot aggregates ceased. The final value of χ* was about 1.8, 
which is consistent with my conclusion, based on their mass-mobility exponent (2.78), that the 
restructured aggregates are not spherical. (I note that shape factor alone is not adequate to 
determine the morphology of the aggregates; for instance, particles with a shape factor greater 
than unity could be spherical if they are porous.) Additional coating mass continued to fill 
indentations between compacted branches of the aggregate until, at a Gfm 0 of about eight, the 
coated particles were nearly spherical, as χ0 approached unity. In contrast, earlier measurements 
of 250 nm soot aggregates coated with oleic acid showed that χ0 and χ* converged with their 
final values at approximately the same value of Gfm 0.16 This discrepancy likely occurred 
because oleic acid has a much lower density (0.9 g cm-3) than SOA, so less mass was required 
to completely fill indentations in the compacted soot aggregate. Furthermore, my observation is 

 
Figure 8.10. Mass coating dependence of diameter growth factor. The dashed gray line indicates the sigmoidal 
fit. (See Figure 8.8 for legend.) 
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consistent with recent experiments of soot aggregate restructuring due to SOA coatings derived 
from toluene, in which ρeff *  reached its final value before χ0 approached 1.28 The high density of 
my coatings also explains why I did not observe a maximum in ρeff 0 , followed by a slow decrease 
to the material density of the SOA coatings, as the contribution of the denser soot aggregate to 
the mass of the coated particles becomes less and less significant: the maximum in ρeff 0  would 
occur at the same Gfm 0 at which χ0 reaches unity, and this value is not yet reached by the end 
of my experiments. Also, since SOA derived from p-xylene has the highest density of the four 
SOA coatings, Gfd  0 was lowest at a particular Gfm 0 when p-xylene was the SOA precursor 
(Figure 8.10). 

Finally, I note that trends in ρeff, χ, and Gfd during the above stages, like the final degree 
of restructuring, were the same regardless of SOA precursor. This consistency is strong evidence 
that these precursors result in SOA of roughly the same surface tension. My results do not allow 
us, then, to resolve whether or not the final degree and/or coating mass dependence of 
restructuring is influenced by surface tension, a question that is addressed in Chapter 9. 
Nonetheless, my results do provide unequivocal evidence that SOA derived from different 
aromatic species, representative of anthropogenic SOA precursors in general, processes BC 
similarly. 
 
8.4. Conclusions 
I have shown that the coating mass dependence and final degree of soot aggregate restructuring 
due to SOA coatings from aromatic precursors are the same for different precursors, due to the 
similar surface tensions of the coatings. Since aromatic hydrocarbons produce similar arrays of 
oxidation products, including many of the same species (for example, benzaldehyde forms from 
each of toluene,53 p-xylene,54 ethylbenzene,55 and benzene54), the similarity in surface tensions 
is not altogether surprising. Consequently, these aromatic SOA precursors could be grouped in 
climate models of soot processing in the atmosphere. In general, the processing of BC in the 
atmosphere by anthropogenic SOA may depend only on the coating mass and not on the origin 
of the constituent oxidation products. The restructuring effects of SOA from a wider variety of 
precursors (alkanes56,57 and PAHs,58,59 for example) should be investigated in the future. 
Moreover, the changes I observed in morphological properties, such as effective density and 
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dynamic shape factor, are qualitatively consistent with those previously reported for soot 
aggregates generated from a different source (a Santoro burner) and coated with SOA derived 
from toluene,28 suggesting that restructuring may depend more upon the properties of the 
coating than it depends upon those of the aggregates. However, the effects of similar SOA 
coatings on soot aggregates from different types of burners should be investigated 
systematically in the future.  

I have shown that, for the SOA coatings in the present study, soot aggregate restructuring 
begins only once a threshold coating mass, at a mass growth factor of about two, is reached. 
Thus, a light coating of anthropogenic SOA in the atmosphere may not result in any structural 
change to nascent soot aggregates. Furthermore, soot aggregate restructuring ceases before the 
SOA coated particles reach a dynamic shape factor of one, inconsistent with observations for 
oleic acid,16 a much less dense coating, suggesting that coating volume may dictate soot 
aggregate collapse.13 The fully-restructured aggregates are not spherical; however, since SOA 
becomes more hygroscopic as it ages,60 coated aggregates could uptake water in the atmosphere, 
resulting in a significantly higher coating surface tension.61 Consequently, further collapse could 
occur. Only once a dynamic shape factor of one is reached, at a considerably larger mass growth 
factor than is required for the aggregate to become fully restructured, is a core-shell model of 
the aggregate and coating strictly accurate. This conclusion is qualitatively consistent with 
observations for soot aggregates coated with glutaric acid11 and SOA from α-pinene 
ozonolysis.26 
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9.1. Introduction 
Atmospheric aerosols impact climate both directly, by scattering and absorbing solar radiation, 
and indirectly, by altering cloud albedo and lifetime.1 However, of all atmospheric constituents, 
aerosols have the greatest uncertainty in radiative forcing.2 Secondary organic aerosol (SOA), 
generated from the photo-oxidation of volatile organic compounds (VOCs), exerts a negative 
radiative forcing on climate. Furthermore, in climate models, the concentration of cloud 
condensation nuclei (CCN) is influenced by SOA formation and growth,3 processes that in turn 
depend on several physical properties of the particles, such as volatility, density, and surface 
tension. While many measurements of the volatility4 and density5 of SOA have been reported, 
no measurement of the surface tension of SOA has been reported, because prohibitively small 
samples are produced.6 

In contrast to SOA, atmospheric black carbon (BC) exerts a positive radiative forcing on 
climate, lesser in magnitude to only that of carbon dioxide.7 BC consists of soot aggregates that 
are emitted by biomass burning8 or diesel combustion9 and is composed of primary particles of 
graphitic carbon arranged in branched structures.10 The optical properties of the aggregates can 
change during their lifetime, as a result of restructuring and/or lensing caused by coatings11 (of 
SOA, for example12). Since the aggregates are fractal, a much more compact arrangement of the 
primary particles is possible. In laboratory experiments, restructuring of aggregates has been 
observed to occur due to a variety of atmospherically-relevant species, either by wetting (at 
saturation ratios of equal or less than one) or condensation (at saturation ratio greater than one). 
For example, soot aggregates decrease in mobility diameter when exposed to products of 
propene ozonolysis, although the products have such high saturation vapour pressures that they 

Surface tension of secondary organic aerosol 
derived from m-xylene determined  
by soot aggregate aging  
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never reach saturation to form SOA.13 Soot aggregates also restructure due to persistent liquid 
coatings caused by condensation at (super-) saturation of less volatile oxidation products of 
α-pinene ozonolysis.14 Restructuring, whether by wetting or condensation, is theoretically 
expected to depend on surface tension.15 However, the most thorough studies to date have not 
demonstrated an unequivocal dependence. For example, soot aggregates exposed to saturated 
vapours of ethanol and dimethyl sulfoxide/water (1:1 mixture by volume) collapse to the same 
final mobility diameter, in spite of the large difference in surface tension.16 Further complicating 
the issue is recent evidence that collapse of fractal aggregates across many orders of magnitude, 
from nano-particles to comets, is largely independent of aggregating forces.17 

Here, using tandem differential mobility analysis, I provide key insights into two 
questions: (i) Does soot aggregate restructuring depend on coating surface tension? (ii) What is 
the surface tension of a representative anthropogenic SOA? I investigated the condensation-
induced restructuring of mono-disperse soot aggregates generated by a pre-mixed ethylene 
flame. I demonstrate that soot aggregate restructuring due to different neat organic coatings 
increases with surface tension. In turn, I use soot aggregates as novel probes to make the first 
measurement of the surface tension of SOA produced from the photo-oxidation of m-xylene.  I 
also discuss implications of the measured surface tension, particularly regarding nucleation, 
condensational growth, and volatility of SOA. My results may improve and constrain global 
climate models. 
 
9.2. Methods 
The experiments were carried out using a smog chamber, which has been described in detail 
previously.12,22 The cubic chamber has an approximate volume of 1.8 m3 and is constructed of 
0.127 mm thick perfluoroalkoxy (PFA) film (Ingeniven). It can be irradiated by up to twenty-
four 32 W black lights with peak emission at 350 nm. A mixing fan and a temperature and 
relative humidity probe are installed in the chamber. Emission from a broadband deuterium light 
source is directed through the chamber using fiber optics. The transmitted light is directed to a 
spectrometer to facilitate differential optical absorption spectroscopy at wavelengths of 240-
286 nm. 
 A schematic of the experiment setup used during soot injection is shown in Figure 9.1.a. 
A pre-mixed flat-flame McKenna burner was used to generate the soot. The flow rates of 
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ethylene (Praxair, 99.5%) and air were 1.1 L min-1 and 8 L min-1, respectively. Air was supplied 
by a pure air generator (Aadco, Model 737). Nitrogen was used as sheath gas, at a flow rate of 
30 L min-1. Soot aggregates were sampled from a height of 27 cm above the flame. The nascent 
aggregates were passed through a 30 cm diffusion dryer, composed of tubular mesh packed in 
anhydrous calcium sulfate (Hammond Drierite). The dried aggregates were then passed through 
an injector dilutor, supplied with 30 psi of nitrogen, and a thermo-denuder (TD), heated to 
573 K. The denuded aggregates were passed through an X-ray neutralizer (TSI, Model 3087) to  
obtain an equilibrium charge distribution. The neutralized aggregates were passed through a 
differential mobility analyzer (DMA; TSI, Model 3081) set to a single voltage, with sample and 
sheath flow rates of 1.7 L min-1 and 6.5 L min-1, respectively. The size-selected aggregates were 
then injected into the smog chamber, until the particle number concentration was at least 
1000 cm-3, as measured by a condensation particle counter (CPC; TSI, Model 3771). For 
example, in the experiment with aggregates initially 150 nm in mobility diameter, an initial 
number concentration of 3000 cm-3 was used; however, in the experiment with aggregates 

 
Figure 9.1. Schematic of experimental setup during (a) injection and (b) sampling. The rectangle with the dotted 
outline indicates the saturator-condenser apparatus that was used only when the smog chamber was used a 
residence chamber; during photo-oxidation, it was removed. DMA: differential mobility analyzer; CPC: 
condensation particle counter. 
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initially 300 nm in mobility diameter, an initial number concentration of about 1000 cm-3 was  
used, because very few of these larger particles are produced by the flame, as shown in Figure 
9.2. The initial particle number concentration constrained the length of the experiments, as 
particles were continuously lost to the walls of the chamber. No make-up air was provided, so 
the volume of the chamber decreased, causing the rate of deposition to increase. 

 
Figure 9.2. Size distributions of soot aggregates sampled from the McKenna burner with and without denuding. 

 

  
Table 9.1. Liquid-air surface tensions of compounds in the basis set at 293 K. 

 Surface tension / mN m-1 
Tridecane 26.1 

Pentadecane 27.1 
o-Xylene 30.1 
Oleic acid 32.8 
Furfural 41.9 

Diethylene glycol 44.8 
Ethylene glycol 47.7 

Glycerol 64.0 
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  Once a sufficient number concentration was obtained, aggregates were sampled from 
the chamber through a TD, as shown in Figure 9.1.b. The initial mobility diameter of the 

 
Figure 9.3. Decrease in diameter growth factor (ratio of final and initial mobility diameters) observed for 
initially 300 nm aggregates during (a) temperature ramp of saturator-condenser apparatus containing oleic acid 
and (b) photo-oxidation of m-xylene. 
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aggregates was measured using a DMA (TSI, Model 3081) and CPC (TSI, Model 3776), in the 
absence of the saturator-condenser apparatus. Since the aggregates were mono-disperse, the 
typical inversion used by commercial software was inadequate.23 Consequently, the DMA 
voltage was stepped rather than scanned continuously – giving a response spectrum, rather than 
an inverted particle distribution. Each spectrum was measured in 11 voltage steps. At each 
voltage, the number concentration was taken as the average of 15 consecutive measurements. 
After setting the first voltage, there was a delay of 20 s before beginning to average with the 
CPC; after setting the remaining voltages, there was a delay of 10 s. Following these   
measurements, the saturator-condenser apparatus was placed between the chamber and the TD. 
The saturator consisted of a large test-tube containing 1-2 mL of a neat organic liquid, heated in 
an oil bath. The eight neat coatings and their liquid-air surface tensions at 293 K are listed in 
Table 9.1. At room temperature, no change in the mobility diameter of the aggregates was 
observed. As the temperature of the oil bath was increased, the vapour pressure of the organic 
species increased, so more coating formed as the sample suddenly cooled downstream of the 
saturator; as a result, the mobility diameter of the aggregates decreased until it converged at the 
final mobility diameter, as shown in Figure 9.3. A temperature ramp was done for each neat 
liquid coating. Following each, aggregates were again sampled directly from the chamber to 
verify that there was no change in the initial mobility diameter. 
 Once temperature ramps were done for all eight coatings, about 2 ppm of m-xylene 
(Fisher, 99.9%) was added to the chamber, followed by 1 mL of hydrogen peroxide (Sigma, 
30% w/w in water). The black lights were then turned on to photolyze hydrogen peroxide, 
producing a steady concentration of hydroxyl radical, which initiated the pseudo-first-order 
photo-oxidation of m-xylene. The resulting oxidation products quickly reached their saturation 
concentrations and began to coat the soot aggregates. As the amount of m-xylene reacted 
increased, the mobility diameter of the aggregates decreased until it converged at the final 
mobility diameter. 
 Following each experiment, a flow rate of 10 L min-1 of clean dry air, supplied by the 
clean air generator, was passed through a bubbler of hydrogen peroxide into the irradiated 
chamber for at least 12 h. Afterwards, a flow rate of 10 L min-1 of clean dry air was passed into 
the dark chamber for at least 12 h. 
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9.3. Results and discussion 
9.3.1. Surface tension dependence of soot aggregate restructuring 
Aggregates were passed through a saturator-condenser apparatus, containing neat organic 
liquids with surface tensions between 25 and 65 mN m-1. Groups of compounds known to be 
SOA precursors or constituents (alkane, aromatic, carboxylic acid, aldehyde, and alcohol 
representatives) are included in the experimental basis set. Soot aggregate restructuring is 
known to depend on coating mass (or volume).12 Consequently, the mobility diameter of the 
soot aggregates decreased with the temperature of the saturator, an indirect measure of coating 
mass. Eventually, the mobility diameter reached a steady value, and I take this as the final 
mobility diameter.  

The experimental results are summarized in Figure 9.4. All aggregates, except those with 
an initial mobility diameter of 100 nm (which have the highest initial effective density12), exhibit 
a range of values for the decrease in mobility diameter. In general, coatings with the lowest 
surface tensions (tridecane and pentadecane) induce less collapse than those with the highest 

 
Figure 9.4. Extent of soot aggregate restructuring due to coatings of eight organic liquids and SOA. 
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surface tensions (diethylene glycol, ethylene glycol, and glycerol). The surface tension 
dependence is systematic, as shown in Figure 9.5, which gives the diameter growth factor, Gfd 
(the ratio of final and initial mobility diameters), as a function of coating surface tension for 
aggregates that are initially 150, 200, 250, and 300 nm in diameter. At these mobility diameters, 
there is an excellent correlation between Gfd and coating surface tension, and exponential fits 
result in R2 values between 0.90 (for 300 nm aggregates) and 0.95 (for 150 nm aggregates). 
Consequently, my results provide unequivocal evidence that the extent of soot aggregate 
restructuring increases with the coating surface tension, answering the first question posed 

 
Figure 9.5. Coating surface tension dependence of soot aggregate restructuring. (a) Initial mobility diameter of 
150 nm (exponential regression; y = 0.9289 + 0.7613e-0.110x; R2=0.95). (b) Initial mobility diameter of 200 nm 
(exponential regression; y = 0.8851 + 0.5000e-0.090x; R2=0.91). (c) Initial mobility diameter of 250 nm 
(exponential regression; y = 0.8231 + 2.2656e-0.151x; R2=0.93). (d) Initial mobility of 300 nm (exponential 
regression; y = 0.7915+0.7326e-0.106x; R2=0.90). Error bars indicate three standard deviations calculated from at 
least three consecutive measurements of initial and final mobility diameters. SOA-induced restructuring of soot 
aggregates of initial mobility diameters of 150, 200, 250, and 300 nm results in Gfd values of 0.940±0.002, 
0.898±0.004, 0.835±0.004, and 0.801±0.006, respectively. 
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above. In other words, the collapse of soot – and likely fractal aggregates in general – is not as 
strictly independent of aggregating forces as recently proposed.17 
 The coating surface tension dependence of restructuring is well represented by the 
exponential fits (see Figure 9.5). Furthermore, this functional form is reproduced theoretically, 
based on a detailed dynamics model, in which soot restructuring was simulated numerically by 
solving the equations of motion of nine and 12 individual primary particles, taking into account 
van der Waals, capillary, and bridging forces.24-27 Following restructuring, at a given coating 
surface tension, the larger aggregates have a lower value of Gfd than the smaller aggregates. For 
both sizes of aggregates, the Gfd is a strictly decreasing function of surface tension, and the 
dependence is well represented by an exponential fit, in agreement with my experiments. 
Furthermore, this agreement is evidence that restructuring occurs during condensation (because 
evaporation is not modelled) in contradiction of a recent proposal.28 

In passing, I note that it is reasonable to adopt the mass-mobility relationship previously 
derived for the initial soot aggregates (1.2×10-5dm2.24), because the same combustion conditions 

 
Figure 9.6. Mass-mobility relationship for aggregates restructured after coating with glycerol, when adopting 
the relationship for initial aggregates determined under the same combustion conditions in Reference 12. 
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were used.12 Consequently, the masses of the aggregates can be estimated from their initial 
mobility diameters. Since the aggregates were denuded, the masses did not change – only the 
mobility diameters. Fitting to the final mobility diameters due to coatings of glycerol, the neat 
liquid coating with the highest surface tension, a mass-mobility relationship of 3.5×10-7dm2.99 
was determined, as shown in Figure 9.6. The exponent of about three indicates that the 
asymptotes in Figure 9.5 correspond to the greatest possible extent of restructuring, leading to 
spherical particles.29 Of course, the effective density of the aggregate is still much less than the 
material density of soot, because the spherical aggregates are porous. 
 
9.3.2. Surface tension of secondary organic aerosol 
The basis set of liquids includes compounds with functional groups identified in precursors and 
constituents of SOA. Furthermore, SOA from m-xylene has previously been observed to be a 
liquid.30 Consequently, my chamber-generated SOA lies within the domain of the exponential 
fits in Figure 9.5. For each initial size of aggregates, the aggregate population that was exposed 
to neat organic liquids was also exposed to photo-oxidation products of m-xylene in the smog 
chamber. Analogous to increasing saturator temperature, increasing reaction time led to a 
decrease in the mobility diameter of the aggregates until a final value was reached. I used initial 
m-xylene concentrations of about 2 ppm, which are too high to be representative of atmospheric 
concentrations; however, these concentrations were required to coat the aggregates sufficiently 
to reach complete restructuring before the aggregate concentrations decayed too much by 
deposition to the chamber walls. I note that even higher concentrations have been used in other 
studies of the optical and physical properties of SOA (for example, the refractive index31). Using 
the values of Gfd determined for coatings of SOA derived from the photo-oxidation of m-xylene 
as input for the exponential fits, the mean surface tension of this representative anthropogenic 
SOA was determined to be 39 ± 3 mN m-1; the uncertainty indicates one standard deviation 
about the mean. The relative humidity in the smog chamber was less than 10%, so water uptake 
by the SOA coating is negligible, and the measured surface tension is representative of the SOA 
constituents. At any given coating mass, even before the final mobility diameter is reached, a 
surface tension dependence should be present; thus, for aggregates lightly coated with SOA, 
which becomes more hygroscopic with photo-chemical aging,32 water uptake will result in 
further collapse, not due to additional coating volume alone, but also to the increase in surface 
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tension of the coating mixture. Furthermore, since SOA coatings generated from other aromatic 
precursors have previously been shown to result in the same final extent of restructuring,12 I 
conclude that they must have approximately the same surface tension. 

Though other methods to measure the surface tension of atmospheric aerosols are 
emerging,33,34 the surface tension of SOA has not been measured to date, so my value can be 
compared to only a few previously assumed or estimated values. The surface tension of SOA 
has been estimated from experimental data in only one study: a highly uncertain value of 
110 ± 90 mN m-1 was given for SOA derived from monoterpenes in a smog chamber.35 Other 
values – for example, 25 and 50 mN m-1 – have been assumed in modelling studies.19,20 My 
value falls within this range, and it is reasonable considering the oxygenated nature of SOA. 
However, it is expected to be even greater for ambient SOA, which has been further photo-
chemically aged.18 For example, second and third generation products will be more oxygenated 
than first generation products,36 and those functional groups increase hydrogen bonding in the 
condensed phase, which in turn increases the surface tension. My value, then, is likely a lower 
limit for ambient SOA; consequently, a surface tension of 25 mN m-1, sometimes assumed in 
modelling studies, is unrealistic. Based on the modelling of Pierce et al., increasing the surface 
tension of ambient SOA from 25 to 39 mN m-1 implies that the condensing species involved in 
nucleation and growth have comparatively low saturation vapour pressures,20 consistent with 
recent field measurements.21 Since surface tension is a critical parameter in predictions of CCN, 
my results provide an essential constraint on global climate models.3,20 

Finally, I note that SOA can also occur in an amorphous solid phase under certain 
conditions.37 For SOA derived from toluene, viscosity increases with decreasing RH; 
specifically, at 16.5 % RH, large droplets (dp > 20 μm) of SOA have been shown to shatter when 
poked by a sharp needle.38 If the SOA coatings in the present study are similar – namely, if they 
do not flow – soot restructuring would not be expected in the chamber but in the TD, because 
the coatings will have significantly lower viscosity and surface tension at elevated temperatures. 
On the other hand, the temperature in the smog chamber during the present experiments 
approached 313 K, relatively high compared to the temperature of the poke-flow experiments 
(295 K),38 so the SOA may indeed flow and induce soot restructuring in situ. Future studies of 
the effect of RH on SOA-induced soot restructuring could help in unambiguously determining 
the phase of the SOA coatings. 
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9.4. Conclusions 
I have shown that the restructuring of soot aggregates in the atmosphere depends on the surface 
tension of the coating; specifically, the extent of restructuring increases exponentially with 
coating surface tension. This finding provides a constraint on the direct effect of BC in climate 
models. I have also shown that the surface tension of SOA derived from m-xylene is 
39 ± 3 mN m-1. This finding is an important constraint on the indirect effect of CCN in climate 
models. 
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In this thesis, I described my studies of intermolecular interactions in atmospheric aggregates 
ranging in size from molecular-scale complexes to nano-scale aerosols and involving photo-
oxidation products of aromatic volatile organic compounds (VOCs), using two distinctive 
experimental techniques in an interdisciplinary approach. Using quantum chemistry calculations 
and rotational spectroscopy, I investigated intermolecular interactions in complexes of water 
and carboxylic acids, determining their structures and internal dynamics. Using smog chamber 
experiments, I investigated intermolecular interactions in internally-mixed particles of 
secondary organic aerosol (SOA) and black carbon (BC), determining their morphological 
evolution. 
 In Chapters 3 and 4, I described my investigations of the monohydrates of two aromatic 
carboxylic acids: benzoic acid (BA) and o-toluic acid (OTA). I determined the lowest-energy 
isomer of each species in the gas phase. I examined the internal dynamics of each species, as 
well. For example, splitting of rotational lines was observed for BA monohydrate, due to internal 
rotation of water; however, no splitting was observed for OTA monohydrate, because the same 
motion does not connect equivalent minima, due to a rocking motion of the carboxylic acid 
group and the presence of the methyl substituent. Though the percentage of each acid hydrated 
in the gas phase under atmospheric conditions is predicted to be low, the interactions 
investigated are important in aerosol chemistry. Water and carboxylic acids are both known to 
participate, along with sulfuric acid and ammonia, in the formation of critical nuclei leading to 
new particle formation.1,2 Furthermore, since the aromatic rings of the carboxylic acids are 
hydrophobic, in contrast with the hydrophilic acid groups to which I showed water hydrogen-

Conclusions 
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bonds, BA and OTA are surface active at the air-water interface of aqueous aerosols,3,4 where 
they may decrease surface tension5 and gas uptake.6,7 
 In Chapter 5, I described my investigation of the monohydrate of oxalic acid (OA), the 
smallest and most atmospherically-abundant dicarboxylic acid. I determined the two most stable 
isomers in the gas phase. In the lowest-energy isomer, water bridges the two carboxylic acid 
groups, lowering the barrier to decarboxylation and possibly catalysing overtone-induced 
decarboxylation in the atmosphere. In the other isomer, water hydrogen-bonds to only one acid 
group, as in the monohydrates of the aromatic carboxylic acids above, increasing the barrier to 
decarboxylation. Using ab initio calculations, I also showed that OA is unique among the C2-C6 
α-ω dicarboxylic acids; for each of the higher homologues, the terminal isomer is much more 
stable and abundant in the atmosphere. Consequently, single-water catalysed enhancement of 
overtone-induced decarboxylation is likely a plausible sink for only OA. The interactions 
between OA and water are also of interest to aerosol chemistry. For example, OA monohydrate 
could be a nucleation precursor, since sites are available for hydrogen bonding to sulfuric acid 
or ammonia.8,9 Furthermore, owing to the strength of interactions between OA and water, OA 
particles are very hygroscopic, leading to water uptake at low relative humidity (RH).10 
 In Chapter 6, I described my investigation of four methyl- and dimethylnapthalenes, 
small polycyclic aromatic hydrocarbons (PAHs) present in the atmosphere.11 I determined the 
lowest-energy structures, in particular the orientations of the methyl groups. I also used the 
rotational spectra to examine methyl internal rotation in these species; counter-intuitively, the 
barrier to rotation is lower for 1,2-dimethylnaphthalene than 1,3-dimethylnaphthalene, because 
the crowding of the methyl substituents increases the energy of the minimum more than that of 
the transition state. Other investigators could use the reported rotational spectra for atmospheric 
(or astronomical) detection of these species. These PAH monomers are the only species in this 
thesis that are not aggregates, but they are involved in aerosol chemistry as precursors to SOA12 
and constituents of nascent soot aggregates,13 so this chapter bridges the preceding chapters 
regarding rotational spectroscopy of complexes and the following chapters regarding smog 
chamber studies of SOA and BC. 
 In Chapters 8 and 9, I described my investigations of the morphological evolution of BC 
particles due to liquid coatings in smog chamber experiments. I determined the mass-
dependence of BC restructuring due to coatings of SOA from a homologous series of four 
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aromatic precursors: benzene, toluene, ethylbenzene, and p-xylene. Below a certain threshold 
coating mass, corresponding to a mass growth factor of about two, no restructuring occurs. Once 
this threshold is reached, restructuring increases with coating mass until the particles reach a 
final, much more compact morphology. The restructured particles have a mass-mobility 
exponent less than three, so they are not spherical. The mass-dependence and final extent of 
restructuring are the same for SOA coatings from all four precursors. I also demonstrated the 
surface tension-dependence of BC restructuring, using a test set of organic liquid coatings. After 
being coated with the highest-surface-tension liquid, glycerol, the restructured particles have a 
mass-mobility exponent of three, so they are spherical, but porous. Subsequently using BC 
particles as novel probes, I estimated the surface tension of SOA derived from the photo-
oxidation of m-xylene at low RH to be 39 ± 3 mN m-1, much higher than a value of 25 mN m-1 
that has been sometimes assumed in the past.14,15 Since different aromatic precursors lead to 
SOA coatings that restructure BC similarly, the SOA coatings from different precursors must 
have similar surface tensions. If a surface tension of 39 mN m-1, instead of 25 mN m-1, were 
assumed in a model of nucleation and condensational growth fitted to ambient observations, the 
SOA constituents would be required to have comparatively low vapour pressures.15 This 
implication is consistent with the recent observation of low-volatility compounds in SOA.16 
These findings constrain both the direct and indirect aerosol effects on climate: the 
morphological (and optical) aging of BC was shown to depend on coating surface tension; the 
growth of new particles into cloud condensation nuclei is known to depend on surface 
tension,15,17 which was determined for SOA. 

The questions currently faced by atmospheric chemists are complex, and an inter-
disciplinary approach is being increasingly adopted, as in the collaborative “Center for Aerosol 
Impacts on Climate and the Environment,” to benefit from a wide variety of theoretical and 
experimental techniques.18 In the preceding chapters, I showed how the distinctive techniques 
of computational chemistry, rotational spectroscopy, and photo-oxidation in a smog chamber 
can provide answers to fundamental and applied questions regarding atmospheric aggregates, 
including molecular complexes and internally-mixed aerosols. Cumulatively, the findings 
outlined above further our understanding of the fate and impact of atmospheric oxidation 
products of aromatic VOCs in the gas phase, at the air-water interface, and in the bulk aerosol 
phase. 
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Table A.1. Rotational transition frequencies and quantum number assignments of benzoic acid. 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
2 1 1 1 1 0 4614.5070 -0.0017 
5 1 4 5 0 5 5590.6400 -0.0005 
3 1 3 2 1 2 6023.4968 -0.0002 
3 0 3 2 0 2 6387.4470 0.0000 
4 0 4 3 1 3 6405.3717 0.0007 
3 2 2 2 2 1 6479.6393 0.0005 
2 1 2 1 0 1 6669.9763 0.0011 
3 1 2 2 1 1 6906.5863 0.0000 
6 1 5 6 0 6 6947.3359 0.0004 
6 2 4 6 1 5 6964.3665 -0.0001 
5 2 3 5 1 4 7043.4289 0.0006 
7 2 5 7 1 6 7122.8844 -0.0006 
4 2 2 4 1 3 7290.5265 0.0008 
6 1 5 5 2 4 7347.7732 -0.0004 
8 2 6 8 1 7 7573.4758 -0.0009 
3 2 1 3 1 2 7623.4145 0.0005 
2 2 0 2 1 1 7958.1695 -0.0002 
4 1 4 3 1 3 8006.7165 -0.0004 
7 1 6 7 1 7 8020.5498 0.0008 
9 2 7 9 1 8 8357.4062 0.0012 
3 1 3 2 0 2 8396.9981 0.0006 
4 0 4 3 0 3 8414.9210 -0.0004 
7 1 6 7 0 7 8597.1333 -0.0004 
4 3 2 3 3 1 8682.8182 0.0006 
4 3 1 3 3 0 8689.7133 -0.0006 
5 0 5 4 1 4 8770.6082 0.0000 
2 2 1 2 1 2 8819.1273 -0.0013 
4 1 3 3 1 2 9178.8098 -0.0001 

10 2 8 10 1 9 9499.8732 -0.0005 
4 2 3 4 1 4 9889.9290 -0.0003 
5 1 5 4 1 4 9972.0190 0.0000 
4 1 4 3 0 3 10016.2667 -0.0007 
5 0 5 4 0 4 10371.9550 0.0007 
5 2 4 4 2 3 10747.6694 -0.0008 
5 3 3 4 3 2 10867.9973 -0.0012 
5 2 3 4 2 2 11174.7247 0.0009 
5 1 4 4 1 3 11421.8220 0.0005 

Appendix 
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Table A.1 continued. Rotational transition frequencies and quantum number assignments of benzoic acid. 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
6 1 6 5 1 5 11918.4576 0.0000 
6 0 6 5 0 5 12267.4293 0.0007 
2 2 1 1 1 0 12549.3924 -0.0003 
6 2 5 5 2 4 12854.9309 0.0000 
2 2 0 1 1 1 12867.4268 0.0001 
6 3 4 5 3 3 13057.4422 0.0002 
6 3 3 5 3 2 13120.2329 -0.0001 
7 0 7 6 1 6 13270.1318 0.0005 
6 2 4 5 2 3 13545.0629 0.0004 
6 1 5 5 1 4 13624.1238 -0.0004 
7 1 7 6 1 6 13846.7162 0.0003 
7 0 7 6 0 6 14122.5701 -0.0004 
3 2 2 2 1 1 14414.5225 -0.0002 
7 1 7 6 0 6 14699.1551 0.0000 
7 2 6 6 2 5 14939.9433 0.0003 
7 3 5 6 3 4 15247.5478 -0.0004 
7 3 4 6 3 3 15385.0137 -0.0001 
3 2 1 2 1 2 15414.2455 0.0007 
8 1 8 7 1 7 15758.7571 0.0000 
7 1 6 6 1 5 15772.3680 -0.0006 
7 2 5 6 2 4 15930.8871 0.0001 
8 0 8 7 0 7 15960.1065 0.0002 
4 2 3 3 1 2 16129.3123 0.0000 
8 2 7 7 2 6 17000.1038 -0.0009 
9 1 9 8 1 8 17657.3054 0.0003 
8 3 5 7 3 4 17696.6274 0.0003 
5 2 4 4 1 3 17698.1728 0.0001 
9 0 9 8 0 8 17795.5940 -0.0002 
8 1 7 7 1 6 17853.1554 0.0002 
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Table A.2. Rotational transition frequencies and quantum number assignments of benzoic acid-H2O. 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
4 1 4 3 1 3 4651.5951 0.0013 
4 0 4 3 0 3 4823.2474 -0.0007 
4 1 3 3 1 2 5027.6071 -0.0010 
5 1 5 4 1 4 5810.8267 -0.0013 
5 0 5 4 0 4 6013.8889 0.0007 
5 1 4 4 1 3 6280.4666 -0.0007 
6 1 6 5 1 5 6967.7672 -0.0011 
6 0 6 5 0 5 7194.7980 0.0007 
6 2 5 5 2 4 7256.3164 -0.0001 
6 2 4 5 2 3 7327.0540 -0.0009 
6 1 5 5 1 4 7530.4747 0.0003 
4 1 4 3 0 3 7611.1471 -0.0008 
7 1 7 6 1 6 8122.1002 0.0000 
7 0 7 6 0 6 8364.6482 -0.0003 
7 2 6 6 2 5 8460.5179 -0.0003 
7 3 5 6 3 4 8491.7904 0.0012 
7 3 4 6 3 3 8495.3000 -0.0003 
7 2 5 6 2 4 8572.2956 0.0009 
7 1 6 6 1 5 8776.9013 0.0005 
8 1 8 7 1 7 9273.5807 -0.0001 
8 0 8 7 0 7 9522.6825 -0.0004 
8 2 7 7 2 6 9662.3389 -0.0002 
8 3 6 7 3 5 9708.5702 -0.0007 
8 3 5 7 3 4 9715.5724 0.0001 
8 2 6 7 2 5 9826.9275 0.0006 
8 1 7 7 1 6 10018.9317 0.0000 
9 1 9 8 1 8 10422.0446 0.0001 
7 1 7 6 0 6 10479.9117 0.0009 
9 0 9 8 0 8 10668.8746 0.0002 
9 2 8 8 2 7 10861.4534 -0.0001 
9 2 7 8 2 6 11090.6124 0.0009 
9 1 8 8 1 7 11255.6561 0.0013 

10 1 10 9 1 9 11567.4056 0.0009 
10 0 10 9 0 9 11803.9992 0.0000 
10 2 9 9 2 8 12057.5450 -0.0012 
10 2 8 9 2 7 12362.1918 0.0005 
10 1 9 9 1 8 12486.0540 -0.0009 
11 1 11 10 1 10 12709.6535 0.0006 
11 0 11 10 0 10 12929.5543 -0.0013 
11 2 10 10 2 9 13250.3179 0.0004 
11 2 9 10 2 8 13639.7632 -0.0018 
11 1 10 10 1 9 13709.0189 0.0014 
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Table A.3. Rotational transition frequencies and quantum number assignments of benzoic acid-D2O. 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
6 1 6 5 1 5 6689.4949 0.0092 
6 0 6 5 0 5 6902.2381 0.0131 
6 1 5 5 1 4 7207.1625 0.0104 
7 1 7 6 1 6 7798.4638 0.0024 
7 0 7 6 0 6 8027.6124 0.0101 
7 2 6 6 2 5 8109.0922 0.0000 
7 1 6 6 1 5 8401.0980 0.0069 
8 0 8 7 0 7 9142.6926 0.0053 
8 1 7 7 1 6 9591.3666 -0.0029 
9 1 9 8 1 8 10008.8668 -0.0155 
9 0 9 8 0 8 10247.2503 -0.0062 
9 1 8 8 1 7 10777.2247 -0.0172 
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Table A.4. Rotational transition frequencies and quantum number assignments of o-toluic acid. 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
3 1 2 2 1 1 6551.3821 -0.0003 
4 1 4 3 1 3 6976.9249 -0.0002 
4 0 4 3 0 3 7180.5499 -0.0005 
4 2 3 3 2 2 7909.3256 -0.0003 
4 3 2 3 3 1 8166.7224 0.0007 
4 3 1 3 3 0 8268.7504 -0.0025 
8 2 6 8 1 7 8321.3193 -0.0004 
6 2 5 6 1 6 8370.8383 -0.0010 
5 4 2 5 3 3 8386.4772 -0.0006 
6 4 3 6 3 4 8494.9656 -0.0001 
7 3 5 7 2 6 8499.7610 0.0017 
5 0 5 4 1 4 8531.6256 -0.0002 
4 1 3 3 1 2 8565.3368 0.0006 
5 1 5 4 1 4 8609.7272 -0.0003 
5 0 5 4 0 4 8715.8030 0.0002 
4 2 2 3 2 1 8720.7769 0.0011 
5 1 5 4 0 4 8793.9037 -0.0009 
8 4 5 8 3 6 9244.3895 0.0003 
8 3 6 8 2 7 9653.9507 -0.0004 
5 2 4 4 2 3 9755.1041 0.0002 
6 1 6 5 1 5 10214.0190 0.0004 
5 3 3 4 3 2 10215.9616 0.0007 
6 0 6 5 0 5 10261.3046 0.0001 
5 1 4 4 1 3 10401.2061 0.0010 
5 3 2 4 3 1 10537.2328 0.0003 
5 2 3 4 2 2 11013.4340 0.0009 
6 2 5 5 2 4 11527.6311 0.0007 
7 0 7 6 1 6 11790.9173 -0.0005 
7 1 7 6 1 6 11802.5072 -0.0002 
7 0 7 6 0 6 11821.7334 -0.0004 
7 1 7 6 0 6 11833.3232 -0.0002 
6 1 5 5 1 4 12041.7618 0.0001 
6 3 4 5 3 3 12225.1508 0.0010 
6 4 3 5 4 2 12333.6379 0.0002 
6 4 2 5 4 1 12414.0476 -0.0015 
6 3 3 5 3 2 12930.1272 -0.0006 
8 0 8 7 1 7 13379.2282 0.0000 
8 1 8 7 1 7 13383.4407 -0.0004 
8 0 8 7 0 7 13390.8185 0.0007 
8 1 8 7 0 7 13395.0308 0.0001 
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Table A.5. Rotational transition frequencies and quantum number assignments of o-toluic acid monohydrate. 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
5 1 5 4 1 4 5308.6728 0.0003 
5 0 5 4 0 4 5525.8203 -0.0007 
5 2 4 4 2 3 5682.3695 -0.0006 
5 2 3 4 2 2 5859.7853 -0.0004 
5 1 4 4 1 3 6015.0663 -0.0006 
5 1 5 4 0 4 6329.6376 0.0005 
6 1 6 5 1 5 6349.9946 -0.0009 
6 0 6 5 0 5 6551.0898 -0.0007 
6 2 5 5 2 4 6801.6520 -0.0001 
6 2 4 5 2 3 7094.0887 0.0006 
6 1 5 5 1 4 7185.9722 0.0014 
7 1 7 6 1 6 7383.0492 -0.0003 
7 0 7 6 0 6 7553.2356 0.0020 
7 2 6 6 2 5 7911.7895 0.0009 
7 3 5 6 3 4 8040.5871 0.0000 
7 3 4 6 3 3 8087.9626 0.0000 
7 1 6 6 1 5 8335.9875 0.0009 
7 2 5 6 2 4 8341.6283 -0.0009 
8 1 8 7 1 7 8408.3638 -0.0006 
8 0 8 7 0 7 8541.8123 0.0006 
8 1 8 7 0 7 8840.9011 -0.0004 
4 2 3 3 1 2 8992.7770 0.0000 
8 2 7 7 2 6 9011.5757 -0.0014 
8 3 6 7 3 5 9194.9882 0.0007 
8 3 5 7 3 4 9286.9634 0.0002 
9 1 9 8 1 8 9426.8718 0.0005 
8 1 7 7 1 6 9459.5335 -0.0003 
9 0 9 8 0 8 9525.2848 -0.0001 
8 2 6 7 2 5 9590.7447 -0.0004 
9 1 9 8 0 8 9725.9603 -0.0009 
9 2 8 8 2 7 10100.0821 0.0004 

10 1 10 9 1 9 10439.7173 0.0000 
10 0 10 9 0 9 10508.9374 0.0009 
9 1 8 8 1 7 10551.4965 -0.0007 
9 2 7 8 2 6 10830.4742 0.0001 

11 1 11 10 1 10 11448.0896 -0.0004 
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Table A.6. Rotational transition frequencies and quantum number assignments of the lowest-energy isomer of 
oxalic acid monohydrate (0- state). 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
3 1 3 2 1 2 8413.7174 0.0000 
3 0 3 2 0 2 8930.8369 -0.0004 
3 2 2 2 2 1 9442.1557 -0.0013 
4 3 1 4 2 2 9583.5619 0.0000 
3 1 3 2 0 2 9758.8613 -0.0015 
3 2 1 2 2 0 9953.4680 -0.0008 
3 1 2 2 1 1 10295.0558 0.0009 
4 0 4 3 1 3 10657.9880 0.0003 
4 1 4 3 1 3 11095.9375 0.0001 
4 3 2 4 2 3 11203.2875 -0.0003 
4 0 4 3 0 3 11486.0135 0.0003 
4 1 4 3 0 3 11923.9612 -0.0017 
2 2 1 1 1 0 12452.3456 0.0007 
4 2 3 3 2 2 12481.4708 -0.0008 
4 3 2 3 3 1 12816.0809 0.0010 
4 3 1 3 3 0 12927.0844 0.0009 
2 2 0 1 1 1 13223.1275 -0.0016 
5 0 5 4 1 4 13507.4483 0.0011 
4 1 3 3 1 2 13518.8489 0.0016 
4 2 2 3 2 1 13582.7332 0.0008 
5 1 5 4 1 4 13714.7686 0.0002 
5 0 5 4 0 4 13945.3970 0.0002 
5 1 5 4 0 4 14152.7179 -0.0002 
3 2 2 2 1 1 14966.2190 0.0009 
5 2 4 4 2 3 15432.9736 -0.0010 
5 4 2 4 4 1 16040.5891 0.0007 
5 3 3 4 3 2 16043.7399 -0.0013 
5 4 1 4 4 0 16057.8242 -0.0006 
6 0 6 5 1 5 16195.5661 0.0000 
6 1 6 5 1 5 16286.7517 -0.0010 
6 0 6 5 0 5 16402.8870 -0.0004 
5 3 2 4 3 1 16404.5763 -0.0001 
6 1 6 5 0 5 16494.0750 0.0012 
5 1 4 4 1 3 16521.0327 0.0002 
4 2 3 3 1 2 17152.6365 0.0016 
5 2 3 4 2 2 17207.0899 -0.0005 
3 2 1 2 1 2 17515.3050 -0.0003 
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Table A.7. Rotational transition frequencies and quantum number assignments of the lowest-energy isomer of 
oxalic acid monohydrate (0+ state). 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
3 1 3 2 1 2 8413.7174 0.0016 
3 0 3 2 0 2 8930.8369 -0.0025 
3 2 2 2 2 1 9442.1747 0.0138 
4 3 1 4 2 2 9583.6184 0.0001 
3 1 3 2 0 2 9758.8613 -0.0087 
3 2 1 2 2 0 9953.4919 0.0137 
3 1 2 2 1 1 10295.0558 -0.0106 
4 0 4 3 1 3 10657.9880 0.0055 
4 1 4 3 1 3 11095.9375 0.0024 
4 3 2 4 2 3 11203.3569 -0.0024 
4 0 4 3 0 3 11486.0135 0.0003 
4 1 4 3 0 3 11923.9612 -0.0046 
2 2 1 1 1 0 12452.3914 0.0005 
4 2 3 3 2 2 12481.4708 -0.0029 
4 3 2 3 3 1 12816.0809 -0.0023 
4 3 1 3 3 0 12927.0844 -0.0045 
2 2 0 1 1 1 13223.1821 0.0000 
5 0 5 4 1 4 13507.4483 0.0048 
4 1 3 3 1 2 13518.8489 -0.0091 
4 2 2 3 2 1 13582.7332 -0.0118 
5 1 5 4 1 4 13714.7686 0.0022 
5 0 5 4 0 4 13945.3970 0.0009 
5 1 5 4 0 4 14152.7179 -0.0011 
3 2 2 2 1 1 14966.2612 0.0024 
5 2 4 4 2 3 15432.9736 0.0005 
5 4 2 4 4 1 16040.5891 0.0027 
5 3 3 4 3 2 16043.7399 -0.0019 
5 4 1 4 4 0 16057.8242 0.0008 
6 0 6 5 1 5 16195.5661 0.0008 
6 1 6 5 1 5 16286.7517 -0.0012 
6 0 6 5 0 5 16402.8870 -0.0013 
5 3 2 4 3 1 16404.5763 -0.0066 
6 1 6 5 0 5 16494.0750 -0.0008 
5 1 4 4 1 3 16521.0327 -0.0060 
4 2 3 3 1 2 17152.6728 0.0066 
5 2 3 4 2 2 17207.1190 0.0160 
3 2 1 2 1 2 17515.3700 0.0016 

   



Appendix          215  
Table A.8. Rotational transition frequencies and quantum number assignments of the second lowest-energy 
isomer of oxalic acid monohydrate (0- state). 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
3 0 3 2 0 2 7438.4068 -0.0018 
3 2 2 2 2 1 7481.9865 -0.0034 
3 2 1 2 2 0 7525.5899 -0.0008 
3 1 2 2 1 1 7864.9217 0.0020 
5 0 5 4 1 4 8789.2820 -0.0005 
2 1 2 1 0 1 9230.4129 -0.0005 
4 1 4 3 1 3 9435.0948 0.0016 
4 0 4 3 0 3 9867.8048 -0.0010 
4 2 3 3 2 2 9967.4500 0.0007 
4 2 2 3 2 1 10075.6165 0.0004 
4 1 3 3 1 2 10473.0819 0.0014 
3 1 3 2 0 2 11338.7411 -0.0006 
5 1 5 4 1 4 11775.2092 -0.0002 
5 0 5 4 0 4 12256.9037 0.0007 
5 2 4 4 2 3 12445.6059 0.0000 
5 2 3 4 2 2 12658.5731 0.0007 
5 1 4 4 1 3 13068.8098 0.0015 
3 2 1 3 1 2 13178.5891 0.0000 
4 1 4 3 0 3 13335.4276 0.0012 
2 2 0 2 1 1 13517.9178 -0.0002 
6 1 6 5 1 5 14104.3593 -0.0005 
6 0 6 5 0 5 14600.8902 0.0004 
6 2 5 5 2 4 14914.6701 -0.0008 
6 1 5 5 1 4 15647.8880 -0.0020 
7 1 7 6 1 6 16421.7108 -0.0008 
7 0 7 6 0 6 16900.2087 0.0005 
7 2 6 6 2 5 17372.9088 0.0009 
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Table A.9. Rotational transition frequencies and quantum number assignments of the second lowest-energy 
isomer of oxalic acid monohydrate (0+ state). 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
3 0 3 2 0 2 7438.4068 -0.0003 
3 2 2 2 2 1 7481.9865 -0.0035 
3 2 1 2 2 0 7525.5899 -0.0011 
3 1 2 2 1 1 7864.9217 0.0010 
5 0 5 4 1 4 8789.2290 -0.0038 
2 1 2 1 0 1 9230.4670 0.0007 
4 1 4 3 1 3 9435.0948 0.0069 
4 0 4 3 0 3 9867.8048 0.0011 
4 2 3 3 2 2 9967.4500 0.0008 
4 2 2 3 2 1 10075.6165 0.0002 
4 1 3 3 1 2 10473.0819 -0.0011 
3 1 3 2 0 2 11338.7895 -0.0012 
5 1 5 4 1 4 11775.2092 0.0044 
5 0 5 4 0 4 12256.9037 0.0030 
5 2 4 4 2 3 12445.6059 0.0002 
5 2 3 4 2 2 12658.5731 0.0014 
5 1 4 4 1 3 13068.8098 0.0005 
3 2 1 3 1 2 13178.7574 0.0008 
4 1 4 3 0 3 13335.4628 -0.0087 
2 2 0 2 1 1 13518.0893 0.0011 
6 1 6 5 1 5 14104.3593 0.0021 
6 0 6 5 0 5 14600.8902 0.0016 
6 2 5 5 2 4 14914.6701 -0.0006 
6 1 5 5 1 4 15647.8880 -0.0006 
7 1 7 6 1 6 16421.7108 -0.0021 
7 0 7 6 0 6 16900.2087 -0.0015 
7 2 6 6 2 5 17372.9088 0.0006 
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Table A.10. Rotational transition frequencies and quantum number assignments of 1-methylnaphthalene. 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
5 1 5 4 0 4 7869.7251 0.0010 
4 2 2 3 2 1 8128.0811 -0.0012 
5 1 4 4 2 3 8230.1119 0.0008 
5 2 4 4 2 3 8895.5740 0.0015 
4 2 3 3 1 2 9019.0185 -0.0007 
6 0 6 5 1 5 9198.3039 0.0020 
6 1 6 5 1 5 9210.2517 -0.0027 
6 0 6 5 0 5 9233.4406 -0.0025 
6 1 6 5 0 5 9245.3947 -0.0009 
5 1 4 4 1 3 9417.1262 -0.0016 
5 3 3 4 3 2 9418.6988 -0.0015 
5 4 2 4 4 1 9464.1728 0.0019 
5 4 1 4 4 0 9498.2649 0.0000 
3 2 1 2 1 2 9643.0810 -0.0005 
5 3 2 4 3 1 9857.3241 -0.0010 
5 2 4 4 1 3 10082.5899 0.0007 
6 1 5 5 2 4 10155.0704 0.0016 
5 2 3 4 2 2 10206.7686 -0.0004 
3 3 1 2 2 0 10333.4961 0.0002 
6 2 5 5 2 4 10470.4073 0.0008 
3 3 0 2 2 1 10488.9723 -0.0010 
7 0 7 6 1 6 10632.2402 -0.0004 
7 1 7 6 1 6 10636.1208 -0.0001 
7 0 7 6 0 6 10644.1931 0.0001 
7 1 7 6 0 6 10648.0736 0.0002 
6 1 5 5 1 4 10820.5321 0.0019 
6 2 5 5 1 4 11135.8687 0.0008 
6 3 4 5 3 3 11236.8870 0.0013 
6 4 3 5 4 2 11412.9603 -0.0012 
7 1 6 6 2 5 11847.2809 0.0003 
4 3 2 3 2 1 11915.9202 0.0014 
8 0 8 7 1 7 12056.3641 0.0006 
8 1 8 7 1 7 12057.5815 -0.0005 
8 0 8 7 0 7 12060.2444 0.0005 
8 1 8 7 0 7 12061.4625 0.0001 
6 2 4 5 2 3 12112.4120 0.0004 
6 3 3 5 3 2 12119.7117 0.0003 
7 1 6 6 1 5 12162.6179 -0.0004 
4 3 1 3 2 2 12670.0656 0.0009 
7 3 5 6 3 4 12972.5942 -0.0006 
5 3 3 4 2 2 13206.5358 -0.0010 
8 1 7 7 2 6 13391.6737 -0.0010 
8 2 7 7 2 6 13442.0630 -0.0008 
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Table A.10 continued. Rotational transition frequencies and quantum number assignments of 
1-methylnaphthalene. 

J’ Ka’ Kc’ J Ka Kc Frequency / MHz Residual / MHz 
9 0 9 8 1 8 13477.1133 0.0009 
9 1 9 8 1 8 13477.4852 -0.0004 
9 0 9 8 0 8 13478.3319 0.0010 
9 1 9 8 0 8 13478.7034 -0.0007 
8 2 7 7 1 6 13573.6553 -0.0004 
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Table A.11. Rotational transition frequencies and quantum number assignments of 2-methylnaphthalene. 

J’ Ka’ Kc’ J Ka Kc State Frequency / MHz Residual / MHz 
5 1 5 4 1 4 A 6800.1010 0.0011 
5 1 5 4 1 4 E 6800.8682 0.0008 
5 0 5 4 0 4 E 7078.5153 0.0016 
5 0 5 4 0 4 A 7078.8459 0.0005 
5 2 4 4 2 3 A 7281.2551 0.0003 
5 2 4 4 2 3 E 7314.9415 -0.0022 
5 3 3 4 3 2 A 7345.2851 0.0008 
5 3 2 4 3 1 E 7350.1874 -0.0014 
5 3 3 4 3 2 E 7350.8029 -0.0012 
5 3 2 4 3 1 A 7355.8616 0.0003 
5 2 3 4 2 2 E 7476.9202 -0.0018 
5 2 3 4 2 2 A 7510.6579 0.0007 
5 1 4 4 1 3 E 7708.2229 0.0028 
5 1 4 4 1 3 A 7709.3546 -0.0005 
6 1 6 5 1 5 A 8133.7481 0.0003 
6 1 6 5 1 5 E 8134.1001 0.0010 
6 0 6 5 0 5 E 8391.0712 -0.0009 
6 0 6 5 0 5 A 8391.4946 -0.0005 
6 2 5 5 2 4 A 8715.2683 -0.0002 
6 2 5 5 2 4 E 8734.4484 -0.0015 
6 3 4 5 3 3 A 8823.8814 0.0000 
6 3 4 5 3 3 E 8837.5479 -0.0009 
6 3 3 5 3 2 E 8837.9543 -0.0003 
6 3 3 5 3 2 A 8851.7725 0.0003 
6 2 4 5 2 3 E 9073.9783 -0.0016 
6 2 4 5 2 3 A 9093.2093 0.0005 
6 1 5 5 1 4 E 9208.7829 0.0026 
6 1 5 5 1 4 A 9209.6489 -0.0007 
7 1 7 6 1 6 A 9456.7313 0.0010 
7 1 7 6 1 6 E 9456.8546 0.0003 
7 0 7 6 0 6 E 9673.9816 -0.0013 
7 0 7 6 0 6 A 9674.4719 -0.0004 
7 2 6 6 2 5 A 10137.4561 0.0003 
7 2 6 6 2 5 E 10146.9015 -0.0070 
7 4 4 6 4 3 A 10291.7463 0.0015 
7 4 4 6 4 3 E 10292.2396 0.0010 
7 4 3 6 4 2 E 10293.1103 -0.0013 
7 4 3 6 4 2 A 10293.8260 -0.0003 
7 3 5 6 3 4 A 10303.9625 0.0001 
7 3 5 6 3 4 E 10330.5609 0.0023 
7 3 4 6 3 3 E 10338.8190 0.0018 
7 3 4 6 3 3 A 10365.5422 0.0015 
7 1 6 6 1 5 E 10682.0775 0.0040 
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Table A.11 continued. Rotational transition frequencies and quantum number assignments of 
2-methylnaphthalene. 

J’ Ka’ Kc’ J Ka Kc State Frequency / MHz Residual / MHz 
7 1 6 6 1 5 A 10682.8840 -0.0008 
7 2 5 6 2 4 E 10683.0753 -0.0023 
7 2 5 6 2 4 A 10692.6397 0.0005 
8 1 8 7 1 7 E 10769.7263 0.0000 
8 1 8 7 1 7 A 10769.7452 0.0018 
8 0 8 7 0 7 E 10939.6389 -0.0024 
8 0 8 7 0 7 A 10940.1582 -0.0002 
8 2 7 7 2 6 A 11546.2656 -0.0002 
8 2 7 7 2 6 E 11550.9677 0.0009 
8 3 6 7 3 5 A 11783.3061 0.0002 
8 3 6 7 3 5 E 11822.8733 0.0004 
8 3 5 7 3 4 E 11863.1659 -0.0030 
8 3 5 7 3 4 A 11902.8186 0.0014 
9 1 9 8 1 8 E 12073.8869 0.0000 
9 1 9 8 1 8 A 12074.0016 0.0021 
8 1 7 7 1 6 E 12120.9851 0.0034 
8 1 7 7 1 6 A 12121.8378 -0.0016 
9 0 9 8 0 8 E 12198.9236 -0.0014 
9 0 9 8 0 8 A 12199.4364 0.0008 
8 2 6 7 2 5 E 12288.8828 -0.0032 
8 2 6 7 2 5 A 12293.8422 0.0014 
9 2 8 8 2 7 A 12940.4957 0.0006 
9 2 8 8 2 7 E 12942.8715 0.0004 

10 1 10 9 1 9 E 13370.8053 -0.0007 
10 1 10 9 1 9 A 13370.9879 0.0017 
10 0 10 9 0 9 E 13458.5598 -0.0030 
10 0 10 9 0 9 A 13459.0474 0.0002 
9 1 8 8 1 7 E 13518.9583 0.0015 
9 1 8 8 1 7 A 13519.9228 -0.0025 
9 2 7 8 2 6 E 13879.8295 0.0004 
9 2 7 8 2 6 A 13882.6844 -0.0002 

11 1 11 10 1 10 E 14662.0096 -0.0013 
11 1 11 10 1 10 A 14662.2412 0.0017 
11 0 11 10 0 10 E 14721.4316 -0.0017 
11 0 11 10 0 10 A 14721.8876 0.0021 
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Table A.12. Rotational transition frequencies and quantum number assignments of 1,3-dimethylnaphthalene. 

J’ Ka’ Kc’ J Ka Kc State Frequency / MHz Residual / MHz 
6 1 6 5 1 5 E 7011.2402 0.0011 
6 1 6 5 1 5 A 7011.3265 -0.0001 
6 0 6 5 0 5 E 7055.3151 -0.0004 
6 0 6 5 0 5 A 7055.5187 0.0001 
5 1 4 4 1 3 E 7110.9647 0.0009 
5 1 4 4 1 3 A 7111.4950 0.0013 
5 2 3 4 2 2 A 7438.0024 -0.0006 
6 2 5 5 2 4 A 7877.0219 0.0003 
6 2 5 5 2 4 E 7877.5876 0.0003 
7 0 7 6 1 6 E 8091.8122 0.0006 
7 0 7 6 1 6 A 8091.8855 -0.0007 
7 1 7 6 1 6 E 8105.155 0.0001 
7 1 7 6 1 6 A 8105.2742 -0.0006 
5 2 4 4 1 3 E 8106.2559 -0.0004 
5 2 4 4 1 3 A 8109.6405 -0.0003 
7 0 7 6 0 6 E 8124.6373 -0.0001 
7 0 7 6 0 6 A 8124.8147 0.0005 
7 1 7 6 0 6 E 8137.9804 -0.0003 
7 1 7 6 0 6 A 8138.2028 0.0000 
6 1 5 5 1 4 E 8271.9451 -0.0015 
6 1 5 5 1 4 A 8272.5636 0.0005 
6 3 4 5 3 3 A 8300.2489 -0.0002 
7 1 6 6 2 5 A 8735.2467 0.0002 
7 1 6 6 2 5 E 8736.2445 -0.0003 
6 2 4 5 2 3 A 8932.8800 -0.0002 
7 2 6 6 2 5 A 9058.4357 -0.0004 
7 2 6 6 2 5 E 9058.4733 -0.0018 
8 0 8 7 1 7 E 9187.5324 0.0003 
8 0 8 7 1 7 A 9187.6482 -0.0002 
8 1 8 7 1 7 E 9192.7723 0.0007 
8 1 8 7 1 7 A 9192.9065 -0.0007 
8 0 8 7 0 7 E 9200.8758 0.0005 
8 0 8 7 0 7 A 9201.0370 0.0000 
8 1 8 7 0 7 E 9206.1154 0.0006 
8 1 8 7 0 7 A 9206.2947 -0.0011 
7 1 6 6 1 5 E 9337.1780 -0.0001 
7 1 6 6 1 5 A 9337.8529 0.0008 
7 3 5 6 3 4 A 9638.5724 -0.0002 
8 2 7 7 2 6 E 10202.7937 0.0001 
8 2 7 7 2 6 A 10202.9958 0.0009 
9 0 9 8 1 8 E 10275.4329 0.0007 
9 0 9 8 1 8 A 10275.5662 -0.0009 
9 1 9 8 1 8 E 10277.4372 0.0001 



Appendix          222  
Table A.12 continued. Rotational transition frequencies and quantum number assignments of 
1,3-dimethylnaphthalene. 

J’ Ka’ Kc’ J Ka Kc State Frequency / MHz Residual / MHz 
9 1 9 8 1 8 A 10277.5800 0.0000 
9 0 9 8 0 8 E 10280.6716 0.0000 
9 0 9 8 0 8 A 10280.8258 -0.0001 
9 1 9 8 0 8 E 10282.6772 0.0006 
9 1 9 8 0 8 A 10282.8380 -0.0008 
7 2 5 6 2 4 E 10324.4486 0.0001 
7 2 5 6 2 4 A 10325.3605 0.0006 
8 1 7 7 1 6 E 10367.6309 0.0000 
8 1 7 7 1 6 A 10368.2791 0.0001 
9 1 8 8 2 7 E 11248.2323 -0.0015 
9 1 8 8 2 7 A 11248.3029 -0.0001 
9 2 8 8 2 7 E 11320.1238 0.0008 
9 2 8 8 2 7 A 11320.4475 0.0001 

10 0 10 9 1 9 E 11360.0914 0.0019 
10 0 10 9 1 9 A 11360.2317 -0.0006 
10 1 10 9 1 9 E 11360.8418 0.0003 
10 1 10 9 1 9 A 11360.9871 -0.0004 
10 0 10 9 0 9 E 11362.0945 0.0001 
10 0 10 9 0 9 A 11362.2442 -0.0010 
9 1 8 8 1 7 E 11405.6269 0.0001 
9 1 8 8 1 7 A 11406.2090 0.0005 
8 2 6 7 2 5 E 11587.4995 0.0002 
8 2 6 7 2 5 A 11588.4597 -0.0002 

11 1 11 10 1 10 E 12443.7508 0.0005 
11 1 11 10 1 10 A 12443.8964 -0.0012 
11 0 11 10 0 10 E 12444.2258 0.0010 
11 0 11 10 0 10 A 12444.3735 -0.0004 
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Table A.13. Rotational transition frequencies and quantum number assignments of 1,2-dimethylnaphthalene. 

J’ Ka’ Kc’ J Ka Kc State Frequency / MHz Residual / MHz 
5 2 4 4 2 3 AA 6596.3305 -0.0009 
5 1 4 4 1 3 EA 7061.0702 -0.0130 
5 1 4 4 1 3 EE 7061.0702 0.0040 
5 1 4 4 1 3 EE' 7061.0702 -0.0063 
5 1 4 4 1 3 AE 7061.4561 -0.0027 
5 1 4 4 1 3 AA 7061.4746 0.0039 
5 2 3 4 2 2 AE 7095.0884 -0.0008 
5 2 3 4 2 2 AA 7095.1114 -0.0065 
6 1 6 5 1 5 EA 7138.0834 0.0036 
6 1 6 5 1 5 EE 7138.0834 0.0090 
6 1 6 5 1 5 EE' 7138.0834 0.0106 
6 1 6 5 1 5 AE 7138.1579 -0.0049 
6 1 6 5 1 5 AA 7138.1579 -0.0110 
6 0 6 5 0 5 EE 7254.6472 0.0028 
6 0 6 5 0 5 EE' 7254.6472 0.0026 
6 0 6 5 0 5 EA 7254.6676 0.0050 
6 0 6 5 0 5 AE 7254.6840 -0.0061 
6 0 6 5 0 5 AA 7254.7057 -0.0024 
6 2 5 5 2 4 EA 7859.5879 0.0018 
6 2 5 5 2 4 EE' 7859.5879 0.0213 
6 2 5 5 2 4 EE 7859.6322 0.0111 
6 2 5 5 2 4 AA 7859.8376 -0.0054 
6 2 5 5 2 4 AE 7859.8494 -0.0014 
6 3 3 5 3 2 AE 8245.5720 -0.0045 
6 3 3 5 3 2 AA 8246.1954 -0.0044 
7 1 7 6 1 6 EE 8270.7574 0.0049 
7 1 7 6 1 6 EE' 8270.7574 0.0058 
7 1 7 6 1 6 EA 8270.7691 0.0086 
7 1 7 6 1 6 AE 8270.8293 -0.0060 
7 1 7 6 1 6 AA 8270.8412 -0.0025 
7 0 7 6 0 6 EE 8340.6600 -0.0012 
7 0 7 6 0 6 EE' 8340.6600 -0.0014 
7 0 7 6 0 6 EA 8340.6837 0.0050 
7 0 7 6 0 6 AE 8340.6999 -0.0075 
7 0 7 6 0 6 AA 8340.7251 0.0003 
6 1 5 5 1 4 EE 8347.7945 -0.0094 
6 1 5 5 1 4 EA 8347.8168 -0.0118 
6 1 5 5 1 4 EE' 8347.8168 0.0053 
6 1 5 5 1 4 AE 8348.1782 0.0021 
6 1 5 5 1 4 AA 8348.1994 0.0024 
6 2 4 5 2 3 EE 8596.5889 0.0090 
6 2 4 5 2 3 EE' 8596.6390 0.0049 
6 2 4 5 2 3 EA 8596.6390 0.0258 
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Table A.13 continued. Rotational transition frequencies and quantum number assignments of 
1,2-dimethylnaphthalene. 

J’ Ka’ Kc’ J Ka Kc State Frequency / MHz Residual / MHz 
6 2 4 5 2 3 AA 8597.1358 -0.0046 
6 2 4 5 2 3 AE 8597.1358 0.0016 
7 2 6 6 2 5 EE' 9095.8276 0.0104 
7 2 6 6 2 5 EA 9095.8276 -0.0062 
7 2 6 6 2 5 EE 9095.8276 -0.0129 
7 2 6 6 2 5 AA 9096.1037 -0.0044 
7 2 6 6 2 5 AE 9096.1037 0.0006 
8 0 8 7 1 7 EE' 9352.2002 0.0104 
8 0 8 7 1 7 EE 9352.2002 0.0100 
8 0 8 7 1 7 EA 9352.2002 0.0086 
8 0 8 7 1 7 AE 9352.3010 -0.0065 
8 0 8 7 1 7 AA 9352.3010 -0.0081 
8 1 8 7 1 7 EE 9393.4324 0.0017 
8 1 8 7 1 7 EE' 9393.4324 0.0023 
8 1 8 7 1 7 EA 9393.4463 0.0059 
8 1 8 7 1 7 AE 9393.4980 -0.0098 
8 1 8 7 1 7 AA 9393.5151 -0.0026 
8 0 8 7 0 7 EE 9432.3482 -0.0007 
8 0 8 7 0 7 EE' 9432.3482 -0.0010 
8 0 8 7 0 7 EA 9432.3718 0.0067 
8 0 8 7 0 7 AE 9432.3937 -0.0071 
8 0 8 7 0 7 AA 9432.4178 0.0009 
7 3 5 6 3 4 EA 9453.3823 0.0091 
7 3 5 6 3 4 AA 9453.6210 -0.0031 
7 3 5 6 3 4 AE 9453.8169 -0.0022 
7 3 5 6 3 4 EE 9453.9251 0.0034 
7 4 3 6 4 2 AA 9502.8430 -0.0037 
7 1 6 6 1 5 EE 9557.3358 0.0010 
7 1 6 6 1 5 EE' 9557.3358 -0.0034 
7 1 6 6 1 5 EA 9557.3608 -0.0095 
7 1 6 6 1 5 AE 9557.6363 0.0051 
7 1 6 6 1 5 AA 9557.6664 0.0019 

12 4 9 12 3 10 AE 9739.9239 0.0063 
7 3 4 6 3 3 EE 9740.8093 0.0137 
7 3 4 6 3 3 AE 9741.8668 -0.0047 
7 3 4 6 3 3 AA 9742.0407 -0.0028 
7 2 5 6 2 4 EE 10063.9899 0.0066 
7 2 5 6 2 4 EA 10063.9899 -0.0126 
7 2 5 6 2 4 EE' 10063.9899 -0.0214 
7 2 5 6 2 4 AE 10064.6194 -0.0002 
7 2 5 6 2 4 AA 10064.6194 -0.0054 
8 2 7 7 2 6 EE' 10304.1734 0.0078 
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Table A.13 continued. Rotational transition frequencies and quantum number assignments of 
1,2-dimethylnaphthalene. 

J’ Ka’ Kc’ J Ka Kc State Frequency / MHz Residual / MHz 
8 2 7 7 2 6 EE 10304.1734 -0.0032 
8 2 7 7 2 6 EA 10304.1952 0.0108 
8 2 7 7 2 6 AE 10304.4427 -0.0033 
8 2 7 7 2 6 AA 10304.4594 0.0001 
9 1 9 8 1 8 EE 10509.6326 0.0035 
9 1 9 8 1 8 EE' 10509.6326 0.0042 
9 1 9 8 1 8 EA 10509.6472 0.0074 
9 1 9 8 1 8 AE 10509.6922 -0.0089 
9 1 9 8 1 8 AA 10509.7073 -0.0049 
9 0 9 8 0 8 EE 10530.2258 -0.0034 
9 0 9 8 0 8 EE' 10530.2258 -0.0038 
9 0 9 8 0 8 EA 10530.2455 0.0013 
9 0 9 8 0 8 AE 10530.2863 -0.0010 
9 0 9 8 0 8 AA 10530.3053 0.0032 
8 1 7 7 1 6 EE 10691.9330 -0.0002 
8 1 7 7 1 6 EE' 10691.9330 -0.0020 
8 1 7 7 1 6 EA 10691.9718 -0.0075 
8 1 7 7 1 6 AE 10692.1496 0.0068 
8 1 7 7 1 6 AA 10692.1900 0.0019 
8 3 6 7 3 5 EA 10784.0555 0.0072 
8 3 6 7 3 5 EE 10784.2598 0.0132 
8 3 6 7 3 5 AA 10784.4414 -0.0030 
8 3 6 7 3 5 AE 10784.5129 0.0007 
8 3 5 7 3 4 EE 11283.1303 0.0118 
8 3 5 7 3 4 AE 11283.9950 -0.0033 
8 3 5 7 3 4 AA 11284.0348 -0.0053 
8 2 6 7 2 5 EE 11475.9488 -0.0221 
8 2 6 7 2 5 EA 11475.9787 -0.0156 
8 2 6 7 2 5 EE' 11475.9787 -0.0120 
8 2 6 7 2 5 AE 11476.6606 0.0018 
8 2 6 7 2 5 AA 11476.6777 0.0054 
9 2 8 8 2 7 EA 11486.2194 0.0080 
9 2 8 8 2 7 AE 11486.4555 -0.0011 
9 2 8 8 2 7 AA 11486.4742 -0.0024 

10 1 10 9 1 9 EE 11621.9514 -0.0025 
10 1 10 9 1 9 EE' 11621.9514 -0.0011 
10 1 10 9 1 9 EA 11621.9664 0.0015 
10 1 10 9 1 9 AE 11622.0176 -0.0032 
10 1 10 9 1 9 AA 11622.0313 -0.0013 
10 0 10 9 0 9 EE 11632.4733 0.0000 
10 0 10 9 0 9 EE' 11632.4733 -0.0013 
10 0 10 9 0 9 EA 11632.4908 0.0029 
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Table A.13 continued. Rotational transition frequencies and quantum number assignments of 
1,2-dimethylnaphthalene. 

J’ Ka’ Kc’ J Ka Kc State Frequency / MHz Residual / MHz 
10 0 10 9 0 9 AE 11632.5354 -0.0021 
10 0 10 9 0 9 AA 11632.5546 0.0031 
9 1 8 8 1 7 EE 11775.2235 -0.0015 
9 1 8 8 1 7 EE' 11775.2235 -0.0021 
9 1 8 8 1 7 EA 11775.2706 -0.0069 
9 1 8 8 1 7 AE 11775.3848 0.0061 
9 1 8 8 1 7 AA 11775.4342 0.0033 
9 3 7 8 3 6 EA 12090.8789 0.0026 
9 3 7 8 3 6 EE 12090.9708 0.0191 
9 3 7 8 3 6 AA 12091.3339 0.0008 
9 3 7 8 3 6 AE 12091.3523 -0.0019 
9 2 7 8 2 6 EE 12816.9827 -0.0220 
9 2 7 8 2 6 EA 12817.0226 -0.0179 
9 2 7 8 2 6 EE' 12817.0226 0.0027 
9 2 7 8 2 6 AE 12817.6766 0.0069 
9 2 7 8 2 6 AA 12817.7020 0.0041 
9 3 6 8 3 5 EE 12841.9827 0.0096 
9 3 6 8 3 5 EE' 12842.0957 0.0165 
9 3 6 8 3 5 AA 12842.8667 -0.0032 
9 3 6 8 3 5 AE 12842.8667 -0.0022 

 


