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From Adaptive Testing to 

Personalized Adaptive Testing:
Applications of Machine Learning Algorithms



Outline

1. Beyond adaptive testing

2. Recommender systems (RS)

3. Two RS applications in adaptive testing
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“A digital twin is a digital replica of a
physical entity, and it is created by
combining pieces of data from various
sources.”

Furini et al. (2022)
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STUDENT DIGITAL TWIN

• Academic background

• Study habits

• Subject preferences

• Cognitive characteristics

• Learning behaviors

• Digital educational material 

consumption

• Digital student records

• Online learning activities

• Digital learning behaviors

• Data from digital assessments

• Learner knowledge space 

• Interactions with learning 

materials



On the Road to Adaptive Learning Systems

Domain

Assessment Feedback

Concepts, knowledge 
components, or knowledge 
units (Essa, 2016)

Strengths/weaknesses
Actionable insights
What is next?

Difficulty
Time/frequency
Cognitive/metacognitive skills

“Adaptive” Variables

Cognitive learning styles 

Preferences and interests

Learning progression

Demographic variables 

(Triantafillou et al., 2007)

https://slejournal.springeropen.com/articles/10.1186/s40561-016-0038-y
https://ajet.org.au/index.php/AJET/article/view/1257
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Recommender systems
”… personalized information agents that provide 
recommendations: suggestions for items likely to be 
of use to a user” (Burke, 2007)

https://doi.org/10.1007/978-3-540-72079-9_12
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User-Based Collaborative Filtering

User-Item Interaction 

Matrix

m items

n
u

se
rs

…

Recommend the most popular 

items among similar users

Users we want to make a 

recommendation for

Similar users in the dataset

…

More favorableLess favorable



User-Based Collaborative Filtering

𝑠𝑖𝑚 𝑢𝑖 , 𝑢𝑘 = cos 𝑢𝑖 , 𝑢𝑘 =
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Step 

1

Step 

2
Perform k-nearest neighbors (KNN) to select the best neighbors of the target user 

(alternatively, use a similarity threshold)

Step 

3

Predict an unknown rating for the target user based on the best neighbors identified 

in Step 2. 

Ƹ𝑟𝑖𝑗 =
σ𝑘 𝑠𝑖𝑚 𝑢𝑖,𝑢𝑘 𝑟𝑘𝑗

# 𝑜𝑓 𝑟𝑎𝑡𝑖𝑛𝑔𝑠
or       Ƹ𝑟𝑖𝑗 = ഥ𝑟𝑖 +

σ𝑘 𝑠𝑖𝑚 𝑢𝑖,𝑢𝑘 𝑟𝑘𝑗−𝑟𝑘

# 𝑜𝑓 𝑟𝑎𝑡𝑖𝑛𝑔𝑠

• user 𝑢𝑖 , 𝑖 = 1,… , 𝑛
• item 𝑝𝑗, 𝑗 = 1,… ,𝑚

• rating 𝑟𝑖𝑗



Item-Based Collaborative Filtering

More favorableLess favorable

Preferred item

User-Item Interaction 

Matrix

…

Apply the KNN algorithm and 

find the most similar item(s)



Cold Start Problem



Data Sparsity Problem



Model-Based Collaborative Filtering

User-Item 

Interaction Matrix

⁞

…

An underlying generative

model that explains the 

user-item interactions.
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K latent 

dimensions

m items

K latent 

dimensions

User-Item 

Interaction Matrix (R)

Reconstructed 

Interaction Matrix (෡𝐑)

Reconstruction 

Error Matrix

(X)

(Y)
Matrix Factorization via SVD or NNMF: 

𝑅 ≈ 𝑋𝑌𝑇 = ෠𝑅
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K latent dimensions 

+ 

additional examinee features

m items

K latent dimensions

+

additional item features

Reconstructed 

Interaction Matrix (෡𝐑)

(X)

(Y)



Hybrid Recommender Systems

User x Item x Context

෠𝑅 = 𝑋 × 𝑌 × 𝐶

User-Feature 

Matrix

Clustering (e.g., k-

means)

User cluster 

vector

Rating Matrix

User vector (i.e., 

embeddings)

Item vector (i.e., 

embeddings)

Item-Feature 

Matrix

Clustering (e.g., k-

means)

Item cluster 

vector

Neural Network (or 

Deep Learning) 

Hidden Layers

Target Rating



Adaptive Testing via Recommender Systems (RS)

Examinee-Item 

Interaction Matrix

m items (i.e., item pool)
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Item Selection for On-the-Fly 

Multi-Stage Adaptive Testing

Stage 1: A pre-assembled module

Stages 2 & 3: On-the-fly assembled modules 

via user-based and item-based collaborative 

filtering

No additional item or user feature used

Item selection using the recommenderlab

package in R

https://doi.org/10.1177/01466216221124089

https://cran.r-project.org/web/packages/recommenderlab/index.html
https://doi.org/10.1177/01466216221124089


Examinee-Item 

Interaction Matrix

300 or 600 items in the pool

2
0
0
0
 e
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m

in
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Training Dataset

Pre-assembled 

module

Stage 1

10 items

or

20 items

Top-N 

recommendation

Stage 2

10 items

or

20 items

Top-N 

recommendation

Stage 3

10 items

or

20 items

On-the-fly module assembly using:

• User-based CF (UBCF)

• Item-based CF (IBCF)

• Maximum Fisher information (MFI)

θ = [−3, −2.6, …, 2.6, 3] → 500 simulated examinees per ability



Item Bank 
Size

Method

30-item design 60-item design

Bias RMSE Reliability
Proportion of 
unused items

Bias RMSE Reliability
Proportion of 
unused items

300 items

UBCF -0.019 0.362 0.970 57% -0.013 0.277 0.981 31%

IBCF -0.007 0.428 0.962 38% 0.002 0.341 0.974 27%

MFI -0.016 0.369 0.969 59% -0.013 0.279 0.981 32%

600 items

UBCF 0.044 0.464 0.957 75% 0.015 0.335 0.975 57%

IBCF -0.010 0.341 0.973 66% -0.010 0.256 0.984 51%

MFI -0.012 0.365 0.970 76% -0.011 0.270 0.982 59%



Personalized Scheduling 
for Adaptive Tests

What is the optimal test schedule for each 
student based on their learning progress?

Progress monitoring with Renaissance’s Star Reading 

and Star Math adaptive tests for K-12

Grade 2 (n = 668,324) and Grade 4 (n = 727,147)

2 to 18 test administrations per student

(Bulut, Shin, & Cormier, 2022; Shin & Bulut, 2022; 

Bulut, Cormier, & Shin, 2020)

https://www.mdpi.com/2227-7390/10/13/2230
https://link.springer.com/article/10.3758/s13428-021-01602-9
https://www.frontiersin.org/articles/10.3389/feduc.2020.572612/full
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User-Based Collaborative Filtering with Dijkstra's Shortest Path First Algorithm
• Maximize the positive and absolute score change between test administrations

• Minimize the number of test administrations 

Aug

850

Early 
Sept

860

Late 
Oct

890

Early 
Nov

Early 
Dec

? ?

?

- Find similar students (with max score change + fewest test administrations)

- Select the most similar students based on Euclidean distance and recommend their schedule 

Early 
Sept

Late 
Oct

Aug
Early 
Dec

Recommend



Evaluation Criteria

Grade 2 Grade 4

Standard 

Practice
RS

Standard 

Practice
RS

Average number of tests administered 5.42 3.51 5.37 3.84

Average score change between tests 8.32 12.25 3.49 4.63

Range of tests required (1, 18) (1, 5) (1, 17) (1, 6)

Non-recommendable cases - 0.05% 0.10%

Standard Practice = Schedules Determined by Teachers    RS = Recommender System



Concluding Remarks

• Recommender systems can help us take a more holistic approach to 
designing adaptive learning systems. 
• Shifting the focus from “examinees” to “learners”

• Less psychometrics & more AI; an amalgamation of psychometrics and AI

• Using the auxiliary information about learners as “adaptive variables”
• Enhanced adaptivity and precision (especially when there is no prior information on 

learners)

• Prioritizing the text-taker experience (TTX) in decision-making (Duolingo, 2021)

• Driving innovation in the cycle of domain, assessment, and feedback

https://blog.duolingo.com/what-if-tests-were-delightful/


Future Directions

• Recommender systems can involve real-time process data (e.g., response 
time) to consider test-taking engagement in adaptive testing. 

• Recommender systems can be used with other psychometric models such 
as Bayesian Knowledge Tracing to measure mastery of content domain. 

• Recommender systems utilizing deep learning algorithms can model both 
responses and sequential action data in adaptive learning environments. 

• Chen et al. (2019)’s Behavior Sequence Transformer Model

• Wu et al. (2017)’s Recurrent Recommender Networks

https://arxiv.org/abs/1905.06874
https://dl.acm.org/doi/abs/10.1145/3018661.3018689


Thank You!
For questions/comments:

bulut@ualberta.ca
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