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Abstract

Fossil fuel combustion results in carbon dioxide (CO2) and particulate emissions which

are linked to climate change and health problems, respectively. Hydrogen can be

an alternative zero-emission fuel for future energy systems. However, hydrogen is

not sufficiently available in nature in its pure form, so it needs to be extracted.

Methane pyrolysis enables the production of hydrogen through the use of methane

while eliminating its combustion thereby eliminating CO2 and particulate emissions.

Methane, heated to high temperatures in the absence of oxygen, converts to hydrogen,

solid carbon, and a small fraction of intermediate hydrocarbons. The amount of

products generated depends on the temperature and pressure of the reactor.

Methane pyrolysis is complex and results in many products in addition to hy-

drogen, such as ethane, ethylene, acetylene, naphthalene, and pyrene. Furthermore,

the quality of carbon depends on the accurate prediction of intermediate species and

carbon formation because of a number of reasons: a) first, the quantification of the

intermediates helps in a better understanding of the pathways a fuel goes through

while decomposing; b) the decomposition process can be controlled and optimized if

the details about the intermediates are known; c) improved understanding towards

carbon formation results in the development of a catalyst; and d) avoiding the forma-

tion of intermediates that are unsafe or reactive. A reaction mechanism reflecting the

decomposition chemistry and a soot model is needed. Therefore, in the present work,

we developed a detailed methane pyrolysis model capable of predicting intermediates

and carbon formation.

To achieve this goal, different reaction mechanisms available in the literature were
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integrated in a 0D isothermal, isochoric batch reactor model and the numerical pre-

dictions were compared to experimental results in literature at different temperatures

and pressures. Results showed that almost all the detailed reaction models struggled

to accurately predict the decomposition products at above-atmospheric pressures ir-

respective of carbon formation. The observed discrepancy was attributed to the slow

rate parameters of the reaction mechanisms considered. Therefore, a methodology

was developed to obtain a more accurate mechanism.

First, the mechanism showing the best agreement with the experimental data was

selected and reduced using a graph-based method. Then, the rate parameters of the

reduced mechanism in the high-pressure limit were recalculated by least-square pa-

rameter estimation until they accurately tracked methane and hydrogen mole fraction

profiles while taking into account solid carbon formation. The optimized model was

tested against the available experimental data in the high-pressure regime and shows

significant improvement in its prediction capabilities compared to the original kinetic

model. A reaction pathway analysis tracking carbon element shows that due to the

change in the rate parameters, additional pathways, such as C2H5 <=> IC3H7 <=>

NC3H7 <=> C2H4 <=> C2H3 <=> C2H2, appeared at high-pressure that previously

were considered unimportant in driving up the decomposition process.

Finally, a transient 0D monodisperse population balance model was implemented

to track soot formation during methane pyrolysis. The model accounted for particle

formation due to soot nucleation, and its evolution due to soot agglomeration and

surface growth. The model was validated against benchmark results from the liter-

ature and then it was coupled with the optimized gas-phase model. The combined

model shows that soot nucleation acts for a very short duration and the particle

evolution is mainly governed by soot agglomeration and surface growth. A compact

and dense particle was predicted at lower and higher temperatures of 892 K and

1292 K, respectively, whereas at an intermediate temperature of 1093 K, a porous

particle structure was predicted by the model. Additionally, it was found that the
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surface growth model altered acetylene kinetics and increased its consumption rate

compared to pure nucleation. A parametric study on the effect of soot nucleation for

different residence times on particle formation revealed that extended soot nucleation

leads to lower particle number concentration and the primary particle diameter at

the end of the reaction. The model developed can be used to quantify the amount of

soot generated during methane pyrolysis.

Keywords: methane pyrolysis, hydrogen, kinetic modeling, chemical kinetics, soot

formation, reaction pathway, optimization.
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Chapter 1

Introduction1

1.1 Motivation

The global primary energy demand is expected to increase from 630 EJ in 2022 to

670 EJ by 2030 [4]. So far, to meet this demand, fossil fuels have played a major

role and their burning has contributed to a rise in carbon dioxide (CO2) emissions.

CO2 is a greenhouse gas and its emissions will continue to increase atmospheric con-

centrations leading to further increases in the temperature of the Earth by the end

of the century [5]. This could lead to significant changes in the climate. Despite the

negative impact that would arise from climate change, it has been estimated that,

by 2030, fossil fuels will still provide 73% of the global energy demand even with

a notable increase in the use of renewable energy, such as solar photovoltaic (PV)

and onshore wind [6]. Since fossil fuels will still be used in the future to generate

energy, technologies to mitigate CO2 emissions, such as carbon capture [7], direct air

capture [8], and methane decarbonization [9], will be required. While these methods

1Parts of this chapter are reproduced from the following published, under-review, and in prepa-
ration articles:

1. A Punia et al., “Analysis of methane pyrolysis experiments at high pressure using available
reactor models,” Chemical Engineering Journal, p. 144 183, 2023.

2. J. Tatum et al., “Dataset of methane pyrolysis products in a batch reactor as a function of
time at high temperatures and pressures,” Data in Brief, vol. 47, p. 108 953, 2023.

3. A. Punia et al., “A reduced methane pyrolysis mechanism for above-atmospheric pressure
conditions,” Chemical Engineering Journal, vol. (Under review),

Author contributions are detailed in the Preface of this thesis.
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can be used to capture carbon, some of them have economic and environmental con-

straints preventing their further utilization. For example, low-cost direct air capture

technology is not expected to be economically viable in the near future [10]. The ex-

isting technologies for capturing, transporting, and storing CO2 emissions need to be

integrated and scaled up to an industrial level and proven to be economically feasible

with current greenhouse gas emission taxation schemes [10].

Methane decarbonization through pyrolysis is considered a promising technique

for CO2 mitigation, as methane can be decomposed into hydrogen (H2) while carbon

black is captured in solid form. Hydrogen is a promising fuel candidate with the

advantage of gross calorific value of around 142 kJ/kg [11] and zero carbon emissions,

as its combustion generates only water vapor, heat, and oxides of nitrogen. Addition-

ally, hydrogen can be used for other applications, such as in fuel cells [12], that can

achieve much higher electric conversion efficiency, and many industrial applications,

such as petroleum refining and ammonia synthesis [13], direct reduction of iron [14],

or in residential building heating in cold climates [15–17]. The carbon can be used in

different industrial applications, such as a pigment in inks [18], or as an ingredient to

manufacture tires [19].

H2 global annual demand grew by a factor of four between 1975 and 2018 [6]. That

demand, however, has been met, primarily, by steam methane reforming (SMR) [20].

SMR is a two-stage process where hydrogen formation takes places via the steam

reforming and the water gas shift reactions. In addition to the energy supplied to

decompose methane during the reforming process, a quarter mole of CO2 is released

into the atmosphere to generate one mole of hydrogen [21]. Although the demand for

natural gas, in which the major constituent is methane, is projected to flatten by 2040,

however, it is still expected to play a vital role in meeting the energy demands, in

the form of hydrogen production [4], in near future. Replacing natural gas reforming

with pyrolysis can help meet the increasing hydrogen demand while curbing CO2

emissions.
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Methane pyrolysis has been academically studied since 1950’s [22]. Higher oper-

ating temperature condition (above 1300 K) leads to increased plant operating cost,

whereas, incomplete conversions are obtained if lower operating temperature is se-

lected. Choosing the intermediate temperature range allows for the selectivity of the

intermediate species produced. Further, this gives a provision to implement a cata-

lyst in future which can be helpful in lowering the temperature requirements. The

industrial scale-up of the process has not been possible so far due to a number of chal-

lenges. A key challenge is the lack of understanding of methane pyrolysis reaction

kinetics under the high-pressure conditions at which industrial-scale reactors, ideally,

should operate for obtaining higher conversions and a compact reactor system.

The overall objective of this research is to develop a kinetic model to understand

the formation of hydrogen and solid carbon from methane pyrolysis in the tempera-

ture range of 892–1292 K and at a pressure of 398.8 kPa. To achieve this goal, first a

detailed multi-step methane pyrolysis mechanism, suitable for high-temperature and

high-pressure, must be developed. Then, the kinetic model will have to be imple-

mented in a reactor model. As will be discussed below, a detailed methane pyrolysis

mechanism does not currently exist for industrially relevant conditions. Therefore, a

literature review in available kinetic models and intermediates observed, available ex-

perimental data, and, methods to estimate kinetic model parameters was performed to

select an appropriate methodology for the thesis. Then, a reactor model had to be im-

plemented. Therefore, a reactor model, including soot formation and reactor design,

literature review is provided to justify software and soot model selection. Overall,

the implications of the present research will be: a) better understanding of methane

pyrolysis and its products under high-pressure conditions; b) the development of a

mechanism reduction and rate parameter optimization framework and proposing the

optimal rate parameters for high-pressure conditions; and c) the availability of a soot

formation model for quantification of the amount of solids generated.

3



1.2 Literature Review

1.2.1 Background

Methane (CH4) is a thermodynamically stable molecule and requires some energy to

break its bonds. This dissociation of bonds is endothermic [23] and starts at around

803 K [24]. The overall reaction of methane decomposition can be given as [23]

CH4(g) 2H2(g) + C(s), ∆h◦
f = 74.85 kJ/mol (1.2.1)

where ∆h◦
f is the enthalpy of formation of CH4. In literature [25], single-step is

commonly assumed to describe the elementary reaction as given by Equation (1.2.1).

Then, the reaction rate is assumed to be directly proportional to the rate constant

given by the Arrhenius equation:

k = A exp

(︃
− Ea

RuT

)︃
(1.2.2)

where A is the pre-exponential factor (1/s) and denotes the frequency of collisions

between the molecules, E a is the activation energy (J/mol) representing the energy

needed by the reactants to successfully convert into products, Ru is the universal gas

constant (8.314 J/mol·K), and T is the temperature (K).

Unfortunately, although hydrogen and carbon black, assumed to be graphitic car-

bon, are the two principal products observed during methane pyrolysis, the decompo-

sition must be described by a set of multi-step reactions [26] as a variety of intermedi-

ates are formed during the reaction in stages. In the primary stage, the decomposition

takes place due to the initiation reaction leading to the breaking of C-H bond and

forming radicals, such as methyl radical (CH3). In the secondary or the propagation

stage, the radicals formed recombine to form newer radicals or generate secondary

species, such as ethane. Finally, in the tertiary or termination stage, heavier hydro-

carbons that are stable in nature are generated, such as acetylene or benzene. A

multi-step reaction mechanism provides an insight into the intermediate formation
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at different temperatures, pressures, and reaction times, and is, therefore, needed to

accurately predict the major and minor decomposition products.

Studying intermediates during a chemical reactions is necessary because: a) it helps

in identifying the rate-determining step (the slowest elementary reaction path) that

is critical in dictating the decomposition process; b) it helps in understanding the

reaction paths through which methane dissociates and forms different intermediate

species; and c) it helps in controlling the reaction process based on the requirement of

a particular intermediate species. The formation of intermediates depends on the ex-

perimental conditions such as temperature, pressure, and residence time [27]. In fact,

some of these intermediates, such as acetylene (C2H2), benzene (C6H6), naphthalene

(C10H8), or pyrene (C16H10), are also assumed to be responsible for the amount of

soot generated during the reaction. Therefore, an accurate understanding of methane

pyrolysis requires a multi-step reaction mechanism consisting of pathways for the in-

termediates formation.

1.2.1.1 Importance of pressure

The decomposition chemistry of any fuel during combustion or pyrolysis is highly

complex and depends on several important factors. One of those factors is pres-

sure and can change the way a particular reaction behaves based on its magnitude.

Large and small sized molecules generated during the decomposition process exhibit

pressure-dependence. It can be in the form of generation of a particular species or

a species undergoing isomerization [28, 29]. Green et al. [30] emphasized the im-

portance of pressure-dependent reactions and mentioned that at times, half of the

reactions in a mechanism can be pressure-dependent. Pressure effects can be much

more pronounced at lower temperatures where temperature is not the primary driving

force. Pressure dependent reactions can be classified as: a) fall-off; b) three-body;

and c) pressure-dependent Arrhenius type reactions. Accurate estimation of prod-

ucts, hence, requires that the elementary reactions be considered pressure-dependent.
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Figure 1.1: Experimental work conducted on methane pyrolysis using the batch (blue)
and tube (black) reactors. Literature data are from references [22, 25, 31–43].

Therefore, a reaction mechanism should include reaction rate parameters accounting

for the pressure-dependent reactions. This becomes even more pertinent when the

reactor is required to be operated at conditions from low to high-pressures.

1.2.2 Experimental studies

In the literature, methane pyrolysis has been studied under shock tubes [44] involving

very short residence times, flow reactors, and batch reactors. Except for the batch

reactor experiments performed by two groups (Chen et al. [31, 32] and Arutyunov

et al. [33, 45]) the majority of the studies have focused on either shock tubes [46–

48] or flow reactors [34, 49]. Shock tubes represent homogeneous decomposition

conditions and have been extensively used to study methane pyrolysis. Khan and

Crynes [50] provided a summary on methane pyrolysis studies using shock tubes from

1960–1970’s. However, the experiments performed in shock tubes are for a very short

duration, and limits their applicability for industrial scale-up. Hence, shock tube

studies were not considered a part of this work. The batch and flow reactor methane

pyrolysis studies have been performed in the temperature and pressure range of 995–

6



1700 K and 0.1–1 atm [22, 25, 31–43], respectively. Figure 1.1 shows an overview of

the studies performed and their range of temperatures and pressures.

Initial methane dissociation Determining the initial path of methane dissocia-

tion is paramount in the development of a methane pyrolysis mechanism. Based on

the literature, methane can primarily decompose via two paths: a) disintegration into

a methylene radical (CH2) and a hydrogen molecule via Reaction 1:

CH4−→CH2 + H2, (R1)

or b) dissociation of methane to a methyl radical (CH3) and a hydrogen atom via

Reaction 2:

CH4−→CH3 + H, (R2).

The dominating path is determined based on the rate constant of the respective

reactions, i.e., the reaction with a larger value of the rate constant will dominate.

Table 1.1 lists the reported rate parameters for the two reactions given. Using the

data from the table, the values of the rate constants were plotted on a log(k) vs T

over a temperature range of 1000–2000 K as shown in Figure 1.2. In the majority of

the publications [33, 44, 51, 52], except for the study by Palmer and Hirt [53], the rate

constant for the latter reaction, R2, was reported to be considerably larger than that

for former reaction (R1). Therefore, it is likely that the second reaction dominates the

initial methane dissociation and has been accepted as the initial dissociation reaction

for methane decomposition.
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Table 1.1: Summary of initial methane dissociation.

Reference Experimental condi-
tions

Reaction Rate parameters

Kevorkian [46] 1656–1965 K &
6.8 atm

R1 k = 1.32 × 1014 exp
(︁−93000

RT

)︁
Kozlov and
Knorre [54]

1700–2200 K & 2–
8 atm

R1 k = 4.5 × 1013 exp
(︁−91000

RT

)︁
Skinner et. al. [55] 1200–1800 K & 5 atm R2 k = 5.12 × 1014 exp

(︁−100100
RT

)︁
Bowman [52] 1875–2240 K R2 k = 2 × 1017 exp

(︁−88427
RT

)︁
Palmer and
Hirt [53]

1200–1800 K & 1 atm R2 k = 1014.58 exp
(︁−103000

RT

)︁
Davidson et. al. [51] 1780–2320 K & 0.63–

3.9 atm
R2 k = 1.04 × 1018 exp

(︁−96319
RT

)︁
Arutyunov and
Vedneev [33]

1100–1700 K & <
1 atm

R2 k = 3.01 × 1012 exp
(︁−81979

RT

)︁
Davidson et. al. [44] 1790-1325 K & 0.56-

3.76 atm
R2 k = 8.17 × 1016 exp

(︁−87488
RT

)︁
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Analysis of intermediates Chen et al. [31, 32] studied methane thermal decom-

position at low conversions (< 1%) in a batch reactor in the temperature range of

995–1103 K and at sub-atmospheric pressures. Species containing carbon atoms up to

C3 were observed. Under those conditions, the initial rate of methane decomposition

was found to be proportional to the formation of hydrogen and ethane. An increase in

ethane concentration was observed during the tertiary stage of the reaction and was

termed as autocatalysis. The homogeneous reactions were found to be responsible

for this autocatalysis and the possibility of surface reactions catalysing ethane’s con-

centration was discarded. Olsvik and Billaud [56] did not observe any autocatalysis

during their experiments in a flow reactor at 1273 K and 1 atm. It was hypothesized

that increased ethane kinetics led to an equal rate of ethane production and consump-

tion at the higher temperatures. Arutyunov et al. [45] studied methane pyrolysis in

a static reactor at 1100–1400 K and sub-atmospheric pressures. It was observed that

with increase in temperature, the secondary species conversion, i.e. species contain-
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ing double bonded hydrocarbons, such as ethylene, to tertiary species, i.e. species

containing triple bonded hydrocarbons, such as acetylene, increased. In addition,

different values of rate constant for the initial dissociation reaction of methane were

observed at various pressures and the reaction was treated as a pressure-dependent

reaction.

Flow reactor experimental studies are more common to study methane pyrolysis

due to easy capturing of the intermediates and simplified conditions for the reactor

modelling. Gordon [22] studied methane pyrolysis inside a quartz tube in the tem-

perature range of 1280–1348 K and at a pressure of 1 atm and observed hydrogen,

ethane, ethylene, acetylene, propene, propyne, and benzene as the principal products.

The author observed that acetylene acted as a catalyst within the system and led to

an increase in methane decomposition. Palmer et al. [57] performed methane pyrol-

ysis inside a porcelain tube flow reactor in the temperature range of 1323–1523 K

and observed ethane, ethylene, and acetylene with a first-order decomposition rate in

methane. A chain reaction process was proposed by the following reactions

CH4 CH3 + H, (initiation)

CH4 + CH3 C2H6 + H, (propagation)

H + CH4 CH3 + H2, (propagation)

2CH3 C2H6, (termination)

H + CH3 CH4, (termination)

It was hypothesized that carbon generated from the gas-phase would accelerate the de-

composition rate, therefore, small concentration (around 1%) of naphthalene (C10H8)

was added to the inlet gas. The added naphthalene acted as a soot precursor and

the decomposition was found to increase to 37.2% compared to 1.2% without it. The
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decomposition process has also been controlled by targetting a particular intermedi-

ate species. For example, targeting acetylene, Holmen et al. [58] pyrolyzed a mixture

of methane and hydrogen in a graphitic tubular reactor at elevated temperatures of

1773–2273 K and 1 atm for short residence times. Acetylene yields, defined as the

molar flow rate of acetylene to feed methane flow rate, in the range of 85-90% were

obtained. The type of carbon formed inside the reactor was found to be dependent

on the amount of methane decomposed. At low-conversions, carbon in the form of

graphite was observed, whereas at high-conversions, the carbon deposited on the wall

looked more like a soot with less compact nature. A step-wise model for methane

decomposition to carbon was proposed and was given as 2CH4 −→ C2H6 + H2 −→

C2H4 + H2 −→ C2H2 + H2 −→ 2C + H2. Murphy et al. [42] pyrolyzed methane at

1372 K inside a flow reactor at 1 atm. Acetylene was the principal gas-phase prod-

uct whereas benzene, followed by naphthalene, was the main constituent among the

aromatic compounds observed. The path to carbon formation was hypothesized to

be starting from acetylene as an intermediate, and the heavier hydrocarbons were

considered as co-products instead of intermediates. Sun et al. [37] used a tubular

quartz system and pyrolyzed methane in the temperature range of 1273–1583 K and

at 1 atm. At 1583 K, methane conversion was around 20% of which 32% was carbon,

and the rest as C2’s and heavier hydrocarbons. With a decrease in the flow rate,

methane conversion was found to increase, whereas the selectivity of the secondary

hydrocarbons decreased. Serban et al. [59] performed another study on methane py-

rolysis by passing the feed gas through either a blank reactor or a molten metal reactor

in the temperature range of 873–1173 K and at 1 atm. Under such conditions, only

methane conversion was reported and was found to be proportional to the gas bubble

diameter and the time of contact between the gas and the surrounding molten media.

Information on the intermediates formed was missing.
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Hydrogen dilution Flow reactor experiments have also studied methane pyroly-

sis with hydrogen in the inlet mixtures. Due to the use of hydrogen, the intermediates

concentrations change as the decomposition chemistry changes. Rokstad et al. [60]

observed the evolution of ethylene, acetylene, and benzene during methane pyrolysis

in the temperature range of 1273–1473 K and at 1 bar pressure inside a flow reac-

tor. To increase the yield of ethylene and acetylene, different initial feed ratios of

hydrogen and methane were used and carbon formation was suppressed. At such

temperatures, ethylene and acetylene concentrations were found to approach theoret-

ical equilibrium values, while the obtained benzene concentration was lesser than the

equilibrium value. Hydrogen dilution was also found to be more effective in suppress-

ing carbon formation and reducing methane conversion, similar to the observations

in other studies [39, 61]. Billaud et al. [40] continued this research in the temperature

range 1573–1673 K and 1 atm and found that with an increase in temperature, the

addition of hydrogen in the inlet for short residence times leads to larger amounts

of C2 hydrocarbons. Hydrogen dilution suppressing carbon formation and resulting

in higher selectivity of C2 hydrocarbons was also observed in parametric studies in

references [38, 41, 43] and theoretically in the study by Gueret et al. [24]. It can be

concluded that with the inclusion of hydrogen in the inlet fuel mixture, the formation

of intermediates increases and carbon formation gets suppressed.

From the literature review on the experimental studies, the following can be con-

cluded: a) methane pyrolysis involves primary, secondary, and tertiary intermediate

species ranging from C2–C10 and a kinetic model should account for these species;

and b) most of the pyrolysis studies have been performed under atmospheric pres-

sure conditions. Some of the recent methane pyrolysis studies have also focused

on conducting experiments at atmospheric pressure or below [9, 22, 25, 31–43, 49,

62, 63]. Table 1.2.2 contains a summary of gas-phase experimental studies. Davis

et al. [64] mentioned that the majority of the foundational research on methane py-

rolysis has been conducted at sub-atmospheric pressures. Without the availability of
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high-pressure methane pyrolysis data, our understanding of methane thermal decom-

position under these conditions has been limited so far as intermediate concentrations

cannot be predicted. Hence, there is a need for high-pressure methane pyrolysis ex-

periments.
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Table 1.2: Experimental studies performed for understanding the kinetics of methane thermal decomposition

Author Press, Temp Species Ob-
served

Reaction
mechanism

Reactor
type

Remarks

Chen
et. al.[31]

995–1103 K,
59–71 kPa

H2, C2H2,
C2H4, and
C2H6

Experimental
and proposed
mechanism

Inside
a
batch
reac-
tor for
20–
40 min

Investigated the initial rate of methane de-
composition. Paths were proposed for the re-
actions occuring inside the reactor, and au-
tocatalysis (sudden rise) in concentration of
ethane was observed in the tertiary stage of
the reaction.

Billaud
et. al. [40]

1263 K,
1 atm

H2, C2H2,
C2H4, C2H6,
C3H6, C3H4,
C5H6, C4H6,
and C6H6

Experimental
and modified
a base mech-
anism and
added some
more reactions.

Inside
a flow
reac-
tor for
0–6 s

Modified Roscoe and Thompson’s [65] mech-
anism and validated the model with in-house
flow reactor experimental results. How-
ever, the modified mechanism was validated
only for half of the experimental residence
time and the results start to diverge after-
wards. Did not observe any auto-catalysis
phenomenon at higher temperature as pro-
posed by Chen et. al. [31]. The full experi-
mental dataset is used for validating the nu-
merical model in the current study.

Olsvik
and Bil-
laud [38]

1273 K,
1 bar

C2H2, C2H4,
C6H6 and
C2H6

Experimental
and a reaction
mechanism
proposed

Inside
a flow
reac-
tor
for 0–
2.3 s

Methane was pyrolysed at 1273 K and 1 bar.
Simulations were carried out at 30 K be-
low the maximum experimental temperature.
The data has been used in the current study
for comparison.
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Olsvik
et. al. [38]

1473–
1773 K,
1 atm

Major: H2,
C2H2, C2H4,
C6H6 and
carbon Mi-
nor: C2H6

Both and a re-
action mecha-
nism proposed

Inside
a flow
reac-
tor
for 0–
0.6 s

Methane was pyrolysed in the presence of
hydrogen as diluent and it was found that
methane conversion decreases with increase
in hydrogen-to-methane ratio. Also, ethylene
was found to be independent of H2 to CH4

ratio, whereas the concentration of acetylene
increases with an increase in the above ra-
tio. A mechanistic model including 36 reac-
tions for up to C6 species was proposed for
methane pyrolysis for hydrogen diluted con-
ditions. A sensitivity analysis was done to
account for the discrepancies in the simula-
tion and experimental results.

Murphy
et. al. [42]

1372 K Mainly
higher hy-
drocarbons
(Benzene,
pyrene etc.)
and CH4,
C2H4 and
C2H2

Experimental Based
on
flowrate

Analyzed the volatile products from the py-
rolysis of methane. Acetylene was found to
be the major gas phase species at the exit of
the reactor (≈ 0.48 mol % ) and a close rela-
tionship was observed between the solid car-
bon and acetylene. Overall, the conversion
of the hydrocarbons was very low (≈ 1-7%).
At such temperatures, heavier hydrocarbons
dominated the percentage of liquid products
observed.

Arutyunov
[33]

1000–
1400 K,
15–100 kPa

H2, C2H2,
C2H4, C2H6

Experimental
and Proposed
mechanism

Inside
a
batch
reac-
tor for
30 min

Pyrolysed methane using a quartz static re-
actor. Carbon formation was observed at
around 1100 K and a decrease in the con-
centration of C2 was seen as an indication.
A 22% increase in the final pressure was ob-
served when the experiments were done at
1200 K. The experimental data has been used
to validate the model in the current study.
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Gordon
[22]

1280, 1306,
1326, and
1348 K,
1 atm

H2, C2H2,
C2H4, C2H6,
C3H6, C3H4

and C6H6

Experimental Inside
a flow
reac-
tor for
0–15 s

Studied the effects of acetylene and hydrogen
addition with methane as the inlet mixture
on methane decomposition. Acetylene was
found to accelerate methane decomposition.
Addition of hydrogen increased the reaction
rate and more ethylene and acetylene were
observed for the same amount of methane de-
composition. This was in contradiction to the
hydrogen inhibition effect observed in [66].
Additionally, increase in methane decompo-
sition was observed with increase in surface
to volume ratio of the reactor.

Davidson
[44]

1790–
2325 K,
0.56–
3.76 atm

CH4 Experimental Inside
a
shock
tube
for 0–
300 µs

Pyrolysed methane in a shock tube and deter-
mined the rate coefficient expression for the
reaction given below.

CH4 +Ar −→ CH3 +H+Ar (1.2.3)

Sun et. al.
[37]

1548 K,
1 atm

C1-C5

alkane,
alkene and
benzene
along with
solid carbon.

Experimental Inside
a flow
reac-
tor for
100 µs

Investigated methane pyrolysis in a hot fila-
ment (platinum based) reactor. Carbon build
up on the filament lowered the reaction tem-
perature and altered the conversions.
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Kevorkian
[46]

1656–1965 K CH4 Experimental. Shock Investigated methane pyrolysis in a shock
tube reactor and determined the initial rate
of methane decomposition. The rate param-
eters for methane decomposing to methy-
lene radical (CH2) is given by: k = 1.32 ×
1014 exp

(︁−93000
RT

)︁
s−1

Rokstad
et. al. [67]

1273–
1473 K,
1 atm

Major: H2,
C2H2, C2H4,
C6H6 and
carbon. Mi-
nor: C2H6,
C3H8, C3H6

and other

Experimental Inside
a flow
reac-
tor
for 0–
0.36 s

Hydrogen (added to inlet methane) was
found to suppress carbon formation and led
to a higher selectivity of C2 hydrocarbons.
Further, increasing the surface-to-volume ra-
tio of the reactor, while diluting methane
with helium, played no role in methane con-
version as opposed to reference [22]. A small
increase in methane conversion was observed
when hydrogen was used as a diluent.17



1.2.3 Numerical studies

The thermal decomposition of methane is complex and capturing all the species at the

time scale of the decomposition chemistry is difficult as thousands of species can gen-

erate for a fraction of seconds. Numerical research on methane pyrolysis have either

focused on thermodynamic modeling or kinetic studies aiming at accurately predicting

the decomposition products. Kinetic models vary in complexity and can be further

classified as single-step or multi-step reaction mechanisms. The first subsection aim

at the equilibrium modeling work performed in the literature and estimating different

species concentrations. The second subsection is about the use of single-step kinetic

models. Single-step kinetic models lack the detailed knowledge about the interme-

diates and are useful only if methane conversion is of interest. The last subsection

focus on the multi-step kinetic modeling and provides the literature review on the

intermediate quantification, path to soot formation. Below, the different approaches

are reviewed.

1.2.3.1 Equilibrium modelling

Chemical equilibrium is obtained when the Gibbs energy of the system is at its min-

imum. Therefore, state properties, such as temperature and pressure, the choice of

species dictates the amount of methane decomposed and the reaction pathway does

not affect the results.

A number of studies have performed numerical simulations targeting equilibrium

compositions under different temperatures and pressures. Davis et al. [64] performed

equilibrium simulations for methane pyrolysis at temperatures ranging from 1000–

2200 K and at pressures from 6.7–34 atm. The species considered were hydrogen,

methyl radical, methane, acetylene, ethylene, ethane, diacetylene, and vinylacety-

lene. Methane conversion was different when the equilibrium simulations were per-

formed with or without solid carbon. Therefore, carbon is critical and should be

accounted for in the equilibrium modeling. Gueret et al [24] considered methane,
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ethylene, acetylene, hydrogen, and benzene in the system, and identified the domi-

nant species across the temperature range 773–2503 K and at pressures of 0.1 atm,

1 atm, and 20 atm. Sinaki et al. [68] used the species in the reaction mechanism by

Appel et al. [69] and performed equilibrium calculations for methane at 473–1873 K

and 0.1–10 atm. The results were found to be consistent with LeChatelier’s princi-

ple [70] where lower pressure leads to higher conversion values. Larkins and Khan [71]

performed equilibrium analysis of methane thermal decomposition across the temper-

ature range 800–1500 K and 0.1–3 MPa. It was found that the aromatic formation

reduces the Gibbs free energy of the system with an increase in temperature, and the

species formed were, thus, stable. The trends indicate that the equilibrium compo-

sition depends on the number of species considered and experimental species can be

taken into account while performing the evaluation. Based on the review, it can be

concluded that most of the thermodynamic equilibrium studies have been performed

at both low and high-pressures. Hence, the available equilibrium studies can be used

to test the predictions of the kinetic models in this work whether they are below the

equilibrium concentrations or not.

1.2.3.2 Single-step kinetic modelling

A single-step kinetic model, i.e., Equation (1.2.1), has been used in various studies

to estimate CH4 conversions [25, 36]. The key reaction parameters while evaluating

methane conversion are: a) pre-exponential factor (A (1/s)); b) temperature exponent

(n); and c) activation energy (Ea (J/mol)). The equation for the change in methane

concentration is given by the law of mass action:

dCCH4

dt
= −AT n exp

(︂−Ea

RuT

)︂
Cm

CH4
(1.2.4)

where CCH4 is the concentration of methane ((mol/m3)), and m is the reaction order.

Olsvik and Billaud [56] proposed the kinetic rate parameters for the overall single-

step reaction at 1273 K and 1 bar to accurately track methane conversions. Due
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to an uncertainty in the residence time, two different sets of rate parameters were

proposed. Steinberg [72] proposed kinetic rate parameters for methane pyrolysis in a

perfectly mixed reactor in the temperature range of 973–1173 K and 2.83–5.67 MPa.

Assuming a first order reaction rate, the activation energy for the methane decom-

position to hydrogen and carbon was significantly lower than the values reported in

the literature [25]. Dahl et al. [73] studied methane pyrolysis inside a flow reactor

model assuming plug flow reactor conditions. Kinetic rate parameters for the global

reaction were proposed assuming a reaction order of 4.4 in methane. Wyss et al. [74]

developed a vertically oriented plug flow reactor model to study methane pyrolysis in

the temperature range of 1700-2135 K. The authors proposed single-step rate param-

eters assuming a reaction order of 7.2 ± 6.9 in methane. The reaction order values

were significantly higher in the studies by Dahl et al. [73] and Wyss et al. [74] than

the reported values in the literature that usually have a reaction order of 1 and could

have lead to a lower methane conversion if the literature values were used. Trom-

mer et al. [75] proposed reaction rate parameters for the overall methane thermal

decomposition with carbon particles in the feed. Around 90% methane conversion

was obtained at a temperature of 1500 K and for a residence time of 0.3 s. Abanades

and Flamant [76] used the activation energy from Trommers single-step rate kinetics

and modified the pre-exponential factor in a numerical study at 1563–1813 K and

101 kPa. Higher conversions of methane (around 97%) and hydrogen yields (around

90%) were obtained. The modelling results showed that the decomposition was de-

pendent on reactor wall temperature, heat transfer across the reactor wall, and the

surface area for the reaction. Abanades and Flamant [77], in another study, studied

methane pyrolysis in the temperature range of 1500–2000 K and 1 atm. Three differ-

ent set of kinetic parameters were proposed for the single-step reaction assuming first

order decomposition in methane. Rodat et al. [78] studied methane pyrolysis under

the temperature range of 1500–2300 K and sub-atmospheric pressures (25–40 kPa)

and estimated the single-step reaction rate parameters based on non-catalytic reac-
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tions inside a plug-flow reactor. Homayonifar et al. [79] studied methane pyrolysis in

the range 880–1644 K and 101 kPa and proposed single step reaction rate parame-

ters. Paxman et al. [25] modelled vertically oriented plug flow, perfectly mixed, and

perfectly mixed with bypass type reactors for methane pyrolysis in the temperature

range of 1023–1373 K and 33–224 ccm and proposed kinetic parameters for each of

those configurations. The kinetics for latter reactor model agreed with values avail-

able in the literature and depended on the buoyancy effects. Other studies in the

literature have also used single-step reaction chemistry [79–81]
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Table 1.3: Rate parameters proposed for single-step kinetic modeling.

Reference Temperature Pressure Pre-exponential
factor (A)

Temperature ex-
ponent (n)

Activation en-
ergy (Ea)

Khan and
Crynes [50]

1.3×1014 - 151–422 kJ/mol

Steinberg [72] 973-1173 K 2.8–5.6 kPa 5.4×103 - 131 kJ/mol

Dahl et al. [73] 1533–2144 K 101.325 kPa 6×1011 - 208 kJ/mol

Paxman
et al. [25]

1023–1373 K 101.325 kPa 1.3×1014 - 151–422 kJ/mol

Rodat et al. [78] 1670–1770 K 101.325 kPa 6.6×1013 - 370 kJ/mol

Abanades
et al. [77]

1563–1810 K 101.325 kPa 2.5×107–
4.5×107

- 147 kJ/mol

Keipi et al. [36] 1070–1450 K 1 atm Forward:
8.5708×1012,
backward:
1.119×107

Forward: 1.123,
backward:
0.9296

Forward:
337.12 kJ/-
mol, backward:
243.16 kJ/mol
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Based on the review and the kinetic rate parameters proposed, it can concluded

that kinetic rate parameters vary by orders of magnitude and there is no clear con-

sensus between the studies on the actual value of the decomposition parameters.

Table 1.3 gives the data on the range of kinetic rate parameters proposed for the

single-step reaction. It is hypothesized that the rate determining step/pathway might

change with conditions and therefore such a simple model is not suitable for a large

reactor operating range leading to the observed discrepancy in the rate values. Single-

step kinetic models are useful only if the yield of final products is of interest within

a very narrow range of operating conditions. Although these studies were not a part

of this work, the experimental data may be valuable to validate a detailed chemical

kinetic model in the future. With a slight change in the reactor operating condi-

tions, such as dilution of methane with an inert gas, accurately predicting methane

and hydrogen formation will require newer set of rate parameters. Additionally, with

the availability of the experimental data under different reactor conditions and im-

provement in our understanding of the reaction chemistry these one-step models are

quickly being replaced by models that include multiple elementary reactions [69, 82–

86] accounting for the pressure effects.

1.2.3.3 Detailed kinetic modelling

Multi-step reaction mechanisms are used to describe the reaction process by a com-

bination of different parallel paths consuming and forming multiple species at the

same time. In a multi-step mechanism, the formation rate of each species depends on

the contribution from the different elementary reaction rates and is governed by the

law of mass action. As multi-step reaction mechanisms can provide in-depth kinetic

details about methane pyrolysis, such as determination of the rate-determining step,

they represent a detailed chemical process.
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Mechanisms proposed A number of the kinetic mechanisms for methane pyrol-

ysis have originated from combustion mechanisms, from which the reaction steps

containing oxygen are removed and the filtered mechanism is used to model pyrol-

ysis conditions [26]. Fau et al. [26] performed a comparison of different combustion

and pyrolysis mechanisms available in the literature against the sub-atmospheric data

available in the literature [31, 32]. Smith et al. [82] proposed a methane combustion

reaction mechanism containing 325 reactions and 53 species (key species methane, hy-

drogen, ethane, ethylene, and acetylene). That mechanism is by far the most accepted

for methane combustion and has been validated against a wide range of combustion

conditions. However, when converted to a pyrolysis model by simply removing all

oxygen-involving reactions and species, the kinetic model results in large deviations

from the intermediate species profiles reported by Chen et al. [31]. Furthermore, this

mechanism is restricted to lower hydrocarbons (up to C2), and thus its applicability is

limited in terms of high-pressure conditions as a lot of heavier hydrocarbons are gen-

erated. Even highly detailed combustion mechanisms [87–90] containing thousands

of reactions and hundreds of species struggle while tracking the gas-phase products of

methane pyrolysis [26]. Implementation of combustion mechanisms for the pyrolysis

conditions is based on the rationale that pyrolysis is a part of combustion process.

However, there is a significant difference between the kinetics of a pyrolysis process

and its combustion counterpart. For example, the fuel dissociation path in a pyrolytic

process can be different from the one observed during combustion experiments. Addi-

tionally, because combustion typically takes place at higher temperatures and shorter

time scales than pyrolysis, the combustion mechanisms [82, 87–89] and their rate

constants may not be valid for the methane pyrolysis conditions. Sinaki et al. [91]

used the mechanism proposed by Appel et al. [69] to model methane pyrolysis and ob-

served significant differences in the species profiles until the kinetic parameters were

modified to reflect the pyrolytic conditions as opposed to rich combustion pyrolysis

where a small amount of oxygen is present.
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Initial dissociation of methane to CH3 and H was used by Chen et al. [31] in

proposing a methane pyrolysis mechanism consisting of around 20 reactions for sub-

atmospheric conditions. The mechanism, however, was not able to capture and ex-

plain the sudden rise in ethane concentration during the tertiary stage (> 1500 s)

of the reaction when the reactions responsible for acetylene formation were domi-

nant. This sudden rise in ethane concentration was termed as autocatalysis. To

address the autocatalysis, Roscoe and Thompson [65] adjusted the mechanism by

Chen et al. [31] by adding reactions of isomerization, propagation, and termination,

and fitting some of the rate parameters based on sensitivity analysis for species upto

C3. The mechanism proposed consisted of 64 elementary reactions and was validated

against the experimentally observed autocatalysis phenomenon in ethane concentra-

tion by Chen et al. [31]. As the model proposed contained lighter hydrocarbons,

Billaud et al. [35] extended the mechanism by adding species up to C6, e.g., C6H6,

resulting in a 119- elementary step reaction mechanism. The model was able to pre-

dict species containing one to six carbon atoms at a temperature and pressure of

1263 K and 1 atm for short residence times up to 3 s. The mechanism of Roscoe and

Thompson [65] was not able to predict the autocatalysis phenomenon when the ele-

mentary reactions were treated as reversible. Dean [92] observed this discrepancy in

the mechanism by Roscoe and Thompson [65], and proposed an updated mechanism

consisting of 44 reactions and 25 species. Additional reactions containing cyclopenta-

diene formation were attributed to the autocatalysis phenomenon and added in the

mechanism. This mechanism was capable of capturing the experimental conditions

of Chen et al. [31] at 1038 K and 59 kPa. However, large deviations were observed

when the same mechanism was used to model experiments at 995 K and 1103 K,

and 59 kPa. Matheu et al. [29] argued that the value of the enthalpy of formation of

cyclopentadienyl radical in Dean’s proposed mechanism had a discrepancy of 4 kcal/-

mol compared to recent data [93]. The results of the model changed drastically once

the enthalpy of formation was replaced by the most recent values. This conclusion
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led the authors to propose a new mechanism containing more than 100 species and

1000 reactions to track the experiments of Chen et al. [31]. The new mechanism can

reproduce the experimental conditions of Chen et al. [31] with errors up to 35% while

tracking Chen et al. [32] data at 1038 K and 13 kPa. The mechanism was designed

to specifically track Chen et al.’s conditions and dealing with such a large mecha-

nism hinders its usage in multi-dimensional computational fluid dynamics simulation

software. It is for this reason that it was not used in this thesis.

The applicability of the multi-step reaction mechanisms proposed in references [29,

31, 32, 35, 56, 65, 78, 79, 85, 91, 92] reflected only a particular experimental condition

and might not be valid under other operating conditions, especially at higher pres-

sures. The list of all relevant species and their reactions in a mechanism are unknown

a priori and can only be inferred. To the best of the authors knowledge, no reaction

mechanism exists that can be used to model methane pyrolysis over the range of the

pyrolytic conditions presently studied (900–1400 K and 0.1–4 atm). It is hypothesized

that the inaccurate predictions from the proposed models across the range of tem-

perature and pressure are due to the inaccuracy of reaction pre-exponential factors

and the activation energies.

Additionally, the lack of experimental data at high-pressure further adds to the

problem of obtaining a reliable methane pyrolysis mechanism. Therefore, one aim of

this research is to test the reactor models available in the literature for high-pressure

methane pyrolysis conditions.

1.2.4 Mechanism reduction

Progress in the understanding of reaction pathways over the last few decades has re-

sulted in a multifold increase in the size of the reaction mechanisms. The size of fuel

determines complexity and subsequently the size of the reduced mechanism. For ex-

ample, for methane combustion, the reaction mechanism now contains upto 10000 re-

actions and 1000 species [82, 83, 90]. Matheu et al. [29] focused on the development of
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C1 fuel chemistry for low-pressure conditions and a mechanism consisting of around

1000 reactions to capture Chen et al. [31, 32]’s experimental data was proposed. The

authors concluded that the mechanism might give deviations if implemented outside

the conditions for which it was proposed. Some of the combustion problems require

coupling a reactor model with computational fluid dynamics (CFD) simulations. It

is known that CFD alone can be computationally expensive, and numerically solving

such a complex system can impose a tremendous computational load, especially if the

reactor model is multi-dimensional. Even the commercial CFD codes can generally

handle a maximum of 50 species using fine mesher [94]. Additionally, it is to be noted

that complex mechanism will have many fitting parameters making the optimization

problem difficult to converge [1]. Fitting rate parameters of a detailed mechanism is

desirable to reproduce the experimental data. However, using detailed mechanisms in

multi-dimensional simulations, coupled with a solid-phase model, makes the system

of governing equations stiff due to fast gas-phase chemistry. To solve such a system,

solver step-sizes of the order of micro-seconds are required that pose a significant

computational load. Reducing a mechanism, i.e., removing unwanted reactions and

species, to an acceptable level while maintaining the accuracy of the gas-phase chem-

istry for the target species can help make the fitting process easier. In fact, some of

the reaction pathways are so fast that excluding them from the detailed model in-

duces negligible error in model’s accuracy but significantly reduces the computational

cost. One of the ways to reduce the computational expense of reactor simulations

is to reduce the size of the mechanism while preserving its accuracy within an error

range with respect to the quantities of interest, such as species concentrations, igni-

tion delay time, and flame velocities [95–97]. In the context of methane pyrolysis the

quantities of interest would be species concentrations.

Generally, a mechanism reduction method works on the principle of the identifi-

cation of species and reactions that are redundant in terms of accurately predicting

the target quantities. To identify the unimportant species and reactions, a number
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of methods have been proposed in the literature, such as the calculation of reaction

rates, jacobian analysis [98], sensitivity analysis [65], and graph-based methods [96].

Method of reaction rates [98] In this method, the unimportant or redundant

species are removed from the detailed mechanism one at a time and the reduced

model is obtained for each species removal. Each reduced model is required to be

validated against the detailed model and the mechanism giving the best agreement is

then selected. The reduction approach is easy, however, only for small mechanisms.

For the case where thousands of species are present, it can impose a tremendous

computational load as each time a species is removed, the reduced mechanism needs to

be tested against the original mechanism predictions and will need a lot of iterations.

Additionally, at times there is a set of species which should either be kept in the

mechanism or be removed altogether [96]. Hence, in this case, removing one species

at a time from the mechanism might not work.

Method of jacobian analysis [98] is based on the analysis of the jacobian. If the

rate of production of the target species is not affected by a change in the concentration

of a particular species, the species is considered as unimportant, as its removal does

not produce a significant error in the target species concentration. The jacobian used

to analyze the condition was given as:

Ji =
X∑︂

x=1

(︂∂ logωx

∂ logCi

)︂2
(1.2.5)

where Ji is the jacobian, X is the number of target species, ωx is the production or

consumption rate of species x, Ci is the concentration of species other than x. In

each iteration, the method identifies the coupling of target species with other species

in the mechanism and the sets of strongly coupled species are kept in the reduced

mechanism. The process is repeated until the specified error is reached.
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Sensitivity-based mechanism reduction [65, 98] A small perturbation in the

rate coefficient is done to analyse the change in the target species concentration and

the unimportant species are removed similar to the method of jacobian analysis.

Method of detailed reduction [86] was used to reduce a detailed mechanism for

flame modelling simulations. The reaction rate for each reaction was compared with

the rate of a pre-selected reaction (i.e., rate-limiting step), and the reactions having

a significantly lower value than the rate-limiting step were considered unimportant.

The application of this method, however, poses a challenge as, in a large mechanism,

the rate-limiting step can change over the course of the reaction.

Graph-based methods have also been used to perform mechanism reduction. In

this method, a number of target species are selected to remove in the detailed mech-

anism that have less importance. The importance is quantified using an importance

coefficient calculated using the species production rates and their impact on the tar-

get species depending on the method used. Examples of graph-based methods are

Directed relation graph (DRG) [96], DRG with error propagation (DRGEP) [97],

DRG-aided sensitivity analysis (DRGASA) [99, 100], Directed relation graph with

error propagation and sensitivity analysis (DRGEPASA) [95, 101].

Out of the above, graph-based methods have gained significant attention as they are

fast and generate significantly reduced mechanisms. For example, Lu and Law [96]

proposed DRG method and reduced a kinetic model consisting of 70 species and

463 elementary reactions to a skeletal model consisting of 33 species and 205 reactions.

The importance coefficient quantifying the dependence of the target species A on other

species B in the mechanism was calculated using the following equation:

rAB =
|∑︁J

j=1 υA,jrjδ
j
B|

|∑︁J
j=1 υA,jrj|

(1.2.6)

where rj is the reaction rate for the jth elementary reaction, J is the number of

29



reactions, and υA,j is the stoichiometric coefficient of target species A in the jth

elementary reaction.

δjB =

⎧⎪⎨⎪⎩
1 if the jth elementary reaction

involves species B,

0 otherwise.

Similarly, Sarathy et al. [102] proposed a skeletal mechanism for 2-methylheptane

using DRG method and a detailed mechanism consisting of 714 species and 3397 re-

actions was reduced to a mechanism consisting of 151 species and 989 reactions. Yao

et al. [103] reduced a detailed mechanism proposed by You et al. [104] consisting of

60 species and 522 reactions to a skeletal mechanism consisting of 54 species and

269 reactions.

DRG method, however, has limitations as it considers equal importance for every

species included in the mechanism. This consideration is not necessarily true as

some species might have more impact on the target species compared to others in

the mechanism. The limitation was identified by Pepiot et al. [97] and the authors

presented an modified version of DRG called DRGEP. The method established the

error propagated down the reaction paths in the graph based on a modified importance

coefficient as given below:

rAB =
|∑︁J

j=1 υA,jrjδ
j
B|

max(QA, LA)
(1.2.7)

where

QA =
J∑︂

j=1

max(0, υA,jrj) (1.2.8)

LA =
J∑︂

j=1

max(0,−υA,jrj) (1.2.9)

A number of studies have performed mechanism reduction [105] for pyrolysis and

combustion cases. However, most of the mechanism reduction studies [96, 97] have

focused on reducing the fuel chemistry for application-specific combustion cases, such
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as n-heptane and iso-octane fuels, that can otherwise contain more than 10,000 reac-

tions and hundreds of species. A limited number of studies have attempted mecha-

nism reduction for methane pyrolysis applications. Dean [92] performed a sensitivity

analysis-based mechanism reduction for methane pyrolysis at 995–1103 K and 10–

59 kPa. The original mechanism consisting of 438 reactions and 122 species was

reduced to a skeletal mechanism containing 44 reactions and 25 species. The re-

duced mechanism had good agreement with the experimental data [31, 32] under

sub-atmospheric conditions. However, the mechanism failed to accurately predict the

decomposition products at other experimental conditions [45]. The most recent mech-

anism reduction study for methane pyrolysis was performed by Shinde et al. [94] using

DRG method. The authors reduced a detailed reaction mechanism generated consist-

ing of 318 reactions and 37 species to a skeletal mechanism consisting of 29 reactions

and 13 species targeting sub-atmospheric chemical vapor deposition/infiltration pro-

cesses involving methane pyrolysis. The sampling condition were the partial pressure

of methane in the range of 10–100 kPa and a temperature range of 1173–1373 K.

The target species chosen were CH4, H2, C2H2, C2H4, and C6H6. To date, mecha-

nism reduction for methane pyrolysis has only been performed at sub-atmospheric

pressures [92, 94, 106–109].

Based on the literature review on mechanism reduction, a number of methods,

such as method of reaction rate, method of jacobian, and graph-based methods are

available to perform mechanism reduction. The non graph-based methods are slow

and might take a lot of iterations to reduce the mechanism and have not been used in

the present thesis. Among the graph-based methods, DRGEP method was selected

to perform the mechanism reduction as it quickly removes the species and reactions

and generates a compact mechanism for the same level of accuracy.
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1.2.5 Mechanism optimization

Once the mechanism is reduced, it must be verified to accurately track the species

of interest. The initial fuel decomposition chemistry changes due to the removal

of species and reactions from the original mechanism. Fitting the reduced mech-

anism rate parameters against the available experimental data can help minimize

the observed deviation in the reduced mechanism. Several studies have been per-

formed where the rate parameters, such as the pre-exponential factors, temperature

exponents, and activation energies, have been optimized to work for the application-

specific combustion-based reactor operating conditions [110–115].

Some simple methane pyrolysis reaction optimization studies have been performed

in the literature. Paxman et al. [25] proposed a set of rate parameters for a global

reaction for methane decomposition through a flow reactor with and without molten

metal. Roscoe and Thompson [65] used sensitivity analysis to modify the reaction

rate parameters of the most sensitive reactions and accurately predicted autocatalysis

in ethane during Chen et al. [31]’s experiments. Sinaki et al. [91] modified the most

sensitive reactions in the original mechanism proposed by Appel et al. [69] using the

data available for the elementary reactions in the literature and proposed an updated

mechanism for low-pressure methane pyrolysis. Keipi et al. [36] used a simplified

one-step kinetic mechanism to analyze methane pyrolysis products obtained in a flow

reactor in the temperature range of 1070–1450 K. The forward and the backward

rate parameters for the global reaction were optimized using ‘fminsearch’ method in

MATLAB [116] to track the experimental data. Furthermore, the authors compared

the predictions of a 37-step kinetic model proposed by Ozalp et al. [81] with the opti-

mized mechanism predictions and found discrepancies in the detailed model [81]. The

kinetic model predictions were further improved by adjusting the rate parameters of

the most sensitive reaction. The detailed model, however, was limited in terms of

predicting heavier hydrocarbons. An issue with the single-step model equation pro-
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posed by Keipi et al. [36] was that it was thermodynamically inconsistent. Hence, the

model overpredicted the equilibrium conversion of methane at high-pressures. This

was identified in a recent study by Catalan and Rezai [21]. To deal with the issue,

the authors modified the single-step kinetic model of Keipi et al. [36] and made the

expression for methane decomposition a function of the forward rate constant and the

equilibrium constant. Keeping the equilibrium constant the same, the authors opti-

mized the pre-exponential factor, activation energy, and the forward reaction order

against the experimental data in reference [36] using MATLAB [116]’s ‘lsqnonlin’ func-

tion. Becker et al. [117] examined different flow reactors to understand their impact

on methane pyrolysis. The collision factor and the activation energy for the one-step

reaction were fitted against the experimental data collected for different reactor mate-

rial types. Different values of optimized pre-exponential factor and activation energy

were obtained for different reactor materials. Single-step kinetic optimization is easy

but find limited applicability when applied to high-pressure methane decomposition

inside a batch reactor as a lot of pressure-dependent intermediates are generated.

Sensitivity analysis and optimization can be used as a tool to obtain optimal re-

action rate parameters for detailed mechanisms. For example, Sinaki et al. [91] used

a sensitivity analysis approach to update the values of the rate parameters of a pre-

viously published combustion mechanism by Appel et al. [69] to reflect the pyrolytic

conditions of Chen et al. [31]. The most significant rate parameters were identified.

Some of those parameters were updated with the values from the NIST database [118],

and the rest were fitted to experimental data to track the experimental species pro-

files of Chen et al. [31] for residence time up to the secondary stage. Large deviations,

however, were observed in the tertiary stage of the reaction. Frenklach et al. [110]

found the methane combustion rate parameters at a range of experimental conditions

using a combination of sensitivity analysis and a quasi-Newton based optimization

algorithm. Sensitivity analysis was used to first identify the most critical elemen-

tary reactions, and their rate parameters were used as design variables in a response
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surface based optimization. Cai and Pitsch [119] provide another example of us-

ing optimization for parameter fitting. These optimization approaches coupled with

sensitivity analysis, to the best of the author’s knowledge, have not been used to per-

form methane pyrolysis-specific reaction mechanism optimization. To the best of the

author’s’ knowledge, none of the existing mechanisms are capable of accurately pre-

dicting batch reactor data obtained from methane pyrolysis at low-high temperature

and high pressure. Hence, another objective of this thesis is to develop a mechanism

reduction framework to reduce a kinetic model and obtain optimal set of kinetic rate

parameters by least square optimization of the experimental data.

1.2.6 Reaction mechanism and reactor design software

To develop a framework for parameter estimation, an appropriate reaction mecha-

nism software and optimization algorithm are needed. The proposed kinetic models

above include the solution of tens or hundreds of transient mass conservation equa-

tions. Therefore, many of them have been implemented in specialized softwares. For

example, Fincke et al. [85] used CHEMKIN-PRO [120] to model plasma pyrolysis

of methane in a flow reactor. COSILAB [121] was used by Franzelli et al. [122] to

model kerosene–air premixed flames. The package is, however, limited to simpler

reactor types or combustion geometries. CHEMKIN-PRO and COSILAB are com-

mercial softwares in which it is difficult to implement model specific changes. For

example, Langer et al. [123] reported that relative and absolute tolerances for a 0D

homogeneous reactor model cannot be implemented in CHEMKIN-PRO. Open source

packages, on the other hand, can be easily adjusted. Cantera [124] is a recently devel-

oped open-source software package that has been used for modeling combustion and

pyrolysis conditions [125, 126]. OpenSmoke++ [127] has also been used in different

studies [128, 129]. Cantera is widely used due to its easier implementation across

a wide range of platforms, such as MATLAB, Python and Fortran. Additionally,

Cantera allows interfacing with other open–source platforms, such as OpenFOAM, as
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shown by Yang et al. [130]. Hence, Cantera [124] has been used in the present work.

1.2.7 Solid phase

Soot are carbonaceous particles, mainly consisting of carbon, formed during the in-

complete combustion or pyrolysis of hydrocarbon fuels. Carbon black, on the other

hand, is composed of pure carbon atoms and is a valuable product. Soot and carbon

black have the same formation process, however, the majority of the literature is based

on soot formation in combustion rather than carbon black production. Hence, in the

present context of methane pyrolysis, solid carbon is defined by a soot formation

model. Formation of solid carbon occurs in several stages. Initially, methane de-

composes into light hydrocarbons, such as acetylene (C2H2), ethylene (C2H4), ethane

(C2H6) and propane (C3H8). As the reaction proceeds, heavier aromatic hydrocar-

bons form. These hydrocarbons, called PAHs (polycyclic aromatic hydrocarbons) are

thermodynamically stable and are believed to be soot precursors [131]. The first soot

particle (dimer of two PAH molecules) then nucleates by the collision of two PAH

molecules. This process is called soot nucleation or inception. Once a soot particle is

formed, other processes, such as coagulation, surface growth and PAH condensation,

also play an important role in the formation of solid carbon. Thus, an understanding

of all stages of the solid phase formation is required in order to correctly describe the

thermal decomposition of methane and fine tune the process to produce carbon black

with the desired characteristics (i.e. surface area, electrical conductivity, pore size)

for a commercial product. Understanding soot formation during methane pyrolysis

is of paramount importance and it takes place via the following mechanisms: a) pre-

cursor formation, b) soot nucleation, c) soot coagulation, d) soot aggregation; and e)

soot surface growth. These mechanisms are discussed below, and their interaction is

shown in Figure 1.3.

Soot precursor
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The solid phase formation mechanism starts with the decomposition of gaseous

fuel to form aromatics, such as benzene (C6H6) with a single aromatic ring given

by the notation - A1. These aromatics then combine to form heavier hydrocarbons

called soot precursors. Soot precursors are mostly polycyclic aromatic hydrocarbons

(PAH’s) with naphthalene (C10H8) as the simplest PAH having two rings (A2). Esti-

mating the concentration of soot precursors is vital in order to predict the inception

or nucleation of soot as the path leading to the soot particle is defined by the pre-

cursors. Josephson et al. [132] considered pyrene (A4 : C16H10) to be the only soot

precursor while modeling soot formation during burning of solid fuels. Agafonov

et al. [133] used coronene (C24H12) as the soot precursor while modeling methane

pyrolysis behind reflected shock waves. Jain and Xuan [134] considered a range of

species starting from naphthalene to cyclopenta[cd]pyrene (C18H10) as soot precur-

sors. Other studies conducted in references [135, 136] also used naphthalene as the

soot presursor. Usually, species in the range of 10–30 carbon atoms are considered as

PAH’s. Matsukawa et al. [137] experimentally observed that a minimum of 24 carbon

atoms constitute a soot precursor in the temperature range 1150–1730 K. Similarly,

Oktem et al. [138] experimentally found that PAH’s containing 16–30 carbon atoms

dominate the soot chemical composition. Selection of soot precursor also depends on

the species in the gas phase chemistry employed.

Soot nucleation

Nucleation is the process of reactions that form new particles. Particle nucleation

is a result of collisions between two PAH molecules of sufficient size as proposed by

Frenklach and Wang [139]. The nucleation rate mainly depends on the concentration

number density (#/m3) of the soot precursors and the collision frequency between

the two precursors. The collision frequency usually is a function of the gas regime,

namely, free–molecular, transition or continuum regime, and is decided by the Knud-

sen number which is a ratio of the molecular mean free path to the particle radius,
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however, for nucleation the regime remains free–molecular. References [85, 132, 140]

proposed that soot nucleation occurs by collision of two PAH molecules and the nu-

cleation rate is given by [132]

Rnucleation =

i=Ibins∑︂
i=1

k=Kbins∑︂
k=1

βPAH
i,k NPAH

i NPAH
k (1.2.10)

where βPAH
i,k is the collision frequency between the two sectional molecules having

concentration Ni and Nk.

Another theory proposed for soot nucleation is the reactions of acetylene with

PAH’s leading to the first soot particle. Mckinnon and Howard [141], however, dis-

carded the possibility of soot nucleation through the acetylene route. Additionally,

Wang [142] found that the rate of an acetylene-induced particle nucleation was too

slow to dominate the process and that PAH’s majorly contribute to the primary parti-

cle. A simplified model by Lindstedt et al. [143] proposed that soot nucleation can be

assumed to occur via the decomposition of acetylene to carbon. Other complex mech-

anisms for nucleation are also available, however they require heavier hydrocarbons

for which the gas-phase chemistry needs to be accurate resulting in a detailed mech-

anism. Based on the above discussion, the model propsed by Lindstedt et al. [143]

will be used in the present study to model soot nucleation.

Freshly nucleated soot particles can increase in size through different growth mech-

anisms, such as coagulation, aggregation and surface growth [132]. Coagulation and

aggregation result in an increase in particle size due to the collision of soot particles.

Surface growth increases the particle size by reactions of soot particle with acetylene.

Figure 1.3 presents an overall scheme of soot produced during methane pyrolysis.

Individual soot growth mechanisms are discussed next.

Soot coagulation

Soot coagulation can be defined as the collision of two particles, thereby forming

a larger particle. The coagulation rate depends on the soot concentration number
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Figure 1.3: Schematic of soot formation.

density and the collision frequency describing the rate of collisions between the soot

particles. Due to coagulation, the soot particle number density decreases, whereas

the particle size distribution broadens.

Soot particle growth due to coagulation can occur via different collision mecha-

nisms. For example, two soot particles can collide to form a larger particle. Addi-

tionally, a soot particle and a PAH molecule or a soot particle and a PAH radical can

also contribute to the soot growth. Josephson et al. [132] studied the amount of soot

produced while burning solid fuels and implemented the above-mentioned coagulation

sub-models.

Evaluation of coagulation rate depends on accurate prediction of the collision fre-

quency. Collision frequency is a function of the type of particle regime which is

decided by the Knudsen number given in equation (1.2.11).

Kn =
2λ

d
(1.2.11)

where λ is the mean free path of the gas and d is the particle diameter [144].

The Knudsen number determines the degree of deviation from the continuum regime.
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Frenklach and Harris [145] assumed a free molecular approach while modeling soot

coagulation. However, Rogak and Flagan [146] found that the coagulation behaviour

is quite different in the transition regime as compared to free molecular or contin-

uum regime as the collision frequency attains a different value. Later, Kazakov and

Frenklach [147] extended their previous work [145] to include the continuum and tran-

sition regimes for modeling soot coagulation and aggregation, and proposed a single

expression for calculating the collision frequency for all the regimes. The model was

validated against the data for laminar premixed ethylene–air flames.

Soot aggregation

Following coagulation, further growth of soot particles is governed by soot aggre-

gation. In soot aggregation, particles collide and stick, and lead to the formation of

chain-like fractal structures. The spherical shape of the colliding primary particles

remains preserved during aggregation [132].

Determining the transition of soot growth from coagulation to aggregation is

paramount to achieve accurate model predictions as soot growth due to coagula-

tion is limited up to a certain size [148] and particles below that size are considered

as single spheres. Some studies assumed a minimum particle size, above which ag-

glomeration was expected to occur [137, 149]. Sirigano et al. [150] observed that

the aggregation rate beyond a soot size of 20 nm dominated over other soot growth

phenomena, such as soot coagulation. The authors used the same values of kinetic

parameters as proposed for molecular growth and particle inception to model par-

ticle aggregation. Saggase et al. [149] assumed a reference particle size of 13 nm to

model the soot growth due to aggregation. Recently, Kholghy et al. [151] proposed a

monodisperse population balance model to characterize soot particles with just four

governing equations, i.e., the aggregate number density (N), the carbon molar (Ctot),

total aggregate surface area (Atot), and the aggregate mass (mag). In this way, the

particle can be charaterized in terms of the primary particle diameter, the number
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of primary particles in an aggregate, particle mobility diameter, and particle gyra-

tion diameter, and saves a lot of time as the number of equations to be solved are

reduced compared to sectional or method of moments. Hence, the soot aggregation

in this study will be assumed to take place starting from a primary particle diameter

of 2 nm [151].

The mechanism of soot aggregation is similar to coagulation as both the processes

are due to the Brownian collision of the particles. Hence, soot aggregation rates

are also determined using the collision theory applied for coagulation, however, with

collision frequencies reflecting the aggregation phenomenon [132]. The fractal soot

structure is usually analyzed by a fractal dimension. Kazakov and Frenklach [147]

proposed a collision-based soot aggregation model similar to coagulation, however

with collision frequencies reflecting the fractal structures. A fractal dimension, rep-

resenting particle morphology, of 1.8 was assumed by the authors in their study.

Generall, a fractal dimension of 1 represents chain type particles, whereas a value

of 3 corresponds to a densely packed structure. Saggase et al. [149] used a similar

approach to model soot aggregation using a soot fractal dimension of 1.8. The values

of the frequency factor implemented were similar to the values proposed by Sirignano

et al. [150]. The model implemented in reference [151] will be used to quantify soot

aggregation in the present study.

Soot surface growth

The dynamics of soot growth are also impacted by surface reactions, where the soot

particles react with the gas phase species and grow in size. The hydrogen abstraction

and carbon addition (HACA) model is generally used to mimic the interaction be-

tween the solid and gas phase [131, 152]. The continuous attack of acetylene molecules

on the surface of soot particles leads to a formation of an adjacent aromatic ring and

an increase in the overall size of the particles. The surface growth rate is highly depen-

dent on the number of active sites available for acetylene to attack and the acetylene
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concentration. The number of active sites were found to be dependent on the chem-

ical environment by Frenklach and Wang [152]. On the other hand, the dependence

of surface growth rate on the acetylene concentration has been observed [153]. In

references [143, 154], the reaction responsible for surface growth was assumed to be

first order and its implementation in a HACA model provided results that matched

experiments. Another model representing the surface growth mechanism, similar to

HACA, was proposed by Zhang et al. [155, 156]. The authors used density functional

theory to predict surface growth and concluded that surface growth happens through

carbon addition and hydrogen migration (CAHM) at temperatures below 1500 K.

This claim, however, was recently questioned by Frenklach et al. [157]. He used the

post-flame conditions studied by Oktem et al. [138] and compared the growth rates

from CAHM and HACA. The growth rate obtained from the HACA model was found

to dominate at the low temperature range of 1000–1500 K. Hence, the HACA assisted

surface growth model will be used in the present study.

Numerical models

The above-mentioned submodels can be combined to develop a comprehensive

soot formation model as shown in Figure 1.3. Particle number and size distribution

are important aspects of quantifying soot formation. The size distribution plays an

important role in determining the type of industry it can be used in. Experimentally

understanding this is tiring and expensive. However, numerically it is less costly and

can provide much detailed information about the different phenomena contributing

to the size growth of particles. So, this is why it is important to understand the

particle size distribution and number density. A limited number of models have

implemented these soot sub-mechanisms while investigating soot formation during

methane pyrolysis. Fincke et al. [85] studied soot formation during plasma pyrolysis

of methane at 3450 K and proposed a soot formation mechanism. A simplified first

order single nucleation step was used where benzene decomposes to solid carbon and
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hydrogen. Due to this assumption, only solid carbon was modeled which does not

reflect the actual case during characterization of a soot particle. Some amount of

hydrogen is always present in the soot particles which the model was not able to

account for. A simplified mechanism cannot predict the particle size distribution of

soot particles.

Patrianakos et al. [80] developed an in-house one dimensional model to study soot

formation during methane pyrolysis in a flow reactor. The model solved for soot

nucleation, coagulation and surface growth to track particle size distribution and

was validated against the experimental data from a prototype reactor used in ref-

erences [78, 158]. However, soot aggregation was not addressed and a single step

reaction for methane decomposition was assumed by the authors.

Keramiotis et al. [159] used a flow reactor in the temperature range 1250–1500 K

to study the formation of soot for different initial methane mixtures. Residence

time of 3–3.6 s was used and experiments were performed for nearly 1–3 h in order

to collect considerable amount of soot at the reactor outlet. The amount of soot

collected was found to be proportional to fuel consumption. The authors used two

different reaction mechanisms to numerically predict the intermediates and found

considerable discrepancies in hydrogen prediction (up to 30%) at higher temperatures.

The discrepancies were attributed to the absence of the paths in the mechanism

leading to the formation of additional hydrogen.

Agafonov et al. [133] used a kinetic scheme containing 260 species and 2500 ele-

mentary reactions to track the time–dependent soot yield and particle temperature.

PAH formation and growth through different reactions up to coronene (C24H12) were

included in the model. A mechanism of soot formation, surface growth, coagulation,

oxidation and transformation of soot precursor and soot particle was proposed. The

authors found discrepancies in the surface growth mechanism and concluded that

further studies are required to address it. In another study, Agafonov et al. [160] pro-

posed a kinetic model of soot formation and tested it for different inlet fuels, including
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methane, in the temperature and pressure range of 1852–2212 K and 3–5.44 bar, re-

spectively. However, the model did not include soot growth due to aggregation which

plays a vital role beyond a certain size.

Based on the discussion above, it can be concluded that none of the studies have

included all the aspects of soot formation, such as soot aggregation, while specifically

modeling methane pyrolysis in the temperature range of 1000–1400 K. The most

detailed models [133, 160] simulated soot formation in shock tubes at higher tem-

peratures (> 1500 K) and short residence times (< 1 s). Low temperature methane

pyrolysis forms more intermediates as compared to higher temperatures. Hence, it

is hypothesized that accurate predictions of soot formation during methane pyrolysis

needs a more detailed soot model. The third objective of this thesis is to develop a

soot formation model to track the soot formation during low temperature methane

pyrolysis. A framework implementing all the sub-models, such as soot nucleation,

soot aggregation, and soot surface growth, given in reference [151] will be developed.

The proposed model will be used to understand different pathways, if any, through

which soot can nucleate at low temperature conditions. Additionally, the proposed

soot model will be used to quantify the amount of soot produced during the process

and the particle size distribution.

1.2.8 Reactor design

Detailed understanding of methane pyrolysis kinetics is not sufficient to provide rec-

ommendations for reactor design unless a reactor model is available that can cumu-

latively describe the important elements of the process, and identify those hindering

its optimal performance over time and/or space under varying operating conditions.

These elements have been addressed by the use of two main reactors stated in the

literature: batch reactors [31–33] and plug flow reactors (PFR) [35, 56, 76]. A batch

reactor is a closed system where reactants breakdown under the influence of heat and

convert to products. Continuous conversion of reactants is not favourable in a batch
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Figure 1.4: Basic outline of a plug flow reactor.

reactor, thus limiting its industrial application. A PFR, on the other hand, is an open

system allowing for continuous flow of reactants converting to products and is thus

preferred over a batch reactor for industrial use. A basic schematic of a PFR used

in the present study for a methane pyrolysis process is shown in Figure 1.4. Dur-

ing the process, gaseous methane enters the heated reactor, decomposes to different

products, such as H2, C2H2, C2H4, C2H6, and soot, and these are then collected at

the outlet. An accurate reactor model should be capable of predicting the amount of

these species at a given reactor temperature, pressure, gas flow rate, and for a defined

geometry. In a pyrolysis reactor, the following physical processes take place: a) gas

mass and momentum conservation and reaction; b) energy conservation and reaction;

and c) soot formation and evolution, coupled with gas phase. An accurate model ide-

ally would describe all these processes at the same time. These processes are, hence,

reviewed in the following paragraphs in the form of kinetic, thermal, and fluid flow

effects and the important phenomena critical to the reactor design are identified.

A number of kinetic reactor models have been proposed in references [25, 34, 62, 72,

75, 158]. The reaction kinetics in these studies were solved using a single–step reaction

mechanism. Therefore, these reactor models cannot predict the intermediate species

formation and consumption during a reaction. This is important in the temperature
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range of 1000–1400 K when the intermediates formation is favourable. The formation

of soot in solid phase has been addressed assuming a single carbon black species,

whereas, it has been observed in different studies [25, 78, 133] that soot particles

of varied size are generated in a fuel rich condition [161]. Hence, the application of

simple kinetic reactor models will not provide accurate results and detailed models

explaining intermediates in gas and solid phase are required.

Some reactor model studies have looked at complex kinetic details of methane

pyrolysis. For example, Rodat et al. [78] developed a 1D tubular solar reactor model

using Dsmoke software in the temperature range 1500–2300 K to quantify methane

conversion. The model over-predicted methane conversion when validated against

the experimental data. This discrepancy was attributed to the shortcomings in the

software model where heterogeneous reactions due to the carbon particles were not

accounted for. In addition to the gas phase reactor models, some detailed solid phase

models have also been implemented [80, 162]. However, some aspects of soot modeling

were kept simple, such as assuming a spherical particle shape of a soot aggregate [80].

The validity of this assumption is not justified considering the chain-like shape of the

soot aggregates and thus may lead to discrepancies in the soot predictions [161]. It can

be seen that none of the proposed reactor models are capable of explicitly providing

detailed insights into the inherent kinetic phenomenon of a methane pyrolysis process

both in gas and solid phase. The current study will address this issue and a detailed

kinetic reactor model will be developed coupling both gas and solid phase.

A thermal model solves for the energy equation and affects the reactor kinetics,

by altering the residence time, depending on the temperature, and thus can amend

the model predictions. Reactor models have been either considered isothermal [25,

38, 56, 78] or non-isothermal [73, 74, 76, 80]. In non-isothermal models, thermal

effects are implemented with the help of the energy equation consisting of different

heat transfer mechanisms, such as energy from the reaction, conduction, convection

and radiation heat transfer between the reactor wall, gas and solid particles. Dahl

45



et al. [73] developed a 1D aerosol flow reactor model which solved for the energy con-

sumed by the reaction, convection from reactor walls to gas, radiation heat transfer

from reactor walls to particles and energy transfer between the gas and solid particles

in the temperature span of 1533–2144 K for short residence times (0.9–1.5 s). At low

flow rates, methane conversion was mainly observed around the inlet of the reactor

where the temperature was the highest. At higher flow rates, a more uniform tem-

perature profile was observed and the conversion of methane occurred over the whole

length of the reactor. Abanades and Flamant [76] developed a 1D reactor model using

the methodology adopted by Dahl et al. [73] in the temperature range 1563–1813 K.

Methane conversion was found to depend on the endothermicity of the reaction when

the percentage of methane in the inlet mixture was more than 20%. Additionally, due

to the variable temperature profile at the inlet and outlet in their case, only a narrow

part around the centre of the reactor length remained at the working temperature

and the majority of the methane decomposition was observed around that region.

Wyss et al. [74] considered a number of thermal effects, such as energy consumed by

the reaction, radiation absorbed by the carbon particle and convection heat transfer

in a 1D model of a PFR at 2000 K and 10 ms residence time. As the convection

and radiation heat transfer rates were increased in the model, a shift in methane de-

composition towards the entrance of the reactor was observed. Patrianakos et al. [80]

developed a 1D flow reactor model accounting for wall–gas convection, wall–particle

radiation, gas–particle convection and heat released from the reaction. Their reactor

model showed that thermal entry lengths were negligible compared to the whole reac-

tor length. The main goal of this thesis is to develop an accurate methane pyrolysis

kinetics model and the physical reactor will be designed in the in-house facility at the

University of Alberta. To simplify the requirements for the model, the reactant gas

will be diluted with a noble gas to reduce the temperature change due to endother-

micity of the reaction. Secondly, the reactor will be horizontally oriented to avoid

the temperature-induced buoyancy and will remain inside a furnace so that the gases
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are at the operating temperature. This will also minimize the thermal entry lengths

observed by Patrianakos et al. [80]. Based on these assumptions, an isothermal reac-

tor condition will be considered in the present study and energy equation will not be

solved.

Inclusion of a fluid flow equation in the model allows for the prediction of the fluid

flow profile in the reactor and any additional effects, such as temperature–induced

buoyancy. Fluid flow in the reactor is usually modeled by solving a Navier–Stokes

equation along with the kinetics. Homayonifar et al. [79] observed acceleration in fluid

velocity near the walls in a vertically oriented reactor due to strong buoyancy effects.

Additionally, the model predicted that the mean velocity of the gas mixture at the

reactor outlet was 4 times the mean velocity at the inlet due to the generation of 2

moles of product gas per mole of reactant decomposed. Caliot et al. [162] developed

a laminar 2D tubular flow reactor model solving for flow dynamics using the Navier-

Stokes equation, heat transport in the combined gas and particle flow and radiative

heat transfer between the methane and the carbon particles using the energy con-

servation, and species transport using advection–diffusion equation in a cylindrical

geometry. A reaction boundary layer was observed in the reactor which resulted in

the change in the local particle size distribution across the reactor. The model vali-

dation against the experimental data was not performed. Abanades and Flamant [77]

developed a laminar 2D reactor model to address the fluid flow characteristics, heat

and mass transfer during methane decomposition using the CFD Fluent software.

Gas velocity and temperature profiles were found to inherently depend on the gas

axial and radial positions inside the reactor. A large variation in the radial and axial

temperature led to an underprediction in methane conversions and hydrogen yield

compared to the experimental data. Additionally, neglecting heterogeneous reactions

due to carbon particles further contributed to the variations in the model and the

experimental observations.

From the discussion, it can be seen that the thermal and fluid flow sub-models
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affect methane decomposition kinetics. However, except in references [77, 79, 162],

the majority of the reactor models [25, 34, 62, 72, 73, 75, 76, 78, 158] did not include

a detailed fluid flow sub-model as the operating conditions reflected homogeneous

conditions across the section of a reactor and, therefore, a plug flow reactor was

considered.

Based on the literature review, NUIGMech 1.1 [90] will be used for further analysis

at relevant experimental conditions. Then, DRGEP method will be used to develop

a skeletal mechanism. The rate parameters of the reduced/skeletal mechanism will

then be fitted to experimental data for methane and hydrogen in the temperature

range 892–1292 K and 398.8 kPa as given in reference [1], as these contain all critical

features at low and high temperature and high pressure, using coliny pattern search

method [163]. The optimized mechanism will be implemented in batch and plug flow

reactor models in Cantera [124]. Finally, to analyze soot formation, the model from

reference [151] will be integrated into Cantera [124] and the particle morphology will

be predicted. Additionally, a steady state isothermal 1D PFR model with detailed

methane pyrolysis kinetics will be developed that takes both gas and solid phase prod-

ucts into account in the temperature range 1000–1400 K. The detailed reactor model

can then be used to determine the optimum conditions, such as temperature and

pressure, for an industrial specific methane pyrolysis application, such as hydrogen

production, or size-specific soot production as described in Section 1.2.7.

1.3 Thesis Objectives

• To test the kinetic models available in the literature and compare the model

predictions against the data available in the literature at high-pressures.

• To develop a mechanism reduction framework for pyrolysis conditions and ob-

tain a skeletal model suitable for low and high-pressure methane pyrolysis.

• To optimize the reduced kinetic model, based on a proposed mechanism from
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literature with kinetic parameters obtained by least-square optimization of ex-

perimental data and study the change in the reaction pathways responsible for

driving up methane decomposition.

• To implement a monodisperse population balance soot model based on the

model proposed in the literature, couple it with the gas-phase model, and predict

the transient evolution of the soot generated and its morphology.

• To develop a 1D plug flow reactor model with coupled gas and solid phase, and

to use it to obtain the optimum conditions, such as temperature, pressure and

residence time, for the production of hydrogen and soot.
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Chapter 2

Methodology1

The present chapter discusses the methodology for the models implemented and their

requirement for methane pyrolysis. Section 2.1.1 discusses the methodology for the

gas-phase model to quantify the amount of methane converted to other products

and helps in identifying the critical rate-determining step by quantifying the reac-

tion rate for each elementary reaction. As the current study’s aim was high-pressure

methane pyrolysis where a lot of carbon black was generated, a sink term accounting

for carbon formation was needed in the gas-phase model and is described in Sec-

tion 2.1.2. A kinetic model selection study was performed to identify a mechanism

that can closely track the high-pressure decomposition data while incorporating the

pressure dependency and the selection criteria is given in Section 2.2. Once the model

was selected, the model predictions for the amount of methane, hydrogen, and solid

carbon formation were tested against the equilibrium calculations to make sure the

values are below the theoretically possible. Hence, an equilibrium model was used

to identify the product compositions considering methane, hydrogen, and carbon in

1Parts of this chapter are reproduced from the following publications:

1. A Punia et al., “Analysis of methane pyrolysis experiments at high pressure using available
reactor models,” Chemical Engineering Journal, p. 144 183, 2023.

2. J. Tatum et al., “Dataset of methane pyrolysis products in a batch reactor as a function of
time at high temperatures and pressures,” Data in Brief, vol. 47, p. 108 953, 2023.

3. A. Punia et al., “A reduced methane pyrolysis mechanism for above-atmospheric pressure
conditions,” Chemical Engineering Journal, vol. (Under review),

Author contributions are detailed in the Preface of this thesis.
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the system. The methodology for the equilibrium theory and implementation are

discussed in Section 2.2.1. As the model selected contained a large number of species

and reactions, using such a model for optimization required dealing with a large num-

ber of design variables. Additionally, using such a mechanism for CFD simulations

or for soot formation requiring significantly small step-sizes would have imposed a

tremendous computational load. Hence, a kinetic model reduction framework was

developed, as discussed in Section 2.2.2 and the detailed kinetic model was reduced

to an acceptable level. The reduced model had inaccuracies associated with it due

to removal of species and reactions from the mechanism. Hence, a parameter estima-

tion framework was developed and the kinetic rate parameters of the reduced model

were fitted against the high-pressure data available in the literature. Section 2.2.3

discusses the methodology behind the optimization framework. To investigate how

additional reaction pathways become active and to understand the role of different

species for their contribution to driving up methane decomposition before and after

the rate parameter optimization, a reaction pathway analysis was performed. The

methodology for the reaction pathway analysis is discussed in Section 2.2.4. The ini-

tial assumption of acetylene decomposition to carbon black was not accurate as the

other particle physics, such as soot aggregation and surface growth, play an important

role in particle evolution over time. Hence, a monodisperse soot formation model was

needed and implemented using the model proposed by Kholghy et al [151] to predict

the particle characteristics over time and described in Section 2.2.5.

2.1 Pyrolysis reactor model

2.1.1 Gas-phase model

The experimental reactor was simulated using a constant-volume batch reactor. The

reaction mechanisms considered were introduced in a zero-dimensional, closed, iso-

choric, homogeneous gas-phase model, to mimic the conditions in the batch reactor
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type used in the experimental work in references [1, 2, 31, 33]. The reactor model is

governed by the following mass conservation equation,

d(mYi)

dt
= V SiMi (2.1.1)

where Yi is the mass fraction of the ith gaseous species inside the reactor, V is the

reactor volume (m3), M i is the molar mass of species i (kg/mol), m is the total mass

inside the reactor (kg), and Si is the production or consumption rate of species i

(mol/(m3 s)), which depends on the kinetic mechanism and is given by

Si =
J∑︂

j=1

υijrj (2.1.2)

where rj is the kinetic reaction rate for the jth elementary reaction and υij is the

stoichiometric coefficient of the ith species in the jth elementary reaction.

The kinetic reaction rate for the jth elementary reaction, rj, is estimated using

rj = kf,j

R∏︂
r=1

Cυrj
r − kb,j

P∏︂
p=1

Cυpj
p (2.1.3)

where R and P are the total number of reactant and product species in the jth

elementary reaction, respectively, Ci is the ith species concentration (in mol/m3)

given by Ci =
mYi

VMi
, kf,j is the forward reaction rate constant for the jth elementary

reaction and is given by

kf,j = AjT
nj exp

(︂−Ea,j

RuT

)︂
(2.1.4)

and the backward reaction rate constant, kb,j, is computed using the expression

kb,j =
kf,j
Keq,j

(2.1.5)

where Aj, nj and Ea,j are the pre-exponential factor, temperature exponent and

the activation energy, respectively, for the jth forward elementary reaction and are

expressed by the Arrhenius equation, and Keq,j is the equilibrium constant for the jth

elementary reaction and is calculated using the standard Gibbs free energy change
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expression. To account for pressure dependence, the calculation of forward rates

included a pressure dependency which was different depending on the type of reaction,

e.g., fall-off, three-body, and pressure-dependent-Arrhenius reaction [124]. The rate

constant for the fall-off reaction was given by Lindermann et al. [164]

kf,j =
k0[M ]

1 + k0[M ]
k∞

(2.1.6)

Pr =
k0[M ]

k∞
(2.1.7)

where k0 is the rate constant calculated using the low-pressure rate parameters, k∞

is the rate constant calculated using the high-pressure rate parameters, [M ] is the

concentration of the third body specified in the reaction mechanism input file, Pr is

the reduced pressure. In the low-pressure limit, the concentration of the third body

goes to zero, and the expression approaches k0[M], whereas, in the high-pressure limit,

the concentration of the third body goes to infinity and the expression reduces to k∞.

The rate constant can be rewritten as

kf,j = k∞

(︄
Pr

1 + Pr

)︄
(2.1.8)

An improved version of the rate constant expression proposed by Gilbert et al. [165],

called the Troe fall-off function, was used. In the Troe fall-off function, the Linder-

mann expression, given in equation (2.1.8), is multiplied by a fall-off function, F (T,Pr)

depending on the temperature and the reduced pressure

kf,j = k∞

(︄
Pr

1 + Pr

)︄
F (T, Pr) (2.1.9)

log10 F (T, Pr) =
log10 Fcent(T )

1 +
ffl 2

1

(2.1.10)

Fcent(T ) = (1− Aj) exp(
−T

T3

) + Aj exp(
−T

T1

) + exp(
−T2

T
) (2.1.11)
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1

=
log10 Pr + Ĉ

N − 0.14(log10 Pr + Ĉ)
(2.1.12)

Ĉ = −0.4− 0.67 log10 Fcent (2.1.13)

N = 0.75− 1.27 log10 Fcent (2.1.14)

The rate constant for the pressure-dependent is given by a logarithmic interpolation

between the Arrhenius rate values at different pressures. For an intermediate pressure,

P, such that P1 < P < P2, the rate will be calculated as

log kP
f,j(T ) = log kP1

f,j(T ) + (log kP2
f,j(T )− log kP1

f,j(T ))
logP − logP1

logP2 − logP1

(2.1.15)

where log kP1
f,j(T ) and log kP2

f,j(T ) are the rate constant values for jth reaction at

pressures, P1 and P2, respectively. If multiple rate parameters were available at the

same pressure, the sum of all the rate constant values was obtained before performing

the logarithmic interpolation. Finally, in the case of reactor operating pressure outside

the specified range in the input file, the rate parameters corresponding to the nearest

pressure were used.

Equation (2.1.1) for each species results in a set of ordinary differential equations.

The system of equations was solved using the open-source software package Can-

tera [124]. The package calculates the thermodynamic properties of different species

using a given reaction mechanism file. To solve the system of equations, a 5th-order

backward differentiation formula (BDF–5) with a Newton solver was used. Relative

and absolute error tolerances of 10−9 and 10−15, respectively, are required to achieve

solver convergence.
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2.1.2 Carbon formation model

Solid carbon formation was accounted for by modifying the governing equations in

the gas phase discussed in Section 2.1.1 to account for mass loss from the gas mix-

ture [166]. To model solid carbon, acetylene converting to carbon and hydrogen was

considered as the irreversible reaction as given in reference [1],

C2H2(g) H2(g) + 2C(s), [5e13 1/s, 0, 410 kJ/mol] (2.1.16)

Due to the addition of the carbon-forming reaction in the mechanism, the production

rates of acetylene and hydrogen were modified and were given by

d(mYC2H2)

dt
= (SC2H2 − rj,c)VMC2H2 (2.1.17)

d(mYH2)

dt
= (SH2 + rj,c)VMH2 (2.1.18)

Finally, carbon formed from acetylene was given by the following equation:

d(mYC)

dt
= 2rj,cVMC (2.1.19)

where rj,c is the reaction rate for the carbon-forming reaction given in equation (2.1.16)

and is given by

rj,c = kfCC2H2 (2.1.20)

where kf is the forward rate constant for the reaction (1/s) evaluated using equa-

tion (2.1.4), and [CC2H2 ] is acetylene concentration (mol/m3).

The absolute pressure change due to hydrogen gas production from acetylene was

accounted for by using the ideal gas law. A variable coefficient ordinary differential

equation solver (VODE) was used with a 5th-order backward differentiation formulae
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(BDF) method to solve the system of equations. The method-specific parameters

were the same as discussed in the previous section.

The reaction models were tested for low-pressure operating conditions, i.e., 10–

100 kPa without carbon formation, whereas for high-pressure conditions, i.e., at

398.8 kPa carbon formation model was included based on the batch reactor experi-

ments done in references [1, 2, 31–33, 45].

2.2 Kinetic model analysis

Several reaction mechanisms proposed for methane pyrolysis were used to study the

reaction kinetics at sub- and above-atmospheric pressure operating conditions. While

selecting a reaction mechanism, special attention was paid to including reaction rate

parameters to account for the change in the rate expressions due to pressure variations,

such as fall-off reactions, three-body reactions, and pressure-dependent reactions. The

following mechanisms were used in this study: a) GRIMECH 3.0 [82] mechanism

(53 species and 325 reactions), b) AramcoMech 3.0 [83] mechanism (135 species and

532 reactions), c) NUIGMech 1.1 [90] mechanism (325 species and 1516 reactions),

d) Ranzi et al. [87] mechanism (50 species and 652 reactions to track the major and

minor decomposition products); and, e) Appel et al. [69] mechanism (75 species and

242 reactions aimed at tracking C1–C16 species). Note that the reaction mechanisms

proposed in references [36, 78, 91] were specifically focused to track hydrogen during

methane pyrolysis and the ones proposed in references [29, 64] were not available.

Hence, these mechanisms were not used in the present study.

2.2.1 Thermodynamic analysis

Chemical equilibrium is the state in which both the reactants and products are present

in concentrations that do not change with time. The state is reached when the

net forward reaction rate is equal to the net backward reaction rate. Under these

circumstances, our goal is to find a composition that minimizes the total Gibbs free
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Table 2.1: Reaction mechanisms used for MTD.

References Species Reactions Range

NUIGMech 1.1 [90] 325 1516 C1 – C16

GRIMECH 3.0 [82] 16 45 C1 – C3

AramcoMech 3.0 [83] 135 532 C1 – C16

Ranzi et al. [87] 50 652 C1 – C10

Appel et al. [69] 75 242 C1 – C16

energy of the mixture, subject to element conservation constraints. We know that

the Gibbs free energy can be written as a function of temperature, pressure and the

mixture composition as follows:

G = G(T, P,Ni) (2.2.1)

where G is the total Gibbs energy of the mixture, T is the temperature, P is the

pressure, and, Ni is the number of moles for each species in the mixture. Taking a

partial derivative of the total Gibbs energy function with respect to the independent

variables, we get

dG =

(︄
∂G

∂T

)︄
P,Ni

dT +

(︄
∂G

∂P

)︄
T,Ni

dP +

Nspecies∑︂
i=1

(︄
∂G

∂Ni

)︄
T,P,Nj ̸=i

dNi (2.2.2)

where N species is the total number of species in the system and j corresponds to the

species other than i. Correlating the above partial differential terms with the state

function sets, such as total internal energy U and total enthalpy H, we find that the

above equation can be written in the following complete differential equation:

dG = −SdT + V dT +

Nspecies∑︂
i=1

µidNi (2.2.3)

where V is the volume, and µi the chemical potential of the ith species and is

defined by
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µi =

(︄
∂G

∂Ni

)︄
T,P,Nj ̸=i

(2.2.4)

or, for an ideal gas,

µi = µo
i +RT ln pi (2.2.5)

in which the pressure P is replaced by the partial pressure pi, where, by definition,

pi =
(︂Ni

Nt

)︂
P ≡ XiP (2.2.6)

where Xi is the mole fraction of species i, and Nt is the total number of moles in

the solution. Equation (2.2.5) for the chemical potential is valid for ideal-gas solution

and can be further written as

µi = µo
i +RT lnP +RT lnXi (2.2.7)

Equation (2.2.7) may be used for an ideal solution, which may be gaseous, liquid,

or solid. This is accomplished in part by replacing the first two terms on the right by

an arbitrary function of T , P , and a standard compositional state X∗
i , µi(T, P,X

∗
i ),

such that

µi(T, P,Xi) = µi(T, P,X
∗
i ) +RT lnXi (2.2.8)

For a chemical reaction to be in equilibrium, the chemical potential of the products

is equal to that of the reactants.

µprod = µreac (2.2.9)

At equilibrium, the change in the total Gibbs energy is zero,

dG|P,T = 0 (2.2.10)
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If we take a case for multiple species in a mixture at a constant temperature and

pressure, the first two terms on the RHS of Equation (2.2.3) become zero and the

equation reduces to

dG|P,T = 0 =

Nspecies∑︂
i=1

µidNi =

Nspecies∑︂
i=1

µiνi (2.2.11)

where νi is the reaction stoichiometry.

Given the equation above, together with the condition that the sum of the mole

fractions is unity, and the known quantities of each atomic constituent in the system

at the initial state, the mole fraction of each species can be obtained.

The final system of equations for an equilibrium mixture is numerically solved in

Cantera using different solvers, such as the Villars-Cruise-Smith (VCS) algorithm.

The solver is designed to be used to set a mixture containing one or more phases to

a state of chemical equilibrium. For more information on the algorithm see Chapter

6 in ‘Chemical reaction equilibrium analysis theory and algorithms’ by Smith and

Missen [167].

2.2.2 Model reduction

Once the model was selected, a reaction mechanism reduction was performed to sim-

plify the decomposition chemistry while maintaining the pressure-dependent nature

of the mechanism. The model derived reduces the computational requirements of

the kinetic model making it easier to perform parameter estimation and to imple-

ment in CFD reactor models. Kinetic model reduction was performed using a mod-

ified directed-relation graph with error propagation (DRGEP) [168], a graph-based

method, using pyMARS software [169]. The method establishes the dependence of the

global or target quantities of interest, such as species mole fractions, flame velocity,

or ignition delay times, on other species in the detailed mechanism by evaluating an

importance coefficient. Figure 2.1 shows the algorithm of the DRGEP-based model

reduction. The importance coefficient, fAB, establishing the dependence of target
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Figure 2.1: Schematic of the DRGEP-based model reduction.
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species A on species B in the reaction mechanism is given by the following expres-

sion [169]

fAB =
|∑︁J

j=1 υA,jrjδ
j
B|

max(QA, LA)
(2.2.12)

where

QA =
J∑︂

j=1

max(0, υA,jrj) (2.2.13)

LA =
J∑︂

j=1

max(0,−υA,jrj) (2.2.14)

δjB =

⎧⎪⎨⎪⎩
1 if the jth elementary reaction

involves species B,

0 otherwise.

where υA,j is the stoichiometric coefficient of species A in the jth elementary reaction,

and rj is given by equation (2.1.3). After evaluating the importance coefficient, fAB, a

modified form of Dijkstra’s algorithm [170, 171] was used to identify the path-specific

target species’ dependency on the remaining species in the reaction mechanism. For

each path p, the dependency of the target species A on species B was quantified

based on a path-dependent importance coefficient, fAB,p, that represented the error

propagated due to the removal of species B and was given by

fAB,p =
H−1∏︂
i=1

fUiUi+1
(2.2.15)

where H is the number of species from A to B in the pathway p, and U is an interme-

diate species starting at A and ending at B. To take into account the error propagated

from all the paths, a maximum overall importance coefficient (OIC) was defined as

the maximum of all path-dependent importance coefficients between the target and

other species in the reaction mechanism
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FAB = max
p

(fAB,p) (2.2.16)

The OIC for each target species pair was used such that the target species was

assigned a single overall importance coefficient for the reactor thermodynamic condi-

tion (sample point) under consideration. For each sample point, an OIC value was

obtained for the target species pair, and the maximum OIC value among all the sam-

ple points was selected. Species with maximum OICs below a user-specified threshold

value of 0.2 were not considered to contribute significantly to the overall production/-

consumption rates of the target species for the given sample points and; therefore,

were removed from the reaction mechanism.

The reduced/skeletal mechanism predictions were tested against the original mech-

anism predictions, and a relative error bound of 30% or was set. If the error in the

reduced mechanism or the OIC value reached the user-specified value of 30% or 0.2,

respectively, the simulation was terminated. The error value was obtained by trial

and error. A value bigger than 30% generated a mechanism where the accuracy in

target species was compromised. If a smaller value than 30% was used, the chemistry

became detailed and the reduction was redundant. The error, δ(g), in the reduced

mechanism, was calculated using the global quantity of interest or the target species

and was given by the expression

δ(g) = 100 ∗ Itar
max
i=1

⎧⎪⎪⎪⎨⎪⎪⎪⎩
⌜⃓⃓⎷∑︁G

g=1

(︂
Xoriginal

i −Xreduced
i

Xoriginal
i

)︂2
g,i

G− 1

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (2.2.17)

where Itar is the total number of target species, G is the number of equally spaced

temporal points for each species (20 in this work), Xoriginal
i is the target species concen-

tration obtained using the original mechanism at the gth temporal node, and Xreduced
i

is the target species concentration obtained using the reduced mechanism at the gth

temporal node. The threshold value from the start of the reduction simulation was
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iteratively increased with an initially low value of 0.01. If the error, given in equa-

tion (2.2.17), for the initially reduced mechanism, was above the user-specified limit,

the threshold was decreased by a factor of 10 until a value of 10−6 was reached. If

the error was below the user-specified error limit, the threshold was increased, until

the error reached the specified limit or the threshold value reaches the user specified

value. A threshold value of 0.2 was provided in the present study..

Since the aim of the DRGEP-based mechanism reduction is to retain the model

at low-pressure and estimate parameters at high pressure that could be used in the

detailed model, both conditions were used in the model reduction. A total of 25

sampling conditions, given in Table 2.2, were used to sample the thermochemical data

covering the thermodynamic range of 1000–1400 K and 0.1–4 atm. The residence time

for each sampling condition was based on the experimental operating conditions in

the literature [31, 32]. Under the set of sample operating conditions chosen for the

reduction, the global quantities of interest were CH4, H2, C2H4, C2H6, C2H2, α-C3H4,

and p-C3H4 mole fractions. CH4, H2, C2H4, C2H6, and C2H2 were chosen based on the

fact that these species were observed during the experiments. Additionally, α-C3H4,

and p-C3H4 were selected as C2’s accuracy depends on them.

The pyMARS [169], a python based open-source package for automatic reduction

of kinetic models was initially proposed to reduce combustion-based mechanisms.

Pyrolysis functionality was added in this work. The framework takes in the reactor

operating conditions, samples the thermochemical data, and runs the 0D isother-

mal, isochoric, and adiabatic batch reactor using Cantera [124] as described in Sec-

tion 2.1.1. Then, it uses this information to remove the unnecessary species and

reactions from the detailed mechanism. The error in the global quantities of interest

is used as stoppage criteria. Once the mechanism reduction simulation is completed,

species and reaction reduction ratios are obtained using the following equation
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Figure 2.2: Schematic of the algorithm used to obtain the optimized values of the
pre-exponential factors and the activation energies.

Species reduction ratio (SRR) =
Number of species in the original mechanism

Number of species in the reduced mechanism

(2.2.18)

Reaction reduction ratio (RRR) =
Number of reactions in the original mechanism

Number of reactions in the reduced mechanism

(2.2.19)

2.2.3 Parameter estimation framework

2.2.3.1 Problem definition

A least-square optimization problem was formulated to estimate the optimal pre-

exponential factors and the activation energies of the reactions within a given set
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Table 2.2: Sampling conditions for reducing the kinetic model using DRGEP at low
and high pressures.

Temperature (K) Pressure (atm) Simulation time (s)

1000 0.15 4000

1100 0.15 4000

1200 0.15 1500

1300 0.15 3000

1400 0.15 1000

1000 0.5 4000

1100 0.5 4000

1200 0.5 1500

1300 0.5 3000

1400 0.5 1000

1000 1 4000

1100 1 4000

1200 1 1500

1300 1 3000

1400 1 1000

1000 2 4000

1100 2 4000

1200 2 1500

1300 2 3000

1400 2 1000

1000 4 4000

1100 4 4000

1200 4 1500

1300 4 3000

1400 4 1000
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of bounds. The optimization problem objective was to minimize any discrepancy in

the concentration of major species, i.e., methane and hydrogen, between the model

and the experimental data at the high-pressure used by Tatum et al. [2]. Note that

the reduced model predictions already gave good agreement at low pressures, hence,

the data under those conditions was not included in the optimization. The objective

function was given by

min

⌜⃓⃓⎷ E∑︂
e=1

we

B∑︂
b=1

κ∑︂
i=1

[︂
Xexp

i (tb)− Xnum
i (tb)

]︂2
w.r.t A1,Ea1 ,A2,Ea2 , ....,Aj,Eaj

s.t. 10−10 ≤ Anew
j

Aold
j

≤ 1010

s.t. 0.85 ≤
Enew
aj

Eold
aj

≤ 1.15

(2.2.20)

where index Xexp
i (tb) is the experimental mole fraction of the ith species at time

tb, Xnum
i (tb) is the model predicted mole fraction of the ith species at time tb, J

is the total number of reactions, κ is the total number of experimentally observed

species [1], B is the total number of temporal data points, we is the residual weight

assigned at each temperature (equal weights used in this work), E is the total number

of temperatures at which the experimental data is available, Aold
j and Anew

j are the

initial and new (guess) value of the pre-exponential factor for the jth elementary

reaction step, respectively, and Eold
aj

and Enew
aj

are the initial and new (guess) value of

the activation energy for the jth elementary reaction step, respectively. The potential

pre-exponential factors were varied by ten orders of magnitude, in each direction,

whereas the activation energies were varied by 15% due to the high sensitivity of the

reaction to temperature variations.

2.2.3.2 Implementation

The minimization problem in equation (2.2.20) was solved using the Coliny pattern

search method within the open source optimization toolbox Dakota [163]. At each
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iteration, a maximum of 2ζ potential design sets were created using a coordinate

pattern, where ζ is the total number of design variables, and the residual was cal-

culated using Cantera [124]. The lowest residual among all function evaluations at

each iteration was compared against the lowest residual of the previous iteration.

This process continued until one of the following criteria was met: i) the least-square

residual or solution target was ≤ 0.1; ii) the maximum number of function evalua-

tions was reached; or, iii) the convergence tolerance was reached. Table 2.3 gives the

parameters used for the fitting process.

Figure 2.2 shows a schematic of the optimization algorithm used. First, Dakota [163]

was initialized using the pre-exponential factors and the activation energies of the

mechanism in reference [90] as the initial design variables. The framework invokes

Cantera [124], runs the required gas phase simulations coupled with the carbon forma-

tion model, and returns the least-squared residual to Dakota [163]. The optimization

algorithm analyses the residual and determines whether the optimal solution has

been achieved. If the optimal solution is not obtained, the framework generates a

new design variable set and runs the fitting simulations until the maximum function

evaluations are reached.

After a complete optimization cycle, the set of rate parameters obtained after

reaching the maximum number of function evaluations was analyzed to assess if there

were any design variables that approached their bounds, i.e., within 85% of the bound

value. If this is the case, for those variables, the upper and the lower bounds were

further expanded by a factor of either 103 or 15% depending on the type of variable,

i.e., the pre-exponential factor or activation energy, respectively. The best set of rate

parameters obtained with modified upper and lower bounds were used as the initial

design guess for the next optimization cycle. In the present work, a total of 40 fitting

simulations/bound cycles were performed. The design set obtained after running all

the fitting simulations was taken as the optimal local solution.

As a local method was used in the present study, the globality of the solution was
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Table 2.3: Parameters used for minimizing the objective function.

Parameter name Value

Method Coliny pattern search

Maximum iterations 1000

Maximum function evaluations 15000

Solution target 10−1

Convergence tolerance 10−4 (relative)

Variable tolerance 10−5

Initial delta 10−1

Scaling None

Expand after success 5 improvements

Pattern basis Coordinate

tested by generating four different initial search points using a multi-start method

and an initial solution manually generated by perturbing the pre-exponential factors

(by three orders) and activation energies (by 15%) for the first 30 reactions using the

reduced model, in addition to the starting point from the base/reduced mechanism.

For each of these starting points, a local minima was found and compared to the

minima from the other starting points. The optimal set of parameters among the six

starting points corresponding to the lowest residual value was considered as the best

solution.

The values of the pre-exponential factor and activation energy for the carbon-

forming reaction, as given in Equation (2.1.16), were kept constant during the op-

timization. For the case of the pressure-dependent reactions, the rate parameters

corresponding to a pressure equal to or higher than the operating condition were in-

cluded in the optimization problem. For example, if the pressure value was between

2 and 5 atm the rate parameters corresponding to pressure 5 atm were included in

the fitting simulations. Similarly, for the fall-off reactions, the rate parameters in
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the high-pressure limit were optimized. Once the optimization was complete, the

modified rate parameters were merged into the original mechanism. As some of the

elementary reactions were also modified during the optimization and exhibited pres-

sure dependence due to a significant increase in the rate constant values, they were

converted to pressure-dependent Arrhenius form in Cantera [124]. The optimization

simulations were run on Cedar clusters that is a part of the Digital research alliance

of Canada (previously Compute Canada) and a total of 2 nodes employing Intel E5-

2683 v4 Broadwell @ 2.1 GHz CPUs were used for a simulation time of 120 hrs. As

a large amount of RAM was needed during the optimization, the full memory of the

nodes was utilised.

2.2.4 Reaction path analysis

A reaction path analysis was performed at 892 K, 1093 K, and 1292 K and at 0.5 atm

and 4 atm to identify slow and fast reactions responsible for the elemental hydrogen

flux at low and elevated pressure conditions. Since element atoms are conserved,

the flux for hydrogen atoms in the jth elementary reaction was computed using the

expression given by Revel et al. [172], i.e.,

Ċjik =
rj

jNHi
jNHk

j ˆ︁NH

(2.2.21)

Ċik(t) =
J∑︂

j=1

Ċjik(t) (2.2.22)

where Ċjik represents the element flux of, e.g., H atom, from ith species to kth

species in jth elementary reaction at a particular time t. J is the total number of

elementary reactions, jNHi and
jNHk are the number of H atoms for species i and k

in the jth reaction, and
j ˆ︁NH is the total number of H atoms in reaction j considering

both the reactants and products. The summation of the H atom flux from each

reaction, as given in equation (2.2.22), gives the total element flux Ċik.
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Figure 2.3: Schematic of the soot generated from the gas-phase in the present work.

The overall total element flux was evaluated using Cantera [124] by the summa-

tion of all the incoming and outgoing element fluxes for each reactive species in the

kinetic mechanism, and the elementary reaction paths were constructed. Figures in

Appendix A.2 show illustrations of the reaction path for atomic H for the three ex-

perimental conditions in this study. The vertex in the diagram denotes the species

and the arrows represent the reactions. The thickness of the arrows is used to identify

the major and minor reaction pathways and represent the H element flux. A user-

defined threshold for the net element flux was set up to keep only the most important

reactions in the reaction path diagram. For this study, a value of 3% of the maximum

net element flux (unless stated in the figure caption) was taken as the threshold flux

below which the reactions were not included in the analysis diagram.
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2.2.5 Soot formation model for the pyrolysis reactor

Another objective of this research will focus on the development of a 0D transient

soot formation model for methane pyrolysis under high-pressure. The model will be

developed using a monodisperse population balance approach adopted by Kholghy

et al. [151] in which, the particles evolve in time with similar morphological charac-

teristics. The monodisperse population balance model is computationally affordable

compared to other methods, such as the sectional model [173], where a large number

of bins are needed to characterize the particle morphology. As the reaction progresses,

these particles grow due to different underlying physics, such as surface growth, ag-

gregation/agglomeration, thereby changing the particles size characterized by particle

mobility and gyration diameters.

The soot model is based on the following assumptions:

• Particles nucleating due to acetylene decomposition purely consists of carbon.

• The first particle size is 2 nm.

• Each time-step constitutes particles of only a single size (monodisperse popula-

tion balance);

• Particles are in point contact during aggregation/agglomeration; and,

• Soot particle density is constant with a value of 1800 kg/m3 [132, 151].

In order to solve for these state variables, for governing equations are needed.

As the model proposed by Kholghy et al. [151] was based on the assumption that

particle nucleation happens for a very short period of time, and soot agglomeration

and surface growth were mainly responsible for the change in the particle morphology,

the particle nucleation in the present work has been assumed to happen till 5 s.

Figure 2.3 shows a schematic of the methodology used for the incipient soot par-

ticles and agglomerates generated during a fuel pyrolysis process. Incipient soot
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particles are assumed to get generated from acetylene decomposition based on the

model by Lindstedt et al. [143]. The carbon formation rate is then converted to the

particle concentration rate.

To track the particle characteristics, four different variables were tracked [151],

i.e., the total aggregate/agglomerate number, N (#/m3), total carbon atoms, Ctot

(mol/m3), total surface area, Atot (m
2/m3), concentrations, and aggregate/agglomer-

ate mass, mag. The governing equation solving for the number density of particles,

N , due to collision was given as

dN

dt
= −1

2
βN2 (2.2.23)

where β is the collision frequency and was given as follows [151]:

β = 8πDdm

[︄
dm

dm +
√
2g

+
8D√
2c̄dm

]︄−1

(2.2.24)

where D is the diffusion coefficient, g is the mean particle distance, c̄ is the mean

thermal particle velocity, and dm is the mobility diameter of an agglomerate calculated

using the scaling law given by Kelesidis et al. [174]

dm = dp × n0.45
p (2.2.25)

where np is the number of primary particles in an aggregate, and was calculated using

the primary particle diameter [174]

mag = ρsootnpπ
d3p
6

(2.2.26)

or,

mag =
mtot

N
(2.2.27)

mtot = Ctot ×MC (2.2.28)

72



where dp is the primary particle diameter, mag is the mass of a single aggregate/ag-

glomerate, ρsoot is the particle density with a value of 1800 kg/m3, mtot is the total

mass of the particles (kg), Ctot is the total carbon molar (mol/m3), and MC is the

molecular weight of carbon (kg/mol). Next, c̄ is calculated using

c̄ =

√︄
8kbT

πmag

(2.2.29)

where kb is the Boltzmann’s constant with a value of 1.38065×10−23 J/K. The ex-

pression for the term g was given by

g =
1

3dmλparticle

[︂
(dm + λparticle)

3 − (d2m + λ2
particle)

3/2
]︂
− dm (2.2.30)

where λparticle is the particle mean free path and was calculated as per the following

expression

λparticle =
8D

πc̄
(2.2.31)

where D is the diffusion coefficient (m2/s) and was calculated using the Stokes-

Einstein expression [175]

D =
kbT

f
(2.2.32)

where f is the particle friction coefficient and was given by

f =
3πµdm

C
(2.2.33)

where µ is the viscosity and calculated using an empirical expression given as

µ = 1.425× 10−6
(︂ T 0.5039

1 + 108.3
T

)︂
(2.2.34)

and C is the Cunningham slip correction factor, and is given by

C = 1 +
2λgas

dm

(︂
A1 + A2 exp

−A3dm
λgas

)︂
(2.2.35)
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where A1, A2, and A3 are constants with a value of 1.21, 0.4, and 0.78, respectively.

The mean free path of the gas, λgas, is given by

λgas =
µ

ρ

√︃
πMgas

2kbT
(2.2.36)

where Mgas is the molecular weight of the gas (taken as CH4 in this work). The gas

density was given by:

ρ = Mgas
P

RuT
(2.2.37)

The governing equation for the number of carbon atoms is given by a mass balance

based on hydrogen abstraction and acetylene addition (HACA) mechanism [69], and

the total rate of change of carbon atoms due to surface growth from acetylene was

given by:

(︂dCtot

dt

)︂Sg,HACA

= 2γβsoot,C2H2CC2H2Nnp (2.2.38)

where βsoot,C2H2 represents the collision frequency between the particle and an acety-

lene molecule

βsoot,C2H2 = π(dm + dC2H2)
2

√︄
kbT

2π

(︂ 1

mag

+
1

mC2H2

)︂
(2.2.39)

where

dC2H2 =
(︂ 6MC2H2

ρsootπNav

)︂1/3
(2.2.40)

mC2H2 =
MC2H2

Nav

(2.2.41)

where γ represents the collisions between a particle and molecule [174], mC2H2 is the

mass of a single acetylene molecule (kg), α represents the active sites [69], Nav is the

Avagadro’s number with a value of 6.022×1023 (#/mol), and MC2H2 is the molecular

weight of an acetylene molecule (kg/mol). The value of γ was calculated as
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γ =
αKsχ̇sootAag

βsoot,C2H2Nav

(2.2.42)

where Aag is the surface area of a single aggregate given as (Atot

N
), Ks represents

the reaction rate constant for adding an acetylene molecule to the surface of a soot

particle [69] and is calculated using

Ks = 80T 1.56 exp
(︂
− 1912.4

T

)︂
(2.2.43)

χ̇soot is the radical site density on the surface of soot particles based on the nucleation

and surface growth study by Appel et al. [69]

χ̇soot = 2.3× 1019 (2.2.44)

The governing equation describing the total surface area is given by noting that

the change in area is due to the addition of carbon molar rate. The total surface area

of the particles is given by

Atot = πd2pnpN (2.2.45)

Taking the differential of Atot and dp with respect to t on both sides, we get

dAtot

dt
= 2πdpnpN

ddp
dt

(2.2.46)

Additionally, the total volume of the particles can be calculated as

Vtot =
π

6
d3pnpN (2.2.47)

Taking the differential of Vtot and dp with respect to t on both sides, we get

dVtot

dt
=

π

2
d2pnpN

ddp
dt

(2.2.48)

Implementing the expression obtained for ddp
dt

from Equation (2.2.48) into Equa-

tion (2.2.46), we obtain
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dAtot

dt
=

4

dp

dVtot

dt
(2.2.49)

where dVtot

dt
can be substituted with

dVtot

dt
=

1

ρsoot

dmtot

dt
(2.2.50)

and dmtot

dt
can be substituted in terms of total carbon molar rate. Thus, the change

in the total surface area of the particles was given as

dAtot

dt
=

4

ρdp

(︂(︂dCtot

dt

)︂Sg,HACA

MC

)︂
(2.2.51)

and the primary particle diameter was calculated as

dp =
6Vtot

Atot

(2.2.52)

Vtot =
mtot

ρsoot
(2.2.53)

np =
Vag

36π( Vtot

Atot
)3

(2.2.54)

The final equation for the mass conservation was derived based on the rate of change

of aggregate mass changing due to the coagulation and surface growth phenomena.

Equation (2.2.27) can be differentiated with respect to time on both sides and the

contributions due to the surface growth and coagulation can be categorised into the

following equation

dmag

dt
=

dmag

dt

⃓⃓⃓⃓
⃓
sg

+
dmag

dt

⃓⃓⃓⃓
⃓
coagulation

(2.2.55)

The first term in the RHS of Equation (2.2.55) can be written as

dmag

dt

⃓⃓⃓⃓
⃓
sg

=
1

N

dmtot

dt
(2.2.56)
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Implementing Equation (2.2.28) in the equation above, we get

dmag

dt

⃓⃓⃓⃓
⃓
sg

=
(︂(︂dCtot

dt

)︂Sg,HACAMC

N

)︂
(2.2.57)

The second term in the RHS of Equation (2.2.55) can be written as

dmag

dt

⃓⃓⃓⃓
⃓
coagulation

=
d(mtot

N
)

dt
(2.2.58)

dmag

dt

⃓⃓⃓⃓
⃓
coagulation

= −mtot

N2

dN

dt
(2.2.59)

or,

dmag

dt

⃓⃓⃓⃓
⃓
coagulation

= −mag

N

dN

dt
(2.2.60)

Finally, adding Equations (2.2.57) and (2.2.60), and substituting in Equation (2.2.55),

the rate of change of aggregate mass will be calculated as

dmag

dt
=

dCtot

dt

MC

N
− dN

dt

mag

N
(2.2.61)

A primary particle diameter of 2 nm was assumed that was a result of nucleation

from acetylene decomposition. The soot model coupling with the gas-phase was done

in a way that nucleation was assumed to occur only till 5 s residence time. Hence,

upto 5 s residence time, the amount of carbon generated from acetylene decomposition

was converted to 2 nm particles. For the whole of the residence time, the following

source terms were used:

dN

dt
=

{︄
6rj,cVMC

ρsootπd3p
if t < 5.0;

−1
2
βN2 otherwise.

(2.2.62)

where rj,c is the reaction rate for the carbon forming reaction given in Equa-

tion (2.1.20) and Mc is the molar mass of carbon. To obtain the particle generation

rate, the rate of carbon formation was divided by the mass of a 2 nm particle. Note
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that the primary particle diameter does not change during the nucleation, hence, the

other dependent variables, i.e, Ctot, Atot, and mag, were converted using the dN
dt

from

Equation (2.2.62) and given as

dCtot

dt
=

{︄
ρπd3p
6Mc

dN
dt

if t < 5.0;

2γβsoot,C2H2CC2H2Nnp otherwise.
(2.2.63)

dAtot

dt
=

⎧⎨⎩πd2p
dN
dt

if t < 5.0;

4
ρdp

(︂(︂
dCtot

dt

)︂Sg,HACA

MC

)︂
otherwise.

(2.2.64)

dmag

dt
=

{︄
0 if t < 5.0;
dCtot

dt
MC

N
− dN

dt

mag

N
otherwise.

(2.2.65)

As the primary particle size does not change during the nucleation period, mag

has a constant value till 5 s. The particle concentration obtained at the end of the

nucleation period acted as an initial condition for the aggregation and surface growth

terms and solved using Equations (2.2.23), (2.2.38), (2.2.51), and (2.2.61) in time.

Equation (2.1.1) from the gas-phase was coupled to the soot model and the gas-

phase model accounted for the changes in H and C2H2 concentrations due to HACA

mechanism. The change in the total number of carbon results in the modification of

the number of hydrogen atoms, H, due to the following reaction from the hydrogen

abstraction acetylene addition (HACA) based surface growth mechanism

Csooto + C2H2(g) Csoot–H + H, [80 1/s, 1.56, 1912.4 K] (2.2.66)

The overall rate of change of hydrogen consisted of two terms: a) net production

or consumption rate in the gas-phase; and b) rate change due to Ctot. The change of

H with respect to time was calculated via the following equation

d(mYH)

dt
=

(︄
SH +

1

2

(︂dCtot

dt

)︂Sg,HACA
)︄
VMH (2.2.67)
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where SH is the the production or consumption rate of H (mol/(m3·s)) given by

Equation (2.1.2), m is the total mass inside the reactor (kg), and YH is the hydrogen

atom mass fraction. Similarly, due to the consumption of acetylene on the surface of

the soot particles as given in Equation (2.2.38), the net rate of change of acetylene

was given as

d(mYC2H2)

dt
=

(︄
SC2H2 −

(︂dCtot

dt

)︂Sg,HACA

VMC2H2

)︄
(2.2.68)

where SC2H2 is the the production or consumption rate of C2H2 (mol/(m3·s)) given

by Equation (2.1.2).

2.2.5.1 Coupling with the gas-phase model

The independent transient soot formation model was coupled with the 0D isothermal

and isochoric batch reactor gas-phase model in Cantera [124] and implemented in

python. The four state variables responsible for tracking soot, i.e., the particle number

concentration (N), the total carbon atoms (Ctot), the total particle surface area (Atot),

and the aggregate mass (mag), were added to the state variables in the gas-phase.

The model in section 2.1.2 was replaced by the soot model by solving four additional

governing equations. Hence, the total number of state variables solved, were I + 4,

where I is the total number of gas-phase species.

Figure 2.4 shows a schematic of the model implementation in the gas and solid

phase to obtain particle morphology. The initial reactor conditions, such as temper-

ature, pressure, and methane initial mole fraction, are defined using a given reaction

mechanism file. The net rate of change of gaseous species concentrations are then ob-

tained using Cantera. Afterwards, a conditional loop establishes which of the particle

sub-models dominate, such as soot nucleation, or agglomeration and surface growth.

Finally, Equation (2.1.1) for each gaseous species and Equations (2.2.23), (2.2.38),

(2.2.51), and (2.2.61) are merged resulting in a set of ordinary differential equations.

The system of equations was solved using the open-source software package Can-
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to obtain the particle morphology.

80



tera [124] implemented in python. To solve the system of equations, a 5th-order

backward differentiation formula (BDF–5) with a Newton solver was used. Relative

and absolute error tolerances of 10−9 and 10−15, respectively, are required to achieve

solver convergence.

The overall soot model will be implemented as a separate module in Python in

conjunction with Cantera [124]. This means that, at each time step, the gas and solid

phase equations will be solved simultaneously.
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Chapter 3

Mechanism selection1

3.1 Results and discussion

3.1.1 Sub-atmospheric pressure operation

Since the majority of batch reactor experiments in the literature were performed

under low pressure conditions, these results were first used to evaluate the kinetic

models above. Hydrogen and intermediate species concentrations were obtained from

the implemented reaction mechanisms and compared to experimental data.

Figure 3.1 shows numerical and experimental results [31, 32] at 1038 K and 59 kPa.

Experimental and numerical hydrogen concentration profiles were in good agreement

for most of the mechanisms, except for GRIMECH 3.0 [82] and Ranzi et al. [87]’s

mechanism. Acetylene’s concentration profile was accurately predicted by NUIG-

Mech 1.1 [90] and GRIMECH 3.0 [82] mechanisms, but the other mechanisms are

only in agreement with the experimental data up to a residence time of around

2000 s. The ethylene concentration profile was accurately predicted by almost all

the mechanisms, except GRIMECH 3.0 [82] and Ranzi et al. [87]’s mechanism which

over-predicted the ethylene concentration after a residence time of 1500 s. Finally,

1Parts of this chapter are reproduced from the following publications:

1. A Punia et al., “Analysis of methane pyrolysis experiments at high pressure using available
reactor models,” Chemical Engineering Journal, p. 144 183, 2023.

2. J. Tatum et al., “Dataset of methane pyrolysis products in a batch reactor as a function of
time at high temperatures and pressures,” Data in Brief, vol. 47, p. 108 953, 2023.

Author contributions are detailed in the Preface of this thesis.
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Figure 3.1: Experimental and numerical concentration of a) hydrogen; b) acetylene;
c) ethylene; and d) ethane at 1038 K and 59 kPa. Markers represent the experimental
data obtained from references [31, 32]. Lines represent the reaction mechanisms used,
namely GRIMECH 3.0 [82], NUIGMech 1.1 [90], Ranzi et al. [87], Appel et al. [69],
and AramcoMech 3.0 [83]. Data for H2 was not available in reference [32].

none of the reaction mechanisms, except NUIGMech 1.1 [90] mechanism, was able

to track the ethane concentration profile. Ranzi et al. [87]’s mechanism showed a

trend similar to the experimental ethane concentration profile, however, a significant

under-prediction was observed during the primary (< 300 s) and the secondary (300 s

to 1200 s) decomposition stages.

The reaction models were further analyzed at low pressures against the experi-

mental data from references [31, 32] at 995 K and 59 kPa, and 1038 K and 13 kPa,

respectively. Figure 3.2 shows the predicted and experimentally obtained ethylene and

ethane concentrations at 995 K and 59 kPa. The experiments under these conditions

reached only the secondary decomposition stage forming C2 species. Note that experi-

mental hydrogen and acetylene concentrations were not available in reference [31] and

the discussion at 995 K and 59 kPa is limited to ethane and ethylene. The reaction

models proposed by NUIGMech 1.1 [90] and Appel et al. [69] accurately predicted the

ethylene concentration evolution over the experimental residence time. On the other
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hand, ethylene concentration is over-predicted by GRIMECH 3.0 [82] and Aram-

coMech 3.0 [83] mechanisms. Similarly, ethane concentration is accurately predicted

by the mechanisms proposed by NUIGMech 1.1 [90] and GRIMECH 3.0 [82], whereas

the remaining mechanisms show significant under-prediction. The under-prediction,

most likely, will be amplified once the tertiary stage decomposition reactions start

and low-pressure ethane autocatalysis is observed.

Figure 3.3 shows the comparison of the model predictions with the experimental

data from reference [32] at 1038 K and 13 kPa. The reaction mechanisms by NUIG-

Mech 1.1 [90] and Appel et al. [69] accurately captured the ethylene concentration

profile while only the two mechanisms in references [82, 90] agreed well with the

ethane experimental data.

Although most of the reaction mechanisms had pressure-dependent rate param-

eters, only GRIMECH 3.0 [82] and NUIGMech 1.1 [90] mechanisms were able to

provide accurate predictions for the intermediate species. Overall, it was found that

NUIGMech 1.1 [90] mechanism showed the best agreement with the literature exper-

imental data at low-pressure operating conditions.

3.1.2 Above-atmospheric pressure operation

The results obtained at elevated pressure have been organized in terms of tempera-

ture, and for this work, 892 K is referred to as low temperature, 1093 K as medium

temperature, and 1292 K as high temperature.

3.1.2.1 Low temperature

Figure 3.4 shows the experimental and numerically predicted molar concentration of

MTD products obtained in our reactor at an average temperature of 892 ± 5 K and

an initial pressure of 398.8 ± 4 kPa (for this and all other figures the uncertainties

represent 95% confidence intervals of the total uncertainty including bias and precision

uncertainty). The molar concentration of methane in the products (Figure 3.4a)
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Figure 3.4: Comparison of the model predictions against the in-house experimental
data at 892 K and 398.8 kPa for a) methane; b) hydrogen; c) ethane; d) ethylene; e)
acetylene; and f) carbon mass. Markers represent the experimental data obtained in
this study. Lines represent the reaction mechanisms used, namely GRIMECH 3.0 [82],
NUIGMech 1.1 [90], Ranzi et al. [87], Appel et al. [69], and AramcoMech 3.0 [83].

shows that close to 30% of methane decomposed over a residence time of 300 s.

During this time period, the decrease in methane mole fraction percentage resulted

in the formation of hydrogen up to a mole fraction of 0.25. Other products, such

as ethane, ethylene, and acetylene, were found only in very small quantities. During

the experiments, carbon formation was observed on the walls of the vessel at all

temperatures even at the shortest reaction times (see Appendix A.1). The timing

of the carbon formation was in contrast to the observation made by Chen et al. [31]

where carbon was observed inside the reactor walls after a residence time of around

240 s at an operating temperature and pressure of 1103 K and 59 kPa.

Model predictions in Figure 3.4 largely deviated from the experimental results with

most models showing negligible methane conversion. Thermodynamic analysis shows

that at equilibrium (see Appendix A.3) approximately 50% of methane should de-

compose reaching a hydrogen mole fraction of 0.5 in the products. Based on the

equilibrium values, the experimental data appears realistic and kinetically limited.
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Figure 3.5: Reaction flux diagram for hydrogen element at 0.5 atm (left) and 4 atm
(right), 892 K and 300 s using a flux limit of 0.01. NUIGMech 1.1 [90]’s reaction
mechanism was used to generate the flux diagram. ‘fwd’ and ‘rev’ are the net forward
and reverse hydrogen element fluxes, respectively. The number above the ‘fwd’ flux
represents the net flux as given by equation (2.2.22).

87



Additionally, although intermediate species were found to be present in very small

quantities inside the reactor, the model predictions largely deviated from the exper-

imental values. In fact, experimental ethane and ethylene mole fraction percentages

attained a peak in the very initial stages of the reaction and gradually decreased over

time. Considering that around 30% of methane decomposed to products and carbon

formation was evident, it can be said that the intermediate species formation and

consumption is fast at elevated pressures which was not the case at sub-atmospheric

pressures as observed during the experiments by Chen et al. [31, 32] (slow formation

of intermediate species as shown in Figure 3.2). Hence, the lack of agreement with the

numerical models is not likely due to experimental error but to an under-prediction

of the rate of the reactions at these conditions where the models were not calibrated.

Figure 3.4 shows the model predictions obtained with carbon formation. Methane

and hydrogen mole fraction profiles with and without carbon overlap each other. At

low temperatures, high pressure decomposition does not accelerate with the inclusion

of a solid phase model, especially in the initial reaction stage. This can be attributed

to the slow reaction rate for the initial decomposition step where methane decomposes

to a methyl radical and a hydrogen atom. Note that the activation energy for the

reaction where acetylene goes to carbon and hydrogen was taken as zero to observe

faster decomposition. Figure 3.4f shows the mass of carbon generated during the de-

composition process. Even without an activation energy, the model does not generate

carbon because only a very small amount of methane decomposition was observed in

the model. Therefore, it can be said that the results with a gas-phase model do not

show carbon removal to have a significant effect on methane decomposition. Since

carbon is not formed in the model, its possible impact on accelerating the rate of the

reactions would also be negligible.

Considering that the available reaction mechanisms accurately predict methane

decomposition products at sub-atmospheric pressures, a gas-phase reaction path flux

analysis was performed at below- and above-atmospheric pressure. Figure 3.5 shows
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part of the detailed reaction path diagram for H element flux at 300 s (see Appendix

Figures A.2 and A.5 for a detailed flux diagram). It can be seen that during the

initial decomposition stage (at 30 s), the fall-off reaction CH4 (+M) ⇐⇒ CH3 +

H and the elementary reaction CH4 + H ⇐⇒ CH3 + H2 were responsible for the

majority of the H element flux transfer. Note that ‘M’ is a third body collider in the

above fall-off reaction. The most important reaction pathways and their flux values

do not change until 300 s, at both low- and high-pressure, implying that the reactions

responsible for H2 formation are kinetically slow and do not contribute further to the

decomposition process, i.e. the reaction rate parameters are not accurate. As the

initial decomposition step was slow, the reaction pathways leading to secondary and

tertiary species do not become active. The reaction path diagram also does not show

any signs of heavier hydrocarbon formation even though experiments depicted the

formation of carbon black. With the inclusion of a carbon black model, the model

does not show any methane decomposition and still underpredicts the experimental

data at 892 K as seen in Figure 3.4. Based on these observations, it can be concluded

that the rate parameters of the reaction mechanism proposed in reference [90] do

not reflect homogeneous decomposition conditions at low temperature and elevated

pressure and are responsible for the observed under-prediction. Furthermore, tuning

the rate parameters of the pressure-dependent reactions in the high-pressure limit,

i.e. the fall-off reaction CH4 (+M) ⇐⇒ CH3 + H and the elementary reaction CH4

+ H ⇐⇒ CH3 + H2, might help compensate for the delayed H2 formation.

3.1.2.2 Medium temperature

Figure 3.6 shows the experimentally measured and numerically predicted mole frac-

tion percentages for methane, hydrogen, ethane, ethylene, acetylene, and carbon mass

at 1093 K and 398.8 kPa. The increase in temperature results in improved reaction

kinetics with approximately 55% of methane decomposing to achieve a 0.52 hydrogen

mole fraction. Within the first 15 s, close to 25% of initial methane decomposed
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Figure 3.6: Comparison of the model predictions against experimental data at 1093 K
and 398.8 kPa for a) methane; b) hydrogen; c) ethane; d) ethylene; e) acetylene;
and f) carbon mass. Markers represent the experimental data obtained from this
study. Lines represent the reaction mechanisms used, namely GRIMECH 3.0 [82],
NUIGMech 1.1 [90], Ranzi et al. [87], Appel et al. [69], and AramcoMech 3.0 [83].

to yield a hydrogen mole fraction of 0.21. The mole fraction percentage profile for

methane and hydrogen decreased and increased, respectively, for the first 150 s, after

which the secondary and tertiary reactions started contributing to methane forma-

tion, leading to equal methane consumption and formation rates [31, 32]. Due to a

net zero formation rate, the amount of methane and hydrogen do not change with an

increase in the residence time.

The numerical models in Figure 3.6 still under-predict methane (≈ 6% decompo-

sition from NUIGMech 1.1 [90] mechanism) and hydrogen mole fraction percentages.

The equilibrium analysis shows that close to 82% of methane should decompose to a

product mixture containing a hydrogen mole fraction of 0.83. The equilibrium values

of methane and hydrogen show that the experimental data is well within the max-

imum possible decomposition value. Numerically, the reaction models implemented

in the gas phase are not able to accelerate the decomposition rate and accurately

follow the high-pressure data. Figure 3.7 shows the refined reaction path diagram for
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Figure 3.7: Reaction flux diagram for hydrogen element at 0.5 atm (left) and 4 atm
(right), 1093 K and 300 s using a flux limit of 0.1. A flux threshold was used to
filter the reactions below the value provided in the sub-caption. NUIGMech 1.1 [90]
reaction mechanism was used to generate the flux diagram. ‘fwd’ and ‘rev’ are the
net forward and reverse hydrogen element fluxes, respectively. The number above the
‘fwd’ flux represents the net flux as given by equation (2.2.22). ’IND’ in subfigure b
refers to indene (C9H8).
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H element flux (see Appendix Figures A.3 and A.6 for a detailed flux diagram). The

reactions, such as 2CH3 (+M) ⇐⇒ C2H6, C2H6 + CH3 ⇐⇒ C2H5 + CH4, C2H6 +

H ⇐⇒ C2H5 + H2 and C2H5 (+M) ⇐⇒ C2H4 + H, were found to have a lower flux

value at high pressure (4 atm) as compared to low pressure (0.5 atm) at a residence

time of 300 s. The other major pathways, such as CH4 + H ⇐⇒ CH3 + H2 and

reactions involving the CH3 radical leading to the formation of the reactive H atom,

were found to have a marginally higher H element flux value at high pressure (4 atm)

as compared to low pressure (0.5 atm) at a residence time of 300 s. Due to a lower flux

value, the contribution to hydrogen formation at high pressure is hindered and the

reaction model under-predicts hydrogen mole fraction percentage. While tracking the

transient hydrogen evolution, a lower element flux value at elevated pressure shows

inconsistency in the reaction rate parameters, especially for the fall-off reactions in the

high-pressure limit. The elementary reactions involving the CH3 radical and leading

to hydrogen formation via ethane and ethyl reaction pathway might be responsible for

the observed under-prediction at high pressure and medium temperature conditions.

The intermediate species mole fraction profiles, as shown in Figure 3.6, for ethylene,

ethane, and acetylene, are over-predicted by NUIGMech 1.1 [90], Ranzi et al. [87], and

AramcoMech 3.0 [83] mechanisms. Figure 3.8 shows a comparison of ethane concen-

tration profile at sub-atmospheric and above-atmospheric pressure and at approxi-

mately the same temperature (≈ 1103 K), that allows us to compare the difference

in the pressure-dependent decomposition chemistry and the related model accuracy.

The sub-atmospheric experiments (at 59 kPa) performed by Chen et al. [32] showed

autocatalysis in ethane concentration profile at 1103 K which the model in refer-

ence [90] accurately tracked, whereas during the in-house experiments at 1093 K,

ethane autocatalysis was absent and the model predictions (showing autocatalysis)

were offset by a large margin. Instead, the intermediate species attained a peak in the

initial stages of the decomposition and gradually reduced with time. The interme-

diate species predictions by the kinetic model show that the rate parameters for the
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Figure 3.8: Comparison of the model predictions for ethane at sub- and above-
atmospheric pressure conditions. Markers in sub-figure a) represent the sub-
atmospheric pressure experimental data obtained from reference [32] at 1103 K and
59 kPa, whereas the markers in sub-figure b) represent the high pressure experimental
data obtained from the experimental facility at 1093 K and 398.8 kPa. Line represent
the reaction mechanism used, namely NUIGMech 1.1 [90]. Note that y-axis data in
sub-figure a) was available in concentration units and hence taken as it is from the
article [32].
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elevated pressure condition are not fast enough and need to be properly estimated.

Chen et al. [32] did not observe soot formation on the reactor walls until a residence

time of 240 s. This means that the decomposition remained slow under low pressure

conditions. On the other hand, in the present work, soot formation was visible in the

initial stages of methane decomposition. The early decomposition of the intermediate

species to carbon at elevated pressure could be another reason for the over-prediction

which none of the available reaction models account for.

Figure 3.6 also shows the decomposition results obtained with carbon formation

at 1093 K and 398.8 kPa. At these conditions, the model still underpredicts the

experimental mole fraction percentages for methane and hydrogen. Although the

model shows signs of decomposition after 120 s, it is far below the experimental

observations. The mass transfer from gas to the solid-phase is negligible. Figure 3.6f

shows the transient evolution of carbon mass generated inside the reactor. A negligible

amount of carbon formed at 1093 K and 398.8 kPa shows that methane decomposition

has not yet been initiated. The intermediate species profile is overpredicted with or

without solid carbon. The mole fraction percentage of acetylene is always zero in the

carbon model, which confirms that acetylene in the gas-phase is decomposed to solid

carbon and hydrogen, and the latter returns back to the gas-phase. The observed

discrepancy at 1093 K with the experimental results can be attributed to the slow

kinetic rate parameters of the initial methane decomposition reaction.

3.1.2.3 High temperature

Figure 3.9 shows the comparison of the experimental and numerical mole fraction

profiles of methane, hydrogen, ethane, ethylene, acetylene, and the numerical carbon

mass at 1292 K and 398.8 kPa. A 55% decomposition in methane was observed

and hydrogen mole fraction was found to be around 0.53. Most of the decomposition

occurred in the first 60 s, after which methane decomposition and hydrogen formation

attained a steady-state value. The gas pressure inside the reactor rose by a factor of
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Figure 3.9: Comparison of the model predictions against experimental data at 1292 K
and 398.8 kPa for a) methane; b) hydrogen; c) ethane; d) ethylene; e) acetylene;
and f) carbon mass. Markers represent the experimental data obtained from this
study. Lines represent the reaction mechanisms used, namely GRIMECH 3.0 [82],
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Note that the results for the legend ‘NUIGMech 1.1 with carbon’ were obtained using
a reduced NUIGMech 1.1 mechanism at 1292 K and 398.8 kPa.
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Figure 3.10: Reaction flux diagram for hydrogen element at 0.5 atm (left) and 4 atm
(right), 1292 K and 300 s using a flux limit of 0.1. A flux threshold was used to
filter the reactions below the value provided in the sub-caption. NUIGMech 1.1 [90]
reaction mechanism was used to generate the flux diagram. ‘fwd’ and ‘rev’ are the
net forward and reverse hydrogen element fluxes, respectively. The number above the
‘fwd’ flux represents the net flux as given by equation (2.2.22). ’IND’ in subfigures a
and b refers to indene (C9H8).
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1.3 during the course of the overall decomposition.

Except for GRIMECH 3.0 [82] mechanism, the rest of the kinetic models closely

followed methane and hydrogen mole fraction percentage trends at 1292 K and

398.8 kPa. Baighmohammadi et al. [90]’s reaction model showed the best agree-

ment with the experimental data. The equilibrium analysis predicted methane and

hydrogen mole fraction values of 0.05 and 0.94, respectively.

Figure 3.10 shows the subset of the detailed reaction path diagram for H element

flux (see Appendix Figures A.4 and A.7 for a detailed flux diagram). It can be seen

that the cumulative H element flux transferred from the initial decomposition fall-off

reaction, CH4 (+M) ⇐⇒ CH3 + H, and H ⇐⇒ H2 pathway, was lower at above-

atmospheric pressure as compared to the flux values obtained at sub-atmospheric

pressure. The fall-off reaction, CH4 ⇐⇒ CH3 + H, was still important for H2 forma-

tion although the decomposition chemistry had shifted towards heavier hydrocarbons

as discussed next.

A peak in the intermediate species mole fraction profiles, as shown in Figure 3.9,

was observed in the first 20 s of the experiments, after which the species concentra-

tions reduced gradually. The models over-predict the intermediate species, namely

ethane, ethylene, and acetylene, until the first peak observed and thereafter. The

closest agreement for the intermediate species is obtained from the reaction model

by NUIGMech 1.1 [90]. The remaining models, except for GRIMECH 3.0 [82] mech-

anism, provide a similar mole fraction trend, although the deviation from the ex-

perimental data is large. Reaction path analysis for H in Figure 3.10 shows that

at high pressure the decomposition chemistry is shifted towards reactions involving

heavier hydrocarbons, such as C6H6 and IND (C9H8). The hydrogen element flux

initially originating from the primary and the secondary species shifted towards the

tertiary and C6 hydrocarbons. The maximum hydrogen element flux after a residence

time of 300 s originated from the reactions, C6H5 + CH4 ⇐⇒ C6H6 + CH3, C6H5

+ H2 ⇐⇒ C6H6 + H and C6H6 + C3H3 ⇐⇒ C9H8 + H. Hence, it can be seen that
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methane decomposition reached a stage where the heavier hydrocarbons are leading

the contribution to hydrogen formation. However, due to the lack of a solid-phase

model, the decomposition pathway to solid carbon and hydrogen is unavailable and

the reaction mechanisms over-predict the intermediate species profiles. The model

results obtained with carbon formation are discussed in the next paragraph.

It is to be noted that methane decomposition at higher temperatures and pres-

sures becomes complex and the chemistry associated with it is very fast. For this

reason, with the inclusion of carbon, the system of equations is stiff and the ODE

solver encountered numerical instability and failed to converge. When the detailed

mechanism [90] is used at 1292 K and 398.8 kPa, the solver does not converge even

after reducing the step size from 1 s to 10−4 s. Increasing the maximum number of

steps taken internally from 500 to 1000 did not improve convergence. Further refin-

ing the step size would require a significant computational load, and it is uncertain

whether the solver will converge. Therefore, to numerically predict the decomposition

products at 1292 K and 398.8 kPa with carbon, the detailed model consisting of 1516

reactions and 325 species was first reduced using the methodology defined in refer-

ence [97]. The resulting mechanism consisted of 343 reactions and 60 species and the

result obtained with carbon formation at 1292 K and 398.8 kPa is shown in Figure 3.9.

At elevated temperatures, it can be seen that the model overpredicts the experimen-

tal methane decomposition and hydrogen mole fraction values at times greater than

15 s. Intermediate species formation is accurately tracked with the inclusion of a

solid phase model. One reason for the overprediction is that no activation energy

was used while transferring mass from the gas phase to the solid phase. Increasing

the artificially low activation energy of acetylene converting to carbon and hydrogen

would decrease methane conversion. When the activation energy of the sink reaction

was increased to 355.64 kJ/mol, the model predictions were significantly improved.

The former value of 0 kJ/mol is used to illustrate the largest possible conversion to

carbon while the latter value of 355.64 kJ/mol is obtained empirically to be able to
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achieve good agreement with experimental data. Figure 3.9f shows the increase in the

mass of carbon formed inside the reactor with time. It can be seen that the carbon

growth profile is directly proportional to the methane decomposition trend due to

faster kinetics. These results show that including the formation of solid carbon in

the reaction mechanism for methane pyrolysis is necessary to improve the agreement

with the experimental data. Future work will focus on calibrating the gas and solid

phase kinetic rate parameters so that the experimental data could be reproduced.

3.1.3 Discussion

The comparison between the experimental data obtained from the literature [31] and

in the present study to gas phase numerical model predictions show that the avail-

able reaction models only provide accurate predictions at sub-atmospheric pressure,

and above-atmospheric pressure and high temperature but not at above-atmospheric

pressure and low temperature. The H element reaction flux pathway analysis shows

that hydrogen formation via different elementary pathways in the low temperature

and elevated pressure regime is so slow that it becomes impossible for the current

reaction models to accurately follow the evolution of the decomposition products.

Fall-off reactions, such as methane dissociating to methyl radical and hydrogen atom,

and methyl recombination reaction to form ethane, initiating the decomposition pro-

cess and contributing to the hydrogen formation have a lower H element flux value at

high pressure as compared to the flux value at sub-atmospheric pressures. The lower

flux value implies that the rate parameters for the pressure-dependent reactions are

not accurate and need to be increased especially in the high pressure limit.

The results obtained from the gas phase numerical models show that NUIG-

Mech 1.1 [90]’s mechanism performs the best among the ones considered. The mech-

anism is firmly based on thermochemical principles and has been validated against

a large set of experimental databases. It might be possible that the data at 4 atm

and the lower temperatures reflect the catalytic initiation of the pyrolysis process by
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the carbon formed during the reaction at 892 K and 1093 K where the gas-phase

decomposition would be relatively slow. On the other hand, at 1292 K and 4 atm,

the faster gas-phase decomposition can compete with the catalytic initiation hence a

good agreement with the experimental data is obtained.

Overall, it is possible that the lack of model agreement is due to incorrect reaction

rate parameters, missing catalysis in the numerical model, or both. Designing an ex-

periment that would allow for the measurement of only homogeneous reactions under

the present conditions is highly desirable; however, such an experiment is challenging

with a batch reactor because either methane has to be diluted or the experiment

has to be carried out at very small residence times to avoid the formation of carbon

particles. Operating the reactor at a low partial pressure of methane will produce

decomposition results for low pressure cases, a topic already studied in the literature.

Also, it is very difficult to carry out experiments corresponding to residence times

of the order of milliseconds in a batch reactor. Unfortunately, it is not possible to

obtain measurements of homogeneous reactions under the present reactor operating

conditions.

The gas-phase model with carbon formation is observed to show accelerated de-

composition at 1292 K and 398.8 kPa, whereas the model still underpredicts methane

and hydrogen mole fraction profiles at 892 K and 1093 K. Finally, it becomes critical

to fit NUIGMech 1.1 [90] mechanism rate parameters taking into account the carbon

generated inside the reactor and comparing that to the experimental data obtained

in the present study.

3.2 Conclusion

A batch reactor was fabricated and used to study MTD at high pressure and varying

temperature [2]. To analyze the results, a batch reactor numerical model was also

developed and equipped with a variety of reaction mechanisms. The model was

first validated in the gas phase by reproducing available experimental literature data
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before being used to analyze experimental results and perform a H flux reaction path

analysis.

High pressure methane pyrolysis experiments were performed in the temperature

range of 892–1292 K at a pressure of 4 atm. Compared to decomposition under

sub-atmospheric conditions, high pressure conditions resulted in higher methane con-

version and hydrogen formation, especially at lower temperatures, such as 892 K

and 1093 K. Available reaction mechanisms were not able to accurately track the

decomposition products at low temperatures and elevated pressure without carbon

formation. At high temperature and pressure (1292 K and 4 atm), most of the reac-

tion models accurately predicted methane and hydrogen mole fractions, and the first

peak of the intermediate products. NUIGMech 1.1 [90] mechanism provided the best

agreement with the sub- and above-atmospheric pressure experimental data.

A reaction path flux analysis showed that the deviation in the model predictions

is due to the low reaction rates of fall-off reactions, such as CH4 ⇐⇒ CH3 + H and

2 CH3 ⇐⇒ C2H6, under low and medium temperature and high pressure conditions.

A gas-phase model accounting for the solid carbon was implemented based on

the reaction of acetylene converting to carbon and hydrogen. The inclusion of the

solid carbon did not show any significant rise in methane decomposition at 892 K

and 1093 K. At 1292 K, the model overpredicted the experimental data which was

attributed to the artificially low activation energy used for the carbon formation.

Based on the model results, it can be said that the rate parameters of the reaction

mechanism are slow and need to be tuned for high pressure methane pyrolysis con-

ditions. The presented experimental data should be taken into consideration while

calibrating the reaction rate parameters for elevated pressure conditions.
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Chapter 4

Mechanism reduction and rate
parameter optimization1

4.1 Model reduction

NUIGMech 1.1 [90] was reduced, against the target conditions mentioned in Sec-

tion 2.2.2, to a skeletal mechanism consisting of 60 species and 343 reactions with

an overall induced error of 25.69% compared to the original mechanism. An over-

all species and reaction reduction ratio of 4.41 and 5.41 were obtained, respectively,

within the error provided. Figure 4.1 shows the reduction iterations in the number of

species, reactions, and the error induced (see Appendix Table B.1 for tabulated error

values at each reduction stage) vs the threshold value used. The stopping criteria for

the simulations was a threshold value of 0.2 or an overall error of 30% in the reduced

mechanism whichever was attained first. The simulations started from a threshold

value of 0.01 and by the time it reached a value of 0.08, the error in the reduced

mechanism was 25.69%. For the next threshold value of 0.09, the error in the reduced

1Parts of this chapter are reproduced from the following publications:

1. A Punia et al., “Analysis of methane pyrolysis experiments at high pressure using available
reactor models,” Chemical Engineering Journal, p. 144 183, 2023.

2. J. Tatum et al., “Dataset of methane pyrolysis products in a batch reactor as a function of
time at high temperatures and pressures,” Data in Brief, vol. 47, p. 108 953, 2023.

3. A. Punia et al., “A reduced methane pyrolysis mechanism for above-atmospheric pressure
conditions,” Chemical Engineering Journal, vol. (Under review),

Author contributions are detailed in the Preface of this thesis.
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Figure 4.1: Comparison of the number of species, number of reactions, and overall
error with an increase in the threshold.

mechanism was more than 30% and hence the simulation was terminated. The major-

ity of the reduction happened in the first iteration where 227 species and 962 reactions

associated with them were eliminated while inducing an error of only 1.79%. After

this step, the reduced model consisted of 98 species and 554 reactions. Following the

first reduction iteration, the slope of the species/reaction reduction gradually became

flat, and the target species were found to be sensitive to the removal of the remaining

species. Hence, further reduction in the number of species and reactions increased

the overall error.

4.1.1 High-pressure (HP) reduction

The reduced model predictions were compared against the original model predic-

tions [90] at temperatures of 892 K, 1093 K, and 1292 K, and an initial reactor

pressure of 398.8 kPa in Figures 4.2, 4.3, and 4.4. At 892 K and 1093 K, due to the

slower kinetics, the original and reduced models do not show any finite methane de-

composition. Intermediate species at 1093 K, such as ethane, ethylene, and acetylene,

were slightly overpredicted by the reduced model compared to the original model pre-
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Figure 4.2: Comparison of the original and the reduced model predictions at 892 K
and 398.8 kPa for: a) methane; b) hydrogen; c) ethane; d) ethylene; e) acetylene; and
f) benzene.
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Figure 4.3: Comparison of the original and the reduced model predictions at 1093 K
and 398.8 kPa for: a) methane; b) hydrogen; c) ethane; d) ethylene; e) acetylene; and
f) benzene.
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Figure 4.4: Comparison of the original and the reduced model predictions at 1292 K
and 398.8 kPa for: a) methane; b) hydrogen; c) ethane; d) ethylene; e) acetylene; and
f) benzene.
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dictions, however, the observed discrepancy between the two models was insignificant

as methane decomposition had not started yet.

At 1292 K and 398.8 kPa, faster kinetics led to substantial initial methane decom-

position and hydrogen production until steady-state condition were achieved inside

the batch reactor. The reduced model accurately captured the experimentally ob-

served steep methane decomposition and hydrogen formation in the first few seconds

of the reaction. Additionally, the intermediate species profiles attained a peak in the

initial decomposition stages and gradually declined followed by a steady-state pro-

file. The reduced model captured the original models behaviour and reproduced the

intermediate species profiles.

Based on the results above, we concluded that the reduced model inherits the

methane decomposition chemistry for the target species considered and depicts a

good agreement with the original model predictions at high-pressure.

4.1.2 Low-pressure (LP) reduction

Figure 4.5 compares the original and the reduced model predictions at 1038 K and

59 kPa [31]. The primary, secondary, and tertiary decomposition species were accu-

rately tracked by the reduced mechanism for a residence time ranging from 0–4000 s.

Additionally, ethane autocatalysis, usually observed at low-pressures [29, 31, 32, 92],

was accurately captured by the reduced model. Except for allene (α-C3H4), the

reduced model predictions were in good agreement with the intermediate species pro-

files. For the case of allene, as shown in Figure 4.5f, the profile was well captured

for the first 2000 s, after which the reduced model showed an overprediction. It is

hypothesized that the overprediction in allene concentration was due to missing el-

ementary reactions in the reduced model leading to their formation. The reduced

model predictions were further validated against the low-pressure experimental data

given in references [33, 45] (see Appendix B.3 for additional comparison).
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models as initial design variable sets. A Coliny pattern search method was used
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4.1.3 Discussion

Based on the results obtained from the original and reduced model, it is clear that

within the error specified, the reduced model accurately reproduces the detailed

model predictions for target species given in Section 2.2.2 and even for non-target

species, such as C6H6, both at low and high-pressure methane pyrolysis conditions.

Both mechanisms, however, struggled to accurately track low-temperature and high-

pressure batch reactor experimental data [1]. To find a mechanism valid over a range

of low- and high-pressure conditions, the reduced mechanism rate parameters, i.e.,

the pre-exponential factors and the activation energies of the gas-phase reactions,

were fitted against methane and hydrogen mole fraction profiles obtained from the

data by Tatum et al. [2] for 892 K, 1093 K, and 1292 K, and 398.8 kPa.

107



4.2 Rate parameter optimization

Figure 4.6 shows the least-square residual variation with function evaluations for the

optimized set of rate parameters obtained using several rate parameter set as a start-

ing guess. Using the original reduced model rate parameters, close to 60% residual

reduction was achieved in the first 80,000 function evaluations. An overall 75% re-

duction in the residual was finally achieved. The multi-start random design sets were

found to generate non-physical rate parameters and never converged to an optimal

solution. Finally, when the original reduced model set of parameters were perturbed,

the optimizer was able to achieve physical solution but the residual was 45% larger

than the residual obtained using the base/reduced mechanism parameters as initial

guess. This study highlights the complex nature of the least-square optimization

problem, and shows that the final solution might be local. On the other hand, it also

shows that using the reduced model parameters as an initial guess for the optimization

leads to the most improved solution among the optimization cases considered.

It was observed that, although the optimization algorithm achieved a significantly

lower value of the residual, some species exhibited an unrealistically rapid increase in

concentration after the initial few seconds. To address the issue, a post-optimization

sensitivity analysis was performed by independently changing the forward rate con-

stant of each reaction by three orders of magnitude in each direction and comparing

the initial change in species concentration with the experimental data. The kinetic

parameters of the reactions showing a more realistic species concentration profile,

i.e., CH4, H2, were modified and the updated mechanism was taken as the optimal

solution.
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Figure 4.7: Comparison of the optimized and reduced model predictions against the
experimental data at 892 K and 398.8 kPa for a) methane; b) hydrogen; c) ethane;
d) ethylene; e) acetylene; and f) carbon. The triangle in CH4 and H2 indicates the
mole fraction percentage predicted using the thermodynamic equation (1.2.1).

4.2.1 Model validation at above-atmospheric pressure

4.2.1.1 Low temperature

Figure 4.7 shows the experimental and predicted results obtained using the reduced

and optimized model with carbon formation at 892 K and 398.8 kPa. A significant

improvement in the species predictions was obtained with the optimal set of rate pa-

rameters. The major species predictions were found to be in better agreement with

the experimental data than the original mechanism predictions although an underpre-

diction in methane consumption and hydrogen formation was observed. Intermediate

species, such as ethane and ethylene, attained a peak in the first few seconds (< 15 s)

of the decomposition followed by a gradual decline in the mole fraction percentage.

A similar behaviour was observed in experiments where ethane and acetylene con-

centrations peaked out and declined gradually with residence time [2]. This can be

attributed to carbon formation via the acetylene pathway. In the initial decomposition

stage, the concentrations of primary decomposed species, such as methane, ethane,
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Figure 4.8: Comparison of the optimized and reduced model predictions against the
experimental data at 1093 K and 398.8 kPa for a) methane; b) hydrogen; c) ethane;
d) ethylene; e) acetylene; and f) carbon. The triangle in CH4 and H2 indicates the
mole fraction percentage predicted using the thermodynamic equation (1.2.1).

and ethylene, are high, thereby generating large amounts of acetylene. The increase

in acetylene formation was compensated by a sharp decrease in ethane and ethylene

mole fraction percentages, after which the decomposition chemistry inside the reactor

becomes slow and the intermediate species profiles attain a steady-state value. Based

on the results, it can be said that the fitted model can accurately track methane and

hydrogen mole fractions, and capture the physical phenomenon in ethane, ethylene,

and acetylene mole fraction profiles under low-temperature conditions.

4.2.1.2 Intermediate temperature

Figure 4.8 shows the experimental data, reduced, and optimized model predictions

at 1093 K and 398.8 kPa. While the reduced model struggled to accurately predict

the major decomposition products, i.e., methane and hydrogen, the optimized model

accurately tracks methane and hydrogen mole fraction profiles. For intermediate

species, the optimized model predicts an initial peak in mole fractions followed by a

decline in the mole fraction percentage, due to carbon formation. This behavior was
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Figure 4.9: Comparison of the optimized and reduced model predictions against the
experimental data at 1292 K and 398.8 kPa for a) methane; b) hydrogen; c) ethane;
d) ethylene; e) acetylene; and f) carbon. The triangle in CH4 and H2 indicates the
mole fraction percentage predicted using the thermodynamic equation (1.2.1).

overpredicted in the case of ethane, whereas for ethylene and acetylene, the optimized

model predicted no formation. The optimized model predictions were thus consistent

with the experimental data.

The optimized model shows less carbon formation compared to the reduced model

predictions as the majority of the carbon gets transferred to heavier hydrocarbons,

such as indene (C9H8). The carbon formation model had acetylene as the sink species

and might be the reason for lesser carbon formation in the optimized model compared

to the carbon formation from the reduced model.

4.2.1.3 High temperature

Figure 4.9 shows the experimental data, original, and optimized model predictions at

1292 K and 398.8 kPa. The optimized model overpredicts the experimental methane

conversion. The optimal parameters can only achieve a compromise between all three

temperatures. Figures 4.9a, 4.9b, and 4.9c show that at high-temperature and high-

pressure, the optimized mechanism predicts very fast methane decomposition result-
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ing in a sharp rise in product concentrations in the first few seconds. Afterwards, the

methane decomposition and hydrogen formation profiles attain steady-state condi-

tions. Ethane concentration was better tracked by the optimized model compared to

the reduced model. The ethylene and acetylene mole fraction profiles obtained from

the optimized model underpredict the experimental concentrations due to accelerated

heavier hydrocarbon formation. With the optimized model generating a large amount

of PAHs, only a small amount of solid carbon was predicted compared to the reduced

model predictions.

4.2.2 Model validation at low-pressure

4.2.2.1 Low temperature

Figures 4.10 and 4.11 show the optimized and reduced model predictions obtained at

a temperature of 1038 K, and at pressures of 13 kPa and 59 kPa, respectively. Note

that low pressure data was not used in the parameter estimation as the reduced model

already provided accurate results and most reactions had independent low and high

pressure-dependent rate parameters. Therefore, the aim is to make sure the optimized

values did not introduce significant errors at low pressures. Figure 4.10 shows that,

at 13 kPa, the optimized model is able to track the intermediate species observed

during the experiments by Chen et al. [32], i.e., ethane and ethylene, even though

the new parameters slightly overpredict ethane production. Figure 4.11, at 1038 K

and 59 kPa, also shows the optimized model results agree with experiments with

only a minor underprediction in ethylene and an overprediction in ethane observed

after 300 s. The optimized model still followed the decomposition profiles under

low-temperature and low-pressure with good accuracy.

4.2.2.2 Intermediate temperature

Figure 4.12 shows a comparison of the decomposition products [31] and the reduced

and optimized model predictions at an intermediate temperature of 1103 K and at
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Figure 4.10: Comparison of the optimized model predictions against the experimental
data at 1038 K and 13 kPa for a) ethane; and b) ethylene.
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Figure 4.11: Comparison of the optimized model predictions against the experimental
data at 1038 K and 59 kPa for a) acetylene; b) ethylene; c) ethane; d) hydrogen; e)
propene; and f) allene.
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Figure 4.12: Comparison of the optimized model predictions against the experimental
data at 1103 K and 59 kPa for a) ethylene; b) ethane; and c) acetylene.

a pressure of 59 kPa. The optimized model accurately predicts the transient profiles

of ethylene and acetylene across the experimental time range. The model predictions

for ethane agreed with the experimental data up to the first 60 s of the decomposition

period, after which a minor overprediction was observed. The discrepancy observed

was again attributed to the optimized model not being able to convert the available

ethane in the reactor to ethylene leading to an overestimated concentration.

The optimized model was further tested against the batch reactor data of Aru-

tyunov et al. [33]. Figure 4.13 shows the optimized and reduced model predictions for

methane, hydrogen, acetylene, ethylene, and ethane at 1100 K and 58 kPa. The op-

timized model accurately predicted the major decomposition products, i.e., methane

and hydrogen, for a residence time of 1800 s. The experimentally observed minor

products were accurately captured by the reduced and fitted model up to the first

500 s, after which a slight overprediction was observed. The discrepancy was at-

tributed to one of the following reasons: i) either there was carbon formation in the

system which acted as a catalyst and the gas-phase model did not account for; or ii)
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Figure 4.13: Comparison of the optimized model predictions against the experimental
data from Arutyunov et al. [33] at 1100 K and 58 kPa for a) methane and hydrogen;
b) acetylene; c) ethylene; and d) ethane.

as the uncertainties in the experimental data were not available, and the concentra-

tion (%) of acetylene, ethylene, and ethane were less than 1% in the product mixture,

the experimental error might have contributed to the difference. With the inclusion

of the carbon formation model at low pressures, the model generated similar profiles

for acetylene, ethylene, and ethane. This meant that under low-pressure conditions,

the reactor generated large quantities of higher-order hydrocarbons and less carbon

as discussed earlier. The latter case of the model predictions within the experimen-

tal error range was, thus, taken as one of the contributing factors to the observed

discrepancy.

4.2.2.3 High temperature

Figure 4.14 shows the optimized model predictions and the experimental data [33] for

methane and hydrogen at a temperature of 1200 K and at pressures of 15 kPa and

93 kPa. In this case, the kinetics of methane decomposition are dominated by the tem-

perature with pressure playing a minor role and the transient methane decomposition
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Figure 4.14: Comparison of the optimized model predictions for methane and hydro-
gen against the experimental data Arutyunov et al. [33] at 1200 K and at a) 15 kPa;
and b) 93 kPa.

is accurately tracked by the optimized model at both pressures. Similarly, hydrogen

concentration profiles at different pressures were in line with the experimental data

points.

Figure 4.15 shows the model predictions and the experimental data for methane,

hydrogen, acetylene, ethylene, and ethane at 1200 K and 58 kPa. The optimized

model predictions for the major species observed, i.e., methane and hydrogen, also

show good agreement with the experimental data. The model predictions for the

minor species agreed with the experimental data up to the first peak observed, after

which the model followed the experimental data with an offset. It was hypothesized

that the observed discrepancy was due to the formation of carbon in the reactor

under high-temperature conditions. The inclusion of carbon formation in the model,

however, yielded the same concentration profiles for the minor species. Overall, the

agreement of the optimized model predictions with the experimental data is good

and can be considered as acceptable. Further validation of the optimized model at

low-pressure conditions is shown in Appendix B.3.
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Figure 4.15: Comparison of the optimized model predictions against the experimental
data at 1200 K and 58 kPa for a) methane; b) hydrogen; c) acetylene; d) ethylene;
and e) ethane.

4.2.3 Discussion

Although, the optimized model predictions show good agreement with the experimen-

tally available data in the literature up to 1100 K, a disagreement in ethylene and

ethane concentration profiles was observed. The reason for this discrepancy was due to

the modification of the rate parameters in the high-pressure limit during optimization

for the fall-off reaction C2H4+ H (+M) <=> C2H5 (+M). During low-pressure de-

composition of methane, the primary decomposition (up to 1000 s) products observed

are hydrogen and ethane [31]. The ethane molecules formed undergo decomposition

with hydrogen and form an ethyl radical and a hydrogen molecule via the reaction

C2H6+ H <=> C2H5 + H2. The forward rate constant for the fall-off reaction C2H4+

H <=> C2H5 (+M) was reduced during the optimization as the activation energy

for the high-pressure limit was increased by the algorithm. To maintain the same

value of the equilibrium constant, the backward rate was required to be reduced by a

similar proportion. As a result, ethane molecules in the reactor could not convert to
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ethyl radicals resulting in the overprediction after the primary stage. Similarly, due

to a reduced backward rate constant, the formation of ethylene was not sufficient to

accurately follow the experimental profile. The ethylene formation reaction was, in

particular, found to be critical for accurately predicting methane decomposition and

hydrogen formation at high-pressures. Hence, a slight discrepancy was incorporated

in the optimized model for low-temperature, low-pressure conditions as a trade-off

for the significant increase in accuracy at high-pressure.

4.3 Path flux analysis

To identify the critical reaction paths impacting the species concentrations, a path

flux study of the reduced and optimized mechanisms was performed, and the carbon

element flux was captured. The analysis also gave an idea of how additional reactions,

if any, were activated in the optimized model. The detailed methodology for the

analysis performed is given by Punia et al. [1].

Figure 4.16 shows the carbon element flux transfer between species via different

reaction pathways at 892 K and 398.8 kPa obtained using the reduced and opti-

mized mechanisms. An increased kinetic activity was observed using the optimized

set of kinetic parameters. The formation of propyl radical (n-C3H7) from isopropyl

radical (i-C3H7) showed the largest transfer of carbon. The propyl radical, in turn,

contributed to the formation of ethylene (C2H4) and active methyl radicals (CH3).

The methyl radicals contributed to increased consumption of methane and propene

(C3H6) formation. The ethylene molecules assisted in acetylene formation, thereby

opening a path to PAHs, solid carbon formation and H2, i.e., the production of C2H2.

Acetylene and propene were also found to aid aromatic formation via the formation

of C5H6 rings. The altered rate parameters activated the above-mentioned reaction

paths and thus contributed to a rise in methane decomposition.

Figure 4.17 shows the transfer of the carbon element flux across different species

at 1093 K and 398.8 K using the reduced and fitted reaction models. The most crit-
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Figure 4.16: Reaction flux diagram for carbon element at 892 K and 398.8 kPa
using the reduced and the optimized kinetic models at 100 s. ‘fwd’ and ‘rev’ are the
net forward and reverse carbon element fluxes, respectively. The number above the
‘fwd’ flux represents the net flux as given by Punia et al. [1]. The flux diagram was
obtained using a threshold limit of 0.1 and 0.2 for the reduced and fitted reaction
models, respectively.

119



CH4

CH3

 1
 fwd: 10.3
 (+ M) (2%)
 + C3H3 (4%)
 + C3H5-A (8%)
 + C5H5 (6%)
 + H (78%)
 + IC4H7 (1%)
 
 rev: 9.26
 + C2H4 (1%)
 + C2H6 (4%)
 + C3H4-P (3%)
 + C3H6 (9%)
 + C5H6 (6%)
 + H2 (75%)
 + IC4H8 (1%)

C2H6

 0.722
 fwd: 1.26
 + CH3 (+ M)
 
 rev: 0.537
 (+ M)

C3H6

 0.158
 fwd: 0.181
 + C2H4
 
 rev: 0.0231
 + H

C2H5

 0.633
 fwd: 0.705
 + CH3 (97%)
 + H (3%)
 
 rev: 0.0721
 + CH4 (98%)
 + H2 (2%)

C4H8-2

 0.104
 fwd: 0.108
 + CH3
 
 rev: 0.00399
 + H

C2H4

 0.64
 fwd: 0.7
 (+ M)
 
 rev: 0.0597
 + CH4 (3%)
 + H (+ M) (97%)

 0.322
 fwd: 0.362
 + CH3
 
 rev: 0.0394
 + H

C3H5-A

 0.115
 fwd: 2.37
 + CH4 (99%)
 + H2 (1%)
 
 rev: 2.26
 + CH3 (94%)
 + H (1%)

C4H71-3

 0.102
 fwd: 0.105
 + CH3 (93%)
 + H (3%)
 
 rev: 0.00271
 + CH4 (97%)
 + H2 (3%)

C3H3

C3H4-P

 0.106
 fwd: 1.01
 + CH4 (99%)
 
 rev: 0.902
 + CH3 (99%)

C4H612

 0.125
 fwd: 0.194
 
 rev: 0.0697
 + CH3

C4H6

 0.102
 fwd: 0.176
 
 rev: 0.0736
 + H

(a) Reduced model

CH4

CH3

 0.641
 fwd: 1.13e+10
 + H
 
 rev: 1.13e+10
 + H2

C2H5

 0.588
 fwd: 8.31e+03
 + CH3
 
 rev: 8.31e+03
 + H

IC3H7

 0.201
 fwd: 35
 + C2H5
 
 rev: 34.8
 + H

C3H6

 0.275
 fwd: 149
 + C2H4
 
 rev: 149
 + H

 0.402
 fwd: 70.1
 + CH3

 rev: 69.7
 + H

C2H4

 0.272
 fwd: 69.5
 + C3H6
 
 rev: 69.2
 + IC3H7

NC3H7

 0.318
 fwd: 1.23e+03
 
 rev: 1.23e+03
 + C2H4

 0.636
 fwd: 2.46e+03

 rev: 2.46e+03
 + CH3

 1
 fwd: 1.27

 rev: 0.273

 0.399
 fwd: 104
 + C2H5
 
 rev: 104
 + C2H4

C3H5-A

 0.486
 fwd: 7.05e+03
 
 rev: 7.05e+03
 + H

C5H6

 0.114
 fwd: 0.114
 + C5H5

IND

 0.454
 fwd: 0.454
 + C5H5

C5H5

 0.562
 fwd: 478
 + CH3
 
 rev: 477
 + CH4

 0.549
 fwd: 298
 + CH3
 
 rev: 298
 + H

C2H3

 0.361
 fwd: 1.82e+05
 + CH3
 
 rev: 1.82e+05
 + CH4

C2H2

 0.288
 fwd: 567
 + CH3 (97%)
 + H (3%)
 
 rev: 567
 + CH4 (97%)
 + H2 (3%)

 0.385
 fwd: 0.595
 + C3H5-A
 
 rev: 0.21
 + H

 0.578
 fwd: 0.893
 + C2H2
 
 rev: 0.315
 + H

C3H4-A

 0.355
 fwd: 0.355
 + H

C3H4-P

 0.355
 fwd: 0.355
 + H

C6H5

 0.711
 fwd: 0.711
 + H

C3H5-T

 0.115
 fwd: 0.121
 + H
 
 rev: 0.00658

B13DE2MJ

 0.166
 fwd: 0.166
 
 rev: 4.78e-05
 + H

 0.568
 fwd: 0.568
 + C5H6

C6H6

 0.717
 fwd: 6.23
 + CH4 (74%)
 + H2 (26%)
 
 rev: 5.51
 + CH3 (74%)
 + H (26%)

(b) Optimized model

Figure 4.17: Reaction flux diagram for carbon element at 1093 K and 398.8 kPa using
the reduced and the optimized kinetic models at 100 s. ‘fwd’ and ‘rev’ are the net
forward and reverse carbon element fluxes, respectively. The number above the ‘fwd’
flux represents the net flux as given by Punia et al. [1].
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ical reaction in the reduced model was CH4 <=> CH3 + H and the majority of the

carbon element transfer occurred via the following path: CH3 → C2H6 → C2H5 →

C2H4 → C3H6 and as the carbon flux transfer was limited to the primary and the

secondary hydrocarbons, the decomposition was underpredicted. Additionally, the

flux magnitude was not sufficient to contribute to the formation of acetylene, i.e. the

carbon-forming species. With the fitted set of rate parameters, i.e., Figure 4.17b,

the primary decomposition pathway was bypassed and additional reaction pathways

were created to increase decomposition. The carbon flux transfer from the optimized

model bypassed C2H6 formation from CH3 owing to the attainment of steady-state at

a residence time of 100 s. An additional pathway, i.e., C2H5 → IC3H7 → NC3H7 →

C2H4 → C2H3 → C2H2, resulted in an increase in the formation of ethylene and con-

tributed to the formation of acetylene and heavier hydrocarbons under high-pressure

conditions. The formation of active CH3 radicals from linear hydrocarbons, such as

NC3H7, and aromatic hydrocarbons, such as C5H6, ensured that the decomposition

of methane is continuous.

Figure 4.18 shows the carbon element flux transfer across different species at 1292 K

and 398.8 K using the reduced and fitted kinetic models at 100 s. Based on the

fluxes obtained from the reduced model, the majority of the flux transfer shifted

to heavier hydrocarbons. The hydrogenation of indene (C9H8) forming a phenyl

radical (C6H5) was the most critical reaction. One of the reasons for the shift in the

decomposition kinetics to heavier hydrocarbons is due to the attainment of steady-

state profiles for different species. On the other hand, the flux diagram obtained

from the fitted kinetic model shows that, even with a coarse threshold limit, the

reactions responsible for the initial dissociation of methane exist under high-pressure

conditions. Due to the continuous decomposition of methane to various intermediate

products, the fitted model slightly overpredicted methane and hydrogen mole fraction

profiles (Figure 4.9).

Based on the results obtained from the path flux analysis, it can be concluded that
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Figure 4.18: Reaction flux diagram for carbon element at 1292 K and 398.8 kPa using
the reduced and the optimized kinetic models at 100 s. ‘fwd’ and ‘rev’ are the net
forward and reverse carbon element fluxes, respectively. The number above the ‘fwd’
flux represents the net flux as given by Punia et al. [1]. The flux diagram was obtained
using a threshold limit of 0.1 and 0.25 for the reduced and fitted reaction models,
respectively.
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the altered set of reaction rate parameters, especially under low-temperature condi-

tions of 892 K and 1093 K, drove up methane decomposition and hydrogen formation

by activating additional reaction pathways. The movement of carbon flux starting

from methane to heavier hydrocarbons increased rapidly to accurately capture the

thermal decomposition.

4.3.1 Use of non-similar threshold values for the path flux
analysis

The threshold values for the path flux analysis for the reduced and optimized mech-

anisms were intentionally kept different. One of the reasons was that the reduced

mechanism showed limited carbon flux transfer activity for a particular value of the

threshold. Due to this, the flux diagram contained fewer species thereby making the

analysis limited. The flux diagram obtained using the optimized mechanism shows

significant flux transfer activity even with a coarse threshold value. Hence, in the

present study, a refined threshold value was used for the reduced mechanism, whereas

a coarser value was used while generating the flux diagram using the optimized reac-

tion mechanism.

123



Chapter 5

Carbon formation

In the previous two chapters, a single-step sink reaction, given in Equation (2.1.16),

has been assumed to contribute to the formation in the form of solid carbon. However,

carbon is produced in the form of soot. The formation of soot particles is governed by

different sub-processes, as discussed in Chapters 1 and 2, and need to be accounted

for. Additionally, the single-step reaction model is not able to provide information

regarding the produced soot particle, such as the number concentration, number of

primary particles per aggregate, primary particle diameter, particle mobility diame-

ter, and particle gyration diameter. Hence, a 0D monodisperse population balance

method was coupled to the batch reactor model in Chapter 4 to estimate soot forma-

tion during pyrolysis and to track the particle concentration and its morphology over

time. The soot formation model was adopted from the work by Kholghy et al. [151]

which was initially proposed to study soot formation for the combustion conditions.

The particle growth model, however, can be used for different decomposition condi-

tions and, hence, was tested in this work for the pyrolysis conditions.

5.1 Validation against the benchmark results

The soot model was developed in stages targeting individual sub-physics, such as

coagulation, surface growth, and aggregation. Before coupling with the gas-phase

model, the sub-models implemented were first independently validated against the
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Figure 5.1: Aggregate number density (left) and particle diameter (right) comparison
between the model implemented in this work and data reproduced from Kholghy
et al. [151] for pure coagulation at 1830 K and 101325 Pa.

model results from Kholghy et al. [151] for the following cases discussed below.

5.1.1 Pure coagulation

In pure coagulation, two particles of same size collide, fuse together, and generate a

single particle with a diameter bigger than the colliding particles. The monodisperse

population balance model in this case was validated against the results by Kholghy

et al. [151] for an initial particle concentration of 2.6 ×1018 (#/m3) and an initial

particle diameter of 2 nm. To simulate the model, only the particle number density,

i.e., N , was solved using Equation (2.2.23). Therefore, the mobility diameter (dm)

remained the same as the particle diameter (the number of primary particles in an

aggregate (np) had a value of 1). Figure 5.1 shows the change in the number density

of the aggregate (sphere in this case) and the particle diameter with time. With an

increase in the particle size the particle number density decreases. The model im-

plemented accurately follows the particle concentration and particle diameter profiles

for the data obtained from the literature.
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Figure 5.2: Aggregate number density (left) and soot volume fraction (right) compar-
ison between the model implemented in this work and data reproduced from Kholghy
et al. [151] for simultaneous coagulation and surface growth at 1830 K and 101325 Pa.

5.1.2 Coagulation and surface growth

Once the coagulation model was validated, a soot surface growth sub-model was

added. For the case of coagulation and surface growth, the agglomerates were assumed

to be perfect spheres after collision and surface growth, and the number of primary

particles per aggregate (np) still has a value of 1. For this case, a total of three

variables, i.e., aggregate number density (N), total carbon molar (Ctot), and mass of

a single aggregate (mag), were solved in time. Soot with a primary particle diameter

of 2 nm with an initial concentration of 4.5 ×1016 (#/m3) at 1830 K and 101.325 kPa

was allowed to grow due to coagulation and surface growth. Figure 5.2 shows the

particle number density and soot volume fraction over time. It can be seen that

the model accurately captures the data reported by Kholghy et al. [151] for pure

coagulation and surface growth.
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5.1.3 Aggregation/agglomeration and surface growth

Generally, as the soot particles grow in size, they collide and stick to each other

due to the Van der Waals force instead of fusing together. Hence, to account for

the sticking of the particles, the soot model was further improved and a soot ag-

gregation/agglomeration sub-model was coupled with surface growth instead of soot

coagulation. Note that the primary particles are in point contact in this case and the

increase in the primary particle size is only due to the surface growth. To predict

the particle evolution in time, in addition to the previous three variables, total par-

ticle surface area was solved for such that the governing equation contain a total of

four variables, i.e., N , Ctot, Atot, and mag. Soot with a primary particle diameter of

2 nm with an initial concentration of 4.5 ×1016 (#/m3) at 1830 K and 101.325 kPa

was allowed to agglomerate and grow due to surface growth. Figure 5.3 shows the

evolution of the aggregate number density, primary particles per aggregate, primary

particle diameter, and particle mobility diameter over time and compares the results

to those from Khology et al. [151]. The model implemented accurately tracks the data

reproduced from the Kholghy et al. [151]’s model. The particle concentration attains

a steady-state value after around 9 ms. The primary particle diameter grows due to

the surface growth for the first 10 ms, after which the primary particles do not grow

in size. This is in agreement with the Kholghy et al. [151]’s model assumption that

particle nucleation and surface growth acts for a very short duration of time. In the

absence of surface growth, the particles stick to each other and the number of primary

particles per aggregate and the mobility diameter of the particle increases. Overall,

the soot model implementation is accurate and can be further used to predict the

particle formation during methane pyrolysis.
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Figure 5.3: Comparison of a) the aggregate number density; b) the number of primary
particles per aggregate; c) primary particle diameter; and d) the mobility diameter
with the data reproduced from Kholghy et al. [151]’s model for simultaneous aggre-
gation/agglomeration and surface growth at 1830 K and 101325 Pa in a premixed
ethylene flame.
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Figure 5.4: Transient evolution of a) soot particle number density; b) the number of
primary particles per aggregate; c) soot primary particle diameter; d) soot particle
mobility diameter; and e) soot particle gyration diameter, at 892 K and 398.8 kPa.
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5.2 Soot formation during methane pyrolysis

5.2.1 Low temperature

Figure 5.4 shows the transient evolution of the particle number density (N), num-

ber of primary particles per aggregate (np), primary particle diameter (dp), particle

mobility diameter (dm), and particle gyration diameter (dg) for the soot generated

during methane pyrolysis at 892 K and 398.8 kPa. The particle concentration den-

sity increased during the nucleation period for the first five seconds and reached a

value of about 1012 particles, after which soot aggregation and surface growth from

acetylene dominated. The number of primary particle per aggregate stayed constant

for the nucleation period after which its value increased over time due to increasing

aggregate size, and the final soot aggregate contained around 450 primary particles.

With an aggregate like structure, the particle mobility and gyration diameters also

increased to an approximate value of 32 nm and 48 nm, respectively. The primary

particle diameter, on the other hand, attained a steady-state value of approximately

4.8 nm and did not grow further. The growth of the primary particles was inhibited

after around 10 s as the surface growth phenomenon acted for a very short period of

time. Acetylene’s concentration, the species responsible for surface growth, at 892 K

and 398.8 kPa, was so low that its contribution to the particle growth was negligible

after around 40 s. Hence, the primary particle diameter did not change, whereas

the aggregate mobility diameter increased with respect to time due to the sticking

of the particles. A note that the small decline in the gyration diameter just after

the nucleation period is due to the scaling law [174] used to calculate the gyration

diameter. Till the nucleation period, all the particles are assumed to be of 2 nm and

the mobility diameter remains unchanged because the number of primary particles

(np) has a value of 1. Hence, the value of the gyration diameter when calculated using

the expression, dm
1.29

, becomes slightly less than the primary particle diameter for the

fraction of seconds after the nucleation period.
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Figure 5.5: Transient evolution of a) soot particle number density; b) the number of
primary particles per aggregate; c) soot primary particle diameter; d) soot particle
mobility diameter; and e) soot particle gyration diameter, at 1093 K and 398.8 kPa.

5.2.2 Intermediate temperature

Figure 5.5 shows the numerical predictions for the particle number density (N), num-

ber of primary particles per aggregate (np), primary particle diameter (dp), particle

mobility diameter (dm), and particle gyration diameter (dg) over time for the soot

generated at 1093 K and 398.8 kPa. With an increase in the reactor temperature,

the particle concentration reaches a value close to 1013 due to soot nucleation. After

the nucleation period, the increase in the primary particle size leads to a decrease in

the particle number concentration and approaches a steady-state value at the end of

the reaction with a diameter of 12.5 nm. With a 200 K increase in temperature, the

primary particle size increases by a factor of 4 compared to the particle size at 892 K.

The increase in the primary particle diameter is due to acetylene getting consumed at

the surface of the particle. Figure 4.8 shows that acetylene attains a steady-state con-

centration at the very start of the reaction, however when the surface growth model is

included, the concentration of acetylene decreases rapidly and reaches a mole fraction

(%) value close to zero after around 100 s. The effect of the surface growth model on
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Figure 5.6: Transient evolution of a) soot particle number density; b) the number of
primary particles per aggregate; c) soot primary particle diameter; d) soot particle
mobility diameter; and e) soot particle gyration diameter, at 1292 K and 398.8 kPa.

acetylene consumption is discussed later in this chapter.

5.2.3 High temperature

Figure 5.6 shows the numerical predictions for the particle number density (N), num-

ber of primary particles per aggregate (np), primary particle diameter (dp), particle

mobility diameter (dm), and particle gyration diameter (dg) over time for the soot gen-

erated at 1292 K and 398.8 kPa. At elevated temperatures, the particles consumption

rate is fast as the majority of the primary particles aggregate and decrease the overall

number density. Simultaneously, the surface growth phenomenon is dominant for the

ten seconds after nucleation. The primary particle diameter attains a steady-state

value of approximately 32 nm, an increase by a factor of 7 and 2.5 compared to the

primary particle diameters at 892 K and 1093 K, respectively. After around 15 s,

soot aggregation dominates the change in particle number density and particle mor-

phology as the number of primary particles and particle mobility diameter depend

on it in the absence of surface growth. Acetylene, at this temperature, gets quickly
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consumed and the model shows that no acetylene is left in the reactor after around

15 s.

The soot generated during methane pyrolysis inside the batch was predicted using

the model in this work. As soot particles continuously evolve in time, experimentally

capturing them was difficult, especially at the temperatures studied. Therefore, the

soot model in the present study was not validated. However, in one of our upcoming

works where the experimental data for soot is collected in a flow reactor, the gas and

solid-phase model will be validated against the data obtained.

5.2.4 Discussion

Based on the results predicted, a number of studies were performed to identify: a) the

residence time up to which the effects of the nucleation exist; b) the effect of particle

nucleation for different residence times on soot formation; c) the change in the mass

consumption of acetylene due to the surface growth model; and d) the structure of

the soot particles, at different temperatures, with the help of particle’s mobility and

gyration diameters.
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5.2.4.1 Particle nucleation

As acetylene concentration was different at different temperatures, it was important

to test the contribution of nucleation affecting the particle concentration over time.

Hence, the restriction that nucleation happens only in the first 5 s was removed and

transient evolution of pure soot nucleation from acetylene was predicted at different

temperatures. Figure 5.7 shows the aggregate number density vs time for soot nucle-

ation at 892 K, 1093 K, and 1292 K, and 398.8 kPa. It can be seen that temperature

plays a significant role in the particle nucleation with higher temperature leading to

larger number of particles nucleating. The nucleation process, however, is fast, and

is active only for a very short duration of time. At the start of the reaction, due

to a fast growth of acetylene in the gas-phase, particles form inside the reactor at

a very fast rate. However, with increase in time, acetylene concentration decreases

and the number of particles, in the absence of soot aggregation, attain a steady-state

value after approximately the first 20 s at all temperatures. After this time period,

nucleation virtually ceases to exist. Additionally, if the nucleation was allowed to

happen for the whole of the decomposition time while considering soot aggregation

and surface growth, it would not be possible to assume a monodisperse model at a

particular time as the nucleating particle would have a size of 2 nm, whereas the par-

ticles due to aggregation and surface growth would have a different primary particle

diameter.

5.2.4.2 Effect of particle nucleation for different residence times on soot
formation

After studying pure nucleation, the transient effect of soot nucleation for different

residence times on soot formation was investigated. Figure 5.8 shows the evolution

of the aggregate number density, number of primary particles per aggregate, primary

particle diameter, particle mobility diameter, and particle gyration diameter at 892 K

and 398.8 kPa assuming soot nucleation happens for a residence time of 0.5 s, 1 s, 3 s,
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Figure 5.8: Transient evolution of a) soot particle number density; b) the number of
primary particles per aggregate; c) soot primary particle diameter; d) soot particle
mobility diameter; and e) soot particle gyration diameter, at different nucleation
times at 892 K and 398.8 kPa.

5 s, and 10 s. The aggregate number density was found to be directly proportional

to the nucleation time. The longer the nucleation time, more the number of particles

generated inside the reactor. After the nucleation period, the decline in the aggregate

number density was observed for the case where the nucleation time was the largest.

The almost constant aggregate number density for the case of 0.5 s and 1 s was

attributed to a reduced value of the particle aggregation rate as the initial number of

particles decreased by almost three order of magnitude compared to the case where

nucleation was allowed to happen for 5 s. Hence, the aggregate number density

attained a steady-state value. As the number density was not changing, the number

of primary particles in the aggregate did not change. Consequently, the particle

mobility and gyration diameters stayed the same with respect to time for the above-

mentioned cases. Also, the collision frequency, β, another term responsible for the

decrease in the aggregate number density, did not change as the value of the mobility

diameter was constant using which the value of β was obtained.

Another observation that was made at 892 K was that when nucleation acted for
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Figure 5.9: Transient evolution of a) soot particle number density; b) the number of
primary particles per aggregate; c) soot primary particle diameter; d) soot particle
mobility diameter; and e) soot particle gyration diameter, at different nucleation
times at 1093 K and 398.8 kPa.

a longer time (> 3 s), most of acetylene in the reactor got consumed in generating

newer particles instead of surface growth. Hence, the growth of the primary particles

was inhibited without any acetylene left inside the reactor. On the other hand, when

the nucleation is limited to below 3 s, the primary particle diameter increases at a

much faster rate due to ample amounts of acetylene available in the reactor for surface

growth.

Figure 5.9 shows the transient evolution of the aggregate number density, number

of primary particles per aggregate, primary particle diameter, particle mobility di-

ameter, and particle gyration diameter at 1093 K and 398.8 kPa assuming the soot

nucleation happens for a residence time of 0.5 s, 1 s, 3 s, 5 s, and 10 s. The ag-

gregate number density decreases sharply immediately after the longest nucleation

period case (10 s) and the particles decrease at a gradual rate after around 40 s. The

longest soot nucleation time gives the smallest primary particle diameter at the end

of the reaction due to less availability of acetylene for surface growth. However, the

number of primary particles per aggregate increase exponentially due to the fact that
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Figure 5.10: Transient evolution of a) soot particle number density; b) the number
of primary particles per aggregate; c) soot primary particle diameter; d) soot particle
mobility diameter; and e) soot particle gyration diameter, at different nucleation
times at 1292 K and 398.8 kPa.

there is no significant increase in the primary particle size due to surface growth.

Hence, sticking of bigger particles will only increase the number of primary particles

per aggregate, mobility diameter, and the gyration diameter.

Figure 5.10 shows the transient evolution of the aggregate number density, num-

ber of primary particles per aggregate, primary particle diameter, particle mobility

diameter, and particle gyration diameter at 1292 K and 398.8 kPa assuming the soot

nucleation happens for a residence time of 0.5 s, 1 s, 3 s, 5 s, and 10 s. With an

increase in the temperature, the aggregate number density increases to 1018 particles

for the longest nucleation period. In this case, the primary particle diameter attains

a steady-state value for all the nucleation periods compared meaning that surface

growth at 1292 K happens for a significantly short period of time. Due to the colli-

sion of larger particles, the number of primary particles per aggregate increases with

residence time and show the largest value for the longest nucleation period.
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Figure 5.11: Transient evolution of experimental and model predictions of mole frac-
tion (%) of acetylene with and without surface growth at 892 K and 398.8 kPa.

5.2.4.3 Change in acetylene consumption due to surface growth

As acetylene was assumed to be the species for growth on the surface of soot particles,

it formation or consumption rate changed with the inclusion of the surface growth

model. A parametric study was performed and the change in acetylene consumption

was observed at different temperatures with and without the surface growth phenom-

ena. Note that “without surface growth” model corresponds to continuous nucleation

of particles from the gas-phase and was given by Equation (2.1.19) in mass terms.

Figure 5.11 shows the experimental data and the optimized model predictions for

acetylene mole fraction profile at 892 K and 398.8 kPa with and without the inclusion

of the surface growth model. With the inclusion of the surface growth model (after 5 s

of nucleation period), acetylene gets instantly consumed from the gas-phase and leads

to the growth of the soot particles. As acetylene was almost undetected at 892 K,

it means that it got consumed at the very start of the reaction and the optimized

model with surface growth gives similar predictions. In the absence of the surface

growth model, acetylene consumption rate is comparatively slow and is only due to
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Figure 5.12: Transient evolution of experimental and model predictions of mole frac-
tion (%) of acetylene with and without surface growth at 1093 K and 398.8 kPa.

the nucleation process. The effect of change in acetylene kinetics on particle growth

or formation is visible only until around 40 s, after which no acetylene is left inside

the reactor. It was hypothesized that the accelerated consumption of acetylene might

lead to change in the reaction pathways and a decrease in its concentration gets

compensated by further decomposition of light and heavier hydrocarbons, such as

methane, benzene and indene, back to acetylene as the sink species. However due

to slower kinetics at 892 K, additional acetylene was not observed inside the reactor,

both during experiments and in the model.

Figure 5.12 shows the experimental data and optimized model predictions for acety-

lene mole fraction profile at 1093 K and 398.8 kPa with and without the inclusion of

the surface growth model. At 1093 K, acetylene kinetics is governed by the surface

growth model. Acetylene concentration increases and attains a steady-state value for

pure nucleation case. However, the rate of acetylene consumption significantly in-

creases due to the surface growth model and acetylene reaches a steady-state value of

close to zero around 80 s. Both the sub-models, however, overpredict the experimental

data profile.
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Figure 5.13: Transient evolution of experimental and model predictions of mole frac-
tion (%) of acetylene with and without surface growth at 1292 K and 398.8 kPa.

Figure 5.13 shows the experimental data and the optimized model predictions

for acetylene mole fraction profile at 1292 K and 398.8 kPa with and without the

inclusion of the surface growth model. At high temperature of 1292 K, the optimized

model underpredicts the experimental data in time with or without the surface growth

model. In the absence of the surface growth model, acetylene attains a constant mole

fraction profile, whereas the mass consumption of acetylene due to the surface growth

model is almost instant after the nucleation period.

5.2.4.4 Particle structure

At 892 K, as shown in Figure 5.4, the particle mobility and gyration diameters are

close to each other, indicating that the mass distribution inside the aggregate struc-

ture is uniform. This means that the aggregate is compact and dense in nature [174].

Once the particles are in point contact with each other, the increase in mass due to

surface growth fills the pores in the aggregate leading to a dense structure. Under

this case, the particles behave more like a monodisperse population as assumed by the

model. The soot particle morphology at 1292 K was also found to show dense par-
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ticle characteristics as the mobility and the gyration diameters were found to attain

similar values in Figure 5.6d and 5.6e.

At 1093 K, Figure 5.5 shows that the particle mobility and gyration diameters

were not close to each other and it was hypothesized that the particle structure

was porous and elongated in nature. Ideally, it should be expected that if the soot

structure has a uniform mass distribution at 892 K and 1292 K, then the particle

structure must show similar characteristics at 1093 K. However, it should be noted

that at 892 K and 1292 K, the surface growth phenomenon existed for a short duration

of time after the nucleation period, whereas at 1093 K, soot surface growth existed

for a comparatively longer duration. The surface growth model is more sensitive

to the gyration diameter as compared to the mobility diameter. Hence, the gyration

diameter at 1093 K was significantly greater than the mobility diameter of the particle

and the soot generated behaves more like a fractal structure. Overall, it can be said

that the surface growth model at 1093 K dominates the particle morphology for a

longer residence time compared to soot aggregation.

5.2.4.5 Note on collision frequency between the particles

The collision frequency expression in the present work was modified compared to

the value proposed by Kholghy et al. [151]. Due to the range of temperatures and

residence times studied in the present work which were 892–1292 K compared to

1830 K in the original work related to combustion, the originally proposed values

of the collision frequency were found not to be suitable. At lower temperatures

of 892 K and 1093 K, the collision frequency was not sufficient enough to sustain

soot aggregation, whereas at 1292 K the collision frequency was so high that all

the particles generated during nucleation vanished before the simulation finished.

Hence, the collision frequency was increased by two orders of magnitude at 892 K

and 1093 K to artificially increase the particle collision rate, and lowered by three

orders of magnitude at 1292 K to lower the particle collision rate.
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Chapter 6

Conclusion and future work1

6.1 Conclusion

A batch reactor numerical model including a multi-step kinetic model and a soot

formation model was developed. The model was validated in the gas phase by re-

producing available experimental literature data and to analyze experimental results

from a in-house batch reactor. A H-element flux reaction path analysis was used to

identify the most critical reactions.

Comparing the available kinetic models in the literature to high-pressure methane

pyrolysis experiments performed in the temperature range of 892–1292 K at a pressure

of 4 atm it was observed that the available models were not able to accurately track

the decomposition products at low temperatures and elevated pressure neither with

nor without carbon formation.

It was only high temperature and pressure (1292 K and 4 atm) that most of the

reaction models accurately predicted methane and hydrogen mole fractions, and the

first peak of the intermediate products. NUIGMech 1.1 [90] mechanism provided the

1Parts of this chapter are reproduced from the following publications:

1. A Punia et al., “Analysis of methane pyrolysis experiments at high pressure using available
reactor models,” Chemical Engineering Journal, p. 144 183, 2023.

2. J. Tatum et al., “Dataset of methane pyrolysis products in a batch reactor as a function of
time at high temperatures and pressures,” Data in Brief, vol. 47, p. 108 953, 2023.

3. A. Punia et al., “A reduced methane pyrolysis mechanism for above-atmospheric pressure
conditions,” Chemical Engineering Journal, vol. (Under review),

Author contributions are detailed in the Preface of this thesis.
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best agreement with the sub- and above-atmospheric pressure experimental data.

A reaction path flux analysis showed that the deviation in the model predictions

was due to the low reaction rates of fall-off reactions, such as CH4 ⇐⇒ CH3 + H and

2 CH3 ⇐⇒ C2H6, under low and medium temperature and high pressure conditions.

A gas-phase model accounting for the solid carbon was implemented based on the

reaction of acetylene converting to carbon and hydrogen. The inclusion of the solid

carbon did not show any significant rise in methane decomposition at temperatures

of 892 K and 1093 K, and at a pressure of 398.8 kPa. At 1292 K and 398.8 kPa, the

model overpredicted the experimental data which was attributed to the artificially low

activation energy used for the carbon formation. Based on the model results, it was

concluded that the rate parameters of the reaction mechanism needed to be tuned for

high pressure methane pyrolysis conditions using the presented experimental data.

The original mechanism contained a large number of reactions and species. To re-

duce the number of design variables for the optimization, a mechanism reduction

framework was developed for pyrolysis conditions in this work. Using a graph-

based method, DRGEP, a detailed kinetic mechanism consisting of 1516 reactions

and 325 species was reduced, in the temperature range 900–1400 K and 0.1–4 atm,

to a skeletal mechanism containing 343 reactions and 60 species targeting CH4, H2,

C2H2, C2H4, C2H6, α-C3H4, and p-C3H4 . The reduced/skeletal mechanism accu-

rately reproduced the original mechanism predictions within the user-specified error

limit.

A reaction mechanism optimization framework was developed and the rate param-

eters of the reduced mechanism were fitted against the high-pressure data at 892 K,

1093 K, and 1292 K, and 398.8 kPa. The reduced mechanism contained different

sets of rate parameters at different pressures, hence the number of design variables

were further reduced by selecting the rate parameters for fitting only in the high-

pressure limit. The optimized set of rate parameters was able to predict product

concentrations in agreement with the experimental data at varying temperatures, as
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well as, at low and high-pressures. A high-pressure path flux analysis on carbon el-

ement demonstrated that under low-temperature conditions of 892 K and 1093 K,

additional pathways, such as C2H5 <=> IC3H7 <=> NC3H7 <=> C2H4 <=> C2H3

<=> C2H2, became activated driving up methane decomposition. The proposed ki-

netic model is the first available mechanism that can be used to accurately predict

methane decomposition for a wide range of operating conditions.

Finally, a monodisperse population balance model for tracking the amount of soot

generated, based on the model available in the literature, was integrated into the de-

veloped batch reactor with the proposed kinetic model. The soot model implemented

was first validated against the results from the literature and then coupled with the

optimized kinetic model in Cantera. The developed model is the first to integrate a

kinetic pyrolysis model with a soot model for high-pressure methane pyrolysis. The

results show that at high-pressure, soot agglomeration is the dominant phenomena

and the surface growth plays a comparatively minor role in the particle growth. The

primary particles in an aggregate, however, continue to increase thereby increasing

its mobility and gyration diameters. A parametric study shows that particle concen-

tration due to nucleation increases with an increase in the temperature, but quickly

attains a steady-state value. The effect of varied nucleation times on soot formation

showed that longer nucleation times lead to smaller primary particles at the end of

the reaction. Another study on the effect of the soot model on the gas-phase showed

that acetylene gets quickly consumed in the reactor when the surface growth model is

included, whereas without the surface growth model, its consumption was delayed. A

particle morphological study shows that at 892 K and 1292 K, the particles behaves

as a compact structure with a uniform mass distribution, whereas at 1093 K, the par-

ticle appears have more like a porous structure. The coupled gas and the solid-phase

model can be used to predict methane thermal decomposition products ranging from

the gas-phase to solid-phase in the form of soot.
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6.2 Future work

In this study, acetylene was considered as the soot precursor. However, the majority

of the studies in the literature have considered heavier hydrocarbons, such as benzene,

naphthalene, or pyrene, as the soot precursor. If these species are to be considered as

the soot nucleating species, their formation/consumption chemistry in the gas-phase

needs to be accurately tracked. Hence, while performing the model reduction, these

species should be included as the global quantities of interest. Once the model reduc-

tion is achieved, the reduced model can be fitted against the additional high-pressure

data for the major species, such as methane and hydrogen, and minor species, such

as ethane, ethylene, acetylene, benzene, and naphthalene. The optimized mechanism

will be further close to the actual decomposition chemistry for methane.

Another improvement in the soot model is to use the currently implemented soot

model in a sectional way. In the present model, the nucleation process is limited to

the first five seconds of residence time after which soot surface growth and aggrega-

tion/agglomeration takes place. An improved model would use a sectional approach

to account for the particle size distribution. This would ensure polydisperity and

would be helpful in characterizing the soot particle.

In this work, predictions from the soot model have been provided without any

validation. Hence, the soot model will be integrated with a plug flow reactor model

in future and validated against the aggregate number density, number of primary

particles per aggregate, primary particle diameter, particle mobility diameter, and

particle gyration diameter obtained from the inhouse facility and from the literature.

Additionally, the effect different soot precursors have on the gas-phase composition

will be studied.

Based on the state-of-art literature, one of the key challenges that remain is the

unavailability of high-pressure experimental data for methane pyrolysis. The ma-

jority of the studies that have been conducted are at atmospheric pressure and this
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work is one of the few studies that focused on understanding methane pyrolysis at

above-atmospheric pressures. Higher pressures has many advantages, such as higher

methane conversions and hydrogen yield, and compact reactor sizes. An extension

of this work could be the measurement of major species, such as methane and hy-

drogen, and minor species, such as ethane, ethylene, acetylene, allene, benzene, and

naphthalene, in the temperature range of 900–1400 K and across a pressure range of

4–10 atm. The availability of the data at high-pressure will help in the validation of

the proposed kinetic model.
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Appendix A: Gas-phase
experiments and modelling analysis

A.1 Effect of carbon accumulation

Figure A.1 shows the hydrogen and methane concentrations measured by the GC

in repeated experiments at 899 K and 1088 K without cleaning the vessel between

experiments. Figure A.1a shows that at 899 K there was an increase in methane de-

composition as more experiments were completed and thus an increase in the amount

of hydrogen created. However, Figure A.1b shows that solid carbon accumulation

at 1088 K led to a reduction in methane decomposition and thus a decrease in the

amount of hydrogen created. It is generally believed that carbon accumulated on the

vessel serves as a catalyst [76] and as carbon is a radiant absorber, it can warm due

to radiant heat transfer, catalyzing the reaction further [76]. This means that if there

was a small amount of carbon on the walls before the start of the reaction, then there

would be a higher conversion efficiency for methane. Lee et al. [176] added carbon

black of varying surface area and morphology to a reactor and found all reactions com-

pleted with carbon black saw an increase in the decomposition of methane for 1223 K,

1273 K, and 1323 K [176]. They also found that high-temperature reactions (1323 K)

are self-catalyzing as more carbon black is generated at high temperatures [176].

The results shown in Figure A.1 show that at 899 K, the carbon acts as a catalyst

and the conversion efficiency of the reaction increases as more tests are completed

(more carbon accumulates on the reactor walls). However, at 1088 K, the conversion

efficiency decreases as more tests are completed. This is the opposite of what was
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expected for high-temperature methane pyrolysis. It is unclear why higher tempera-

tures cause solid carbon to decrease the conversion efficiency for this process. Since

carbon accumulation clearly affects the reaction rate, all results presented in the re-

sults section are after the vessel has been cleaned as described in the experimental

methodology.

(a) (b)

Figure A.1: Hydrogen production as the test is repeated without cleaning at a) 899 K;
and b) 1088 K.

A.2 Reaction path analysis

A reaction path analysis was performed at 892 K, 1093 K and 1292 K and 0.5 atm

and 4 atm pressure to identify the slow and fast reactions responsible for hydrogen

formation. The flux threshold value at 892 K was kept as 0.001 and at 1093 K and

1292 K, a value of 0.03 was used. Figures A.2, A.3, A.4, A.5, A.6 and A.7 show the

reaction path diagrams at the above-mentioned conditions.

A.3 Equilibrium analysis calculation

The equilibrium analysis was performed at 892 K, 1093 K, and 1292 K, and 398.8 kPa

to test the consistency of the experimental data obtained. The equilibrium model

implemented in Cantera [124] was run at constant temperature and volume based

on the concept of minimization of Gibbs free energy. It was assumed that methane,
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Figure A.2: Reaction flux diagram for hydrogen element at 892 K and 0.5 atm and
300 s. A flux threshold of 0.001 was used to filter the reactions below this value. The
reaction mechanism used to generate the flux diagram was taken from reference [90].
‘fwd’ and ‘rev’ are the net forward and reverse hydrogen element fluxes, respectively.
The number above the ‘fwd’ flux represents the net flux as given by Equation (2.2.21).
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Figure A.3: Reaction flux diagram for hydrogen element at 1093 K and 0.5 atm and
300 s. A flux threshold of 0.03 was used to filter the reactions below this value. The
reaction mechanism used to generate the flux diagram was taken from reference [90].
‘fwd’ and ‘rev’ are the net forward and reverse hydrogen element fluxes, respectively.
The number above the ‘fwd’ flux represents the net flux as given by Equation (2.2.21).
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Figure A.4: Reaction flux diagram for hydrogen element at 1292 K and 0.5 atm and
300 s. A flux threshold of 0.03 was used to filter the reactions below this value. The
reaction mechanism used to generate the flux diagram was taken from reference [90].
‘fwd’ and ‘rev’ are the net forward and reverse hydrogen element fluxes, respectively.
The number above the ‘fwd’ flux represents the net flux as given by Equation (2.2.21).
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Figure A.5: Reaction flux diagram for hydrogen element at 892 K and 4 atm and
300 s. A flux threshold of 0.001 was used to filter the reactions below this value. The
reaction mechanism used to generate the flux diagram was taken from reference [90].
‘fwd’ and ‘rev’ are the net forward and reverse hydrogen element fluxes, respectively.
The number above the ‘fwd’ flux represents the net flux as given by Equation (2.2.21).
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Figure A.6: Reaction flux diagram for hydrogen element at 1093 K and 4 atm and
300 s. A flux threshold of 0.03 was used to filter the reactions below this value. The
reaction mechanism used to generate the flux diagram was taken from reference [90].
‘fwd’ and ‘rev’ are the net forward and reverse hydrogen element fluxes, respectively.
The number above the ‘fwd’ flux represents the net flux as given by Equation (2.2.21).
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Figure A.7: Reaction flux diagram for hydrogen element at 1292 K and 4 atm and
300 s. A flux threshold of 0.03 was used to filter the reactions below this value. The
reaction mechanism used to generate the flux diagram was taken from reference [90].
‘fwd’ and ‘rev’ are the net forward and reverse hydrogen element fluxes, respectively.
The number above the ‘fwd’ flux represents the net flux as given by Equation (2.2.21).
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Figure A.8: Comparison of equilibrium hydrogen mole fraction in the gas phase (with-
out solid carbon) obtained at different temperatures and 100 kPa pressure. The ref-
erence data for the equilibrium model validation was taken from Abanades et al. [9].

hydrogen, and solid carbon were the only species present inside the reactor. A test

validation was performed from the literature [9] to make sure that the equilibrium

model is correctly implemented. Figure A.8 shows the test validation performed

in the temperature range of 500–1500 K and at 100 kPa. The equilibrium model

accurately tracks the gas phase hydrogen mole fraction profile and agreement with

the literature data is quite good. Note that the reported equilibrium mole fraction

values are calculated from the species in the gas phase, i.e. methane and hydrogen.

Once the equilibrium model implementation was determined to be accurate, the

mole fractions of methane and hydrogen, and carbon were separately obtained in

the gas and solid phases, respectively, for the present work. This means that the

reported equilibrium values of methane and hydrogen mole fractions in the present

article reflect the gas-phase mole fractions.

168



Appendix B: Reaction-type entries
and reduced model validation

B.1 Reaction-type entries in Cantera

Figure B.1 shows the rate parameter entry for a fall-off and pressure-dependent-

Arrhenius type reaction in the cantera input file [124].

B.2 Model reduction data

Table B.1 gives detailed data about the iterations during the model reduction.

B.3 Reduced model validation under low-pressure

conditions

Methane decomposition products predicted by the reduced model were also compared

to the original model predictions at the experimental conditions from Chen et al. [31,

32] and Arutyunov et al. [33].

(a) (b)

Figure B.1: Fall-off and pressure-dependent type reactions in Cantera [124] format in
the input reaction mechanism.
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Table B.1: Reduction in the number of species and reactions with an increase in the
error in the reduced model.

Number of species Number of reactions Error (η in %)

325 1516 0

98 554 1.79

87 493 3.05

80 463 6.02

77 441 7.84

73 423 10.84

70 412 11.53

67 378 12.79

60 343 25.69
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Figure B.2: Comparison of the original and the reduced model predictions at 1200 K
and 58 kPa for: a) methane and hydrogen; b) acetylene; c) ethylene; and d) ethane.
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Figure B.3: Comparison of the fitted model predictions against the experimental data
at 995 K and 59 kPa for a) ethylene; and b) ethane.

B.3.1 Original vs reduced model predictions

Figure B.2 shows the reduced and the original model predictions at 1200 K and

58 kPa. Almost 50% methane was found to decompose in the first 100 s, after

which methane and hydrogen concentrations attained a flat steady-state curve. The

intermediate species, on the other hand, attained a peak in the first few seconds of the

reaction (< 150 s), followed by a gradual decline in concentrations. The reduced model

accurately captured all the concentration profiles, except for the slight overprediction

in acetylene concentration at the first peak observed. The magnitude of overprediction

was minor and the discrepancy was within a relative error of 10%.

B.3.2 Reduced vs optimized model predictions

Figures B.3 show a comparison of the experimental data and the predictions obtained

from the optimized and reduced models at 995 K and 59 kPa. The optimized model

accurately predicts ethylene and ethane concentrations for the first 1200 s of residence

time. After that, the ethylene concentration is underpredicted, whereas ethane profile
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Figure B.4: Comparison of the fitted model predictions against the experimental data
at 1300 K and 59 kPa for a) methane; b) hydrogen; c) acetylene; d) ethylene; and e)
ethane.

is overpredicted.

Figure B.4 shows the final validation test for the fitted model against the experi-

mental data available in the literature [45] at 1300 K and 59 kPa. The concentrations

of methane and hydrogen were well predicted by the optimized model. The minor

species were accurately predicted up to the first peak observed after which the species

profiles gradually decreased and closely followed the experimental data points.
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