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Abstract—Growing system sizes and complexity, along with the
large amount of data provided by phasor measurement units
(PMUs), are the drivers to accurate state estimation algorithms for
online monitoring and operation of power systems. In this paper,
a distributed weighted-least-square state estimation method using
an additive Schwarz domain decomposition technique is proposed
to reduce the computational execution time. The proposed ap-
proach divides a data set into several subsets to be processed in
parallel using a multiprocessor architecture considering data ex-
change among distributed areas. The slow coherency method and
balanced partitioning are utilized to reduce the communication
overhead and increase accuracy. Moreover, bad data analysis is
also investigated in a distributed manner. The performance of the
proposed distributed state estimator, along with the speed-up for
several test systems, was compared with the traditional centralized
state estimator. The simulation results show a speed-up of 6.5 for
a 4992-bus system.

Index Terms—Bad data identification (BDI), distributed state
estimation, domain decomposition, large-scale systems, parallel
programming, phasor measurement units (PMUs), weighted least
square (WLS).

I. INTRODUCTION

DOMAIN decomposition techniques are primarily parti-
tioning methods that try to split a system into several

subsystems that can be solved individually [1], [2]. The main
advantage of decomposition techniques that makes them an
excellent candidate for distributed state estimation is that they
are suitable for parallel application on multiprocessors since
independent subsystems can be solved simultaneously.

State estimation is a vital part of power system operation and
control that tries to roughly estimate voltage magnitudes and
phase angles in network buses [3], [4]. With growing system
sizes, along with the wide usage of phasor measurement unit
(PMU) data, the need for faster state estimation becomes more
urgent. Accelerated performance using parallel programming to
relieve computational burden on multicore central processing
units and many-core graphics processors (graphics processor
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units) has been previously reported in studies such as transient
stability simulation, electromagnetic transient simulation, and
dynamic state estimation [5]–[7].

Generally, from a power system point of view, domain de-
composition methods reduce the problem size by dividing the
network into several subnetworks that results in less compu-
tation effort in each individual subnetwork. Most of the ap-
proaches in distributed state estimation randomly partitioned a
system or are based on the geographical distances by assigning
equal numbers of generators and buses among the subsys-
tems, ignoring overlapping and boundary buses. However, this
is not an efficient method because the network buses have
different connectivity that leads to a load balancing problem
and inaccuracy [8]–[10]. Other methods that tried to overcome
the load balancing problem based on graph theory approaches
are mainly too complicated for online applications [11]–[13].
Another option is to split the computation burden among
processors based on the total number of equations. However,
this approach will increase both the programming and commu-
nication complexities [14], [15].

In this paper, to overcome the aforementioned drawbacks,
the measurement sets were divided into several subsets, instead
of the network. Using an additive Schwarz method (ASM),
the solution of each subsystem was carried out by using the
conventional numerical techniques and exchanging the bound-
ary data among subsystems. To increase the accuracy, a slow
coherency method [16]–[18] was used to decide the domain
decomposition. In addition, load balancing by distributing equal
workload among processors was utilized to minimize inter-
processor communication.

The proposed approach has the following advantages over
existing approaches.

• It reduces the execution time by splitting equal amount of
work among several processors.

• It minimizes the effect of boundary buses in accuracy by
exchanging data.

• It localizes the effect of bad data on the state estimation
result.

• It is applicable for large-scale power systems.
• It does not require major changes in the existing power

system state estimation paradigm.

The rest of this paper is organized as follows. Section II
describes the state estimation problem formulation. The domain
decomposition method and its implementation are presented in
Section III. Experimental results are illustrated in Section IV,
followed by the conclusion in Section V.
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II. WLS STATE ESTIMATION FORMULATION

The weighted least square (WLS) algorithm is the most
popular method used by majority of the existing state estimators
that tries to minimize the weighted sum of the squares of the
residuals between the estimated and actual measurements [3].
Consider the measurement set vector Z as

Z = h(x) + ε (1)

where the bold notation refers to arrays, and Z, h(x), and ε are
the vectors of measurements, nonlinear measurement functions,
and measurement errors, respectively. For a system with n
buses and m lines, there are 2m+ 2n+ 1 elements in each
vector, i.e., 2m power flows, 2n power injections, and slack
bus measurements. x is a vector of system states comprised of
voltage magnitudes and phase angles. Since the phase angle
in a slack bus is considered 0, there are 2n− 1 states to be
estimated. For simplicity, error vector ε is assumed to be un-
correlated Gaussian noise with zero mean. Substituting the first-
order Taylor’s expansion of h(x) around x0 in (1), we obtain

Z − h(x0) = HΔ(x) + ε (2)

where H = ∂h/∂x is the (2m+ 2n+ 1)× (2n− 1)
Jacobian matrix, and Δ(x) = x− x0 is the (2n− 1)× 1 state
mismatch vector. The objective function J(x) to be minimized
by the WLS formulation can be expressed as

J(x) =

2m+2n+1∑
k=1

(Zk − hk(x))
2 R−1

kk

= [Z − h(x)]T R−1 [Z − h(x)] (3)

where R is the (2m+ 2n+ 1)× (2m+ 2n+ 1) covariance
matrix. Index k refers to the kth measurement. The following
equation satisfies the first-order optimality condition at the
minimum of J(x):

g(x) =
∂J

∂x
= HT (x)R−1 [Z − h(x)] = 0 (4)

where g(x) is the (2n− 1)× 1 matrix of the gradient of
the objective function. Substituting the first-order Taylor’s
expansion of g(x) in (4), the following equation is iteratively
solved to find the solution that minimizes J(x):

G(x)Δ(x) = g(x) (5)

Δ(x) = G(x)−1g(x) = f(x, ε) (6)

where G(x) = ∂g/∂x is the (2n− 1)× (2n− 1) gain matrix.
The WLS state estimation algorithm given by (1)–(4) can be
iteratively solved until the convergence of Δ(x).

III. DOMAIN DECOMPOSITION FOR PARALLEL AND

DISTRIBUTED WLS STATE ESTIMATION

There are two main approaches for decomposing a domain,
i.e., overlapping and nonoverlapping subdomains. In this paper,
nonoverlapping decomposition considering interfaces between

subdomains was utilized. An additive Schwarz alternating pro-
cedure was then used to iteratively compute the solution via
solving subdomain problems. A prerequisite for implementing
the ASM on parallel processors is the decomposition of the
original system into subsystems in which tightly coupled vari-
ables are grouped together. Since the coherency characteristic
reflects the level of dependence between generators in an area,
coherent generators can be grouped into the same subsystem
that can be then independently solved from other subsystems.

A. Coherency Analysis

Following a disturbance in the system, some generators lose
their synchronism with the network that causes sudden changes
in the buses connected to those generators. State estimation
for these buses will take more iterations since it should be
repeated after clearing the disturbance. Partitioning the system
into several areas, in which generators are in step together or are
coherent, will increase the accuracy of the state estimation and
save time by localizing the effect of disturbances. In a network,
a pair of generators is called coherent if the difference between
their rotor angles remains constant over time as follows:

δi(t)− δj(t) = Δδij ± ε (7)

where Δδij is a constant value, and ε is a small positive number.
Since the coherent groups of generators are independent of the
size of the disturbance and the complexity of the generator
model, the linearized model of the system and the simple
model of the generator can be used for time-domain simulation
for coherency determination. Using the partitioning pattern
discussed in [18], Case 1, an IEEE 39-bus system has been
divided into three subsystems, i.e., {1, 8, 9}, {2, 3, 4, 5, 6, 7},
and {10}. For computational load balancing, another criterion
was considered to have almost an equal number of buses in each
subdomain. Satisfying both conditions simultaneously resulted
in the following four domains that are shown in Fig. 1.

B. ASM

The ASM is a type of domain decomposition method that
approximately solves a boundary value problem by splitting it
into subproblems on smaller domains [19], [20]. Consider a de-
composition of domain Ω into M nonoverlapping subdomains
as follows:

Ω =
M⋃
i=1

Ωi, Ωi ∩Ωj = {∅}i�=j. (8)

Let Δ(x)
(0)
i denote the initial condition in subdomain Ωi. A

general ASM algorithm for state estimation can be written as
⎧⎪⎨
⎪⎩

G(x)
(k+1)
i Δ(x)

(k+1)
i = g(x)

(k+1)
i in Ωi

x
(k+1)
i = x

(k)
j on ∂Ωi ∩ Ωj

Z
(k+1)
i = Z

(k+1)
j on ∂Ωi ∩ Ωj.

(9)

The process starts from an initial condition for all the sub-
systems. To achieve convergence, several iterations may be
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Fig. 1. Decomposing the Case-1 test system into four subsystems to apply the
additive Schwarz algorithm.

required, where each of the subsystems exchanges boundary
information and is then solved with the updated data collected
from other subsystems. This process is repeated using a Jacobi
method to iterate among subsystems until all variables con-
verge with the necessary accuracy. The flowchart of the Jacobi
ASM-based WLS algorithm for a time interval of [0 T ] is
depicted in Fig. 2.

C. Parallel Implementation of ASM-Based WLS

The hardware used in this paper is the hexacore Intel Xeon
E5-2620v2 with a 2.1-GHz core clock and 32-GB memory with a
51.2-GB/s memory bandwidth, running the 64-bit Windows 8.1
operating system. Programming was done in Matlab using its
Parallel Computing Toolbox. After decomposition, each subdo-
main is stored and computed by a processor core. All processor
cores solve the subdomains in parallel. After each iteration,
the estimated states of boundary nodes are transferred among
processors to update each subdomain’s boundary information.
If the stopping criterion is not satisfied, a new iteration is
performed. In case of bad measurements, state estimation will
only repeat for the subdomain affected by the bad measurement.
One of the main problems associated with the parallel ASM is
the communication overhead among subsystems. In our paper,
since subsystems are fully independent of each other, only
necessary boundary bus values are needed to be exchanged.
In addition, PMU measurements are considered installed in the
boundary buses to accelerate data transfer among subsystems.

IV. CASE STUDIES AND DISCUSSION

To evaluate the accuracy and efficiency of the parallel ASM
algorithms, the results were compared with traditional central-

Fig. 2. Jacobi ASM-based WLS algorithm with BDI: k, the time step; i, the
number of subsystems; p, the iteration counter; l, the index of the component
in the residual vector.

ized state estimation. Large-scale case studies were constructed
to explore the efficiency of the proposed method. Case 1 is the
IEEE 39-bus system that was duplicated and interconnected
to create large-scale systems. It is assumed that PMUs are
installed at the boundary buses. The voltage magnitudes and
angles of all buses are set to 1∠0 per unit for flat start. The
inputs to the parallel ASM-based WLS state estimator are the
power flow results from PSS/E corrupted with noise that are
used as pseudomeasurements. Therefore, to assess the accuracy
of the state estimator, the results were also compared with the
original power flow results from PSS/E.

A. Accuracy Analysis and BDI

The role of bad data identification (BDI) in state estimation is
necessary since bad measurements easily affect the accuracy of
the results. One of the popular methods for BDI that is used
in this paper is based on a normalized residual test [21] as
follows:

rN (l) =
|r(l)|
σr(l)

≤ λ (10)

where rN (l) is the largest residual among all, and σr(l) is the
standard deviation of the lth component of the residual vector.
In this paper, the measurements having the largest normalized
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TABLE I
SUMMARY OF RESULTS FOR THE COMPARISON OF ASM-BASED WLS WITH CENTRALIZED WLS

Fig. 3. Voltage magnitudes for Case 1 with respect to the system size.

residual and larger than 3 were considered bad data, with a
99.7% confidence level. After removing bad data, state esti-
mation was repeated starting from the most recent estimate as
many times as needed after each identification and elimination
of bad data. Generally, BDI is a time-consuming process that
slows the state estimation; however, since the data set here is
divided into several subsets, state estimation was only repeated
for the subset with bad data, not for the whole system. For large-
scale systems, this localization of bad data can save a lot of time
that can, in turn, accelerate the state estimation process.

To demonstrate the accuracy of the ASM-based WLS state
estimation, the results of parallel distributed state estimation
are compared with a traditional centralized state estimation
method. The simulations were done using the test data sets
listed in Table I, with a tolerance of 0.0001 for the convergence
of the estimated parameters. The performance of the proposed
method was evaluated for different case studies. The estimated
states for Case 1 are shown in Figs. 3 and 4. It is clear from
the results that the proposed approach can accurately estimate
the voltage magnitude and the phase angle. The normalized
Euclidian norm of the state estimation is also defined as a factor
to evaluate the accuracy using

Ex =
‖x− x̂‖√
dim(x)

(11)

where Ex is the normalized Euclidian norm of the estimation
error, and dim(x) is the dimension of vector x. x and x̂ are

Fig. 4. Phase angles for Case 1 with respect to the system size.

the vectors of true states and estimated states, respectively.
Table I shows the accuracy index for both the voltage magni-
tude (EV ) and the phase angle (Eφ) for all case studies that
clarifies the performance of the proposed method for large-scale
systems.

B. Speed-Up Analysis

To demonstrate the efficiency of the proposed approach,
the execution time using the parallel ASM (TASM

Ex ) is com-
pared with the traditional centralized (TCen.

Ex ) state estimation
method. As the results show for Cases 1–3, as these cases are
small in size, the ASM is slower than the centralized method
due to the communication overhead in parallelism. However, as
the size of the system increased, the advantage of utilizing the
ASM for parallelization was highlighted and resulted in almost
6.5 times speed-up (Sp) for Case 8.

Generally, when a system with α nodes is partitioned into M
subsystems, each subdomain approximately has α/M nodes.
Assume that solving a linear system with an iterative method
has a complexity of O(αβ), where β ≥ 1. Using the do-
main decomposition technique, the complexity of solving each
subsystem is O((α/M)β) that results in the complexity of
O((α)β/(M)β−1) for the entire system. It should be noted that
this only occurs in the ideal case. However, it still justifies
the speed-up reported in Table I and Fig. 5. As can be seen
in Fig. 5, the percentage of the required execution time for
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Fig. 5. Percentage of the execution time breakdown with respect to the
system size.

the centralized WLS method increases very fast that shows the
higher complexity of this method.

V. CONCLUSION

This paper has developed a parallel additive Schwarz-based
WLS state estimator with bad data detection and identification
using coherency analysis and balanced partitioning domain
decomposition for large-scale power systems. Numerical ex-
periments in this paper have proven that successful paral-
lelization and balanced domain decomposition yield equal and
less workload among processor cores, and they minimize the
cost of communication overhead, resulting in reduction in the
execution time; 6.5 times faster state estimation for a 4992-bus
power system was reported. In addition, the accuracy of the
proposed method was compared with the centralized WLS state
estimator that proved higher accuracy for all case studies. The
main objective of this paper has been to investigate the effect
of domain decomposition and parallelization on the accuracy
and speed of state estimation. Since the programming structure
is one of the most important factors that affects the execution
time, it is possible to achieve faster results by different multi-
thread programming paradigms. For future work, a multithread
programming structure using OpenMP and massive threading
on graphic processors can further accelerate the process of state
estimation significantly.
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