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ABSTRACT 

Shale gas plays an increasingly important role in meeting the growing global energy 

demand and reducing carbon emissions. Unlike conventional reservoirs, shale, including both 

organic and inorganic matter, can have an extensive amount of pores ranging from a few to 

hundreds of nanometers. Kerogen, as the main constituent of shale organic matter, has 

exceptionally high surface area due to extensive nanoscale pores, in which hydrocarbons behave 

very differently from the bulk, and surface adsorption becomes significant due to the strong 

fluid–surface interactions. This thesis investigates gas adsorption, phase behaviors, and surface 

area characterization in shale organic (kerogen) nanoporous media.  

Due to extensive nanoscale pores in kerogen, the nanoconfined hydrocarbon adsorption 

and phase behaviors can be largely altered from that of the bulk, which can further affect shale 

gas production processes. Contributions are made to the following questions: (1) What is the 

phase behavior of hydrocarbon in kerogen nanopores? (2) How does the pore size distribution 

(volume partitioning) affect shale gas adsorption and production processes in kerogen? (3) How 

can CO2 injection help enhance gas recovery in organic shale media? Considering the first 

question, engineering density functional theory is applied to predict the phase behavior of a pure 

component in nanopores, and the applicability of widely used traditional methods, like various 

versions of the Kelvin equation and equation-of-state-with-capillary-pressure models, in shale 

organic mesopores and micropores has been investigated. In pursuing the second question, the 

effect of pore size distribution/volume partitioning on the hydrocarbon recovery from shale 

organic nanoporous media has been studied. Interplays between bundle-of-capillary nanopores 

and bulk are considered. By adopting the actual shale pore size distributions, the constant volume 

depletion method is used to simulate shale gas recovery. For the third question, the CO2 'huff-n-

puff' process is applied in nanopore–bulk multiscale models with varying pore size distributions 

to study the CO2 injection effect coupling the volume partitioning effect on gas adsorption and 

recovery. 

On the other hand, the surface area is an important parameter for methane adsorption 

estimation in shale nanoporous media. Methane adsorption behaviors can vary drastically in 

micropores and mesopores, and rock surface type may also greatly affect its adsorption. The 

Brunauer–Emmett–Teller (BET) method has been extensively used to characterize the surface 

area of various porous materials. However, its applicability for the surface area characterization 
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of kerogen mesopores has not been investigated yet. Contributions are made to the following 

questions: (4) Which surface area measurement method is suitable for kerogen? (5) How do the 

kerogen characteristics affect surface area measurements and the applicability of the BET 

method in kerogen? To pursue the fourth and fifth questions, we provide a systematic discussion 

on measurements of shale rock properties including rock compositions, specific surface area, and 

pore size distributions, which are important parameters for methane adsorption in shale 

nanoporous media. Particular attention is paid to the assumptions and working mechanisms 

proposed in various interpretation methods which are embedded in shale rock properties and 

adsorption characterizations. The effect of geometrical and energetical heterogeneity on N2 

adsorption isotherms and the subsequent BET surface area characterization is studied by using 

grand canonical Monte Carlo simulations. 

As a whole, this thesis investigates gas adsorption and phase behaviors in kerogen 

nanopores. The effect of pore size distribution and CO2 injection effect on gas adsorption and 

recovery in kerogen are also studied. Additionally, we also investigate surface area 

characterizations of kerogen by gas adsorption. This thesis provides some crucially important 

insights into the optimization of shale gas recovery, geological CO2 sequestration, CH4 

adsorption capacity prediction, and shale gas-in-place (GIP) estimation in kerogen nanoporous 

media.  
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PREFACE 

CHAPTER 1 (Introduction Chapter) outlines the research background, problem statement, 

research objectives, and structure of the thesis. 

A version of CHAPTER 2 has been published by Yingnan Wang, Nadia Shardt, Chang 

Lu, Huazhou Li, Janet A.W. Elliott, and Zhehui Jin (2020). Validity of the Kelvin Equation and 

the Equation-of-state-with-capillary-pressure Model for the Phase Behavior of a Pure 

Component under Nanoconfinement. Chemical Engineering Science 226 (2020) 115839. 

https://www.sciencedirect.com/science/article/pii/S0009250920303717?via%3Dihub. Yingnan 

Wang performed all research and composed the first draft of this chapter under the direction and 

supervision of Zhehui Jin. Nadia Shardt and Janet A.W. Elliott provided motivation for this work. 

Chang Lu and Huazhou Li gave assistance to calibrate the Peng–Robinson equation of state 

phase equilibrium calculations. All authors contributed to the version of the chapter presented in 

this thesis. 
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Effect of Pore Size Distribution on Hydrocarbon Mixtures Adsorption in Shale Nanoporous 

Media from Engineering Density Functional Theory. Fuel 254 (2019) 115650. 

https://www.sciencedirect.com/science/article/abs/pii/S0016236119310026. Yingnan Wang 

performed all research and composed the first draft of this chapter under the direction and 

supervision of Zhehui Jin.  

A version of CHAPTER 4 has been published by Yingnan Wang and Zhehui Jin (2021). 

Hydrocarbon Mixture and CO2 Adsorptions in A nanopore–bulk Multiscale System in Relation 

to CO2 Enhanced Shale Gas Recovery. Chemical Engineering Journal 415 (2021) 128398. 

https://www.sciencedirect.com/science/article/abs/pii/S1385894720345101. Yingnan Wang 

performed all research and composed the first draft of this chapter under the direction and 

supervision of Zhehui Jin.  

A version of CHAPTER 5 has been published by Yingnan Wang, Wanying Pang, and 

Zhehui Jin (2022). Effect of Energetical and Geometrical Heterogeneity of Kerogen on BET 

Surface Area Characterization and Methane Adsorption. Energy Fuels 2022, DOI: 

10.1021/acs.energyfuels.2c01603. https://pubs.acs.org/doi/abs/10.1021/acs.energyfuels.2c01603. 

Yingnan Wang Yingnan Wang performed all research and composed the first draft of this 

https://www.sciencedirect.com/science/article/pii/S0009250920303717?via%3Dihub
https://www.sciencedirect.com/science/article/abs/pii/S0016236119310026
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chapter under the direction and supervision of Zhehui Jin. Wanying Pang provided motivation 

for this work. 

CHAPTER 6 (Conclusion Chapter) summarizes the conclusions reached in this thesis as 

well as the recommendations for future research. 
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CHAPTER 1 Introduction 

1.1. Research Background 

Natural gas plays a consistently progressively significant role to fulfill the global 

energy demand as a transition fuel. According to the U.S. Energy Information 

Administration (EIA) prediction, the global demand for natural gas will grow up to more 

than 20% in the next three decades 1. On the other hand, due to the continuous depletion 

of conventional natural gas reservoirs, shale gas has become an important natural gas 

source. Unlike conventional reservoirs, surface adsorption plays a dominant role in shale 

gas due to the strong fluid–surface interaction in nanosized pores in shale media 2-4. Shale 

rocks are heterogeneous complex structural and mineralogical systems consisting of 

inorganic matters and organic matters 5, 6. As the main constituent of organic matter, 

kerogen consists of a significant amount of nanoscale pores and it generates 

hydrocarbons via chemical decomposition 7, which is also the main methane storage site 6, 

8, 9. Due to the significant fluid–surface interactions and inhomogeneous fluid 

distributions in nanoscale pores, the properties and phase behavior of nanoconfined fluids 

are very different from bulk 10-12. Therefore, thoroughly investigating gas adsorption, 

phase behaviors, and surface area characterization in shale organic (kerogen) nanoporous 

media becomes utterly important in the optimization of shale gas recovery, geological 

CO2 sequestration, CH4 adsorption capacity prediction, and shale GIP estimation in 

kerogen media. 

To predict the phase behavior of hydrocarbon in nanopores, various versions of 

the Kelvin equation and equation-of-state-with-capillary-pressure (EOS–Pcap) models 

have been widely used though controversies surrounding their validities exist. Assuming 

that the vapor phase behaves as an ideal gas and the liquid phase is incompressible, one 

can derive the Kelvin equation 13. Thus, due to the fluid distribution inhomogeneity in 

nanopores 14, the applicability of the Kelvin equation is under debate. For capillary 

evaporation, most studies claimed that the Kelvin equations largely overestimate 

evaporation pressure in sub-10-nm pores 15-17. For capillary condensation, disagreement 

also exists in sub-10-nm pores. Some researchers claimed that the simplified Kelvin 

equation (SKE) becomes invalid in sub-10-nm pores and the deviation becomes more 

significant as pore size decreases 17-20, while, on the other hand, some researchers 
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otherwise indicated the validity of the SKE and the complete Kelvin equation (CKE) in 

sub-10-nm pores 21-25. In contrast to the Kelvin equations, several extended equation-of-

state (EOS) methods have been developed to describe the phase behavior of fluid in a 

nanopore. One popular method is using a cubic EOS to describe vapor- and liquid-phase 

properties combined with capillary pressure (EOS–Pcap) 
26-31. Various EOS–Pcap models 15, 

30-34 have been widely used to obtain the properties of hydrocarbon mixtures in nanopores 

for shale oil recovery. To obtain the vapor–liquid equilibria (VLE), EOS–Pcap models 

always need to implement successive substitutions and numerical iterations to satisfy the 

chemical and mechanical equilibrium 33. Though EOS–Pcap models can consider fluid 

compressibility, they cannot fully consider the fluid inhomogeneous distribution caused 

by the fluid–surface interaction in nanopores. A few studies have incorporated adsorption 

layer thickness into the EOS–Pcap model to improve their performance in nanopores 32, 35, 

36. However, so far, neither the Kelvin equation nor the EOS–Pcap models can fully 

account for fluid distribution inhomogeneity 14 in nanopores due to fluid–surface 

interactions. Another defect of the Kelvin equation and EOS–Pcap models is their 

prediction of the bulk critical point (CP). Due to the interfacial tension (IFT) vanishing at 

the bulk CP, both Kelvin equation and EOS–Pcap models generally predict the critical 

point of confined fluids to be unshifted 29, 31, 33. While the existence of a hysteresis critical 

point (HCP) 37 under nanoconfinement, which is different from the bulk CP has been well 

documented from experiments, molecular modeling, and simulation studies 37, 38. Thus, 

their validities in predicting phase behaviors in shale nanopores have been much debated, 

especially in sub-10-nm pores. 

Besides, due to numerous nanoscale pores in shale organic media, the effect of 

pore size distribution can be an important factor in gas adsorption. In the past, a number 

of works using molecular simulations and theoretical calculations have been applied to 

study the properties and phase behaviors of nanoconfined hydrocarbons mainly based on 

a single-pore model 10-12, 39-44, while ignoring pore size distribution (PSD), i.e., the 

volume partitioning in various pores. For example, Didar et al. 12, Jin and Firoozabadi 11, 

and Bui et al. 44 used grand canonical Monte Carlo (GCMC) to study the fluid properties 

of hydrocarbon mixtures in various nanoscale pores. Although the nanoconfinement 

effect on fluid adsorption has been studied in various computational and theoretical 
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works, most of the works were performed based on a single-pore model. However, unlike 

monodispersed porous materials, such as carbon nanotubes, shale has various pores 

ranging from a few nanometers to micrometers. The pore size distribution (PSD), i.e., the 

volume partitioning in different pores and their interplay, may play an important role in 

shale gas recovery. In addition, in these works, while the bulk pressure has been varied, 

the bulk composition usually remains the same 11, 44. However, based on the field 

observation, the produced fluid composition has been changing throughout production 45., 

which is another limitation for a single-pore model to describe gas adsorption and 

recovery in shale nanoporous media.  Recently, a few works have been reported on the 

study of the effect of PSD on the confined pure or hydrocarbon mixtures by the pore-

size-dependent equation of state (PR-C EOS). 46, 47 or the gauge-GCMC method 48. 

Although these works provided some insights into the effect of PSD on the phase 

behavior of confined hydrocarbons, models that can explicitly consider the effect of PSD 

on hydrocarbon mixtures, fluid–fluid interactions, and fluid–surface interactions have not 

yet been developed.  

Furthermore, these plentiful nanopores further result in ultra-low permeability and 

porosity 49-51 which causes difficulties in gas production. Based on field data 52, shale gas 

production rates generally plummet rapidly which greatly hampers its exploration and 

development activities. In fact, the average recovery efficiency of shale gas can be 

surprisingly low, less than 10% even, with the horizontal and hydraulic fracturing 

methods implemented 53. As one of the most promising enhanced gas recovery (EGR) 

methods, CO2 injection has been proven to be an effective method to drive up shale gas 

production rate and enhance its recovery 52. On the other hand, considering abundant 

storage capacity and the readily-available underground as well as surface infrastructure, 

CO2 injection into shale gas reservoirs can be a viable option to alleviate carbon 

emissions through geological CO2 sequestrations 54, 55. The CO2 ‘huff-n-puff’ is one of 

the most widely used CO2-EGR methods in shale gas exploitation 52, 56-58, which can be 

generally separated into CO2 injection (‘huff’), well shut-in (‘soak’), and production 

(‘puff’) periods 59, 60. There have been a few experiments that implemented the CO2 

‘huff-n-puff’ process to investigate its effect on shale gas recovery 61-64, in which the 

powdered shale samples are always chosen as the object. Researchers found that the 
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desorption efficiency of adsorbed methane is enhanced by CO2 injection, i.e., the CO2 

‘huff-n-puff’ process can increase the gas recovery for shale gas reservoirs. Apart from 

the experiments, molecular simulations and other theoretical modeling have also been 

applied to study the CO2 'huff-n-puff' performance in shale gas recovery and geological 

CO2 sequestration from molecular perspectives 5, 65-74. Though different 

modelling/simulations are used to study the performance of CO2 'huff-n-puff' process, 

these researchers found that CO2 injection can enhance methane recovery to different 

degrees. Although these numerical modelling studies are helpful to understand the effect 

of CO2 injection on shale gas recovery and geological CO2 sequestration, the underlying 

mechanisms governing these phenomena occurring in nanosized pores, like the 

composition change, the interplay between bulk and nanopores, mixtures competitive 

adsorption/desorption during CO2 injection/sequestration, etc., are largely ambiguous. 

For these molecular simulations, while they studied CO2-EGR and CO2 sequestration 

from molecular perspectives, they generally assume that the bulk phase volume is much 

larger than that of nanopores so that the fluid injection into and release from the 

nanopores do not alter the fluid compositions in bulk. However, as we mentioned above, 

the pore volume in nanopores can be comparable to that of macropores/fractures in shale 

reservoirs 8, 75. Due to the comparable pore volume, adsorbed/released fluids in/from 

nanopores could influence bulk fluid properties, which in turn could further affect fluid 

density distributions in nanopores through chemical equilibrium 70, 71, 76, 77. Therefore, the 

volume partitioning among nanopores and macropores/fractures (bulk) can play an 

important role in fluid properties and phase behaviors 48, 78-81. Recently, a few works 

incorporated such a nanopore–bulk multiscale system to study the properties of pure and 

hydrocarbon mixtures 48, 78, 80-84. They generally show that hydrocarbon mixture phase 

behaviors in the nanopore–bulk multiscale system are different from those in the systems 

with infinitely large bulk reservoirs. However, to the best of our knowledge, the effect of 

volume partitioning on CO2-EGR and CO2 sequestration during the CO2 ‘huff-n-puff’ 

process has not been revealed yet.  

Additionally, the surface area of kerogen is another important parameter for gas 

adsorption and recovery in shale reservoirs. Due to extensive nanoscale pores, the surface 

area can be exceptionally high in kerogen so an accurate surface area is indispensable for 
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methane (CH4) adsorption estimation in shale nanoporous media. To measure the surface 

area, low-pressure gas adsorption isotherms coupled with the Brunauer–Emmett–Teller 

(BET) theory have been widely used to characterize the surface area of various porous 

media, including activated carbon 85, metal organic frameworks (MOFs) 86-88, silica 89-91, 

zeolite 92, and shale samples/isolated kerogens, 93, 94 etc. However, the BET theory might 

not be suitable for gas adsorption in the kerogen system. The BET theory assumes that 

the multilayer adsorption of ideal gas takes place on a perfectly-smooth ideal 

homogeneous surface 7. On the other hand, in contrast to the basic assumptions in BET 

theory, the kerogen surface may not be perfectly smooth 6 (i.e., geometrical 

heterogeneity), and it carries energetical heterogeneity 95 with a number of heteroatoms 

such as N, S, and O. Thus, the applicability of the BET theory for the surface area 

characterization of kerogen mesopores is questionable and has not been investigated yet. 

There have been a number of previous studies on the effect of energetical and 

geometrical heterogeneity on the BET surface area ( BETS ) in porous media 86, 96-104. For 

example, Gómez-Gualdrón et al. 86, Tian and Wu 105, Gelb and Gubbins 106, and Coasne 

et al. 91 compared BETS  in micro- and mesoporous MOFs with the N2-accessible surface 

area (NASA). While these studies have provided important insights into the effect of 

energetical and geometrical heterogeneity on BETS , a careful analysis of their effect on 

kerogen BETS  is still lacking. In addition, whether BETS  can be a good indicator for 

methane (CH4) adsorption capacity in kerogen nanopores remains unanswered.  

As a whole, this thesis investigates gas adsorption and phase behaviors in kerogen 

nanopores. The effect of pore size distribution and CO2 injection effect on gas adsorption 

and recovery in kerogen are also studied. Additionally, we also investigate surface area 

characterizations of kerogen by gas adsorption. This thesis provides some crucially 

important insights into the optimization of shale gas recovery, geological CO2 

sequestration, CH4 adsorption capacity prediction, and shale gas-in-place (GIP) 

estimation in kerogen nanoporous media.  

1.2. Problem Statement 

While a number of theoretical works have been devoted to investigating gas 

adsorption, phase behaviors, and surface area characterization of kerogen, there are still 
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some unsolved problems that are essential for shale gas exploration, shale GIP estimation, 

CO2 geological sequestration, etc. The main issues are addressed as follows: 

• A fluid confined in a nanopore behaves very differently from its bulk form as 

a result of strong fluid–surface interactions. To predict the phase behavior of a 

pure component in nanopores, various versions of the Kelvin equation and 

equation-of-state-with-capillary-pressure (EOS–Pcap) models have been 

widely used. However, there has been much debate on the validity of the 

classical Kelvin equation, especially in sub-10-nm pores. 

• Shale has an extensive number of pores ranging from a few to hundreds of 

nanometers, in which hydrocarbons behave very differently from the bulk, and 

surface adsorption becomes significant due to the strong fluid–surface 

interactions. In the past, a number of works using molecular simulations and 

theoretical calculations have been applied to study the properties and phase 

behaviors of nanoconfined hydrocarbons mainly based on a single-pore model, 

while ignoring pore size distribution (PSD), i.e., the volume partitioning in 

various pores. Thus, the effect of PSD on gas adsorption and recovery in 

kerogen is unclear.  

• Plentiful nanopores result in ultra-low permeability and porosity, causing 

difficulties in gas production. As an enhanced gas recovery (EGR) method, 

CO2 injection has been proven to be an effective method to drive up shale gas 

production. The CO2 injection effect coupled with the PSD effect on kerogen 

gas adsorption is unknown.  

• Kerogen, as the main constituent of shale organic matters, has exceptionally 

high surface areas due to extensive nanoscale pores. The Brunauer–Emmett–

Teller (BET) method has been extensively used to characterize the surface 

area of various porous materials. It assumes that the multilayer adsorption of 

ideal gas takes place on a perfectly-smooth ideal homogeneous surface, while 

the kerogen surface may not be perfectly smooth (i.e., geometrical 

heterogeneity), and it carries energetical heterogeneity with a number of 

heteroatoms such as N, S, and O. Thus, its applicability for the surface area 

characterization of kerogen mesopores has not been investigated yet. 
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1.3. Objectives 

The objectives of this thesis can be divided into two parts: I) gas adsorption and 

phase behaviors in shale organic nanoporous media; II) surface area characterization of 

shale organic media. The detailed objectives are listed below. 

I. Gas adsorption and phase behaviors in shale organic nanoporous media: 

• To investigate pure hydrocarbon adsorption and phase behaviors in shale 

organic nanopores by using a single-pore model and the validity of the Kelvin 

equation and the EOS–Pcap method in kerogen small nanopores. 

• To investigate the effect of PSD/volume partitioning on gas adsorption and 

recovery by using a multi-scale bulk–nanopore model.  

• To investigate the effect of CO2 injection coupled with the PSD effect on gas 

adsorption, gas recovery, and CO2 geological sequestration by using a multi-

scale bulk–nanopore model.  

II. Surface area characterization of shale organic media: 

• To investigate the effect of geometrical and energetical heterogeneity on N2 

adsorption isotherms and the subsequent BET surface area ( BETS ) 

characterization. To investigate the applicability of the BET method for the 

surface area characterization of kerogen mesopores. To investigate the 

correlation between BETS  and methane adsorption.  

1.4. Thesis Scope 

The focus of this thesis is on investigating the mechanisms of hydrocarbons in 

shale organic nanoporous media (kerogen) and surface area characterization of kerogen 

that can predict the gas adsorption, phase behaviors, and gas recovery. This thesis 

provides some crucially important insights into the optimization of shale gas recovery, 

geological CO2 sequestration, CH4 adsorption capacity prediction, and shale GIP 

estimation in kerogen media. It is divided into two parts.  

Part I investigates the mechanisms of gas adsorption and its phase behaviors in 

shale organic nanoporous media, including three chapters (i.e., CHAPTER 2, CHAPTER 

3, and CHAPTER 4). CHAPTER 2 outlines a single-pore model to predict gas adsorption 

and phase behaviors of confined hydrocarbon pure component in organic nanopores. The 
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engineering density functional theory (DFT) is applied to predict gas adsorption and 

phase behavior of propane in nanopores. The validity of some traditional methods (i.e., 

various versions of the Kelvin equation and equation-of-state-with-capillary-pressure 

models) for pure hydrocarbon phase behaviors in nanopores with various pore sizes has 

been investigated. A simple graphical method is introduced to study the vapor–liquid 

equilibrium by using bulk pressure–volume, chemical-potential–density, and chemical 

potential–pressure relations. CHAPTER 3 extended the single-pore model to a multiscale 

nanopore–bulk model to investigate the pore size distribution (PSD)/volume partitioning 

effect on gas adsorption by the engineering DFT. The constant volume depletion (CVD) 

method is intended to simulate the hydrocarbon recovery from the nanopores in the shale 

matrix through the natural and hydraulic fractures. We can explicitly calculate density 

distributions and average densities of fluids in nanopores and the bulk region at given 

pressure conditions and provide important insights into the effect of PSD on shale gas 

recovery. CHAPTER 4 proposes the CO2 injection effect coupled with the PSD effect on 

shale gas and its recovery. The CO2 injection effect is studied by the CO2 'huff-n-puff' 

process with a CVD setting in nanopore–bulk multiscale models. Part I of this thesis thus 

provides some insights into the mechanisms of shale gas adsorption, phase behaviors, its 

exploitations, and geological CO2 sequestrations in kerogen nanoporous media. 

Part II investigates the surface area characterizations of shale organic nanoporous 

media, including CHAPTER 5. In CHAPTER 5, the effect of geometrical and energetical 

heterogeneity on N2 adsorption isotherms and the subsequent BET surface area 

characterization is studied by gas adsorption using grand canonical Monte Carlo (GCMC) 

simulations. Additionally, the applicability of the Brunauer–Emmett–Teller (BET) 

method of kerogen surface area characterization is investigated. Part II of this thesis thus 

provides surface area characterization methods for kerogen and its important application 

on methane adsorption in shale organic nanopores.  

The last chapter of this thesis, CHAPTER 6, highlights the main outcomes of this 

work.  

公式章 (下一章) 节 1 
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CHAPTER 2 Validity of the Kelvin Equation and the Equation-of-State-with-

Capillary-Pressure Model for the Phase Behavior of a Pure Component under 

Nanoconfinement 

(A version of this chapter has been published in Chemical Engineering Science 226 

(2020) 115839 by Yingnan Wang, Nadia Shardt, Chang Lu, Huazhou Li, Janet A.W. 

Elliott, and Zhehui Jin) 

Abstract 

A fluid confined in a nanopore behaves very differently from its bulk form as a 

result of strong fluid–surface interactions. To predict the phase behavior of a pure 

component in nanopores, various versions of the Kelvin equation and equation-of-state-

with-capillary-pressure (EOS–Pcap) models have been widely used. There has been much 

debate on the validity of the classical Kelvin equation, especially in sub-10-nm pores. 

Within the framework of the EOS–Pcap models, numerical iterations have been widely 

used to obtain the vapor–liquid equilibrium (VLE). Herein, we summarize the 

controversies surrounding the validity of the Kelvin equation. In slit pores with widths 

larger than 8 nm, we find that the Kelvin equation agrees with (within 10%) the 

equilibrium vapor-phase pressures of nano-confined propane as calculated by engineering 

density functional theory for temperatures between 310 K and 360 K. In addition, we 

introduce a simple graphical method using bulk pressure–volume, chemical-potential–

density, and chemical potential–pressure relations to obtain the VLE using the EOS–Pcap 

model. While the classical Kelvin equation takes only surface tension as an input and 

returns a solution for VLE up until the surface tension vanishes at the bulk CP, the EOS–

Pcap model predicts a limiting temperature that is different from the bulk critical (CP). 

The predictions from the Kelvin equations and EOS–Pcap models can be improved by 

considering adsorption layer thickness. 
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2.1. Introduction 

Fluids confined in nanopores have attracted extensive interest among scientists 

and engineers, owing to their broad applications in unconventional oil/gas production 107, 

fuel cells 108, heterogeneous catalysts 109, adsorption 16, drying processes 110, 111, water 

purification 112, and climate engineering 113-115. Due to strong fluid–pore wall interactions, 

fluid density distributions are inhomogeneous in nanopores and fluid behavior is very 

different from the bulk 14, 116, 117. It is well known from experimental and modeling 

studies that fluids confined in nanopores can undergo capillary condensation or 

evaporation at different vapor-phase pressures than the bulk-phase saturation pressure 15, 

23, 118. In addition, nanoconfinement can induce a limiting point where vapor–liquid 

equilibrium (VLE) vanishes, and this limiting point is shifted from the critical point of 

the bulk phase. As a result, the properties of fluids confined in nanopores cannot be 

simply predicted by the conventional equation of state (EOS) modeling 23, 25. 

To predict the phase behavior of a pure component in a nanopore, the capillary 

pressure difference between liquid and vapor phases, capP , arising from the highly curved 

liquid–vapor interfaces must be combined with the equality of liquid and vapor chemical 

potentials for phase equilibrium. Assuming that the vapor phase behaves as an ideal gas 

and the liquid phase is incompressible, one can derive the Kelvin equation 13. On the 

other hand, using an EOS 119 to describe the vapor and liquid phases, one can obtain an 

EOS–Pcap model 120. Neither the Kelvin equation nor the EOS–Pcap models account for 

fluid distribution inhomogeneity 14 in nanopores due to fluid–surface interactions. 

The complete Kelvin equation 25 (CKE) has been widely used to predict the 

vapor-phase pressure PV of a pure component at a given temperature T in a nanopore 

down to a few nanometers, 

 ( )0

0

2
ln

LV
L Vm

m

m

VP
RT V P P

P r

 
= − + − 

 
 (2-1) 

where 0P  is the bulk saturation pressure; γ is the bulk vapor–liquid interfacial tension 

(IFT) at T; 
L

mV  is the bulk liquid molar volume at T and 0P ; R is the universal gas 
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constant; and mr  is the radius of the mean curvature, i.e., 
1 2

1 1 1 1

2mr r r

 
= + 

 
, where 1r  and 

2r  are the principal radii of curvature. The radius of mean curvature mr  has various 

relationships with different geometries and phase transition types as listed in Appendix 

A.1.  

The second term on the right-hand side of Eq. (2-1) is often considered to be 

negligible compared to the first term 121, i.e., 

 0

2 V

m

P P
r


 − .  (2-2) 

Thus, the simplified Kelvin equation (SKE) is given as 17, 21, 121-124, 
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m
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 
.  (2-3) 

While these Kelvin equations can accurately predict fluid condensation and 

evaporation pressures in sub-100-nm pores 24, 25, 125-127, there has been much debate on 

their validity in sub-10-nm pores 23 as depicted in Figure 2-1 (a). The data points in 

Figure 2-1 (a) show deviations between the vapor-phase pressures from the Kelvin 

equations and those from experimental/modeling studies, given as:  

 
exp/mod

%

V V

KelV

V

Kel

P P
P

P

−
 = , (2-4) 

in which 
V

KelP  and exp/mod

VP  are the vapor-phase pressures from the Kelvin equations and 

experimental/molecular modeling studies, respectively. (The literature references for 

Figure 2-1 are listed in Appendix A.2). In most of the research summarized in Figure 2-

1 (a), the contact angles of the fluids on the substrates are either measured 15, 23, 125 or 

assumed 15-22, 24, 25, 118, 126-129 to be zero in the Kelvin equations and experiments, 

simulations, and theoretical calculations, while in a few studies the contact angle was 

assumed to be a small finite value 126, 128, 130 (details given in Table A-2 (c)). A lack of 

rigorous determination of the correct contact angles might be responsible for some of the 

discrepancies shown in Figure 2-1 (a). 
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Figure 2-1 The relative deviations of measured or modeled vapor-phase pressures from 

the Kelvin equations, %P . Panel (a) depicts %P  of the Kelvin equations without 

taking into account an adsorption layer thickness; Panel (b) represents %P  of the 

Kelvin equations where adsorption layer thickness was taken into account. Filled and 

open symbols represent the deviations from the SKE and CKE, respectively; blue and red 

symbols depict the deviations of condensation and evaporation pressures from Kelvin 

equations, respectively; squares and triangles represent experimental and modeling 

studies, respectively. These data points are numbered to indicate their sources, and the 

numbering can be found in Table A-2. Data points in the same colored boxes are from the 

same source. The vertical dashed line indicates rm = 10 nm below which controversy 

about the validity of Kelvin equations arises. The horizontal dashed lines represent 

%   10%VP  . 

In terms of capillary evaporation in sub-10-nm pores, most studies claimed that 

the Kelvin equations largely overestimate evaporation pressure 15-17. For example, by 

using nanofluidic devices, Jatukaran et al. 15 directly observed propane evaporation in 9-

nm-deep two-dimensional silica nanochannels and found that evaporation takes place at 

pressures significantly lower than the predictions from the SKE. By using non-local 

density functional theory (NLDFT), Ravikovitch et al. 16 compared nitrogen capillary 

evaporation pressures in open cylindrical pores of diameters between 1 and 8 nm with 

those from the Kelvin equation and found that the SKE predicts much higher evaporation 

pressures.  

Disagreement also exists in capillary condensation predictions. A number of 

studies 17-20 claimed that the SKE becomes invalid in sub-10-nm pores and as pore size 

decreases, the deviation becomes more significant. For example, Walton et al. 19 used 

NLDFT and grand canonical Monte Carlo (GCMC) simulations to study the nitrogen 

adsorption isotherm in 5- to 10-nm graphitic slit pores. They found that the SKE 
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predictions of condensation pressure had large deviations from the GCMC simulation 

results when the pore width was less than 7 nm.  

On the other hand, several studies otherwise indicated the validity of the SKE and 

CKE in sub-10-nm pores 21-25. Zhong et al. 23 studied the condensation of propane in a 

nanofluidic system. They reported that the measured propane condensation pressures in 

8-nm silica nanochannels agree excellently with the CKE predictions. Shardt and Elliott 

118 used an activity-coefficient-with-capillary-pressure model to predict vapor–liquid 

phase diagrams of nitrogen/argon mixtures in 4-nm (diameter) cylindrical pores and 

compared their predictions to measurements by Alam et al. 131. For pure nitrogen or 

argon, Shardt and Elliott’s model reduces to the CKE. They considered the liquid–vapor 

curvature difference between adsorption and desorption in cylindrical pores and found 

that the CKE is valid in 4-nm (diameter) cylindrical pores for condensation of pure 

nitrogen and both condensation and evaporation of pure argon. Factorovich et al. 132 

studied the vapor-phase pressures of water nanodroplets (evaporation) by using grand 

canonical molecular dynamics (GCMD) simulation. They claimed that the SKE can 

accurately predict the evaporation vapor–phase pressures for water droplets with 

diameters as small as 1.2 nm. It should be noted that, for nanodroplets, there is no fluid 

interaction with a substrate that may be the source of some discrepancies with the Kelvin 

equation in the other studies. 

To better describe confined fluid properties, a few studies considered adsorption 

film thickness in the Kelvin equations as shown in Figure 2-1 (b) (the literature 

references for Figure 2-1 are listed in Appendix A.2). The effective pore radii for Kelvin 

equations are adjusted according to the adsorption film thickness, which could be a 

constant or determined by experimental or simulated adsorption isotherms. The Barrett–

Joyner–Halenda (BJH) method 133 involves introducing adsorption layer thickness into 

the Kelvin equations by fitting a statistical thickness equation to the measured nitrogen 

adsorption data. Broekhoff et al. 134, 135 modified the Kelvin equation by adding a 

function of adsorption thickness and pressure, which was fitted to experimental 

adsorption data. Compared with predictions from the Kelvin equations without correction 

as depicted in Figure 2-1 (a), considering adsorption layer thickness significantly 

improves the performance of the Kelvin equations, predicting vapor-phase pressures 
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accurately ( % 10 %VP  ) down to a 5-nm mean radius. Note that all data points 

shown in Figure 2-1 (b) are predictions from the SKE or CKE considering adsorption 

layer thickness. Kruk et al. 17 studied nitrogen adsorption/desorption using a siliceous 

molecular sieve nanochip with parallel cylindrical pores of diameters ranging from 2 to 7 

nm. They compared their experimental results with predictions from the SKE for both 

adsorption and desorption. They also investigated the SKE with adsorption layer 

thickness. While the SKE predictions for both condensation and evaporation pressures 

show large deviations compared to experimental results, those considering an adsorption 

layer have much better agreement with experiments. Miyahara et al. 18 proposed a model 

by considering pore-wall potential and curvature-dependent surface tension in the SKE. 

They compared the condensation pressures in 2- to 4-nm silicate-like cylindrical pores 

from molecular dynamics (MD) simulations with those from their model and the SKE. 

They reported that the predictions from the SKE of the nitrogen condensation pressure 

are much higher than those from MD simulations, while their proposed model has an 

excellent agreement with MD simulations. 

In contrast to the Kelvin equations which treat the vapor phase as an ideal gas and 

the liquid phase as an incompressible fluid, several extended equation-of-state (EOS) 

methods have been developed to describe the phase behavior of fluid in a nanopore. For 

example, an EOS with shifted critical parameters model 29, 43 is widely used to describe 

confined fluid properties and phase behaviors. Recently, scaled particle theory has been 

extended to study the properties and phase behaviors of confined Lennard Jones and 

square-well fluids 136-138. Another popular method is using a cubic EOS to describe 

vapor- and liquid-phase properties combined with capillary pressure (EOS–Pcap) 
26-31. 

Melrose 119 introduced several corrections into the Kelvin equation, treating the vapor as 

a non-ideal gas, and treating the liquid as a compressible liquid. While some authors use 

the term “Kelvin equation” to include these advanced models, in this paper we use the 

term “Kelvin equation” to apply strictly to the SKE and CKE which assume ideal gas and 

incompressible liquid, and use the term “EOS–Pcap model” when a cubic equation of state 

is used for fluid properties. Various EOS–Pcap models 15, 30-34 have been widely used to 

obtain the properties of hydrocarbon mixtures in nanopores for shale oil recovery and 

have been implemented in reservoir simulators 34 to predict the well productivity and 
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ultimate recovery. Successive substitutions and numerical iterations are generally used to 

obtain the vapor–liquid equilibria (VLE) by satisfying the chemical and mechanical 

equilibrium 33. To take into account surface adsorption, a few studies have incorporated 

adsorption layer thickness into the EOS–Pcap model 32, 35, 36. Similar to the Kelvin 

equations, because IFT vanishes at the bulk CP, the critical point of confined fluids using 

EOS–Pcap models is generally predicted to be unshifted 29, 31, 33. Tan et al. 139 claimed that 

the “critical” temperature in nanopores is lower than the bulk CP by using the EOS–Pcap 

model with numerical iteration, while they did not unravel the cause. On the other hand, 

the existence of a hysteresis critical point (HCP) 37 under nanoconfinement, which is 

different from the bulk CP has been well documented from experiments, molecular 

modeling, and simulation studies 37, 38.  

In this paper, we first summarize the controversies surrounding the validity of the 

Kelvin equations for fluids in nanopores. We evaluate the applicability of the CKE and 

the SKE for propane in carbon slit nanopores by comparing condensation/evaporation 

pressures 15, 23 from the Kelvin equations to those predicted by engineering density 

functional theory (engineering DFT) 140. The validity of the CKE-with-adsorption-film 

(CKE–A) model is also tested. Engineering DFT has been widely used to predict the 

properties of pure hydrocarbons and their mixtures under nanoconfinement, showing 

excellent agreement with experiments 15 and molecular simulations 39. In this work, 

within the framework of the EOS–Pcap model, we introduce a graphical method to 

illustrate the underlying physics of vapor–liquid equilibrium with the same predictions as 

using numerical iterations. The pressure–volume (P–V), pressure–density (P–ρ), and 

chemical-potential–density (µ–ρ) relations from the Peng–Robinson EOS (PR–EOS) 141 

combined with capillary pressure are used to obtain the chemical and mechanical 

equilibrium between vapor and liquid phases. We deduce the vapor-phase properties from 

the bulk stable vapor-phase branch, while those of the liquid phase is obtained from the 

bulk metastable liquid-phase branch. By using such a graphical approach, we find that 

there exists a limiting temperature for a pure component in a nanopore, above which 

vapor–liquid coexistence cannot occur. In addition, we also compare the performance of 

the PR–EOS with the capillary pressure (PR–Pcap) model without considering adsorption 

layer thickness to the performance of the PR–Pcap model corrected for adsorption layer 
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thickness (PR–Pcap–A). By doing so, we illustrate the effect of considering adsorption 

layer thickness on the predictions of the EOS–Pcap model.  

The remainder of this chapter is organized as follows. In Section 2, we present the 

governing equations and graphical methods for the CKE, the SKE, the PR–Pcap model, 

engineering DFT, and adsorption layer thickness for use in the CKE–A and PR–Pcap–A 

models. In Section 3, we first compare vapor-phase pressures at VLE in nanopores from 

various approaches with engineering DFT. We observe the limiting points from PR–Pcap 

and PR–Pcap–A models and use graphical methods to explain the underlying mechanism. 

In Section 4, we summarize the key findings and conclusions. 

2.2. Governing Equations and Methodology 

2.2.1. The Complete Kelvin Equation (CKE) 

The Kelvin equation is based on macroscopic thermodynamics for the vapor and 

liquid phase equilibrium, assuming that the vapor phase behaves as an ideal gas and the 

liquid phase is incompressible. Within the framework of the Kelvin equation, the strong 

fluid–surface interactions within nanopores are not taken into account directly, but rather 

indirectly by the capillary pressure, which is the pressure difference between vapor and 

liquid phases. The Young–Laplace (YL) equation is used to account for capillary 

pressure capP . For a slit pore, the YL equation has the following form 142  

 
2 cosV L

capP P P
W

 
− = = , (2-5) 

where 
VP  and 

LP  are the pressures of the vapor and liquid phases, respectively, γ is the 

bulk vapor–liquid IFT at the given temperature T, θ is the contact angle measured 

through the liquid, and W is the slit pore width. In this paper, all IFTs used are from the 

NIST Chemistry WebBook. Assuming that the liquid phase completely wets the surface, 

θ = 0°. For VLE in slit nanopores, vapor and liquid phases reach both chemical and 

mechanical equilibrium at the given temperature T 119, 143,  

 ( ) ( ), ,V V L LT P T P = ,  (2-6) 

 
2V LP P
W


− = , (2-7) 
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in which 
V  and 

L  are pure component vapor- and liquid-phase chemical potentials, 

respectively. Assuming that the vapor phase behaves as an ideal gas and that the liquid 

phase which can exist below the bulk saturation pressure 0P  is incompressible, the 

chemical potentials of vapor and liquid phases can be expressed as,  

 ( ) ( )0

0

, , ln
V

V V V P
T P T P RT

P
 

 
= +  

 
,  (2-8) 

 ( ) ( ) ( )0 0, ,L L L L L

mT P T P V P P = + − .  (2-9) 

where 
L

mV  is the bulk liquid molar volume at T and 
0P ; R is the universal gas constant. 

Combining Eqs. (2-6) – (2-9),  
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Substituting Eq. (2-7) into Eq. (2-10) yields the CKE equation 13, 25, 119, 144,  
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2.2.2. The Simplified Kelvin Equation (SKE) 

In Eq. (2-11), the capillary pressure is often considered to be much larger than the 

difference between the vapor-phase pressure and bulk saturation pressure 13, i.e., 

 0

2 VP P
W


 − .  (2-12)  

Then, Eq. (2-11) can be simplified to the SKE 122, 145, 
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2.2.3. Peng–Robinson Equation of State with Capillary Pressure (PR–Pcap) Model 

Unlike the Kelvin equations, the PR–Pcap model uses the PR–EOS which is a van 

der Waals type EOS to describe the liquid and vapor phases. The capillary pressure in the 

PR–Pcap model comes from the YL equation as shown in Eq. (2-5). Again, for VLE, the 

chemical potentials of each phase are equal at the given T, i.e.,   

 ( ) ( ), ,V V L LT P T P = , (2-14) 
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where 
2V L

capP P P
W


− = = . 

V  and 
L  can be obtained from the PR–EOS 141 (see 

Appendix A.3).  

While previous works applied successive substitutions and numerical iterations to 

obtain the VLE by solving Eq. (2-14) 29, 31, 33, in this work, we illustrate the underlying 

physics of VLE by introducing a graphical method. The bulk P–V isotherm, P–ρ, and µ–ρ 

relations from the PR–EOS 141 at the given T are shown in Figure 2-2. Here, we describe 

how to obtain the chemical and mechanical equilibrium between vapor and liquid phases 

(PR–EOS parameters are provided in Appendix A.4). On the P–V and P–ρ curves, Point 

A represents the liquid phase at 0  P P  and Point G represents the vapor phase at 

0  P P . Points B and E depict the bulk saturation points, respectively; Points C and D 

indicate the mechanical stability limits of superheated liquid and supersaturated vapor 

phases, respectively. At 0P , bulk vapor and liquid phases have equal pressures and 

chemical potentials (i.e., the intersection between Lines AC and DG) as shown in Figure 

2-3 (a). 

 

Figure 2-2 (a) P–V; (b) P–ρ and µ–ρ relations for propane at T = 310 K from the PR–

EOS. In the P–V and P–ρ diagrams, Point A represents the liquid phase at a pressure 

higher than 0P ; Point G represents the vapor phase at a pressure lower than 0P . Points 

B and E depict the bulk saturation points; Points C and D depict the mechanical stability 

limits of superheated liquid and supersaturated vapor phases, respectively; Points A' to 

G' are the corresponding points from A to G in the µ–ρ diagram. Point F' represents the 

lower limit of chemical potential based on the chemical potential equality given in Eq. 

(2-14) and Point F is the corresponding point on the P–ρ curve at the same molar density.  

Under nanoconfinement, due to liquid wetting the solid surfaces, the liquid–vapor 

interface is curved toward the vapor and, due to the liquid–vapor interfacial tension, the 
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liquid has a lower pressure than the vapor. We deduce the vapor-phase properties from 

the stable vapor-phase branch (Line EG), while those of the liquid phase is obtained 

from the bulk metastable liquid-phase branch (Line BC). Therefore, the chemical 

potential ranges of the metastable liquid phase and the stable vapor phase are B'C' and 

E'G', respectively, as shown in Figure 2-2 (b). To ensure chemical potential equality 

between vapor and liquid phases, the lower limit of vapor-phase pressure is dictated by 

Point F' on the µ–ρ curve and Point F on the P–ρ curve in Figure 2-2 (b). VLE under 

confinement can be obtained by shifting the liquid-phase P −  curve to the right-hand 

side by a distance of capP  as shown in Figure 2-3 (b). Then, the new intersection dictates 

the pressures under confinement, 
*

0P , the vapor-phase pressure when read from the 

bottom axis in Figure 2-3 (b), and the liquid phase pressure when read from the top axis 

of Figure 2-3 (b). 

 

Figure 2-3 Illustration of chemical potential equality between vapor and liquid phases for 

(a) bulk propane and (b) propane in a confined space at T = 310 K. Red and black lines 
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represent bulk vapor and liquid phase µ–P relations, respectively; the blue line represents 

the confined liquid phase µ–P relation. Points A, B (E), C, D, and G correspond to the 

points shown in Figure 2-2. In (a) 0P  represents the bulk vapor–liquid equilibrium 

pressure which is the same for the vapor and liquid phases as shown by alignment of the 

bottom and top axes. In (b) 
*

0P  represents the confined equilibrium pressures, to be read 

from the bottom axis for vapor-phase pressure and from the top axis for liquid pressure.  

2.2.4. Engineering Density Functional (DFT) Theory 

Based on the heterogeneous molecular distributions in nanopores, engineering 

DFT constructs the grand potential ( )  r  in an open system, which is the functional 

of density distribution ( ) r . The grand potential functional ( )  r  of the system is 

the thermodynamic function of choice and is related to the Helmholtz free energy 

functional ( )F   r  via the Euler–Lagrange transformation 146,  

 ( ) ( ) ( ) ( )F d    = +  −          r r r r r ,  (2-15) 

where dr  is differential volume, and ( ) r  is the number density distribution at position 

r ; ( ) r  is the solid surface external potential at the position r ; and   is the bulk 

chemical potential 147. 

The Helmholtz free energy ( )F   r  is further decomposed into two parts: an 

ideal gas term ( )idF   r  and the excess term arising from the intermolecular 

interactions ( )exF   r , 

 ( ) ( ) ( )id exF F F  = +          r r r ,  (2-16) 

where the ( )idF   r  term is known exactly. The ( )exF   r  term consists of two parts: 

one part is obtained by extending the PR–EOS with a weighted density approximation 

(WDA) 148 to inhomogeneous conditions to account for the physical interactions; the 

other part accounts for the long-range intermolecular attractions by using a quadratic 

density expansion (QDE) 149, 150. (see Appendix A.5) 

At equilibrium, the grand potential functional reaches a minimum 140. Therefore, 

the equilibrium density distributions of species can be obtained by minimization of the 

grand potential functional 151, 
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 ( ) ( )
( )

( )
exp

exF 


  

   
 
  

= −  −
r

r
r r  , (2-17) 

where ( )1/ Bk T = , with Bk  and T being the Boltzmann constant and absolute 

temperature, respectively. The density distribution in Eq. (2-17) is solved by Picard 

iteration 152. In fact, under nanoconfinement, due to inhomogeneous fluid distributions 

and fluid–surface interactions, pressure is anisotropic and position-dependent 143. Within 

the framework of DFT, we use the pressure of the bulk vapor phase which is in chemical 

equilibrium with the fluids under nanoconfinement to denote the pressure. On the other 

hand, the Kelvin equations and EOS-based methods cannot take into account such a 

pressure tensor in nanopores 143, but use a uniform value to describe the pressure in 

nanopores. The bulk density is used as the initialization to calculate density distribution at 

the first pressure. The initial guesses for other pressures are from the density distributions 

at the preceding pressures. The PR–EOS uses the critical temperature and critical 

pressure as input parameters, thus can reproduce the pure-component vapor pressures 

well 143. On the other hand, its predictions of densities and molar volumes are relatively 

poor 153. Therefore, a volume shift parameter (VSP) is often used to correct the predicted 

molar volume and density 153, 154, while it does not alter the saturation points. The 

dimensionless VSP 155 used in this work is given as, 

 ( )
( )
( )1 C





=

+

r
r

r
,  (2-18) 

where C VSP b=  , b  is the volume parameter for component i  from the PR–EOS, and 

( ) r  is the corrected equilibrium density distribution. The same VSP is also used to 

correct the density calculated by PR–EOS. The parameters used in engineering DFT are 

provided in Table A-3 in the SI. More details about engineering DFT can be found in 140    

For simplicity, we simulate a carbon-slit pore that is described by two planar 

structureless graphite surfaces to represent nanopores in the system 140, 156, 157, which has 

been applied to the study of gas adsorption in shale and shown excellent agreement with 

GCMC simulation results and experimental data 14. In a carbon-slit pore, the density 

distributions only vary in the z  direction perpendicular to the solid surfaces, i.e., 
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( ) ( )z =r . We use the 10-4-3 Steele potentials to describe the fluid–surface 

interactions sf  158, 

 ( )
( )

10 4 4

2

3

2
2

5 3 0.61

sf sf sf

sf s sf sfz
z z z

  
   

    
=  − −    

  +     

,  (2-19) 

where z  represents the position in the perpendicular direction relative to the pore surface; 

3114 nm s
−=  is the density of graphite and 0.33 nm5  =  represents the interlayer spacing 

of graphite; sf  and sf  are potential expansion parameters and follow the simple 

mixing rule: 
sf s f  = , and ( ) 2sf s f  = + . Here, we set the energy and size 

parameters of graphite surface to 0.3345 nms = , / 28 Ks Bk =  and the fluid energy f  and 

size parameters f  for hydrocarbon species are from the modified Buckingham 

exponential-6 intermolecular potentials for the CH3- group, the -CH2- group, and CH4 as 

in our previous work 31. In slit nanopores, the external potential ( ) r  in Eq. (2-17) is 

given as, 

 ( ) ( ) ( )sf sfz W zz  = + − . (2-20) 

Figure 2-4 depicts the metastable and equilibrium branches from DFT 

calculations. Though the phase transition hysteresis observed in capillary phenomena 

could also be caused by a difference in liquid–vapor interface curvature between pore 

filling and emptying 118 or by dynamic contact angle effects 159, the hysteresis loops 

calculated in our slit pore DFT calculations are closely related to the existence of 

metastable states 16, 160. In slit pores, condensation (vapor to liquid transition) is hindered 

(compared with equilibrium) due to the existence of metastable adsorption films, while 

evaporation (liquid to vapor transition) is not affected by such metastability according to 

previous experimental data 16. As in Ravikovitch et al. 16, we use the metastable 

condensation and the equilibrium transition points to dictate capillary condensation and 

evaporation in nanopores as depicted in Figure 2-4. In addition, as T increases, the 

hysteresis loops in nanopores shrink and eventually reach hysteresis critical points (HCP) 

37 beyond which there is no hysteresis observed 161. 



23 
 

 

Figure 2-4 Illustration of condensation and evaporation pressures of propane in 8-nm slit 

pores at T = 310 K calculated using engineering density functional theory (engineering 

DFT). Panel (a) and (b) present minimum grand potential and average density, 

respectively. The solid line represents the adsorption branch, the dashed line represents 

the desorption branch, and the dotted line in (b) represents the equilibrium transition 

branch. For comparison, the bulk saturation pressure 0P  is shown with a dash-dotted line.  

According to some previous experimental measurements 162, 163, methane always 

completely wets graphite surfaces, and thus the methane–graphite contact angle would be 

zero. Considering that propane has a stronger attraction to the surface than methane in 

graphite pores 79, 140, we assume that the contact angle between propane and graphite is 

zero for use in the Kelvin equations. 

2.2.5. Adsorption Layer Thickness 

DFT can also provide adsorption layer thicknesses for use in the CKE–A and PR–

Pcap–A models. As in the Barrett–Joyner–Halenda (BJH) adsorption model 17, 133, we 

assume that the density of the adsorption layer is the same as the bulk liquid phase 

density ,0

L

b  at 0P . The adsorption layer thickness adsL  can be obtained from ( )z  

calculated by engineering DFT as, 

 ( )
( ) ( )

( ) ( )
0

,0

,
, ,

2 ,

W

b

ads L

b b

z P T dz
L P T W

T P T

 

 

−
=

 − 


,  (2-21) 

where ( ),b P T  represents the bulk density at P and T, ,0

L

b  represents the bulk liquid 

density at 0P , and ( )z  is the equilibrium branch in engineering DFT 41. An illustration 

of the adsorption layer is shown in Figure 2-5. As pressure increases, adsL  from Eq. 
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(2-21) increases and can be larger than W, when propane in nanopores becomes liquid-

like. Thus, we set the upper limit of adsL  to be 2W . Then, the effective pore size effW  in 

the CKE–A and PR–Pcap–A models is denoted as, 

 2eff adsW W L= − ,  (2-22) 

and capP  in the PR–Pcap–A model is,  

 
2V L

cap

eff

P P P
W


− = = .  (2-23) 

 

Figure 2-5 Propane density distribution at 5 bar and 310 K in a 5-nm slit pore. The black 

solid line represents the density profile from engineering DFT, the light blue zone 

represents the adsorption layer, and the yellow zone depicts the free gas zone. The bulk 

density ( b ) and the bulk liquid density at 0P  ( ,0

L

b ) are also shown. According to Eq. 

(2-21), the area of Zone (A+C+E) is equal to that of Zone (B+C+D). 

2.3. Results and Discussions 

We present propane vapor-phase pressures at VLE in nanopores at various T from 

the engineering DFT, CKE, SKE, PR–Pcap, and PR–Pcap–A models in Figure 2-6. The 

hysteresis in the DFT calculations can be seen as a difference in the vapor-phase 

pressures for condensation versus evaporation, while no such hysteresis exists with the 

thermodynamic models. In general, due to density inhomogeneity caused by fluid–

surface interactions, which becomes less significant for confined fluids as W increases, 
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propane vapor-phase pressures at VLE in nanopores approach 0P , and the deviations 

between predictions from DFT and other macroscopic thermodynamic equations become 

smaller. We also present nanofluidic measurements from Zhong et al. 23 and Jatukaran et 

al. 15, showing that engineering DFT is in excellent agreement with these experiments. In 

large nanopores (   20W   nm), the confinement effect on propane vapor-phase pressures 

at VLE is insignificant. While various thermodynamic methods underestimate the 

condensation pressures, they overestimate the evaporation pressures. However, in small 

nanopores (   10W   nm), both condensation and evaporation pressures are drastically 

reduced. The CKE, SKE, and PR–Pcap models largely overestimate propane condensation 

and evaporation pressures. Note that because these thermodynamic approaches describe a 

state of vapor–liquid equilibrium, the comparison should be made with the evaporation 

pressures from the engineering DFT 16. We present a summary of comparison results in 

Table 2-1. %VP  is defined as %

V V

eq DFTV

V

DFT

P P
P

P

−
 = × 100%, where 

V

eqP  is vapor-phase 

pressure at VLE from thermodynamic equations (i.e., CKE, SKE, CKE–A, PR–Pcap, and 

PR–Pcap–A), 
V

DFTP  represents the evaporation pressure at VLE from DFT. The deviations 

between these macroscopic thermodynamic approaches and engineering DFT are 

temperature-dependent. We also notice that the difference between the SKE and CKE 

predictions for propane in slit nanopores is negligible.  
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Figure 2-6 Propane vapor-phase pressures at VLE in nanopores at (a) T = 310 K; (b) T = 

335 K; and (c) T = 360 K. Green and red solid lines represent condensation and 

evaporation pressures from engineering DFT, respectively. Dashed gray lines, solid 

orange, and short dashed orange lines represent vapor-phase pressures at VLE from SKE, 

CKE, and CKE–A models, respectively. Solid and dashed blue lines represent vapor-

phase pressures at VLE from PR–Pcap and PR–Pcap–A models, respectively. Green and red 

circles represent experimental data of condensation from Zhong et al. 23 and evaporation 

from Jatukaran et al. 15, respectively. For comparison, the bulk saturation pressures 0P  

are shown with black dash-dotted lines. 

Table 2-1 The vapor-phase saturation pressure difference percentage 

(

%

V V

eq DFTV

V

DFT

P P
P

P

−
 =

× 100%) in slit nanopores for different widths of various methods. 

Note that N/A indicates no data because of hysteresis critical points, and/or limiting 

points. 
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Compared to other methods, the CKE–A and PR–Pcap–A models that take into 

account adsorption layer thickness perform better. As W decreases, hysteresis CPs 38, 164, 

above which hysteresis vanishes, are observed in the results of engineering DFT 

calculations, and these hysteresis critical points occur at larger W when T increases. 

Meanwhile, the limiting pore size 
limW  is also observed in the CKE–A, PR–Pcap, and PR–

Pcap–A models. While limW  is the smallest pore size for which adsorption layers do not fill 

the nanopores before condensation occurs in the CKE–A model, it represents the smallest 

pore, where vapor–liquid coexistence can occur in the PR–Pcap and PR–Pcap–A models. 

Similar to engineering DFT, as T increases, limW  increases in both the PR–Pcap and PR–

Pcap–A models. In general, these macroscopic thermodynamic equations show a good 

agreement with engineering DFT for propane in carbon slit pores for W ≥ 8 nm, while 

disagreement becomes significant for W ≤ 5 nm. 

To better illustrate the limiting points at which VLE disappears, we present the P–

T diagrams for various nanopores in Figures 2-7 and 2-8. In nanopores, vapor-phase 

pressures at VLE decrease and approach 0P  as W increases. However, because the 

Kelvin equations and PR–Pcap model do not take into account the inhomogeneous density 

distributions, they underestimate the nanoconfinement effect and pore vapor-phase 

pressures at VLE are higher than the evaporation/condensation pressures from 

engineering DFT. The CKE–A and the PR–Pcap–A models show better agreement with 

engineering DFT. The difference between the predicted vapor-phase pressures at VLE 

from the CKE and the SKE is negligible. As W increases, the predicted vapor-phase 

pressure at equilibrium from the PR–Pcap–A model approaches the evaporation pressure 

from engineering DFT. In addition, while the CKE and SKE show that the CP is not 

shifted due to zero IFT at the bulk CP, the PR–Pcap and PR–Pcap–A models present the 

limiting temperature limT , beyond which there is no vapor–liquid phase coexistence. For 

5nm 8nm 10nm 20nm 5nm 8nm 10nm 20nm 5nm 8nm 10nm 20nm

SKE 32.7% 10.7% 6.6% 1.7% 34.3% 10.8% 6.6% 1.7% N/A 11.3% 6.4% 1.3%

CKE 32.3% 10.5% 6.5% 1.7% 33.8% 10.5% 6.4% 1.6% N/A 11.2% 6.3% 1.3%

CKE–A 24.5% 6.2% 3.3% 0.8% 19.7% 6.8% 4.2% 1.1% N/A 9.4% 5.4% 1.1%

PR–Pcap 29.4% 9.0% 5.3% 1.1% 30.1% 8.6% 4.9% 0.9% N/A 9.6% 5.1% 0.7%

PR–Pcap–A 12.1% 3.3% 1.7% 0.1% N/A 3.8% 2.0% 0.2% N/A N/A N/A 0.3%

310K 335K 360K
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the CKE–A model, the limiting temperature _lim fillT  occurs because the adsorption layer 

thickness is larger than the pore size. For the PR–Pcap–A model, both kinds of limiting 

temperatures (i.e., limT  and _lim fillT ) exist, while only limT  is shown in figures because 

_lim lim fillT T  in our cases. On the other hand, engineering DFT shows the hysteresis 

critical temperature chT , which is the threshold temperature for the existence of hysteresis 

in adsorption and desorption isotherms and is different from the bulk CP 37. Above chT , 

adsorption and desorption isotherms overlap and the hysteresis zone vanishes. As W 

decreases, both chT  from engineering DFT and _lim fillT  from the CKE–A as well as limT  

from the PR–Pcap and PR–Pcap–A models decrease. 
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Figure 2-7 Propane P–T diagrams in slit nanopores of different widths: (a) W = 5 nm; (b) 

W = 8 nm; and (c) W = 20 nm. The black solid lines represent the bulk saturation 

pressures and the black circle represents the bulk critical point. The red circles represent 

the hysteresis critical temperatures chT  obtained from engineering DFT calculations of 

vapor-phase pressures for condensation (green lines) and evaporation (red lines). Dashed 

gray lines, solid orange, and short dashed orange lines represent vapor-phase pressures at 

VLE from the CKE, CKE–A, and SKE, respectively. Filled and open blue circles 

represent the limiting temperatures limT  from the PR–Pcap and PR–Pcap–A models, 

respectively, and open orange circles represent the limiting temperatures due to complete 
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pore filling _lim fillT  from the CKE–A model. 

 

Figure 2-8 The corresponding highlighted parts shown in Figure 2-7 for propane P–T 

diagrams in slit nanopores of different widths: (a) W = 5 nm; (b) W = 8 nm; and (c) W = 

20 nm. The black solid lines represent the bulk saturation pressures and the black circle 

represents the bulk critical point. The red circles represent the hysteresis critical 

temperatures chT  obtained from engineering DFT calculations of vapor-phase pressures 

for condensation (green lines) and evaporation (red lines). Dashed gray lines, solid 

orange, and short dashed orange lines represent vapor-phase pressures at VLE from the 

CKE, CKE–A, and SKE, respectively. Filled and open blue circles represent the limiting 

temperatures limT  from the PR–Pcap and PR–Pcap–A models, respectively, and open 
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orange circles represent the limiting temperatures due to complete pore filling _lim fillT  

from the CKE–A model. 

To better understand limT  in the PR–Pcap and PR–Pcap–A models, we present the 

µ–P relations in bulk and under nanoconfinement at various T from the PR–Pcap model in 

Figure 2-9. We define _ maxcapP  as the pressure difference between Points C and F. 

_ maxcapP  dictates the maximum capP  for chemical potential equilibrium, such that if 

_ max  cap capP P , there is no vapor–liquid coexistence. In a given nanopore, as T increases, 

_ maxcapP  decreases. As a result, there is no chemical potential equality in small nanopores 

at high T, when _ max  cap capP P . Such behavior results in the emergence of limT  in the 

PR–Pcap and PR–Pcap–A models.  
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Figure 2-9 µ–P relations from the PR–Pcap model for bulk propane and propane under 

nanoconfinement at various T: (a) T = 310 K; (b) T = 335 K; and (c) T = 360 K. Red solid 

lines represent vapor-phase µ–P relations; black solid, dashed, short dashed, dotted lines 

represent µ–P relations of the bulk liquid (   W =  ) and liquid confined in W = 20 nm, W 

= 8 nm, and W = 5 nm pores, respectively. Points B (E), C, and F correspond to the 

points shown in Figure 2-2 

In Figure 2-10, we present the dependence of _ maxcapP  and capP  on T in various 

nanopores from the PR–Pcap model. For clarity, we also depict limT  at different conditions 

in Figure 2-7. The intersections between Pcap_max–T and Pcap–T curves are the same as 

limT  from the numerical calculation. Therefore, based on Pcap_max–T and Pcap–T curves, 

limT  at various conditions can be easily obtained without extensive trial-and-error 

calculations as in numerical iteration methods 33.  

 

Figure 2-10 The dependence of maximum capillary pressure _ maxcapP  and capillary 

pressure capP  on T calculated using the PR–Pcap model for propane in slit nanopores of 

different widths. The red line represents _ maxcapP  at various T. Dashed, short dashed, and 

dotted lines depict capP  in nanopores of W = 20 nm, W = 8 nm, and W = 5 nm, 

respectively. Black, red, and blue squares represent the limiting temperatures limT  in 

nanopores of W = 20 nm, W = 8 nm, and W = 5 nm, respectively, from Figure 2-7. If 

Pcap > Pcap_max, then vapor–liquid coexistence in that size of pore at that temperature is 

not possible. 
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We also depict the µ–P relations in bulk and under nanoconfinement at various 

temperatures from the CKE and the SKE in Figures 2-11 and 2-12, respectively. Unlike 

the PR–Pcap and PR–Pcap–A models, there is always an intersection between the vapor- 

and liquid-phase µ–P curves, because the metastable limit (i.e., the unstable state) of the 

liquid phase is not considered as in the CKE and SKE.  

 

Figure 2-11 µ–P relations from the CKE for bulk propane and propane under 

nanoconfinement at various T: (a) T = 310 K; (b) T = 335 K; and (c) T = 360 K. Red solid 

lines represent vapor-phase µ–P relations; black solid, dashed, short dashed, and dotted 

lines represent µ–P relations of the bulk liquid (   W =  ) and the liquid in nanopores of W 

= 20 nm, W = 8 nm, and W = 5 nm, respectively. 
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Figure 2-12 µ–P relations from the SKE for bulk propane and propane under 

nanoconfinement at various T: (a) T = 310 K; (b) T = 335 K; and (c) T = 360 K. Red solid 

lines represent vapor-phase µ–P relations; black solid, dashed, short dashed, and dotted 

lines represent µ–P relations of the bulk liquid (   W =  ) and of the liquid in nanopores of 

W = 20 nm, W = 8 nm, and W = 5 nm, respectively. 

 

2.4. Conclusions 

In this work, by using engineering DFT for propane in graphite nanopores, we 

investigate the controversy surrounding the validity of the Kelvin equations in nanopores. 

A lack of correct contact angles might be a possibility for the observed discrepancies in 

comparisons of the Kelvin equations. We also tested the performance of the PR–Pcap and 

PR–Pcap–A models. Unlike previous work using numerical iterations to get the vapor–

liquid coexistence in EOS–Pcap models, we use P–V and µ–ρ relations to solve the 
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chemical and mechanical equilibrium by deducing the liquid-phase properties from the 

bulk metastable branch and the vapor-phase properties from the bulk stable branch. 

For propane in graphite slit nanopores in the grand canonical ensemble, we find 

that the Kelvin equations and EOS–Pcap models all overestimate the evaporation pressure 

while underestimating the condensation pressure in small nanopores. Based on our 

calculations, in large slit nanopores (W ≥ 8 nm), compared with engineering DFT 

predictions, these thermodynamic equations can accurately predict the vapor-phase 

pressures at VLE ( %   10 %VP  ) in nanopores. However, in sub-5-nm slit pores, 

these approaches may become inapplicable ( %   10 %VP  ). From comparisons of 

Kelvin equations with other thermodynamic equations, we found that the performance of 

these thermodynamic models improves by incorporating more accurate cubic EOS 

descriptions for the vapor and liquid phases and by considering the thickness of the 

adsorption layer. We also found that the differences in the predicted vapor-phase 

pressures at VLE in nanopores between the CKE and SKE are negligible. More 

interestingly, we also observed limiting temperatures in the PR–Pcap and PR–Pcap–A 

models, beyond which there is no vapor–liquid phase coexistence, because for the 

required Pcap, the liquid phase would be unstable according to the cubic EOS. In other 

words, both DFT and PR–Pcap models predict limiting temperatures, which are different 

from the bulk phase CP. As pore size increases, the limiting temperature increases and 

approaches the bulk critical point. These findings may provide important insights into the 

prediction of phase behaviors of confined fluids which are at the heart of many 

engineering applications, such as shale/tight oil production 165. 

公式章 (下一章) 节 1 
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CHAPTER 3 Effect of Pore Size Distribution on Hydrocarbon Mixtures Adsorption in 

Shale Nanoporous Media from Engineering Density Functional Theory 

(A version of this chapter has been published in Fuel 254 (2019) 115650 by Yingnan Wang and 

Zhehui Jin) 

Abstract 

Unlike the conventional reservoir, shale can have an extensive amount of pores ranging 

from a few to hundreds of nanometers, in which hydrocarbons behave very differently from the 

bulk, and surface adsorption becomes significant due to the strong fluid–surface interactions. In 

the past, a number of works using molecular simulations and theoretical calculations have been 

applied to study the properties and phase behaviors of nanoconfined hydrocarbons mainly based 

on a single-pore model, while ignoring pore size distribution (PSD), i.e., volume partitioning in 

various pores. In this work, we use engineering density functional theory (DFT) to study the 

effect of PSD and volume partitioning on the hydrocarbon recovery from shale nanoporous 

media. Interplays between bundle-of-capillary nanopores and bulk are considered. By adopting 

the actual shale PSDs, we use the constant volume depletion (CVD) method to simulate shale gas 

recovery. The equilibrium properties at given pressure conditions are determined by the chemical 

equilibrium between nanopores and the bulk region as well as materials balance. We find that as 

pressure drops, while the average densities of the lighter components (i.e., C1 and C2) in 

nanopores decrease, those of C3 and nC4 first increase, then decrease. It also shows that with 

more larger pores, while the residual ratios of hydrocarbons in nanopores are higher, the overall 

recovery factors are higher due to more significant volume expansions in the bulk region. 

Overall, PSD has non-negligible effects on hydrocarbon mixture adsorption in shale nanoporous 

media, especially for heavier components. Our work should provide a fundamental 

understanding about the effect of PSD on hydrocarbon mixture adsorption in shale nanoporous 

media and important insights into the optimization of shale gas recovery. 
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3.1. Introduction 

Nowadays, shale gas plays an important role in the global energy supply due to the 

continuous depletion of conventional oil/gas reservoirs in recent years 140, 166. Unlike the 

conventional reservoirs, where pores are generally large, in the range of several micrometers, 

shale consists of a significant amount of nanoscale pores, ranging from a few to hundreds of 

nanometers 167. In nanoscale pores, fluid–surface interactions become significant and fluid 

distributions are inhomogeneous. The strong surface adsorption in shale nanopores can 

significantly enhance the fluid-in-place 44, 140. As a result, the properties and phase behavior of 

nanoconfined fluids are very different from bulk 10-12 and one cannot use the conventional 

equation of state (EOS) modeling which is widely used in conventional reservoirs to describe 

shale gas recovery 10, 48. Understanding the adsorption and properties of nano-confined 

hydrocarbons is key to the accurate estimation of fluid-in-place in shale and prediction of well 

productivity.  

A number of experimental works have been reported on the behavior of hydrocarbons 

under nanoconfinement 23, 24, 168-172. Among them, Zhong et al. 23 and Yang et al. 24 found that in 

sub-10 nm pores, the hydrocarbon condensation pressure decreases significantly from the bulk. 

Luo et al. 173, 174 used nano-scale capillaries to study the bubble point temperature of confined 

pure and hydrocarbon mixtures. They found that the effect of nanoconfinement is insignificant in 

large pores (38.1 nm), but strong in small pores (4.3 nm).  

On the other hand, a number of theoretical and simulation works have been reported on 

the phase behaviors of nanoconfined fluids10-12, 39-44. Didar et al. 12 used grand canonical Monte 

Carlo (GCMC) simulations to investigate the phase behavior of pure and hydrocarbon mixtures 

in nanopores. They found that, due to nanoconfinement, the critical temperature and pressure 

decrease, and the pore-size-dependent phase envelope further influences cumulative gas 

production. Jin and Firoozabadi 11 used GCMC simulations to study hydrocarbon mixture 

adsorption in nanopores and found that while the lighter component adsorption decreases, the 

heavier component adsorption increases as pressure decreases. Bui et al. 44 used both GCMC and 

molecular dynamics (MD) simulations to study the fluid properties of hydrocarbon mixtures in 

nanoconfinement. They found that due to strong fluid–surface interactions, the recovery of the 

heavier hydrocarbons from nanopores is limited, which becomes more obvious as pore size 

decreases.  
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While molecular simulations can explicitly consider intermolecular and fluid–surface 

interactions, they can be computationally expensive for heavier hydrocarbons and high-pressure 

conditions 175, 176. Engineering density functional theory (DFT) which extends the PR-EOS to the 

inhomogeneous conditions has been used to study bubble/dew points of confined hydrocarbon 

fluids 39, and adsorption in shale nanoporous media 10, 140, showing excellent agreement with 

experimental data and molecular simulations. In contrast to molecular simulations, while 

engineering DFT can significantly reduce the calculation time, it cannot provide details about 

molecular configurations. Although the effect of nanoconfinement has been studied in various 

computational and theoretical works, most of the works were performed based on a single-pore 

model. However, unlike the monodispersed porous materials, such as carbon nanotubes, shale 

has various pores ranging from a few nanometers to micrometers. The pore size distribution 

(PSD), i.e., the volume partitioning in different pores and their interplay, may play an important 

role in shale gas recovery.  

Recently, a few works have been reported on the study of the effect of PSD on the 

confined pure or hydrocarbon mixtures. Luo et al. 46, 47 used a pore-size-dependent equation of 

state (PR-C EOS) to extend the PR-EOS by van der Waals equations 177, 178. The PR-C EOS 

considers the fluid–surface interaction and relates the fluid phase behavior to the fourth 

dimension of confining pore diameter 46, 47. They found that bubble points in both bulk and 

nanopores will be suppressed and a sharp rise in the gas–oil ratio (GOR) occurs at pressures 

below the bubble point in a liquid-rich shale. Jin et al. 48 studied the phase behavior of confined 

pure methane by using the gauge-GCMC method 41, 179, considering the interplay between the 

bulk and nanopores. They found that the pore filling occurs in smaller pores first, then in larger 

pores. The phase behaviors of methane in the multi-pore model could be estimated from the 

related fluid characteristics in the single-pore model, only if they have similar temperature–

density diagrams. Wang et al. 81 used PR-EOS with capillary pressure model to study the phase 

behavior of various reservoir fluids with the effect of PSD. They assumed that liquid-phase 

hydrocarbons have the same composition in nanopores of different pore sizes. As pressure drops, 

evaporation always occurs in the larger nanopores first; only after the larger nanopores 

completely vaporize, does the evaporation process start in the smaller nanopores. Although these 

works provided some insights into the effect of PSD on phase behavior of confined hydrocarbons, 
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the model which can explicitly consider the effect of PSD on hydrocarbon mixtures, fluid–fluid 

interactions, and fluid–surface interactions has not yet been developed.  

In this work, we use engineering DFT to study the adsorption and properties of 

hydrocarbon mixtures in nanopores with the PSD effect. We separate the shale nanoporous 

media into two distinct parts: bulk region and nanopores. Due to the interplay between bulk and 

bundle-of-capillary nanopores, although there is no direct interaction among fluids in different 

nanopores, they influence each other via volume partitioning and materials balance. Due to 

fluid–surface interaction in nanopores, as pressure drops, the composition of released fluids from 

nanopores is different from the bulk, which in turn affects the bulk composition. At a given 

pressure, the fluids in nanopores and the bulk region are in chemical equilibrium, which is also 

constrained by materials balance. In other words, fluids in nanopores and bulk regions are 

correlated. Therefore, different PSD and volume partitioning would result in varying 

hydrocarbon adsorption behavior in shale nanoporous media. Very recently, we have shown that 

such volume partitioning can strongly affect the bubble/dew point of hydrocarbon mixtures in 

connected nanopores and bulk region 180. The PSD in our calculation is constructed based on the 

actual Eagle Ford 167, Middle Bakken 181, and Horn River 182 shale sub-formation 

characterizations. We simulate shale gas recovery by using the constant volume depletion (CVD) 

method as depicted in Figure 3-1. During the CVD process, the bulk region volume is expanded 

to lower bulk pressure. The fluids in the excess volume in the bulk region are removed to 

maintain the original bulk volume 81. This process intends to simulate the hydrocarbon recovery 

from the nanopores in shale matrix through the natural and hydraulic fractures 183. By using 

engineering DFT, we can explicitly calculate density distributions, average densities of fluids in 

nanopores and bulk region at given pressure conditions and provide important insights into the 

effect of PSD on shale gas recovery. While we illustrated the effect of PSD, we should note that 

the presence of brine and heterogeneity of shale nanoporous media are not considered in this 

work. 
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Figure 3-1 Schematic of constant volume depletion in nanopore–bulk model for hydrocarbon 

mixtures. The darker color presents higher hydrocarbon densities. 

The remainder of this chapter is organized as follows. In section 2, we introduce the 

nanopores–bulk region model. In section 3, we describe the molecular model and engineering 

DFT calculations. In section 4, we investigate the effect of PSD on the shale gas adsorption and 

recovery process by using the CVD method. In section 5, we summarize key conclusions and 

discuss potential implications. 

3.2. Model and Methodology 

3.2.1. Nanopore–Bulk Model 

DFT is based on the framework of an open system with the equivalence of chemical 

potentials of species to that in a fictitious bulk reservoir 146. We separate the shale nanoporous 

media into two distinct parts: bulk region and nanopores. The bulk region may refer to hydraulic 

and natural fractures as well as macropores in the shale matrix, where fluids behave as bulk. It is 

observed that in large pores (≥ 50 nm), the phase behavior is similar to bulk 125, 170. Akkutlu et al. 

184 claimed that pore size cut-off varies depending on the hydrocarbon compositions, as it 

increases as hydrocarbon mixtures become leaner, i.e., with more than 98 mol% of C1 it is close 

to 40 nm. A number of works used 50 nm as the limit of bulk 46, 170, 185. Thus, in this work, by 

using 50 nm as the cut-off size, we ensure the hydrocarbons in these regions behave as bulk. On 
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the other hand, pores of sizes less than 50 nm are treated as nanopores and we explicitly consider 

fluid–surface interactions. Based on the PSDs from Eagle Ford 167, Horn River 182, and Middle 

Bakken 181 shale sub-formation characterizations, four distinct pore widths and bulk are used to 

represent micropores and mesopores in shale: 2 nm (< 2 nm), 5 nm (2~10 nm), 15 nm (10~20 

nm), and 30 nm (20~50 nm), and bulk (>50 nm). In this work, we study the effect of PSD at a 

temperature much higher than the cricondentherm of hydrocarbon mixtures so that capillary 

condensation/evaporation and hysteresis, as reported in previous works 39, are not considered. 

The pore volumes in each nanopore and bulk region are presented in Table 3-1. In our model, 

pressure P  is dictated by the fluid pressure in the bulk region. While the chemical potentials of 

fluids in nanopores are the same as that in bulk at equilibrium, we do not consider the interfaces 

between nanopores and the bulk region. It has been shown that the mechanical equilibrium 

between nanopores and bulk is always automatically satisfied by the equality of chemical 

potentials 186. 

Table 3-1 Nanopore–bulk volume fractions based on the Eagle Ford 167, Middle Bakken 181, and 

Horn River 182 shale PSD characterization. 

 

3.2.2. Molecular Model and Theory 

We use the engineering DFT to consider the chemical equilibrium between hydrocarbon 

fluids in the bulk region and nanopores. The temperatures in nanopores and bulk regions are the 

same. We apply the engineering DFT calculations to nanopores only, for given bulk pressure and 

temperature conditions. The equilibrium hydrocarbon densities in the bulk region and density 

distributions in nanopores are determined by mass conservation and equivalence of chemical 

potentials of species in nanopores and bulk.  

Within the framework of DFT, for a given nanopore, the grand potential ( ) i   r , 

which is a function of density distribution ( ) i r , is the thermodynamic function of choice and 

is related to the Helmholtz free energy functional ( ) iF  
 r  via the Euler–Lagrange 

transformation 146,  

2 nm 5 nm 15 nm 30 nm

Eagle Ford 11.50% 27.50% 12.00% 18.00% 31.00%

Middle Bakken 2.87% 15.00% 33.38% 34.53% 14.22%

Horn River 0.48% 2.59% 4.61% 20.73% 71.59%

Nanopores
Bulk 
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 ( )  ( )  ( ) ( )i i i i i

i

F d       = +  −      r r r r r ,   (3-1) 

where dr  is differential volume, and ( )i r  is the number density distribution of component i  at 

position r ; ( )i r  is the solid surface external potential of the component i  at the position r ; 

i  is the chemical potential of component i  in bulk 147. 

The Helmholtz free energy ( ) iF  
 r  is further decomposed into two parts: the ideal-

gas term ( ) id

iF  
 r  and the excess term arising from the intermolecular interactions 

( ) ex

iF  
 r , 

 ( )  ( )  ( ) id ex

i i iF F F       = +     r r r .  (3-2) 

The functional of the ideal-gas term is given as 147, 

 ( )  ( ) ( )ln 1id

i i i

i

F d     = −    r r r r  , (3-3) 

where ( )1/ Bk T = ; 
Bk  and T  represent Boltzmann constant and the absolute temperature, 

respectively.  

In Eq. (2-16), the excess Helmholtz free energy functional includes two parts. One part is 

obtained by extending the PR-EOS with weighted density approximation (WDA) 148 to 

inhomogeneous conditions to account for the physical interactions, 

 ( )  ( ) ,ex

ph i ph iF d    =     r r r  (3-4) 

where ( )ph i   r  is the reduced excess Helmholtz energy density functional. We use ( )0in r  and 

( )3in r  functions in Rosenfeld’s fundamental measure theory 148 to mathematically represent the 

“geometrical properties” of molecules and account for interactions in inhomogeneous conditions,  
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where ( ) r  is the Dirac delta function and ( ) r  is the Heaviside step function, and 
i  is the 

“effective diameter” of component i . As a result, the reduced excess Helmholtz ( ) ph i  
 r  

extended by WDA is expressed as, 

 

( )  ( ) 

( )
( )
( )

30 0,

0 3

3 3

1 4 1 2
                    ln 1 4 ln ,

8 2 1 4 1 2

ph i ph i
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nn n a
n n

n k T n

     =   

 + +
 = − − −
 + −
 



r r

  (3-6) 

where 
0 0ii

n n= , 
3 3ii

n n= ; ( )1jk j k jka a a k= −  and 
ia  represents the energy parameter of 

component i ; jkk  is the binary interaction coefficient (BIC) between components j  and k  as 

given in Table B-1.  

The other part of excess Helmholtz free energy ( ) ex

pe iF  
 r  accounts for the long-range 

intermolecular attractions by using quadratic density expansion (QDE) 149, 150.  

 ( ) ( ) ( ) ( ) ( )
,

1
,

4

ex pe

pe ij i i j j

i j

F d d ' u ' ' '      = − − − −     r r r r r r r r   (3-7) 

in which the pair potential ( )pe

iju r  is modeled by the attractive part of the Lennard-Jones 

potential, 

 ( ) 6

0,                    

,   

ij
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ij ijpe

ij ij

r

u r
r
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
 




=  
−  

 

,  (3-8) 

where 
pe

ij  and ij  are the potential expansion parameter and cross molecular diameter between 

components i  and j . In this work, we use the simple combing rules to calculate 
pe

ij  and ij , i.e., 

 
( ) / 2

pe pe pe

ij i j

ij i j

  

  

 =


= +

.  (3-9) 
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where 
pe

i  and i  of different hydrocarbon component i  as well as other PR-EOS parameters are 

shown in Table B-2. 

At equilibrium, the grand potential functional reaches the minimum 140, 

 
( ) 
( )

Ω
0

i

i

 



 
  =

r

r
,  (3-10) 

where the symbol   represents the functional derivative. The equilibrium density distributions 

of species are obtained by the minimization of the grand potential functional 151, 

 ( ) ( )
( ) 

( )
exp

ex

i

i

i i i

F 


  

  
  

 
 

= −  −
r

r
r r  . (3-11) 

The density distribution in Eq. (2-17) is solved by the Picard iteration method 152. The 

bulk density is used as the initialization for the calculation of the first pressure. The initial guess 

for other pressures is from the density distributions at the preceding pressure. The dimensionless 

volume shift parameter (VSP) 155, which is obtained by fitting the equilibrium density 

distribution at 0.7 cT T= , is used to correct the equilibrium density distributions obtained from 

Eq. (2-17), 

 ( )
( )

( )1 i i

i

i

i

i X C





=

+ 

r
r

r
  (3-12) 

where i iC VSP b=  , ib  is the volume parameter for component i  from PR-EOS, and ( )i r  is the 

corrected equilibrium density distribution.  

For simplicity, we use carbon-slit pores which are described by two planar structureless 

graphite surfaces to represent nanopores in the system 140, 156, 157. Such carbon nanopore 

structures have been applied to the study of gas adsorption in shale and shown excellent 

agreement with GCMC simulation results and experimental data 10. In a carbon-slit pore, the 

density distributions only vary in the z  direction perpendicular to the solid surfaces, i.e., 

( ) ( )i i z =r . We use the 10-4-3 Steele potentials to describe the fluid–surface interactions 
si  

158, 
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,  (3-13) 

where z  represents the position in the perpendicular direction relative to the pore surface; 

114s =  nm-3 is the density of graphite and 0.335 =  nm represents the interlayer spacing of 

graphite; 
si  and 

si  are potential expansion parameters and follow the simple mixing rule. Here, 

we set 0.3345s =  nm, / 28s Bk =  K and the energy and size parameters for hydrocarbon 

species are from the modified Buckingham exponential-6 intermolecular potentials for CH3- 

group, -CH2- group, and CH4 as in our previous work 31. In slit-nanopores, the external potential 

( )i r  for component i  in Eq. (2-17) is given as, 

 ( ) ( ) ( )si sii z W zz  = + − . (3-14) 

The average density of component i  in nanopores ,ave i  is given as,  

 
( )

0
,

efW

i

ave i

ef

z dz

W


 =

 ,  (3-15) 

where 
ef sW W = −  is the effective pore size; W  is the pore size 187. 

In our engineering DFT calculations, the system temperature is fixed at 363.15 K and the 

initial pressure 
initP  is 300 bar. The C1-C2-C3-nC4 quaternary mixture is studied and the initial 

overall mole fractions 
init

iX  at 
initP  are given as 

 
init

init i
i init

j

j

m
X

m
=


,  (3-16) 

with 

 
, , ,

init init init

i i b b i W p W

W

m V V = + ,  (3-17) 

where ,p WV  is pore volume of nanopores of W , bV  is bulk volume, ,

init

i b  and ,

init

i W  are average 

densities of component i  in bulk and nanopores of W  at 
initP , respectively, 

init

im  is the total 
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mass of component i  at 
initP . While ,

init

i b  is obtained from the PR-EOS for given mole fraction 

of hydrocarbon mixture in bulk at 
initP , ,

init

i W  are obtained from engineering DFT as shown in Eq. 

(3-15).  

As P  decreases, ,p WV  does not change but bV  expands and fluids in the excess bulk 

volume are then removed during the CVD process. We first apply materials balance for each 

component i  to calculate the expanded bulk volume ,

o

i bV  before fluid removal at the given P ,  

 
, ,

,

,

o

i i W p W
o W

i b

i b b

m V

V
X





−

=


,  (3-18) 

where 
o

im  is the total mass of component i  at P  before removal, ,i W  and ,i bX  is average 

density in nanopores of W and bulk mole fraction of component i   at P , respectively. We use 

the iterative method to find the bulk mole fraction  ,i bX , which gives the convergent ,

o

i bV  from 

each component i  as 
o

bV . In general, 
o

bV  is larger than bV , and the removed fluids 
re

im  in the 

excess bulk volume are given as, 

 ( ) ,

re o

i b b i bm V V = − .  (3-19) 

As a result, the remaining fluids in the system 
n

im  at P are given as 

 
n o re

i i im m m= − .  (3-20) 

Then, 
n

im  serve as 
o

im  in Eq. (3-18) at the subsequent pressure. In each step, we lower the bulk 

pressure by 1 bar until the end pressure   10endP =  bar. 

3.3. Results and Discussions 

In this section, we use three simplified PSD from Eagle Ford 167, Middle Bakken 181, and 

Horn River 182 shale sub-formations to study the effect of PSD on shale gas adsorption and 

recovery of C1-C2-C3-nC4 quaternary mixtures. The initial mole fractions in the bulk region are 

given in Table 3-2 and the corresponding phase diagrams of bulk hydrocarbon mixtures are 
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shown in Figure B-1. The mole fraction of quaternary mixtures is obtained from experimental 

data 188.  

Table 3-2 Initial bulk mole fractions for C1-C2-C3-nC4 mixtures 188.  

 

In Figure 3-2, the average mass densities of each component and their mixtures of C1-C2-

C3-nC4 mixtures in varying nanopores and bulk are depicted. For C1 and C2, both average mass 

densities decrease as pressure decreases. Due to strong competitive adsorption in 

nanoconfinement, C1 average mass density is lowered in small nanopores and even lower than 

that in bulk. Compared to C1 and C2, C3 and nC4 average mass densities increase in small pores 

(i.e., 2W =  nm) as pressure decreases. Especially for nC4, even at 
endP , the average mass 

density in 2 nm pores is higher than that at 
initP  due to strong nC4–surface interactions. Thus, as 

pressure drops, while the lighter components can be released from nanopores, a large portion of 

C3 and nC4 may remain in nanopores. The mass density of mixtures in all nanopores decreases as 

pressure drops. The effect of PSD is more significant on the heavier components and the fluids in 

smaller pores. Interestingly, with more larger nanopores in PSD (i.e., Horn River), the increase in 

nC4 average densities in nanopores is more significant, while the opposite is true for C1 and C2. 

C1 C2 C3 nC4 Sum

C1-C2-C3-nC4 mixture 0.7152 0.1639 0.095 0.0259 1
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Figure 3-2 The average mass densities of (a) C1, (b) C2, (c) C3, (d) nC4, and (e) their mixtures in 

nanopores of 2 nm (black), 5 nm (red), 15 nm (blue), 30 nm (magenta) and bulk (olive) at T = 

363.15 K. Solid, dotted, and dashed lines represent Eagle Ford, Middle Bakken, and Horn River, 

respectively. 

To investigate the PSD effect, we present the bulk mole fraction of each component in 

Figure 3-3. The fraction is influenced by the interplay between nanopores and the bulk region. 

In general, PSD has a stronger effect on the bulk mole fraction of the heavier components. With 

more smaller nanopores (i.e., Eagle Ford), the variation in the bulk composition is more 

significant. For the lighter components, the effect of PSD is insignificant until pressure is lower 

than 50 bar. However, for the heavier components, the deviation among various PSD cases is 
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non-negligible. For example, the bulk C3 composition deviation between Eagle Ford and Horn 

River cases can reach around 10 % at 150 bar, while that of nC4 can be around 25 %. At 60 bar, 

the deviation in bulk nC4 composition can be around 50 %, which significantly influences nC4 

recovery. Because the hydrocarbon mixtures in the excess volume of the bulk region are 

removed during each pressure drop, the variation in the bulk compositions dictates the effect of 

PSD on the recovered fluids. 

 

Figure 3-3 Bulk mole fractions of (a) C1, (b) C2, (c) C3, and (d) nC4 of C1-C2-C3-nC4 mixtures in 

different PSDs at T = 363.15 K. Solid, dotted, and dashed lines represent Eagle Ford, Middle 

Bakken, and Horn River, respectively. 

We present the enhancement factor of each component and their mixtures in various 

nanopores over bulk in Figure 3-4. The enhancement factor for a single component and mixture 

is given as, 
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where ,i W , ,i b  are average mass densities of component i  at given P  in nanopores of W  and 

bulk, respectively. Wu et al. found that due to the stronger fluid–surface interaction in smaller 

nanopores, both components show higher enhancement factors in smaller nanopores 189. The 

enhancement factors of the heavier components are larger due to the stronger fluid–surface 

interactions. For nC4, the enhancement factor can be more than two orders of magnitude in small 

nanopores (i.e., 2W =  nm). As pore size decreases, the enhancement factor of component i  

increases. For C1, its enhancement factor is less than 1 at high pressures due to competitive 

adsorption. The enhancement factors increase as pressure decreases. Overall, the effect of PSD is 

insignificant on the enhancement factor for the quaternary hydrocarbon mixtures. 

 

Figure 3-4 The enhancement factors of (a) C1, (b) C2, (c) C3, (d) nC4, and (e) their mixtures in 
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nanopores of 2 nm (black), 5 nm (red), 15 nm (blue), 30 nm (magenta) at T = 363.15 K. Solid, 

dotted, and dashed lines represent Eagle Ford, Middle Bakken, and Horn River, respectively. For 

clarity, we also present the unity enhancement factor as black dash-dotted lines.  

The effect of PSD on the released fluids from nanopores and bulk regions during each 

pressure drop is shown in Figure 3-5. The released fluid densities of component i  from 

nanopores ,i W  and bulk region ,i b  during each pressure drop are given as, 
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  

  

 = −

 = −

,  (3-22) 

where the superscript new  and old  represent the present and previous pressures, respectively. 

Due to strong surface absorption in small nanopores (i.e., 2W =  nm), C3 and nC4 are not released. 

Compared to the lighter components, the effect of PSD on the heavier components is more 

significant, especially in small nanopores. In contrast to the nanopores, the effect of PSD on 

released fluids during each pressure drop is less significant in the bulk region. The interplay 

between the nanopores and bulk region results in the different bulk compositions (as shown in 

Figure 3-3) and adsorption behavior in nanopores (as shown in Figure 3-2). Such correlated 

behavior in turn affects the compositions of cumulative released fluids from the entire nanopore–

bulk system as shown in Figure 3-6. Similar to Figure 3-3, the effect of PSD on cumulative 

released fluids compositions is significant, especially in small nanopores and the heavier 

components. 
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Figure 3-5 The released (a) C1, (b) C2, (c) C3, and (d) nC4 and (e) their mixtures from nanopores 

of 2 nm (black), 5 nm (red), 15 nm (blue), 30 nm (magenta) and the bulk region (olive) during 

each pressure drop at T = 363.15 K. Solid, dotted, and dashed lines represent Eagle Ford, Middle 

Bakken, and Horn River, respectively. For clarity, we also present the boundary of releasing and 

adsorbing as black dash-dotted lines. 
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Figure 3-6 Mole fractions of cumulative released fluids from the entire nanopore–bulk system of 

(a) C1, (b) C2, (c) C3, and (d) nC4 in different PSD at T = 363.15 K. Solid, dotted, and dashed 

lines represent Eagle Ford, Middle Bakken, and Horn River, respectively. 

Based on the average mass densities, we can obtain the residual ratios ,

res

i WR  of different 

components in nanopores and the bulk region in Figure 3-7. The residual ratios of each 

component i  in nanopores ,

res

i WR  and bulk region ,

res

i bR  and their mixtures in nanopores ,

res

mix WR  and 

the bulk region ,

res

mix bR  at given P  are given as, 
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,  (3-23) 

where ,

res

i Wn  is the remaining amount of component i  at given P  in nanopores of W  and ,

init

i Wn  is 

the initial amount of component i  at 
initP  in nanopores of W . For both C1 and C2, ,

res

i WR  
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decreases as pressure decreases. However, for C3 and nC4, in small nanopores (i.e., 2W =  nm), 

,

res

i WR  can be higher than 1, indicating that as pressure drops, these hydrocarbon fluids in these 

nanopores may not be recovered. The effect of PSD on the heavier components and the fluids in 

smaller pores is more significant, resulting in the nC4 residual ratio higher for PSD with more 

larger pores (i.e., Horn River).  

 

Figure 3-7 The residual ratios of (a) C1, (b) C2, (c) C3, (d) nC4, and (e) their mixtures in 

nanopores of 2 nm (black), 5 nm (red), 15 nm (blue) 30 nm (magenta), and bulk region (olive) at 

T = 363.15 K. Solid, dotted, and dashed lines represent Eagle Ford, Middle Bakken, and Horn 

River, respectively. For clarity, we also present the unity residual ratio as black dash-dotted lines. 
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To better understand the effect of PSD on the overall recovery factors of each component 

and their mixture from the whole system in Figure 3-8. we present the overall recovery factor 

iRe  of component i  and their mixtures given as, 
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  (3-24) 

where ,

init

i W , ,i W  are average mass densities of component i  in a pore of given W at 
initP  and P , 

respectively; ,

init

i b , ,i b  are mass densities of component i  in bulk at 
initP  and P , respectively. It 

shows that the overall recovery factors for all hydrocarbon components are higher when PSD has 

more larger pores (i.e., Horn River). Especially for nC4, this phenomenon seems contradictory to 

that shown in Figure 3-7. It is because Horn River has a larger portion of the bulk region than 

Eagle Ford and Middle Bakken cases, in which the volume expansion in the bulk region is 

significant. The effect of PSD on hydrocarbon recovery is more pronounced on the heavier 

components. 



56 
 

 

Figure 3-8 The overall recovery factors of (a) C1, (b) C2, (c) C3, (d) nC4, and (e) their mixtures at 

T = 363.15 K. Solid, dotted, and dashed lines represent Eagle Ford, Middle Bakken, and Horn 

River, respectively. 

3.4. Conclusions 

In this work, we used engineering DFT to investigate the effect of PSD on the adsorption 

and properties of confined hydrocarbon mixtures employing PSDs from Eagle Ford 167, Middle 

Bakken 181, and Horn River 182 sub-formation characterization. We considered C1-C2 mixtures 

and C1-C2-C3-nC4 quaternary mixtures.  

In the C1-C2-C3-nC4 quaternary mixture case, average mass densities of heavier 

hydrocarbons in small nanopores, i.e., C3 and nC4, first increase, then decrease as pressure 

decreases. For C1 and C2, as pressure drops, the average mass densities in all nanopores decrease. 

C1 average mass density in small nanopores is even lower than bulk, due to competitive 
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adsorption. Unlike C1 and C2, C3 and nC4 in micropores (i.e., 2W   nm) might not be 

recoverable during the pressure drop process. The effect of PSD is pronounced in quaternary 

mixtures. Due to the interplay between the nanopores and bulk region, bulk fluid compositions 

are strongly influenced, especially for the heavier components. The deviation in the nC4 bulk 

mole fraction can be up to 50%. PSD also affects the residual ratio of hydrocarbon fluids in 

nanopores and the bulk region. The effect of PSD is more pronounced for the heavier 

components and the fluids in smaller nanopores. The overall recovery factor is strongly affected 

by PSD, as it increases as the portion of larger pores increases. 

Collectively, PSD strongly influences the released fluids, bulk fluid compositions, and 

hydrocarbon mixture adsorption in nanopores, especially for the heavier components. It also 

influences residual ratios, compositions of produced fluids, and recovery factors. Our work 

should provide a fundamental understanding about the effect of PSD on hydrocarbon mixture 

behavior in shale porous media and important insights into the optimization of shale gas recovery. 

In addition, for simplicity, all nanopores are simulated as slit geometry, while the all-atom 

kerogen model has been used to study hydrocarbon adsorption and kinetics within 183. Unlocking 

these effects coupled with the PSD effect on hydrocarbon mixture adsorption and recovery in 

shale nanoporous media remain as future tasks. 

公式章 (下一章) 节 1 
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CHAPTER 4 Hydrocarbon Mixture and CO2 Adsorptions in a Nanopore–bulk 

Multiscale System in Relation to CO2 Enhanced Shale Gas Recovery 

(A version of this chapter has been published in Chemical Engineering Journal 415 (2021) 

128398 by Yingnan Wang and Zhehui Jin) 

Abstract 

Thanks to the continuous depletion of conventional gas reservoirs, shale gas plays 

an important role to meet the global natural gas demand. The CO2 'huff-n-puff' process 

has been proven to be an effective method to enhance shale gas recovery and sequestrate 

CO2. Unlike conventional reservoirs, shale media can contain a significant amount of 

nano-scaled pores and their pore volume can be comparable to that of macropores and 

fractures in which fluids behave as bulk. While previous works studied the mechanisms 

of the CO2 ‘huff-n-puff’ process in shale gas exploitation, the volume partitioning effect 

between nanopores and macropores/fractures was not fully taken into account. In this 

work, we built nanopore–bulk multiscale models with varying pore size distributions 

(PSDs) to study the CO2 'huff-n-puff' process in a constant volume depletion (CVD) 

setting by using density functional theory (DFT). We found that the volume partitioning 

effect on adsorption, fluid compositions, and hydrocarbon mixture (C1, C2, and C3) 

recovery is significant in the CO2 'huff-n-puff' process. The majority of hydrocarbon 

mixtures can be released from smaller nanopores during the CO2 ‘huff’ and ‘soak’ 

process, while the average hydrocarbon densities in larger nanopores might increase. 

During the CO2 ‘huff’ and ‘soak’ process, due to a stronger confinement effect in smaller 

pores, the PSD case with a higher volume ratio of smaller pores releases fewer 

hydrocarbons, while storing more CO2 per unit pore volume. Overall, the volume 

partitioning has a significant effect on hydrocarbon adsorption, compositions, and 

recovery as well as CO2 storage during the CO2 ‘huff-n-puff’ process in shale gas 

exploitation and geological CO2 sequestration. 
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4.1. Introduction 

Thanks to the continuous depletion of conventional gas reservoirs 166 and the 

growing global energy demand 190, shale gas has become an important natural gas supply. 

Due to the presence of a significant amount of nanosized pores 191, shale media is 

associated with ultra-low permeability and porosity 49-51. In contrast to the conventional 

gas reservoirs, in shale media, surface adsorption plays a dominant role in total gas 

uptake and estimation of the gas-in-place (GIP) 5. On the other hand, based on field data 

52, shale gas production rates generally plummet rapidly which greatly hampers its 

exploration and development activities. In fact, the average recovery efficiency of shale 

gas is less than 10%, if only horizontal and hydraulic fracturing methods are implemented 

53. As an enhanced gas recovery (EGR) method, CO2 injection has been proven to be an 

effective method to drive up shale gas production rate by up to 8 times 52. Additionally, 

considering abundant storage capacity and the readily-available underground, as well as 

surface infrastructures, CO2 injection into shale gas reservoirs, can be a viable option to 

alleviate carbon emissions through geological CO2 sequestrations 54, 55. 

During the CO2-EGR process in shale gas exploitation, CO2 ‘huff-n-puff’ is one 

of the most widely used methods 52, 56-58, which can be generally separated into CO2 

injection (‘huff’), well shut-in (‘soak’), and production (‘puff’) periods 59, 60. There have 

been a few experimental measurements on CO2 ‘huff-n-puff’ on shale gas recovery 61-64. 

Holmes et al. 61 implemented experiments about CO2 uptake in powered idealized shales 

of both organic and inorganic components. Their results indicated shale sorption has a 

positive linear correlation with increasing total organic carbon and pore capacity and 

suggested understanding other characteristics of additional pore size, like varying 

composition, maturity, and pore size distribution, is of great importance. Liu et al. 62, 63 

used the low-field nuclear magnetic resonance (NMR) spectroscopy to quantitatively 

identify the adsorbed, pore-medium-confined, and free C1 during pressure drawdown and 

the CO2 'huff-n-puff' process under simplified laboratory conditions at 35 °C. They found 

that the desorption efficiency of adsorbed C1 is enhanced by ~26% due to CO2 injection. 

On the other hand, numerical simulations have been widely used to investigate the CO2 

'huff-n-puff' process for shale gas recovery and CO2 sequestration 73, 74, 192. Xu et al. 73 

studied the performance of CO2 'huff-n-puff' in a triple-porosity dule-permeability shale 
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model by considering gas adsorption/desorption, competitive adsorption, and binary gas 

diffusion. They found that the supercritical CO2 'huff-n-puff' can increase shale gas 

recovery by 15%. Their simulation results also revealed that gas production rate and 

ultimate recovery would be higher for a higher total organic carbon (TOC) content. Kim 

et al. 74 assessed the performance of CO2 'huff-n-puff' in three different shale formations 

by multi-component numerical simulations. They reported that the CO2 'huff-n-puff' 

enhances C1 production by 6% in the Barnett shale, while it is less effective in the other 

two shale models due to different shale rock properties. Although these numerical 

simulations are helpful to understand the effect of CO2 injection on shale gas recovery 

and geological CO2 sequestration, the underlying mechanisms governing these 

phenomena occurring in nanosized pores, like the composition change, the interplay 

between bulk and nanopores, mixtures competitive adsorption/desorption during CO2 

injection/sequestration, etc., are largely ambiguous. 

In this context, molecular simulations and theoretical modeling have also been 

applied to study CO2 'huff-n-puff' performance in shale gas recovery and geological CO2 

sequestration from molecular perspectives 5, 65-72. Yuan et al. 66 studied the enhanced 

recovery, adsorption energy, and configuration of C1-CO2 mixtures in carbon nanotubes 

(CNT) by molecular dynamics (MD) simulations. They found that the pre-adsorbed C1 

can be displaced by CO2 injection in CNT and the recovery of C1 is enhanced by more 

than 15%. Zhou et al. 69, 70 studied pure and hydrocarbon mixture recovery during CO2 

'huff-n-puff' in kerogen nanopores by GCMC simulations. They explicitly investigated 

the effect of moisture content, pore size, and injection cycles. They found that during 

pressure drawdown, while C1 in the adsorption layer and the middle of the pores can be 

recovered, C3 can only be recovered in the middle of the pores. On the other hand, the 

injected CO2 can recover hydrocarbons in the adsorption layer. Zhang et al. 71 studied the 

recovery mechanisms of C1-C2-C3 mixtures in organic and inorganic nanopores during 

the CO2 'huff-n-puff' process. They revealed that CO2 'huff' and ‘soak’ is more efficient 

in organic nanopores in terms of recovery, which is more obvious for the heavier 

component (C3). Due to CO2 injection, CO2 is stored in nanopores by displacing 

hydrocarbons and dominating the first adsorption layer in both organic and inorganic 

nanopores. Bakhshian et al. 72 developed a coupled adsorption and deformation model 
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based on lattice density functional theory (DFT) and finite-element formulation. They 

found a faster, and a higher amount of adsorption in duct pores compared with that of a 

slit pore and demonstrated a sharp rise in adsorption isotherm and swelling strain near the 

bulk critical point of CO2. While these molecular simulations and theoretical studied 

CO2-EGR and CO2 sequestration from molecular perspectives, they generally assume 

that the bulk phase volume is much larger than that of nanopores so that the fluid 

injection into and release from the nanopores do not alter the fluid compositions in bulk. 

However, in shale reservoirs, the pore volume in nanopores can be comparable to 

that of macropores/fractures 8, 75, and the volume partitioning among nanopores and 

macropores/fractures (bulk) plays an important role in fluid properties and phase 

behaviors 48, 78-81. Due to the comparable pore volume, adsorbed/released fluids in/from 

nanopores could influence bulk fluid properties, which in turn could further affect fluid 

density distributions in nanopores through chemical equilibrium 70, 71, 76, 77. A few works 

incorporated such a nanopore–bulk multiscale system to study the properties of pure and 

hydrocarbon mixtures 48, 78, 80-84. They generally show that hydrocarbon mixture phase 

behaviors in the nanopore–bulk multiscale system are different from those in the systems 

with infinitely large bulk reservoirs. Thus, to simulate the hydrocarbons recovery process 

in shale reservoirs, a constant volume depletion (CVD) method can be implemented. In 

our previous work 79, we studied the effect of volume partitioning on hydrocarbon 

mixture adsorption in three different shale samples in a CVD setting by using engineering 

density functional theory (DFT). We found that due to the volume partitioning, the bulk 

fluid composition keeps changing during the pressure drawdown process and the released 

hydrocarbon properties are dependent on pore size distribution (PSD). However, to the 

best of our knowledge, the effect of volume partitioning on CO2-EGR and CO2 

sequestration during the CO2 ‘huff-n-puff’ process has not been revealed yet. 

Thus, in this work, we explicitly study the effect of volume partitioning on 

hydrocarbon mixtures and CO2 adsorption in shale nanoporous media during the CO2 

'huff-n-puff' process. Kerogen is the main constituent of organic matters in shale, which 

greatly contributes to the total GIP 68, 193-195. For simplicity, in this work, we use carbon 

slit nanopores 77, 140, 156, 157 to represent kerogen nanopores, which have shown a good 

agreement with experimental measurements on gas adsorption in kerogen nanoporous 
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media 14, 196, 197. Note that the “nanopores” used in this work include micropores (< 2 nm) 

and mesopores (2–50 nm) 198. Three different PSD cases based on characterizations of 

shale sub-formations are considered in a CVD setting, in which nanopore volume is 

comparable to that in the bulk region. By using perturbed-chain-statistical-associating-

fluid-theory-based DFT (PC-SAFT DFT) 199-201, which has shown an excellent agreement 

with experimental measurements and molecular simulations in terms of fluid adsorption 

characteristics 200-210, hydrocarbon mixtures and CO2 adsorption, their density 

distributions, and average densities in nanopores can be explicitly calculated. On the 

other hand, in contrast to molecular simulations, PC-SAFT DFT can significantly reduce 

the calculation time 203-206, 211. During the primary pressure drawdown and CO2 'puff' 

processes, hydrocarbon mixtures and CO2 are depleted from the nanopore–bulk 

multiscale system by the CVD method, while during CO2 ‘huff’ and ‘soak’ process, CO2 

is injected without any fluid recovery from the entire system. Our work should provide a 

fundamental understanding about the effect of volume partitioning on hydrocarbon 

mixtures and CO2 adsorption characteristics and important insights into shale gas 

exploitations and geological CO2 sequestrations during the CO2 'huff-n-puff' process.  

4.2. Model and Methodology 

4.2.1. Nanopore–Bulk Multiscale System 

The nanopore–bulk multiscale system consists of two distinct parts: nanopores 

and the bulk region 79. The bulk region may refer to hydraulic/natural fractures as well as 

macropores in the shale matrix. It is reported that in large pores (≥ 50 nm), fluid 

properties are similar to those in bulk 125, 170. Thus, similar to our previous work 79, we 

assume that hydrocarbon mixtures and CO2 in pores larger than 50 nm behave as bulk. 

On the other hand, pores of size smaller than 50 nm are treated as nanopores in which 

fluid–surface interactions are explicitly considered. Based on the PSDs from Eagle Ford 

167, Horn River 182, and Middle Bakken 181 shale sub-formation characterizations, four 

distinct nanopores are used to represent micropores and mesopores in shale: 2 nm (≤2 

nm), 5 nm (2~10 nm), 15 nm (10~20 nm), and 30 nm (20~50 nm) 79. The pore volume 

fractions in each nanopore and the bulk region are presented in Table 4-1. In our model, 

the pressure P  is dictated by the fluid pressure in the bulk region. While the chemical 

potential of each component in nanopores is the same as that in bulk at equilibrium, we 
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do not consider the interfaces between nanopores and the bulk region. It has been shown 

that the mechanical equilibrium between nanopores and bulk is always automatically 

satisfied by the equality of chemical potentials 186. 

Table 4-1 Volume ratios and absolute volume in the nanopore–bulk multiscale systems of 

PSDs from the Eagle Ford (EF) 167, Middle Bakken (MB) 181, and Horn River (HR) 182 

shale sub-formations. 

 

4.2.2. Material Balance  

In this work, material balance calculation is necessary for 1) primary pressure 

drop; 2) CO2 ‘huff’ and ‘soak’; 3) CO2 ‘puff’ processes. During the CVD process, the 

bulk region volume is expanded to lower the bulk pressure, while the fluids in the excess 

bulk volume are removed from the entire system 81. The system temperature is fixed at 

333.15 K with an initial pressure 0 500P =  bar, which is representative of the typical 

temperature and pressure of shale gas reservoirs 55, 212, 213. C1-C2-C3 mixtures are used to 

represent hydrocarbon mixtures and the initial bulk compositions for three different PSD 

cases are listed in Table 4-2. The initial mole fraction of component k  in the entire 

system, 
init

kX , at 0P  is given as 
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2 nm 5 nm 15 nm 30 nm

EF 11.50 27.50 12.00 18.00 31.00

MB 2.87 15.00 33.38 34.53 14.22

HR 0.48 2.59 4.61 20.73 71.59

EF 0.1150 0.2750 0.1200 0.1800 0.3100

MB 0.0287 0.1500 0.3338 0.3453 0.1422

HR 0.0048 0.0259 0.0461 0.2073 0.7159
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Bulk 

Volume ratio (%)

Absolute volume 

(m
3
)



64 
 

where ,p WV  is the pore volume of the nanopore of W , bV  is the bulk volume. In this 

work, we set the entire system volume identical for all three PSD cases as 1 m3. The pore 

and bulk volume as well as their volume ratios are listed in Table 4-1. ( ), 0

init

k b P  and 

( ), , 0

init

ave k W P  are molar density of component k  in bulk and average molar density of 

component k  in nanopore of W  at 0P , respectively, ( )0

init

km P  is the total mole number 

of component k  at 0P . While ( ), 0

init

k b P  is obtained from the PC-SAFT equation of 

state (EOS) at 0P , ( ), , 0

init

ave k W P  is obtained from the PC-SAFT DFT.  

Table 4-2 Initial bulk mole fractions for C1-C2-C3 mixtures in different PSDs.  

 

During the CVD process, ,p WV  does not change but bV  expands as P  decreases, 

and the fluids in the excess bulk volume are then removed. The material balance is 

applied to calculate the expanded bulk volume ( ),  o

k bV P  based on component k  before 

fluid removal at given P  and the removed fluid ( ) re

km P  of component k  in the excess 

bulk volume,  
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,  (4-3) 

 ( ) ( ) ( ), 1 2 3  , ,,re o

k b b k bm P V V k CP C CP  = − =  , (4-4) 

where ( ) o

km P  is the total mole number of component k  at P  before removal; 

( ), ,ave k W P  and ( )b P  are the average molar density of component k  in nanopore of 

W  and molar density of component k  in bulk at P , respectively; ( ),k bX P  refers to the 

mole fraction of component k  in bulk at P . An iterative method is used to find the bulk 

mole fraction ( ) ,  k bX P , which satisfies that  ( ),  o

k bV P  converge at the actual expanded 

C1 C2 C3 Sum

Eagle Ford 0.85 0.15 0.05 1

Middle Bakken 0.85 0.15 0.05 1

Horn River 0.85 0.15 0.05 1
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bulk volume ( ) o

bV P . Thus, the remaining fluids in the entire system ( )n

km P  of 

component k  at P are given as 

 ( ) ( ) ( ) 1 2 3, , ,n o re

k k km m m k CP P C CP = − = .  (4-5) 

Then, ( )n

km P  serves as 
o

km  at the subsequent pressure condition. In each step, we 

lower P  by 2 bar in all PSD cases until 1   100P =  bar, which can be a typical CO2 

injection pressure in the fields 52, 57, 192, 214, 215. 

Then, the CO2 ‘huff’ and ‘soak’ process during which bulk fluids and those in 

nanopores reach chemical equilibrium after CO2 injection is initiated by injecting an 

equal amount of CO2 in each PSD case as listed in Table 4-3. We note that in this 

process, both bulk and nanopore volumes remain unchanged and no fluids are released 

from the entire system. Due to CO2 injection, the bulk pressure is elevated to a higher 

pressure 2P , while the bulk composition is altered. To find the equilibrium bulk 

composition and pressure, the materials balance equations are solved, which are given as,  
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 (4-6) 

where ( )1km P  and ( )2km P  are the total mole number of component k  in the entire 

system at 1P  and 2P , respectively; ( )
2 1

inj

COm P  is the total mole number of injected CO2 at 

1P ; ( )
2 2COm P  is the total mole number of CO2 in the entire system at 2P . The bulk 

composition and pressure are obtained by solving Eq. (4-6) iteratively. The equilibrium 

bulk pressures and compositions in each PSD case are listed in Table 4-4. 

Table 4-3 Injected CO2 amount and its molar ratio in the total system at 1   100P =  bar in 

each PSD. 
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During the CO2 ‘puff’ process, the pressure continues to decrease from 2P . The 

bulk volume expands and fluids are released from the entire system during the CO2 ‘puff’ 

process as pressure drops. The material balance of hydrocarbon mixtures and CO2 in the 

entire system during the CO2 ‘puff’ process is given as, 
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The bulk pressure decreases by 2 bar in each step. Though 2P  in each PSD case is 

slightly different as shown in Table 4-4, the end pressure of all PSDs is set as 3 50P =  bar 

70, 71, 216, 217. 

Table 4-4 Bulk pressure, composition, and densities of hydrocarbons and CO2 in various 

PSD cases before and after CO2 ‘huff’ and ‘soak’ processes. Note that the ΔPb, after is 

defined as 
, ,

,

,

= 100%
b after b after

b after

b after

P P
P

P

−
  , where ,b afterP  and ,b afterP  are bulk pressure for 

each PSD and the average bulk pressure for all three PSDs after CO2 ‘huff’ and ‘soak’, 

respectively. ( )/ /bef aft bef bef

b b b b b     = −  represents the relative increases of bulk 

density, where 
aft

b , 
bef

b  are bulk densities of each component before and after CO2 'huff' 

and ‘soak', respectively.  

Absolute amount 

(mol)

Molar ratio in 

system

Eagle Ford 2379.58 27.1%

Middle Bakken 2379.58 30.0%

Horn River 2379.58 33.9%

Injected CO2
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4.2.3. The Perturbed-chain-statistical-associating-fluid-theory-based Density 

Functional Theory (PC-SAFT DFT) 

The perturbed-chain-statistical-associating-fluid-theory-based density functional 

theory (PC-SAFT DFT) 199, 200 is used to consider the chemical equilibrium between 

hydrocarbon fluids in bulk region and nanopores. Based on Wertheim’s first-order 

thermodynamic perturbation theory 218-221, fluid molecules in the framework of PC-SAFT 

DFT are treated as coarse-grained representations of real ones, where non-spherical 

molecules are assumed to be chains of tangentially bonded spherical segments with the 

van der Waals interaction 199. In this work, segments in each chain are treated identically 

199, 222. The temperatures in nanopores and the bulk region are the same. The PC-SAFT 

DFT calculations are applied to the fluids in nanopores only, for a given pressure and 

temperature condition. The equilibrium hydrocarbon mixture and CO2 densities in the 

bulk region and their density distributions in nanopores are determined by mass 

conservation and chemical equilibrium between the fluids in nanopores and those in bulk. 

Within the framework of DFT, for a given nanopore, the grand potential 

( ) k   r , which is functional of density distribution ( ) k r , is the thermodynamic 

function of choice and related to the Helmholtz free-energy functional ( ) kF  
 r  via 

the Lagrange transformation 146, 

 ( )  ( )  ( ) ( )k k k k k

k

F d       = +  −      r r r r r , (4-8) 

where dr  is differential volume, and ( )k r  is the solid surface external potential of the 

component k  at the positional vector r ; k  is the chemical potential of component k  in 

bulk 147. ( )k r  is the number density distribution of component k  at positional vector r , 

C1 C2 C3 CO2 C1 C2 C3 CO2 C1 C2 C3

EF 100 N/A 0.825 0.139 0.036 0 3.55 0.60 0.15 0 N/A N/A N/A

MB 100 N/A 0.809 0.148 0.043 0 3.52 0.64 0.19 0 N/A N/A N/A

HR 100 N/A 0.801 0.151 0.048 0 3.50 0.66 0.21 0 N/A N/A N/A

EF 146.7 1.1 0.588 0.118 0.037 0.257 3.99 0.80 0.25 1.74 0.12 0.33 0.64

MB 144.8 0.2 0.557 0.114 0.039 0.290 3.77 0.77 0.26 1.96 0.07 0.20 0.42

HR 143.7 0.9 0.526 0.102 0.035 0.337 3.56 0.69 0.24 2.27 0.02 0.05 0.13

Δ ρ b /ρ b
bef

Bulk density ρ b (kmol/m
3
)

Before CO2 

'huff' and 'soak'

After CO2 

'huff' and 'soak'

Bulk 

pressure 

P b  (bar)

Bulk compositionPSD 

cases
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given as ( ) ( )seg

k k km =r r , in which km  is the segment number of component k  and 

( )seg

k r  is the local averaged number density of all segments of component k  199, 200, 207. 

The Helmholtz free-energy ( ) kF  
 r  is further decomposed into two parts 200: 

ideal-gas term ( ) id

kF  
 r  and the excess term arising from the intermolecular 

interactions and molecular configurations ( ) ex

kF  
 r , 

 ( )  ( )  ( ) id ex

k k kF F F       = +     r r r .  (4-9) 

The ideal-gas term is given as 147, 

 ( )  ( ) ( )( )3ln 1id

k k k k

k

F d      =  −   r r r r  , (4-10) 

where ( )1/ Bk T = ; k  is the de Broglie wavelength of component k . Bk  and T  

represent the Boltzmann constant and the absolute temperature, respectively. 

In Eq. (2-16), molecules are modeled as chains of freely-joined spherical 

segments. The total excess Helmholtz free-energy ( ) ex

kF  
 r  is given as 199, 200, 

( )  ( )  ( )  ( )  ( ) , , , ,ex ex hs ex hc ex disp ex assoc

k k k k kF F F F F             = + + +         r r r r r ,

 (4-11) 

where ( ) ,ex hs

kF  
 r  and ( ) ,ex hc

kF  
 r  represent the excess Helmholtz free energy 

arising from the hard-sphere and the connectivity of segments in the hard-chain, 

respectively. The dispersion term ( ) ,ex disp

kF  
 r  accounts for the attractive van der 

Waals interactions of chain molecules. The association term ( ) ,ex assoc

kF  
 r  describes 

excess Helmholtz energy due to the formation of hydrogen bonds. Details about the 

excess Helmholtz free-energy term ( ) ex

kF  
 r  are shown in Appendix C.1. In this 

work, the C1, C2, C3, and CO2 are considered to be without a charge so the association 

term is omitted 116. The parameters for hydrocarbons and CO2 are from PC-SAFT EOS 

223 which are listed in Table C-1.  

At equilibrium, the grand potential functional reaches the minimum concerning 

density profile ( )k r  140, 
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( ) 
( )

Ω
0

k

k

 



 
  =

r

r
, (4-12) 

where the symbol   represents the functional derivative. The equilibrium density 

distributions of species are obtained by the minimization of the grand potential functional 

151, 

 ( ) ( )
( ) 

( )
exp

ex

k

k

k k k

F 


  

  
  

 
 

= −  −
r

r
r r . (4-13) 

The density distribution in Eq. (2-17) is solved by the Picard iteration method 152. 

The bulk density is used as the initialization for the calculation of the first pressure 

condition. The initial guess for other pressure conditions is from the density distributions 

at the preceding pressure 140.  

For simplicity, we use carbon-slit pores which are described by two planar 

structureless graphite surfaces to represent nanopores in the system 77, 140, 156, 157. Such 

carbon nanopore structures have been applied to the study of gas adsorption in shale and 

shown excellent agreement with GCMC simulation results and experimental data 10. In a 

carbon-slit pore, the density distributions only vary in the z  direction perpendicular to 

the solid surfaces, i.e., ( ) ( )k k z =r . The 10-4-3 Steele potential 158 is used to describe 

the fluid–surface interactions sk , 

 ( )
( )

10 4 4
2

3

2
2

5 3 0.61

sk sk sk
sk k s sk skz m

z z z

  
    

    
=  − −    

      +  

,  (4-14) 

where z  represents the position in a perpendicular direction relative to the pore surface. 

km  is the segment number of component k . 114s =  nm-3 is the density of graphite and 

0.335 =  nm represents the interlayer spacing of graphite; sk  and sk  are potential 

expansion parameters and follow the simple mixing rule: 
sk s k  = , and 

( )( ) 2sk s kd T = + . The energy and size parameters of the graphite surface are 

0.3345s =  nm, / 28s Bk =  K 78, 224. k  is the fluid energy of a segment of 

composition k , and ( )kd T  is the temperature-dependent effective segment diameter of 
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composition k , which is defined as ( ) ( )( )( ) 1 0.12exp 3 /k k k bd T k T = − −  199. The fluid 

energy k  and the segment diameter k  parameters are from PC-SAFT EOS 223 and are 

listed in Table C-1. In slit-nanopores, the external potential ( )k r  for component k in 

Eq. (2-17) is given as, 

 ( ) ( ) ( )sk skk z W zz  = + − . (4-15) 

The average density of component k in nanopores ,ave k  is calculated as,  

 
( )

0
,

efW

k

ave k

ef

z dz

W


 =

 ,  (4-16) 

where ef sW W = −  is the effective pore size; W  is the pore size as used in Eqs. (4-2) 

and (3-18) 187.  

4.2.4. Grand Canonical Monte Carlo (GCMC) Simulation 

GCMC simulation has been widely used as one of the most powerful tools to 

study hydrocarbons and CO2 adsorption under confinement 65, 225-228. To calibrate our PC-

SAFT DFT calculations, we compared density profiles and average densities in 

nanopores of hydrocarbon and CO2 mixtures from PC-SAFT DFT with those from 

GCMC simulations. The details of GCMC simulation and comparison with PC-SAFT 

DFT are shown in Appendix C.3 and C.4, respectively. 

4.3. Results and Discussions 

In this section, we use three simplified PSDs from Eagle Ford (EF) 167, Middle 

Bakken (MB) 181, and Horn River (HR) 182 shale sub-formations to study the effect of 

volume partitioning on hydrocarbons and CO2 mixture adsorption during CO2 ‘huff-n-

puff’ process. The initial mole fractions in the bulk region are set the same in each PSD 

case as shown in Table 4-2. 

In Figure 4-1, we present the average molar densities of hydrocarbons and CO2 

during CO2 'huff-n-puff' process in  2W =  nm pores. For comparison, we also depict the 

average molar densities in a direct pressure drawdown from 0P  to 3P . During the primary 

pressure drawdown from 0P  to 1P , C1 is released from the pores, while C3 adsorption in 

nanopores increases. As P  drops, the PSD case with a higher volume ratio of smaller 
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pores (i.e., EF) releases less C1 and C2 from 2-nm pores, while adsorbing less C3. As CO2 

is injected, the bulk pressure increases with slight differences among the three PSD cases 

as shown in Table 4-4. During the CO2 ‘huff’ and ‘soak’ process, the decrease in all 

hydrocarbon densities is smaller in the EF case. In addition, with the same amount of 

injected CO2, the CO2 average density in the 2-nm pores in the EF case is the lowest. 

During the CO2 ‘puff’ process, C1 is continuously released from pores, while C3 

adsorption in nanopores increases, then decreases at low pressures. The CO2 average 

density decreases in all PSD cases during the CO2 ‘puff’ process, while CO2 adsorption 

in the EF case decreases less. 

 

Figure 4-1 The average molar densities in W = 2 nm pores of (a) C1; (b) C2; (c) C3; and 

(d) CO2 in various PSD cases at T = 333.15 K. The black solid lines represent average 

density from Eagle Ford. Red dashed lines are from Middle Bakken and blue dotted lines 

are from Horn River. Thick and thin lines represent CO2 'huff-n-puff' and direct pressure 

drawdown processes, respectively. Squares represent the initial condition. The route from 

squares to circles represents the primary pressure drop; the route from circles to triangles 

represents the CO2 ‘huff’ and ‘soak’ processes; the route from triangles to rhombs 

represents the CO2 ‘puff’ process. 

In Figure 4-2, we present molar density profiles of hydrocarbons and CO2 in 2-

nm pores. During the primary pressure drawdown, C1 densities in the adsorption layer 
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and the middle of the pores decrease, while the opposite is true for C3 due to strong fluid–

surface interactions, as in our previous work 79. During the CO2 ‘huff’ and ‘soak’, C1, C2, 

and C3 are released from both adsorption layers and the middle of pores. In the EF case, 

hydrocarbon release from the 2-nm pores due to the CO2 ‘huff’ and ‘soak’ is less 

significant than those in the MB and HR cases, especially for C3. Due to the stronger 

competitive adsorption in the vicinity of the pore surface, the volume partitioning shows 

a more obvious effect on adsorption layers. On the other hand, CO2 densities in the 

adsorption layers and the middle of the pores in the EF case are the smallest in all PSD 

cases. Apart from the PSD effect, it is worthy to note that the total organic carbon might 

be another important factor that could influence the CO2 adsorption under 

nanoconfinement 61. During the CO2 ‘puff’ process, C1, C2, and CO2 densities decrease, 

while C3 density increases. Compared with other PSD cases, the EF case releases more 

C1, C2, and CO2, while adsorbs less C3, which is opposite to that during the primary 

pressure drop.  

 

Figure 4-2 The molar density profiles in W = 2 nm pores of (a) C1; (b) C2; (c) C3; and (d) 

CO2 in various PSD cases at T = 333.15 K. Black lines represent molar density profiles at 

initial condition ( 0P ). Red, bulk, and green lines represent molar density profiles at 
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pressures of end of the primary pressure drop ( 1P ), CO2 ‘huff’ and ‘soak’ ( 2P ), and CO2 

‘puff’ ( 3P ), respectively. Solid, dashed, dotted lines represent mole density profiles from 

Eagle Ford, Middle Bakken, and Horn River, respectively.  

The average molar densities of each component in  15W =  nm pores are shown 

in Figure 4-3. The average densities for  5W =  nm and  30W =  nm pores as well as in 

the bulk region are shown in Appendix C.5. During the primary pressure drop, all 

hydrocarbon densities decrease as P  drops. During the CO2 ‘huff’ and ‘soak’ processes, 

hydrocarbon densities increase in the EF and MB cases as CO2 is injected, while the 

opposite is true for the HR case. For CO2, similar to Figure 4-1, its average molar density 

in the EF case is higher. During the CO2 ‘puff’ process, all components are released from 

the pores as pressure drops.  

 

Figure 4-3 The average molar densities in W = 15 nm pores of (a) C1; (b) C2; (c) C3; and 

(d) CO2 in various PSD cases at T = 333.15 K. The black solid lines represent average 

density from Eagle Ford. Red dashed lines are from Middle Bakken and blue dotted lines 

are from Horn River. Thick and thin lines represent scenarios with/without CO2 'huff-n-

puff', respectively. Squares represent the initial condition. The route from squares to 

circles represents the primary pressure drop; the route from circles to triangles represents 

the CO2 ‘huff’ and ‘soak’ processes, and the route from triangles to rhombs represents the 

CO2 ‘puff’ process. The CO2 ‘huff’ and ‘soak’ processes are amplified in inset figures.  
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In Figure 4-4, we present the molar density profiles for each component in 

 15W =  nm pores. The molar density profiles for  5W =  nm and  30W =  nm pores are 

shown in Appendix C.6. During the primary pressure drop, C1 is released from 

adsorption layers and the middle of pores, while C2 and C3 are mostly released from the 

middle of pores. The change in the C2 adsorption layers is negligible, while the C3 

adsorption layer becomes more prominent. The CO2 ‘huff’ and ‘soak’ process has an 

opposite effect on hydrocarbons densities in the adsorption layers and the middle of pores: 

they are released from adsorption layers, while their densities in the middle of pores 

increase.  

 

Figure 4-4 The molar density profiles in W = 15 nm pores of (a) C1; (b) C2; (c) C3; and (d) 

CO2 in various PSD cases at T = 333.15 K. Black lines represent molar density profiles at 

initial condition ( 0P ). Red, bulk, and green lines represent mole density profiles at 

pressures of the end of the primary pressure drop ( 1P ), CO2 ‘huff’ and ‘soak’ ( 2P ), and 

CO2 ‘puff’ ( 3P ), respectively. Solid, dashed, dotted lines represent mole density profiles 

from Eagle Ford, Middle Bakken, and Horn River, respectively. The densities of the 

middle of pores are amplified and shown as inserted figures. 

The effect of volume partitioning on the compositions of each component in W = 

2 nm and W = 15 nm is shown in Figure 4-5. The compositions of each component in W 
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= 5 nm and W = 30 nm pores are shown in Appendix C.7. During the CO2 ‘huff’ and 

‘soak’ process, PSD strongly affects the equilibrium compositions in nanopores. In the 

EF case, the compositions of hydrocarbons in pores reduce less. During the CO2 ‘puff’ 

process, in W = 2 nm pores, though C1, C2, and CO2 are released from pores, the C1 and 

CO2 compositions decrease, while the C2 composition increases. On the other hand, the 

C3 composition in 2-nm pores increases. In W = 15 nm pores, C1 composition decreases, 

while C2 and C3 compositions increase. However, the CO2 composition increases in W = 

15 nm pores.  

 

Figure 4-5 Compositions of each component in (a) W = 2 nm; (b) W = 15 nm pores in 

various PSD cases at T = 333.15 K. Phase 0 represents the initial condition; Phase 1 

represents the primary pressure drop; Phase 2 represents the CO2 ‘huff’ and ‘soak’ 

process, and Phase 3 represents the CO2 ‘puff’ process. The pore compositions shown for 

Phase 1, 2, 3 are the composition at the pressure of the end of each phase. 

The bulk pressure, composition, and densities of hydrocarbon components and 

CO2 in various PSD cases before and after CO2 ‘huff’ and ‘soak’ processes are listed in 

Table 4-4. Though the same amount of CO2 is injected in each PSD case, more CO2 is 

adsorbed into nanopores in the EF case. Thus, in the EF case, the CO2 equilibrium bulk 

composition is smaller, while the hydrocarbon component compositions are higher. On 

the other hand, 2P  in different PSD cases are similar. Meanwhile, the bulk density 

increases due to CO2 injection, while increasing more in the EF case. Bulk compositions 

in different PSD cases are also presented in Figure 4-6. During the CO2 ‘huff’ and ‘soak’ 

process, PSD strongly affects the equilibrium bulk compositions. As the volume ratio of 

the bulk region decreases, more CO2 is absorbed into nanopores, and more hydrocarbons 
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(C1, C2, and C3) are released from the nanopores to the bulk region. As a result, in the EF 

case, the hydrocarbon bulk composition is higher. In turn, their average molar densities in 

nanopores increase. During the CO2 ‘puff’ process, both C2 and CO2 bulk compositions 

increase as P  drops, while the opposite is true for C1 and C3.  

 

Figure 4-6 Bulk compositions of each component in various PSD cases. Phase 0 

represents the initial condition at T = 333.15 K; Phase 1 represents the primary pressure 

drop; Phase 2 represents the CO2 ‘huff’ and ‘soak’ process, and Phase 3 represents the 

CO2 ‘puff’ process. The bulk compositions shown for Phase 1, 2, 3 are the composition at 

the pressure of the end of each phase.  

To investigate hydrocarbons recovery from nanopores and the bulk region in 

different phases, we calculate the hydrocarbon-releasing factor, which is given as, 

 1 2 3int
Hydrocarbon-releasing facto ,,r ,

beg end

k k

k

k C C C
 



−
= = , (4-17) 

where 
beg

k , 
end

k  represent bulk or pore molar density of component k  at the beginning 

and end of a phase, respectively. 
int

k  represents bulk or pore molar density of component 

k  at the initial condition (i.e., Phase 0). In Figure 4-7, we present hydrocarbon-releasing 

factors in nanopores (W = 2 nm and W = 15 nm) and the bulk region in various PSD cases. 

The hydrocarbon-releasing factors in W = 5 nm and W = 30 nm pores are shown in 

Appendix C.8. During the primary pressure drop, the EF case has a lower C1-releasing 

factor, while higher C2- and C3-releasing factors in both pores and the bulk region. 
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During the CO2 ‘huff’ and ‘soak’ process, the EF case has a lower releasing factor for all 

components in both pores and the bulk region. The recovery of hydrocarbon mixtures for 

the CO2 ‘huff’ and ‘soak’ process is mainly from small pores. In the CO2 ‘puff’ process, 

the EF case has higher releasing factors for all components in pores and higher C1- and 

C2-releasing factors in the bulk, while the MB shows a slightly higher C3-releasing factor 

in the bulk. 

 

Figure 4-7 The hydrocarbon-releasing factors in (a) W = 2 nm; (b) W = 15 nm; (c) the 



78 
 

bulk region in various PSD cases at T = 333.15 K. Phase 1 represents the primary 

pressure drop; Phase 2 represents the CO2 ‘huff’ and ‘soak’ process, and Phase 3 

represents the CO2 ‘puff’ process; All phases represent the whole process from the initial 

condition to the abandoned pressure in the CO2 'huff-n-puff'. 

In Figure 4-8, hydrocarbon components recoveries from the entire nanopore–bulk 

multiscale system in different phases and various PSD cases with CO2 'huff-n-puff' 

process are shown, which are defined as,  

 
1 2 3int

Recovery ,, ,
beg end

k k

k

N N
k C C C

N

−
= = , (4-18) 

where 
beg

kN  and 
end

kN  represent the molar number of component k at the beginning and 

end of each phase, respectively. 
int

kN  represents the molar number of component k at the 

initial condition. As there is no production during the CO2 ‘huff’ and ‘soak’ process, the 

recovery is zero in Phase 2. To show the CO2 'huff-n-puff' enhancement effect, 

hydrocarbon recovery in each pore, the bulk region as well as the entire nanopore–bulk 

multiscale system with/without CO2 'huff-n-puff' processes are listed in Table 4-5. The 

CO2 'huff-n-puff' process enhances the total hydrocarbon recovery by more than 5%, 

while the enhancement in the heavier component recovery in small pores (2-nm pores) 

can be between 16.4% to 52.3% in different PSD cases. Due to the volume partitioning, 

the EF case has the highest enhanced hydrocarbon recovery due to the CO2 'huff-n-puff' 

process.  

Table 4-5 Hydrocarbon recoveries in each pore, the bulk region, and the entire nanopore–

bulk multiscale system with/without the CO2 'huff-n-puff' process. Note that w/ and w/o 

represent with and without, respectively.  

 

C1 C2 C3 C1 C2 C3 C1 C2 C3 C1 C2 C3 C1 C2 C3 C1 C2 C3

EF 0.737 0.323 -0.085 0.847 0.671 0.485 0.887 0.816 0.749 0.896 0.857 0.833 0.902 0.889 0.915 0.864 0.715 0.538

MB 0.756 0.349 -0.189 0.856 0.684 0.440 0.893 0.822 0.726 0.901 0.860 0.817 0.906 0.891 0.904 0.888 0.799 0.669

HR 0.765 0.434 -0.144 0.861 0.724 0.459 0.897 0.844 0.735 0.905 0.878 0.822 0.910 0.904 0.906 0.906 0.886 0.846

EF 0.608 0.129 -0.249 0.776 0.580 0.402 0.837 0.771 0.715 0.851 0.824 0.814 0.861 0.867 0.910 0.802 0.639 0.469

MB 0.630 0.105 -0.468 0.783 0.569 0.308 0.841 0.762 0.667 0.854 0.816 0.780 0.863 0.859 0.889 0.834 0.731 0.596

HR 0.641 0.134 -0.667 0.786 0.583 0.221 0.842 0.768 0.622 0.855 0.820 0.749 0.863 0.860 0.871 0.857 0.831 0.784

EF 12.9% 19.3% 16.4% 7.1% 9.1% 8.3% 5.0% 4.5% 3.5% 4.5% 3.3% 2.0% 4.1% 2.2% 0.5% 6.2% 7.6% 6.9%

MB 12.6% 24.4% 27.9% 7.3% 11.5% 13.2% 5.2% 6.0% 5.9% 4.7% 4.4% 3.6% 4.4% 3.2% 1.5% 5.4% 6.9% 7.3%

HR 12.3% 30.0% 52.3% 7.5% 14.1% 23.8% 5.5% 7.6% 11.2% 5.0% 5.8% 7.3% 4.6% 4.4% 3.5% 4.9% 5.4% 6.2%

Bulk System

Recovery
PSD 

cases
5nm 15nm

W/ CO2 
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Figure 4-8 The recovery of hydrocarbon components in the nanopore–bulk multiscale 

system in different phases in various PSD cases with CO2 'huff-n-puff' process at T = 

333.15 K. Phase 1 represents the primary pressure drop; Phase 2 represents the CO2 ‘huff’ 

and ‘soak’ process, and Phase 3 represents the CO2 ‘puff’ process; All phases represent 

the whole process from the initial condition to the abandoned pressure in the CO2 'huff-n-

puff'.  

The CO2 sequestration ratio in nanopores, bulk, and the total nanopore–bulk 

multiscale system in various PSD cases are shown in Figure 4-9, which is defined as, 

 2

2

2 _
 sequestration ratio

sequestered

CO

after soak

CO

N
CO

N
= , (4-19) 

where 
2

sequestered

CON  represents the molar number of CO2 remaining in nanopores, bulk, or 

the total nanopore–bulk multiscale system at the abandoned pressure, and 
2

_after soak

CON  

represents the initial molar number of CO2 in nanopores, bulk, or the total nanopore–bulk 

multiscale system after CO2 ‘huff’ and ‘soak’ process. A stronger confinement effect in 

smaller pores allows for enhancing CO2 storage. A higher volume ratio of smaller pores 

case can store more CO2 in nanopores and the bulk region. As a result, the PSD with a 

higher volume ratio of smaller pores has a higher total CO2 sequestration ratio.  
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Figure 4-9 The CO2 sequestration ratio in nanopores, bulk, and the total nanopore-bulk 

multiscale system in various PSDs.  

4.4. Conclusions 

In this work, we use the PC-SAFT DFT to study the CO2 'huff-n-puff' process in a 

nanopore–bulk multiscale system by a CVD process, in which mass balance and volume 

partitioning are explicitly considered. During the CO2 ‘huff’ and ‘soak’ process, a large 

number of hydrocarbons can be released from small nanopores, especially for the heavier 

components. On the other hand, in the larger nanopores (   15W   nm), the average 

density of hydrocarbons might increase. For hydrocarbon density distributions, the CO2 

injection has mixed influences on the adsorption layers and the middle of pores: 

hydrocarbons are released from the adsorption layers, while their densities in the middle 

of pores increase. Compared with the case without the CO2 'huff-n-puff' process, the CO2 

'huff-n-puff' process prompts hydrocarbon release from nanopores, especially for the 

heavier components in the smaller pores. 

The volume partitioning effects on nanopore adsorption and compositions are 

significant in the CO2 'huff-n-puff' process. During the CO2 ‘huff’ and ‘soak’ process, a 

PSD case with a higher volume ratio of smaller pores (i.e., the Eagle Ford case) releases 

fewer hydrocarbons (C1, C2, C3). The volume partitioning also shows a more obvious 

effect on altering the density of adsorption layers than that in the middle of pores, 

especially in the larger pores. In addition, it also shows a strong influence on the 
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equilibrium bulk composition. Hydrocarbon recovery is also strongly affected by volume 

partitioning. For small pores, the recovery of C2 and C3 mainly stems from the CO2 ‘huff’ 

and ‘soak’ period, while, in larger pores, the hydrocarbon recovery is mainly from 

pressure drops. In the nanopore–bulk multiscale system, the hydrocarbon recovery due to 

CO2 injection is mainly from the smaller pores. The smaller pores with a stronger 

confinement effect can adsorb more CO2 per unit pore volume. As a result, a PSD case 

with a higher volume ratio of smaller pores can store more CO2.  

Collectively, the volume partitioning shows strong influences on hydrocarbon 

adsorption and recovery as well as CO2 sequestration in nanopores during CO2 'huff-n-

puff' process. Our work should provide a fundamental understanding about the effect of 

volume partitioning on hydrocarbon mixture adsorption characteristics and important 

insights into the optimization of enhanced shale gas recovery and CO2 sequestration. On 

the other hand, moisture exists in shale media which can affect hydrocarbon and CO2 

adsorption 55. Besides, kerogen in shale can contain various heteroatoms 69, 183, 194. 

Unlocking these effects coupled with volume partitioning in the nanopore–bulk 

multiscale system on hydrocarbon and CO2 adsorption will be explicitly studied in our 

future works. 

公式章 (下一章) 节 1 
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CHAPTER 5 Effect of Energetical and Geometrical Heterogeneity of Kerogen on 1 

BET Surface Area Characterization and Methane Adsorption 2 

(A version of this chapter has been published in Energy Fuels 2022 by Yingnan Wang, 3 

Wanying Pang, and Zhehui Jin. DOI: 10.1021/acs.energyfuels.2c01603.) 4 

Abstract 5 

Surface area is an important parameter for methane (CH4) adsorption estimation 6 

in shale nanoporous media. Kerogen, as the main constituent of shale organic matters, has 7 

exceptionally high surface areas due to extensive nanoscale pores. The Brunauer–8 

Emmett–Teller (BET) method has been extensively used to characterize the surface area 9 

of various porous materials. However, its applicability for the surface area 10 

characterization of kerogen mesopores has not been investigated yet. In this work, the 11 

effect of geometrical and energetical heterogeneity on N2 adsorption isotherms and the 12 

subsequent BET surface area ( BETS ) characterization is studied by using the grand 13 

canonical Monte Carlo (GCMC) simulations. We find that N2 adsorption sites are mainly 14 

within the “basin” and “valley” regions on kerogen surfaces, while in the “ridge” regions 15 

its adsorption rarely takes place at 77 K from 0.005 bar to 0.05 bar. On the other hand, 16 

surface chemistry shows a significant effect on external potential and N2 adsorption 17 

amount. In addition, while BETS  agrees well with geometric surface area ( geoS ) in 18 

graphite mesopores, in kerogen and pseudo-kerogen mesopores, BETS  is generally lower 19 

than geoS . Interestingly, BETS  correlates well with CH4 excess adsorption in kerogen 20 

mesopores at 333.15 K and 300 bar, outperforming geoS . This work provides some 21 

crucially important fundamental understanding about the BETS  characterization of 22 

kerogen mesopores which can guide CH4 adsorption capacity prediction in kerogen 23 

nanoporous media and shale GIP estimation.  24 

  25 
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5.1. Introduction 26 

As a transition fuel, natural gas plays an ever-increasingly important role to meet 27 

the global energy demand, while reaching net-zero carbon emission by 2050 229. The U.S. 28 

Energy Information Administration (EIA) predicts that the global natural gas demand is 29 

projected to grow 22% in the next three decades 1. On the other hand, due to the 30 

continuous depletion of conventional natural gas reservoirs, shale gas has become an 31 

important natural gas source. For example, in the United States, ~ 80% of total dry 32 

natural gas production is from shale formations in 2020 1. Unlike conventional reservoirs, 33 

surface adsorption plays a dominant role in shale gas due to the presence of a significant 34 

amount of nanosized pores in shale media 2-4. Shale rocks are heterogeneous complex 35 

structural and mineralogical systems consisting of inorganic matters (calcites, quartz, 36 

pyrites, clays, etc.) and organic matters 5, 6. Kerogen is the main constituent of organic 37 

matter, which generates hydrocarbons via chemical decomposition 7. It is also the main 38 

methane storage site as methane adsorption capacity in shale rocks has shown a positive 39 

correlation with the total organic carbon (TOC) content 6, 8, 9. Therefore, the accurate 40 

characterization of surface area in kerogen nanoporous media becomes utterly important 41 

in the prediction of shale gas-in-place (GIP). 5, 230, 231 42 

The Brunauer–Emmett–Teller (BET) theory has been widely used to obtain 43 

surface area by characterizing N2 adsorption isotherm at 77 K in various porous media, 44 

the so-called BET surface area ( BETS ), including activated carbon 85, metal organic 45 

frameworks (MOFs) 86-88, silica 89-91, and zeolite 92, etc. It is also one of the standard 46 

methods to obtain a surface area in shale rocks 5 and isolated kerogen 232, 233. BET theory 47 

assumes that the multilayer adsorption of ideal gas takes place on a perfectly-smooth 48 

ideal homogeneous surface 7. For micropores, Rouquerol et al. 234 introduced two 49 

consistency criteria for the selected pressure range: 1) the constant C ( 0k  in this work) in 50 

the BET equation should be positive; 2) the value of ( )0n P P−  should increase with 51 

0/P P . To ensure the validity of the selected pressure range, they further introduced two 52 

additional conditions: 3) the pressure value corresponding to the monolayer capacity in 53 

the adsorption isotherms should be in the selected fitting range; 4) 0/P P  calculated from 54 
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the fitted BET equation at mn n=  should not be apart from the experimental one. In 55 

addition, it is commonly believed that the characterized surface area in shale and kerogen 56 

mainly refers to that in mesopores and macropores, assuming that 77 K N2 cannot 57 

penetrate into micropores 5, 7. On the other hand, in contrast to the basic assumptions in 58 

BET theory, kerogen surface may not be perfectly smooth 6 (i.e., geometrical 59 

heterogeneity), and it carries energetical heterogeneity 95 with a number of heteroatoms 60 

such as N, S, and O.  61 

There have been a number of previous studies on the effect of energetical and 62 

geometrical heterogeneity on BETS  in porous media 86, 96-104. Gómez-Gualdrón et al. 86 63 

compared BETS  in micro- and mesoporous MOFs with the N2-accessible surface area 64 

(NASA), the so-called geometric surface area ( geoS ). They found that there are 65 

discrepancies between BETS  and geoS , while the BET calculation can significantly 66 

overestimate the true monolayer loading in MOFs, which is consistent with the findings 67 

of Tian and Wu 105, Gelb and Gubbins 106, and Coasne et al. 91. Walton and Snurr 235 and 68 

Bae et al. 92 independently validated the applicability of BETS  in microporous MOFs by 69 

interpreting N2 adsorption isotherms. They compared BETS  with accessible surface area 70 

for MOFs and found that the two types of surface areas agree well with each other with < 71 

10 % deviation in micropores. While these studies have provided important insights into 72 

the effect of energetical and geometrical heterogeneity on BETS , a careful analysis of 73 

their effect on kerogen BETS  is still lacking. In addition, whether BETS  can be a good 74 

indicator for methane (CH4) adsorption capacity in kerogen nanopores remains 75 

unanswered.  76 

Therefore, in this work, we conduct simulations of 77 K N2 adsorption in 13 77 

kerogen slit mesopores, and their respective pseudo-kerogen models to study the effect of 78 

kerogen geometrical and energetical heterogeneity on BETS  characterization. Mesopores 79 

(pore width larger than 2 nm) are chosen because 1) the previous work 105 has shown that, 80 

in carbon micropores, BETS  is larger than geoS  due to the strong surface correlation; 2) it 81 
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is generally conceived that 77 K N2 cannot penetrate shale and kerogen micropores5. The 82 

slit geometry is used for simplicity, while it is one of the most common pore geometries 83 

in shale rocks 7. We carefully analyze the effect of geometrical and energetical 84 

heterogeneity on N2 adsorption isotherms and the subsequent BETS  characterization. For 85 

comparison, we also simulate 77 K N2 adsorption in perfectly-smooth graphite mesopores 86 

to obtain their BETS . We found that N2 adsorption sites are mainly within the “basin” and 87 

“valley” regions on kerogen surfaces, while in “ridge” regions its adsorption rarely 88 

occurs. On the other hand, surface chemistry shows a significant effect on external 89 

potential and N2 adsorption amount. Additionally, while BETS  agrees well with geoS  in 90 

graphite mesopores, BETS  is generally lower than geoS  in kerogen and pseudo-kerogen 91 

mesopores. The deviation becomes more significant as surface roughness becomes more 92 

significant and the fraction of the “ridge” surface increases. Interestingly, BETS  correlates 93 

well with methane (CH4) excess adsorption in kerogen mesopores, while it outperforms 94 

geoS . It is probably because both N2–kerogen and CH4–kerogen interactions are mainly 95 

van der Waals type, while their adsorption sites largely overlap. This work provides some 96 

crucially important fundamental understanding about BETS  characterization in kerogen 97 

mesopores which can guide CH4 adsorption capacity prediction in kerogen nanoporous 98 

media and shale GIP estimation. The framework of this work for surface area 99 

characterization might be extended to other organic-rich rocks, like coal, considering the 100 

importance of the surface area and CH4 adsorption in these rocks 236. 101 

5.2. Model and Methodology 102 

In this section, we first illustrate the procedures to create kerogen matrices (as 103 

kerogen substrates) and construct slit pores. The kerogen slit pore and surface are 104 

characterized in terms of geometrical surface area ( geoS ), average pore size ( aveW ), and 105 

effective pore volume ( pV ). Geometrical heterogeneity is defined as the corrugation of 106 

the surface altitude/topology (i.e., the surface is not perfectly smooth). To study the effect 107 

of geometrical heterogeneity, we create a number of kerogen matrices with varying 108 

surface roughness. The effect of energetical heterogeneity is investigated by replacing 109 
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kerogen heteroatoms (N, S, and O) with C atoms. Besides, details about N2 and CH4 110 

adsorption simulations (i.e., grand canonical Monte Carlo simulations) are provided. In 111 

addition, we also describe the procedures to obtain BETS  of kerogen mesopores.   112 

5.2.1. Kerogen Matrix and Slit Pore Construction  113 

Classical molecular dynamics (MD) simulations are employed to build kerogen 114 

matrices with the GROMCS simulation package 237, 238. The Type II-C mature kerogen 115 

macromolecule unit (C242H219O13N5S2, as shown in Figure D-1 (a)) adopted from 116 

Ungerer et al. 239 is used to construct kerogen matrices, which has good agreement with 117 

experimental data in terms of elemental analysis, functional group distributions, etc. The 118 

consistent valence force field (CVFF) 2-4 is used to describe kerogen macromolecules. 119 

The force field parameters of kerogen are listed in Table D-1. A number of simulation 120 

studies 6, 240 using dummy particles to build rough kerogen surfaces have been reported. 121 

In this work, two different methods are used to build kerogen matrices with relatively 122 

smooth and rough surfaces.   123 

To obtain a relatively-smooth kerogen matrix, 20 kerogen macromolecules are 124 

compressed by two rigid smooth graphene sheets as shown in Figure D-1 (a), which are 125 

generated by an all-atom model in the VMD package 241 with a dimension of 5.44 nm × 126 

5.51 nm in the x-y plane. Only the repulsive forces between the graphene sheet and 127 

kerogen macromolecules are considered. To compress these kerogen macromolecules, an 128 

external pressure of 7000 bar (i.e., an external acceleration of −0.9 nm/ps2
 to each C atom 129 

on graphene) is added to the upper graphene sheet in the z-direction, while the bottom 130 

graphene sheet is fixed. Meanwhile, an annealing simulation with the temperature 131 

gradually declining from 900 K to 333.15 K is conducted for 2.5 ns, and then another 1.5 132 

ns of simulation at 333.15 K is conducted to reach equilibrium. The final relatively-133 

smooth kerogen matrix (denoted as krg1) thickness is ~3.5 nm with a density of 1.37 134 

g/cm3 (the process of density calculation is described in Appendix D.3). 135 

To make rough kerogen matrices, we initially attempted to use a rigid upper 136 

smooth graphene sheet and a rigid bottom rough graphene sheet with varying degrees of 137 

roughness to compress kerogen macromolecules under the same procedures as for krg1. 138 

However, we find that the roughness of final kerogen matrices always falls into a very 139 

narrow range which can hardly represent a wide range of kerogen surface roughness. 140 
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Therefore, we use an alternative method to generate relatively-rough kerogen matrices by 141 

compressing kerogen macromolecules with a rigid upper smooth graphene sheet and a 142 

rigid bottom rough pseudo-kerogen sheet, which is conducted in a two-step simulation 143 

process.  144 

In the first step, to build the rough pseudo-kerogen sheet, 20 kerogen 145 

macromolecules are compressed by two rigid smooth graphene sheets as shown in Figure 146 

D-1 (b). Similarly, these two graphene sheets are generated by the all-atom model in the 147 

VMD package with a dimension of 5.44 nm × 5.51 nm in the x-y plane, while only the 148 

repulsive forces between the graphene sheet and kerogen macromolecules are considered. 149 

To generate pseudo-kerogen sheets with varying roughness, an external pressure ranging 150 

from 50 to 10000 bar is added to the upper graphene sheet in the z-direction to compress 151 

kerogen macromolecules with the same initial configurations. Then, the same annealing 152 

processes used for a relatively-smooth kerogen matrix are applied.  153 

 In the second step, relatively-rough kerogen matrices are obtained by 154 

compressing 20 kerogen macromolecules by a rigid upper smooth graphene sheet and a 155 

rigid bottom rough pseudo-kerogen sheet generated in the first step as shown in Figure 156 

D-1 (b). An external pressure of 7000 bar is added to the upper graphene sheet in the z-157 

direction, while the bottom rough pseudo-kerogen sheet is fixed. The same annealing 158 

simulation processes are conducted to allow kerogen matrices to reach equilibrium and 159 

12 relatively-rough kerogen matrices are obtained. These 12 rough kerogen matrices are 160 

denoted as krg2 to krg12 whose thickness is from ~ 3.8 nm to ~ 4.5 nm. Their densities 161 

are from 1.20 to 1.37 g/cm3, which are listed in Table D-2. Compared with the 162 

experimental density data for kerogen Type II-C, 239, 242 the deviation of density is < 10 %. 163 

Though high external pressure (i.e., 7000 bar) is used to compress kerogen 164 

macromolecules, a number of internal cavities (the so-called dead pores) inevitably exist 165 

within the kerogen matrices. To avoid their effect, all dead pores within kerogen matrices 166 

are blocked by dummy particles 6, 240. As shown in Figure 5-1, kerogen slit pores are 167 

constructed by two parallel kerogen matrices. The upper kerogen matrix is obtained by 168 

rotating the lower one 180° along the y-direction to ensure that the inner surfaces of 169 

kerogen slit pores have the same surface morphology. Then, the upper kerogen matrix is 170 

shifted upwards in the z-direction to form kerogen slit mesopores. The shifting distance is 171 
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case-dependent, determined by the average pore size criterion, which is explained in the 172 

following subsection.  173 

For the smooth graphite mesopore, the graphite surface consists of three layers of 174 

graphene sheets generated by the all-atom model in the VMD package241 with a 175 

dimension of 5.44 nm × 5.51 nm in the x-y plane, and the interlayer spacing is set at 176 

0.335 nm. To build the smooth graphite slit mesopore, two parallel smooth graphite 177 

surfaces are separated by 5.35 nm as shown in Figure 5-1, which is the distance between 178 

the center of C atoms in the innermost layers of two graphite surfaces and defined as pore 179 

size W .  180 

 181 

Figure 5-1 Schematic illustration of slit pore models with 5.35 nmW = : (a) graphite 182 

model, (b) kerogen model, and (c) surface morphology of krg1. 183 

5.2.2. Kerogen Surface and Slit Pore Characterization  184 

The geometric surface area geoS  (also known as accessible surface area) is defined 185 

as surface area calculated by rolling a probe molecule over the surface 105, 243. In this 186 

work, a single-site N2 molecule is used as the probe molecule to measure geoS  of kerogen 187 

slit pores. The probe molecule is randomly inserted around each atom of the kerogen 188 

surface. The geoS  is calculated by the fraction of probe molecules that did not overlap 189 

with other atoms or dummy particles.  190 
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To describe the kerogen surface characterizations, surface roughness ( RO ) is an 191 

essential macroscopic parameter. In this work, RO  is defined as, 192 

 geo

xy

S
RO

S
= , (5-1) 193 

where geoS  and xyS  are geometric surface area and cross-sectional area of the x-y plane, 194 

respectively. RO  and other geometric parameters of the 13 kerogen models used in this 195 

work are listed in Table 5-1.  196 

Table 5-1 Geometric parameters and BET surface areas of graphite, kerogen, and pseudo-197 
kerogen surfaces. 198 
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 199 

For kerogen slit pores, the geometric insertion method106, 244 is used to calculate 200 

the average pore size 
aveW . For a random position, the largest insertion sphere which 201 

Case #
X-Axis 

(Å)

Y-Axis 

(Å)

W ave 

(nm)

Sxy   

(nm
2
)

Sgeo 

(nm
2
)

SBET 

(nm
2
)

RO

graphite 54.35 55.05 5.35 29.92 30.22 29.96 1.01

krg1 51.58 51.05 5.35 26.33 35.07 31.07 1.33

krg2 51.57 51.02 5.35 26.31 39.04 35.13 1.48

krg3 51.56 51.10 5.35 26.35 39.28 36.72 1.49

krg4 51.56 51.09 5.35 26.34 41.51 38.48 1.58

krg5 50.34 51.05 5.35 25.70 43.54 31.06 1.69

krg6 51.57 51.02 5.35 26.31 44.80 42.52 1.70

krg7 51.33 52.05 5.35 26.72 47.90 42.50 1.79

krg8 50.69 51.08 5.35 25.89 48.94 42.52 1.89

krg9 51.55 51.08 5.35 26.33 51.89 42.52 1.97

krg10 50.69 51.08 5.35 25.89 51.30 44.90 1.98

krg11 52.57 52.05 5.35 27.36 55.70 45.90 2.04

krg12 50.34 51.05 5.35 25.70 54.84 44.88 2.13

krg13 51.53 51.08 5.35 26.32 60.75 50.47 2.31

krg1* 51.58 51.05 5.35 26.33 35.48 26.82 1.35

krg2* 51.57 51.02 5.35 26.31 39.64 26.82 1.51

krg3* 51.56 51.10 5.35 26.35 40.53 29.89 1.54

krg4* 51.56 51.09 5.35 26.34 42.12 29.89 1.60

krg5* 50.34 51.05 5.35 25.70 45.77 31.03 1.78

krg6* 51.57 51.02 5.35 26.31 46.11 32.27 1.75

krg7* 51.33 52.05 5.35 26.72 47.07 33.61 1.76

krg8* 50.69 51.08 5.35 25.89 49.48 32.27 1.91

krg9* 51.55 51.08 5.35 26.33 50.28 35.06 1.91

krg10* 50.69 51.08 5.35 25.89 51.80 33.61 2.00

krg11* 52.57 52.05 5.35 27.36 53.43 32.14 1.95

krg12* 50.34 51.05 5.35 25.70 55.14 35.06 2.15

krg13* 51.53 51.08 5.35 26.32 57.93 36.65 2.20

krg1** 51.58 51.05 5.35 26.33 35.07 28.83 1.33

krg2** 51.57 51.02 5.35 26.31 39.04 31.03 1.48

krg3** 51.56 51.10 5.35 26.35 39.28 32.27 1.49

krg4** 51.56 51.09 5.35 26.34 41.51 33.61 1.58

krg5** 50.34 51.05 5.35 25.70 43.54 26.05 1.69

krg6** 51.57 51.02 5.35 26.31 44.80 35.08 1.70

krg7** 51.33 52.05 5.35 26.72 47.90 36.65 1.79

krg8** 50.69 51.08 5.35 25.89 48.94 35.06 1.89

krg9** 51.55 51.08 5.35 26.33 51.89 38.43 1.97

krg10** 50.69 51.08 5.35 25.89 51.30 38.46 1.98

krg11** 52.57 52.05 5.35 27.36 55.70 36.65 2.04

krg12** 50.34 51.05 5.35 25.70 54.84 38.39 2.13

krg13** 51.53 51.08 5.35 26.32 60.75 42.43 2.31

krg1*** 51.58 51.05 5.35 26.33 35.48 29.91 1.35

krg2*** 51.57 51.02 5.35 26.31 39.64 31.06 1.51

krg3*** 51.56 51.10 5.35 26.35 40.53 35.11 1.54

krg4*** 51.56 51.09 5.35 26.34 42.12 36.72 1.60

krg5*** 50.34 51.05 5.35 25.70 45.77 36.72 1.78

krg6*** 51.57 51.02 5.35 26.31 46.11 38.46 1.75

krg7*** 51.33 52.05 5.35 26.72 47.07 40.38 1.76

krg8*** 50.69 51.08 5.35 25.89 49.48 38.46 1.91

krg9*** 51.55 51.08 5.35 26.33 50.28 40.40 1.91

krg10*** 50.69 51.08 5.35 25.89 51.80 40.40 2.00

krg11*** 52.57 52.05 5.35 27.36 53.43 38.44 1.95

krg12*** 50.34 51.05 5.35 25.70 55.14 42.48 2.15

krg13*** 51.53 51.08 5.35 26.32 57.93 44.83 2.20
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includes the given position and is tangent with the kerogen surface is defined as the pore 202 

size for the given position. Thus, the average pore size 
aveW  for a given kerogen slit pore 203 

can be determined by 204 

 ( )ave ins ins insW D f D dD=  , (5-2) 205 

where 
insD  represents the diameter of the largest insertion sphere and ( )insf D  is the 206 

fraction of a given 
insD . In this work, the average pore sizes of 13 kerogen models and 207 

their respective pseudo-kerogen models are all set as 5.35aveW =  nm.  208 

In this work, CH4 excess adsorption in kerogen mesopores is calculated. The 209 

details of the process can be found in Appendix D.4. 210 

To investigate the energetical heterogeneity effect, three types of artificial 211 

pseudo-kerogen-carbon models are designed and listed in Table 5-2. In the first artificial 212 

model (denoted as krg*), we replace all kerogen heteroatoms (N, S, and O) with C atoms 213 

as in the graphite model with LJ size and energy parameters as 0.34 =  nm and 214 

/ 28bk =  K. We note that three different types of C atoms are present in the kerogen 215 

model (see Table D-1). In the second artificial model (denoted as krg**), we tune the LJ 216 

energy parameters   of kerogen heteroatoms (N, S, and O) as   for C atom in graphite 217 

while keeping their respective LJ size diameters   intact. For the third artificial model 218 

(denoted as krg***), the LJ size parameters   of kerogen heteroatoms (N, S, and O) are 219 

revised to   for C atom in graphite while keeping their respective LJ energy diameters   220 

intact. By building these pseudo-kerogen carbon models, we qualitatively investigate the 221 

effect of energetical heterogeneity. 222 

Table 5-2 Illustration of each type of kerogen model. 223 

 224 

Types Designs Purposes

krg original kerogen models benchmark

krg* replace heteratoms by active carbons (C) investigate surface chemistry effect

krg** revise heteratoms' energy parameters by ε (C) investigate energy-parameter effect

krg*** revise heteratoms' size parameters by σ (C) investigate size-parameter effect
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5.2.3. Gas Adsorption Simulation 225 

Grand canonical Monte Carlo (GCMC) simulations are applied to describe gas 226 

(N2 and CH4) adsorption in kerogen and smooth graphite mesopores in this work. The 227 

details of the process can be found in Appendix D.5. 228 

5.2.4. Brunauer−Emmett−Teller (BET) Theory  229 

The BET theory 245 has been widely used to estimate the surface area in porous 230 

materials by interpreting N2 adsorption isotherms 90, 105. In the BET theory, there are 231 

several key assumptions: (i) the surface is assumed to be flat and homogenous; (ii) The 232 

interactions among adsorbate molecules in the same layer are ignored; (iii) The 233 

adsorption layer becomes infinitely thick at the saturation pressure; (iv) The heat of 234 

adsorption for the first layer is greater than the second (and higher) layer where the heat 235 

of adsorption is the same as the heat of liquefaction. With all these assumptions, the BET 236 

equation is given as, 245  237 

 
( )

0 0

0 0 0 0

11

1 m m

P P k P

n P P n k n k P

 −
= +  

−  
, (5-3) 238 

where P and P0 are bulk pressure and saturation pressure of the adsorbate, respectively; n 239 

represents the total adsorption amount at pressure P; nm is the effective monolayer 240 

capacity; k0 is a parameter proportional to the exponential of the reduced surface 241 

adsorption energy. Both nm and k0 can be obtained from the linear regression of the N2 242 

adsorption isotherms in BET plots.  243 

The surface area in the BET theory is calculated by 244 

 
2

BET mS n a= , (5-4) 245 

where 2a  represents the cross-sectional area of each N2 molecule. 2 0.162a =  nm2 is 246 

used for the BET theory and obtained by assuming that the monolayer N2 density is equal 247 

to the N2 bulk density at 77 K 246. To ensure the BET fitting plot is in a reasonable 248 

pressure region, the consistency criteria suggested in Rouquerol et al. 234 for the BET 249 

theory are applied in this work. The resultant pressure range for BET plots is 0.005~0.05 250 

bar for N2 adsorption in all kerogen and graphite models. We note that in this pressure 251 

range, N2 adsorption in kerogen and graphite mesopores is mainly dominated by surface 252 

adsorption, while its free gas density is negligible.  253 
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5.3. Results and Discussions 254 

In this section, we conduct N2 adsorption simulations in 13 kerogen slit 255 

mesopores and their respective pseudo-kerogen models to investigate the effect of 256 

energetical and geometrical heterogeneity on BETS  characterization. The effect of 257 

geometrical and energetical heterogeneity on N2 adsorption isotherms at 77 K as well as 258 

the subsequent BETS  characterization is carefully analyzed. The applicability of the BET 259 

method in kerogen mesopores is investigated by comparing BETS  with geoS . We also 260 

correlate BETS  and geoS  with the CH4 adsorption amount at 333.15 K and 300 bar to 261 

assess their applicability.  262 

5.3.1. The Effect of Geometrical Heterogeneity on N2 Adsorption 263 

The N2 adsorption per cross-sectional area of the x-y plane 
2N xyS  and 264 

geometric surface area 
2N geoS  at various relative pressure in 13 kerogen and graphite 265 

models are presented in Figure 5-2. For clarity, only five kerogen models (i.e., krg1, 266 

krg5, krg7, krg9, and krg12) and graphite models are shown, while N2 adsorption in 267 

other kerogen models is shown in Figure D-2. RO  for each model is also labeled in the 268 

figure legend. Both 
2N xyS  and 

2N geoS  increase with P  as expected, while no clear 269 

trend is observed as RO  increases. To further analyze the surface roughness effect, N2 270 

adsorption at a given pressure   0.05P =  bar for all kerogen and graphite models is 271 

depicted in Figure 5-3. Ideally, geoS  should have a perfect linear correlation with RO 272 

considering its definition. However, due to the slight difference in the cross-sectional area 273 

of the x-y plane of each kerogen surface, the correlation is not perfectly linear though 274 

geoS  still has an excellent linear correlation with RO as shown in Figure 5-3 (a). On the 275 

other hand, 
2N xyS  generally increases with RO  due to more adsorption sites. However, 276 

some kerogen cases with similar RO  have notably different N2 adsorption amounts, 277 

where the deviation can be as much as 25%. These outliers indicate that purely using RO  278 

to describe N2 adsorption may not be viable. 
2N geoS  has a more random relationship 279 
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with RO , which further indicates that other factors can significantly affect the N2 280 

adsorption in kerogen mesopores.  281 

 282 

Figure 5-2 N2 adsorption (a) per cross-sectional area of the x-y plane xyS ; (b) per 283 

geometric surface area geoS  in the graphite and select kerogen models. The numbers in 284 

parentheses represent the surface roughness of each model. 285 
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 286 

Figure 5-3 (a) Geometric surface area; (b) The N2 adsorption per cross-sectional area of 287 

the x-y plane 
2N xyS ; (c) N2 adsorption per geometric surface area 

2N geoS  versus RO . 288 

The adsorption amount is obtained at 0.05 bar. The black square and red circles represent 289 

N2 adsorption in graphite and kerogen slit pore, respectively. 290 
The topology of kerogen can be an important factor for N2 adsorption. To better 291 

understand the effect of geometrical heterogeneity on N2 adsorption, in Figure 5-4, we 292 

present the two-dimensional (2-D) N2 density contour plots, their adsorption sites, and 293 

corresponding external potential, using krg1 at 0.05 bar as a representative. The total N2 294 

adsorption is used to depict the surface adsorption, as N2 density in the middle of the 295 
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mesopores is negligible (see Figure D-3). As shown in Figure 5-4 (a), the N2 adsorption 296 

in the x-y plane exhibits heterogeneous density distribution. In Figures 5-4 (b), surface 297 

amplitude and N2 adsorption are used to analyze the geometrical heterogeneity effect. 298 

The N2 high-density adsorption sites are defined in Appendix D.8. Besides, the kerogen 299 

surface can be divided into “basin”, “valley”, and “ridge” regions according to their 300 

topology. The “ridge” regions are zoned by contour lines according to the local altitude, 301 

which can be case-dependent and their criteria are listed in Table 5-3. The high-density 302 

adsorption sites mainly fall in the “basin” and “valley” regions, while the “ridge” regions 303 

can hardly contain these sites. This phenomenon is consistent with other kerogen models 304 

as shown in Figure D-4. The external potential of the kerogen topology is used to explain 305 

the N2 adsorption preferences on the kerogen surface as shown in Figure 5-4 (c). To 306 

calculate the external potential, the system space is divided into 100   100   100 bins. 307 

The external potential is calculated by the LJ interaction between the N2 molecule and 308 

kerogen surface atoms at the center of each bin as long as it is in the kerogen pore space 309 

and not overlapped with the kerogen surface. To show external potential in 2-D (the x-y 310 

plane), the external potentials with the same x and y coordinates are summed along the z-311 

direction. The “basin” and “valley” regions typically have more negative external 312 

potentials, i.e., stronger attraction to N2 molecules leading to a higher adsorption amount. 313 

On the other hand, the “ridge” regions have higher external potentials. The kerogen 314 

topology (geometrical heterogeneity) can directly affect external potential, which can 315 

further influence the N2 adsorption.  316 

Table 5-3 “Ridge” criteria, “ridge” surface area, and N2 adsorption per geometric surface 317 

area in kerogen and pseudo-kerogen cases with different topologies.  318 
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 319 

Case #
Ridge criteria in z -

direction (Å)
Srdg/Sgeo ΓN2 /Sgeo (1/nm

2
)

krg1 37.30 0.29 5.575

krg2 35.80 0.34 5.591

krg3 37.78 0.34 5.914

krg4 35.19 0.29 5.821

krg5 38.51 0.68 4.417

krg6 35.47 0.40 5.889

krg7 40.30 0.39 5.588

krg8 36.29 0.46 5.378

krg9 38.10 0.60 5.189

krg10 36.23 0.42 5.616

krg11 34.75 0.60 4.814

krg12 39.60 0.60 5.088

krg13 35.60 0.51 5.060

krg1* 37.24 0.30 4.435

krg2* 38.46 0.43 3.904

krg3* 43.38 0.12 4.420

krg4* 38.34 0.23 4.301

krg5* 39.65 0.39 4.171

krg6* 39.78 0.26 4.202

krg7* 40.20 0.31 4.218

krg8* 39.70 0.38 3.905

krg9* 38.35 0.48 4.131

krg10* 39.10 0.57 3.927

krg11* 37.69 0.57 3.506

krg12* 39.70 0.50 3.794

krg13* 37.39 0.61 3.758
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 320 

Figure 5-4 N2 adsorption on kerogen surface (krg1) at 0.05 bar: (a) 2-D density contour 321 

plot; (b) amplitude contour plot; (c) external potential contour plot. Black dots represent 322 
the high-density sites of N2 adsorption on the kerogen surface. In panels (b) and (c), the 323 
triangle and star symbols are representatives of adsorption sites in the “valley” and “basin” 324 

areas, respectively. The “ridge” areas are enclosed by the black solid contour lines.  325 

5.3.2. The Effect of Energetical Heterogeneity on N2 Adsorption 326 

Apart from the geometrical heterogeneity effect, the surface energetical 327 

heterogeneity can be another important factor affecting N2 adsorption in kerogen slit 328 
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mesopores. To investigate the surface chemistry effect, N2 adsorption simulations in 329 

kerogen and their respective three types of pseudo-kerogen models (as listed in Table 5-2) 330 

are conducted and analyzed.  331 

To reveal the energetical heterogeneity effect on N2 adsorption, krg10 and its 332 

pseudo models are selected as a representative. Instead of the krg1 model, krg10 and its 333 

pseudo models, which have relatively rough surfaces, are selected to show the general 334 

application of our results. In Figure 5-5, N2 adsorption amounts in krg10, krg10*, 335 

krg10**, and krg10*** at various pressure conditions are depicted. N2 adsorption 336 

amounts in these pseudo-kerogen models are lower than that in krg10. The difference 337 

between krg10 and krg10** highlights the energy-parameter effect, while that between 338 

krg10 and krg10*** indicates the size-parameter effect. To further analyze the surface 339 

chemistry effect, the 2-D N2 density contour plots in krg10, krg10*, krg10**, and 340 

krg10*** at 0.05 bar are shown in Figure 5-6. Each density contour consists of 20 × 20 341 

bins of local N2 density. Comparing (a) and (c) can reveal the effect of energy parameters, 342 

while comparing (a) and (d) can display the effect of size parameters. With the same 343 

surface topology, N2 density contour plots in krg10 and krg10** are generally similar, 344 

but there are more high-density sites in krg10 than krg10**, as energy parameters in 345 

krg10** are less attractive. A similar phenomenon is also observed when comparing 346 

krg10* and krg10***. However, when comparing krg10 and krg10*** as well as 347 

comparing krg10* and krg10** (note that they have the same energy parameters but 348 

different size parameters), there are noticeable differences in 2-D N2 density contour 349 

plots. It is because altering the size-parameters can effectively change the geometrical 350 

heterogeneity which plays a significant role in N2 adsorption as we discussed above. The 351 

adsorption sites might be “relocated” with different surface topologies. Some “lost” 352 

adsorption sites can be compensated to some degree elsewhere as shown in Figure D-5, 353 

which can explain the N2 adsorption amount order (i.e., krg10 > krg10*** > krg10** > 354 

krg10*) as shown in Figure 5-5. The density distribution comparisons in the z-direction 355 

have been conducted and shown in Figure D-6. 356 
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 357 

Figure 5-5 N2 adsorption amounts in krg10, krg10*, krg10**, and krg10*** at various 358 
pressures. 359 
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 360 

Figure 5-6 2-D N2 density contour plots in (a) krg10; (b) krg10*; (c) krg10**; (d) 361 

krg10*** at 0.05 bar. 362 
In Figure 5-7, we present the surface topology and external potential contour 363 

plots of krg10, krg10*, krg10**, and krg10***. In addition, we display the high-density 364 

sites at 0.05 bar. For krg10, the high-density sites are defined in the same manner as in 365 

Figure 5-4. On the other hand, for krg10*, krg10**, and krg10***, we use the same 366 

cut-off density value as in krg10 to qualify as the high-density sites. As a result, there are 367 

200, 129, 156, and 193 high-density sites in krg10, krg10*, krg10**, and krg10***, 368 

respectively. Most of these high-density sites are outside of the “ridge” regions. The 369 

fewer high-density sites in krg10*, krg10**, and krg10*** than krg10 can explain the 370 

lower N2 adsorption amounts in these models as shown in Figure 5-5. While the number 371 

of high-density sites in krg10** is much smaller than krg10***, we note that some high-372 

density sites in krg10** are in N2 strongly-accumulating areas (i.e., the dark red areas in 373 

2-D density contour plots in Figure 5-6 (c)). Collectively, both size and energy 374 
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parameters show significant impacts on N2 adsorption. In addition, we also present the 375 

external potential contour plots in Figure 5-7. The external potentials are more negative 376 

in Figure 5-7 (a2) than in Figure 5-7 (c2) as we discussed above. On the other hand, 377 

comparing Figure 5-7 (a2) and Figure 5-7 (d2) indicates that altering the size-378 

parameters can affect external potential contour plots, in part due to altered surface 379 

topology as shown in Figure 5-7 (a1) and Figure 5-7 (d1). It further endorses the 380 

importance of surface topology on N2 adsorption. N2 adsorption amounts in all kerogen 381 

cases and their respective artificial models at 0.05 bar are shown in Figure D-7.  382 
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 383 

Figure 5-7 (a1) Amplitude contour plot; (a2) external potential contour plot of krg10; 384 
(b1) amplitude contour plot; (b2) external potential contour plot of krg10*; (c1) 385 
amplitude contour plot; (c2) external potential contour plot of krg10**; (d1) amplitude 386 
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contour plot; (d2) external potential contour plot of krg10***. N2 high-density sites at 387 

0.05 bar are displayed as black dots. The “ridge” areas are enclosed by contour lines. 388 

To further analyze the geometrical and energetical heterogeneity effect on N2 389 

adsorption, the relationship between the N2 adsorption amount per accessible surface area 390 

2
/N geoS  at 0.05 bar and the fraction of the “ridge” regions in the accessible surface 391 

/rdg geoS S  are presented in Figure 5-8. In addition, N2 adsorption in graphite mesopores is 392 

also depicted. For all types of kerogen models, 
2N geoS  and rdg geoS S  have a linear 393 

correlation with a negative slope and 
2R  ~ 0.8. In Figure 5-8 (a), the y-intercept of the 394 

extrapolated trendline is close to the graphite case (deviation ~ 10 %). On the other hand, 395 

with the same surface topologies ((a) versus (c); (b) versus (d)), the slope of their 396 

trendlines are similar.  397 
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 398 

Figure 5-8 The relationship between the “ridge” area and N2 adsorption amount in 399 

kerogen mesopores at 0.05 bar. The dashed lines are trendlines of each type of model. 400 

The predicted BETS  for kerogen slit mesopores are then compared against geoS  as 401 

shown in Figure 5-9. BETS  is obtained based on the BET plots as shown in Figure D-8, 402 

and BETS  of the graphite, kerogen models, and their artificial models are listed in Table 403 
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5-1. BETS  agrees well with geoS  in graphite mesopores, which is consistent with reported 404 

results86, while BETS  is lower than geoS  in krg, krg*, krg**, and krg***. As RO  and 405 

rdg geoS S  increase, the deviation generally becomes more significant. We note that BETS  406 

is a direct result of N2 adsorption in kerogen mesopores. Therefore, BETS  reflects the N2 407 

adsorption sites to some degree. To satisfy the consistency criteria234 for the BET theory, 408 

a low-pressure range is used for the BET fitting. As a result, the “ridge effect”, i.e., the 409 

“ridge” regions having a low tendency to adsorb N2, could have a significant influence on 410 

N2 adsorption. Thus, the presence of “ridge” regions is one main reason that BETS  is 411 

generally lower than geoS  in kerogen mesopores. Walton et al. 235 found that BETS  412 

matches well with geoS  by using N2 adsorption in MOFs. Tian and Wu 105 investigated 413 

the BET performances for 1200 hypothetical MOFs by using N2 adsorption. They stated 414 

that the BET method may either underestimate or overestimate geoS  depending on the 415 

surface energy and pore size, which is in line with the findings of Coasne et al. 89  and 416 

Gómez-Gualdrón et al. 86. Gómez-Gualdrón et al. 86 believe the overestimation of BETS  417 

might be because of the significantly overestimated monolayer loading in MOFs in BET 418 

calculations. Furthermore, Coasne et al. 89 hypothesized that the negative curvature might 419 

be the reason for the BET method underestimating the surface area of a fully-disordered 420 

Vycor-like porous matrix, which is very similar to the “ridge” effect discussed in this 421 

work. While we find that BETS  is systematically lower than geoS  in kerogen mesopores, 422 

the following questions still arise: a) Which surface area performs better in terms of CH4 423 

adsorption estimation, BETS  or geoS ? b) Are the N2 adsorption sites generally similar to 424 

CH4 adsorption sites? 425 
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 426 

Figure 5-9 Comparisons between the BET surface area BETS  and geometric surface area 427 

geoS  for graphite, kerogen, and pseudo-kerogen models with different roughness and 428 

fraction of “ridge” area. 429 

5.3.3. CH4 Adsorption Estimation 430 

In experimental measurements, CH4 excess adsorption can be obtained via 431 

volumetric and gravimetric methods7, while it can be converted to absolute adsorption. 432 

Very recently, Zeng et al.247 used NMR measurements to obtain the CH4 total adsorption 433 

amount in shale samples. In this subsection, we first study CH4 adsorption characteristics 434 

in kerogen mesopores and assess the applicability of BETS  in terms of CH4 excess 435 

adsorption and total adsorption. 436 

In Figure 5-10 (a), we present a one-dimensional (1-D) CH4 density profile in the 437 

z-direction at 300 bar and 333.15 K in krg1 as a representative. CH4 shows a strong 438 

adsorption layer in the vicinity of the kerogen surface, while its density in the middle of 439 

the pore regresses to its bulk value. Therefore, the main contribution to the CH4 excess 440 

adsorption is from the CH4 adsorption sites on the kerogen surface. The CH4 high-excess-441 
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density sites (CH4 excess density is defined as the local density minus its bulk density) on 442 

the kerogen surface are presented in Figure 5-10 (b). Similar to N2 high-density sites, 443 

CH4 high-excess-density sites are mainly located outside of the “ridge” areas. In other 444 

words, surface topology plays an important role in CH4 excess adsorption in kerogen 445 

mesopores. 446 

 447 

Figure 5-10 CH4 adsorption in krg1 at 300 bar and 333.15 K: (a) 1-D density profile in 448 
the z-direction; (b) amplitude contour plot and CH4 high-excess-density sites. 449 

To show the qualification of being an indicator of CH4 excess adsorption,  in 450 

Figure 5-11, we present the correlations between CH4 excess adsorption and BETS  as 451 
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well as geoS  in various kerogen models at 300 bar and 333.15 K. We note that krg6, krg7, 452 

krg8, and krg9 have very similar BETS  values as shown in Figure 5-11 (a). Due to 453 

similar RO  (1.70~1.97), they have similar N2 adsorption amount versus pressure 454 

relationships, leading to almost the same intercepts and slopes in the BET plots. It also 455 

illustrates that the BET method might be problematic in surface area estimation for 456 

heterogeneous slit mesopores to some degree. Overall, the CH4 excess adsorption has a 457 

better linear correlation with BETS  than geoS . It is probably because both N2–kerogen and 458 

CH4–kerogen interactions are mainly van der Waals type, while their adsorption sites 459 

largely overlap (outside of the “ridge” areas). The linear relationship between CH4 excess 460 

adsorption and BETS  has been observed in the literature.248 It indicates that BETS  is still a 461 

reasonably good choice to estimate CH4 excess adsorption in kerogen mesopores, even 462 

though its basic assumptions may not fit well with the characteristics of kerogen 463 

(energetical and geometrical heterogeneity). In addition, BETS  also shows a better linear 464 

correlation with CH4 total adsorption than geoS  as depicted in Figure D-9 due to the 465 

similar effective pore volume of these kerogen models as listed in Table D-2.  466 



110 
 

 467 

Figure 5-11 CH4 excess adsorption versus (a) BETS ; (b) geoS  at 300 bar. 468 

While our study can provide some crucially important fundamental understanding 469 

about BETS  characterization and CH4 adsorption prediction in kerogen mesopores, we 470 

note a few important suggestions to further expand our findings. First, the N2 model used 471 

for BETS  characterization is based on the single-site LJ fluid, which has been widely used 472 

in N2 adsorption simulations249-251. While Arora et al.251 claimed that the quadrupole 473 

moment of N2 has a negligible effect on N2 adsorption in graphite slit pores at 303 K, 474 

whether N2–kerogen interaction is mainly dominated by the van der Waals interaction 475 
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still needs to be tested. Second, the lack of experimental measurements with well-476 

characterized kerogen surface properties to verify N2–kerogen interaction is utterly 477 

needed. In addition, considering the complicated in-situ conditions, the effect of kerogen 478 

maturity and moisture on BETS  characterization should be addressed in future studies.  479 

5.4. Conclusions 480 

In this work, we conduct simulations of N2 adsorption at 77 K in 13 kerogen slit 481 

mesopores and their respective pseudo-kerogen models to study the effect of kerogen 482 

geometrical and energetical heterogeneity on BETS  characterization. The effect of surface 483 

roughness, topology, and chemistry on N2 adsorption and the subsequent BETS  484 

characterization are carefully investigated. For comparison, we also simulate 77 K N2 485 

adsorption in perfectly-smooth graphite mesopores to obtain BETS . We found that N2 486 

adsorption sites are mainly within the “basin” and “valley” regions on the kerogen 487 

surface, while in “ridge” regions its adsorption rarely takes place. On the other hand, 488 

surface chemistry shows a significant effect on external potential and N2 adsorption 489 

amount. BETS  is generally lower than geoS  in kerogen and pseudo-kerogen mesopores. 490 

The deviation becomes more significant as RO  and rdg geoS S  increase. In contrast, BETS  491 

agrees well with geoS  in graphite mesopores. On the other hand, CH4 high-excess-492 

adsorption sites are also mainly outside of the “ridge” regions. As a result, BETS  493 

correlates well with CH4 excess adsorption in kerogen mesopores, outperforming geoS . 494 

The good performance of BETS  in terms of CH4 adsorption estimation is probably 495 

because the van der Waals type interactions are used to describe N2–kerogen and CH4–496 

kerogen interactions. This work provides some crucially important fundamental 497 

understanding about BETS  characterization in kerogen mesopores which can guide CH4 498 

adsorption capacity prediction in kerogen nanoporous media and shale GIP estimation. 499 

The framework of this work for surface area characterization might be extended to other 500 

organic-rich rocks, like coal, considering the importance of the surface area and CH4 501 

adsorption in these rocks.公式章 (下一章) 节 1 502 
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CHAPTER 6 Conclusions and Recommendations for Future Work 

6.1. Key Conclusions 

Due to the strong fluid–surface interaction in nanopores, gas adsorption plays a 

significant role in the properties and behaviors of confined fluids in shale nanoporous 

media. The objectives of this thesis fall in two main target areas as stated in CHAPTER 1,  

I. Gas adsorption and phase behaviors in shale organic nanoporous media 

II. Surface area characterization of shale organic media 

In the first main target area, we have investigated the gas adsorption and phase 

behaviors in shale organic nanoporous media by using a single-pore model (CHAPTER 

2), a multi-scale nanopore–bulk model (CHAPTER 3), and the effect of CO2 injection in 

a multi-scale nanopore–bulk model (CHAPTER 4). We have studied pure hydrocarbon 

adsorption and phase behaviors in shale organic nanopores a single-pore model by using 

engineering DFT and investigated the validity of the Kelvin equation and the EOS–Pcap 

method in kerogen (using graphite to represent in this section) small nanopores. Besides, 

the effect of PSD/volume partitioning on gas adsorption, properties of confined 

hydrocarbon mixtures, and their recovery employing PSDs from various shale sub-

formations was characterized by engineering DFT in a multi-scale bulk–nanopore model. 

Additionally, we also investigated the effect of CO2 injection during the CO2 'huff-n-puff' 

process on gas adsorption, recovery, and CO2 geological sequestration in a multi-scale 

bulk–nanopore model by a CVD process, in which mass balance and volume partitioning 

are explicitly considered. This section provides important insights into the prediction of 

phase behaviors of confined fluids which are at the heart of many engineering 

applications, such as shale/tight oil production. It also provides a fundamental 

understanding about the effect of PSD/volume partitioning on hydrocarbon mixture 

adsorption characteristics in nanopores in shale porous media and the optimization of 

enhanced shale gas recovery and CO2 sequestration.  

In the second main target area, we have investigated surface area characterization 

of shale organic media (CHAPTER 5). The effect of geometrical and energetical 

heterogeneity on N2 adsorption isotherms and the subsequent BET surface area ( BETS ) 

characterization has been studied. The effect of surface roughness, topology, and 
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chemistry on N2 adsorption and BETS  characterization are carefully investigated. Besides, 

we have also investigated the applicability of the BET method for the surface area 

characterization of kerogen mesopores and the correlation between BETS  and methane 

adsorption. This section provides some crucially important fundamental understanding 

about BETS  characterization in kerogen mesopores which can guide CH4 adsorption 

capacity prediction in kerogen nanoporous media and shale GIP estimation. The 

framework of this work for surface area characterization might be extended to other 

organic-rich rocks, like coal, considering the importance of the surface area and CH4 

adsorption in these rocks. 

In summary, by using theoretical modeling/ molecular simulations, this work 

studied gas adsorption, phase behaviors, and surface area characterization in shale 

organic nanoporous media. The pore size effect, the PSD effect, and the effect of CO2 

injection coupled with the PSD effect on gas adsorption, phase behaviors, and gas 

recovery have been investigated. On the other hand, we also investigated surface area 

characterizations of kerogen. The effect of geometrical and energetical heterogeneity and 

the applicability of the BET method for the surface area characterization of kerogen 

mesopores have been investigated. This thesis provides some crucially important insights 

into the optimization of shale gas recovery, geological CO2 sequestration, CH4 adsorption 

capacity prediction, and shale gas-in-place (GIP) estimation in kerogen nanoporous 

media. 

6.2. Recommendations for Future Work 

Based on the results of this thesis and the conclusions, here are some 

recommendations for future research:  

For the first part of this thesis, regarding the adsorption and phase behaviors of 

nanoconfined fluids, we have investigated the effect of nanoconfinement, the effect of 

pore size distribution, and the effect of CO2 injection on adsorption and phase behaviors 

of hydrocarbon in nanopores. In our models, for simplicity, all nanopores are simulated 

as slit geometry, while various pore types can exist in shale reservoirs. On the other hand, 

moisture exists in shale media which can affect hydrocarbon and CO2 adsorption 55. 

Unlocking these effects coupled with volume partitioning in the nanopore–bulk 
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multiscale system on hydrocarbon and CO2 adsorption should provide a fundamental 

understanding about the effect of volume partitioning on hydrocarbon mixtures 

adsorption characteristics and important insights into the optimization of enhanced shale 

gas recovery and CO2 sequestration.  

For the second part of this thesis, regarding the surface area characterization of 

kerogen, we have investigated the advantages and limitations of different surface area 

measurements and the effect of energetical and geometrical heterogeneity of kerogen on 

the BET surface area characterization. In our models, while our study can provide some 

crucially important fundamental understanding about surface area characterization and 

CH4 adsorption prediction in kerogen mesopores, we note a few important suggestions to 

further expand our findings. First, the N2 model used for surface area characterization is 

based on the single-site LJ fluid. While the quadrupole moment of N2 is always 

considered to have a negligible effect on N2 adsorption in graphite slit pores, whether N2–

kerogen interaction is mainly dominated by the Van der Waals interaction still needs to 

be tested. Moreover, the lack of experimental measurements with well-characterized 

kerogen surface properties to verify N2–kerogen interaction is utterly needed. In addition, 

considering the complicated in-situ conditions, the effect of kerogen maturity and 

moisture on surface area characterization should be addressed in future studies.  

公式章 1 节 1 
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Appendix A 

A.1. The Radius of Mean Curvature 

Table A-1 Mean radii for different geometries and phase transition types. Note that the 

contact angles in all geometries are assumed to be zero. 

Geometries Phase transition types Mean curvature Mean radii 

Cylindrical pores 

Condensation 
1 1 1

0
2mr r

 
= + 

 
 2mr r=  

Evaporation 
1 1 1 1

2mr r r

 
= + 

 
 

mr r=  

Slit pores 
Condensation 1 1 1

0
2 2mr W

 
= + 

 
 

mr W=  
Evaporation 

Rectangular nanochannels 
Condensation 1 1 1 1 1 1

0
2 2 2 2 2mr W D W

   
= +  +   

   
 

mr W  
Evaporation 

Droplets 
Condensation 1 1 1 1

2mr r r

 
= + 

 
 

mr r=  
Evaporation 

Bridge between crossed cylinders 
Condensation 

1 2 1

1 1 1 1 1 1
0

2 2mr r r r

   
= +  +   

   
 

12mr r  
Evaporation 

Note: mr  represents the radius of the mean curvature, i.e., mean radius; r  represents the 

radius of cylindrical pores or droplets; W  is the pore width of slit pores or nanochannels; 

and 1r , 2r  are the principal radii of curvature. (as shown in Figure A-1) 
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Figure A-1 Schematics of mean radii and radii of curvature of the liquid–vapor interface 

in various geometries: (a) fluid in cylindrical pores showing the different mean radii of 

condensation and evaporation; (b) fluid in a slit pore; (c) fluid in a rectangular 

nanochannel; (d) spherical droplet; (e) liquid bridge between crossed cylinders which is 

often approximated as a liquid bridge between a sphere and a flat plate (Note:

2 1R r r  ). 
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A.2. Literature Details of Data Points Shown in Figure 1-1 Summarizing Examinations of the Kelvin Equation 

Table A-2 Literature of data points shown in Figure 1-1.  

KE—Kelvin equation; SKE—simplified Kelvin equation; CKE—complete Kelvin equation; 

w/ film—Kelvin equations with adsorption film thickness correction; w/o film—Kelvin equations without adsorption film thickness 

correction;  

GCMC—grand canonical Monte Carlo simulation; MD—molecular dynamics simulation; NLDFT—non-local density functional 

theory; LDFT—local density functional theory. 

(a) Literature comparing Kelvin equations with experimental measurements. 

No. 

in 

Fig. 

1 

Authors Samples Methods T (K) P (bar) 
Adsorption 

layer 

KE 

types 
Geometries 

Substrate 

materials 

Phase 

transition 

types 

Contact#1 

angle 

(degree) 

Mean#2 

radii 

(nm) 

∆P% 

KE valid 

rm (nm) 
w/ 

film 

w/o 

film 

1 
Zandavi  et 

al. 22#3 

Heptane 

MCM-41, 

SBA-15 
298 0–0.06 

Not 

included 
CKE 

Cylindrical 

pores 
Silica Evaporation 

0 

1.3, 

3.3 
N/A 

0%–

8.1% 
1.3, 3.35 

Octane 0 

Toluene 0 

Water 0 

2 
Takei et al. 

21 #4 
Nitrogen 

Silica–glass 

chip 
77 0–1 Included SKE 

Cylindrical 

pores 
Silica Condensation 0 3–6 

0.4%–

10.4% 
N/A >3.2 

3 
Yang et al. 

24 
n-Butane 

Lab-on-a-

chip, 

GCMC 

298.35 2–2.5 
Not 

included 
CKE 

Rectangular 

nanochannels 
Silica Condensation 0 

4, 10, 

50 
N/A 

0.5%–

9% 
>4 
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4 
Zhong et al. 

23 
Propane 

Silicon–

glass chip 

286.15–

339.15 
6–23 

Not 

included 
CKE 

Rectangular 

nanochannels 
Silica Condensation 0 8 N/A <1% 8 

5 
Fisher et al. 

25, 128#5 
Cyclohexane 

Mica–glass 

chip 
294.15 

0.08–

0.11 
Included CKE 

Bridge 

between 

crossed 

cylinders 

Mica Condensation 6 8–40 
1%–

9% 
N/A >8 

6 
Kruk et al. 

17 #6 
Nitrogen MCM–41 77 0–1 Included SKE 

Cylindrical 

pores 
Silica 

Condensation 0 2–6.5 N/A 
27%–

87% 

Invalid in 

6.5mr   

Evaporation 0 1–3.25 
18%–

42.8 

27.5%–

79.8% 

Invalid in 

3.25mr   

7 
Jatukaran et 

al. 15 
Propane 

Visualized 

nanofluidic 

chip 

287.2–

317.5 
6–14 

Not 

included 
SKE Slit pores Silica Evaporation 0 9 N/A 10.4% 

Invalid in 

9mr =  

8 
Kohonen et 

al. 129 #7 
Water 

Rinsed 

mica 

surfaces 

298.15 0.88–1 
Not 

Included 
CKE 

Bridge 

between 

crossed 

cylinders 

Mica Condensation 0 
10–

100 
N/A <3% >10 

9 
Shardt et al. 

118 #8 
Nitrogen Vycor glass 89–91 3 

Not 

Included 
CKE 

Cylindrical 

pores 
Silica Condensation 0 4 N/A <1% 4 
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Argon Vycor glass 
101–

103 
3 

Not 

Included 
CKE 

Cylindrical 

pores 
Silica 

Condensation 0 4 N/A <1% 4 

Evaporation 0 2 N/A <1% 2 

10 
Parsa et al. 

127 #9 
Propane 

Transparent 

nano-

fluidic 

chips 

292–

293.5 
7.4–8.5 

Not 

included 
SKE 

Rectangular 

nanochannels 
Silica 

Condensation 0 
30, 50, 

500 
N/A <1% >30 

Evaporation 0 

11 
Zhong et al. 

125 
Propane 

Silicon–

glass chip 

314–

347.9 
14–34 

Not 

included 
CKE 

Rectangular 

nanochannels 
Silica Condensation 0 70 N/A <1% 70 

12 
Tsukaharaet 

al. 126#10 
Water 

Silicon–

glass chip 
295.15 

0.026–

0.02645 

Not 

included 
SKE 

Rectangular 

nanochannels 
Silica Evaporation 10 

103, 

262, 

514 

N/A <1% >103 
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(b) Literature comparing Kelvin equations with simulations or theoretical calculations.  

No. in 

Fig. 1 
Authors Samples Methods T (K) 

P 

(bar) 

Adsorption 

layer 

KE 

types 
Geometries 

Substrate 

materials 

Phase 

transition 

types 

Contact 

angle 

(degree) 

#1 

Mean 

radii 

(nm) 

∆P% 
KE valid 

rm (nm) 
w/ 

film 

w/o 

film 

3 Yang et al. 24 
n-

Butane 

Lab–on–

a–chip, 

GCMC 

298.35 
2–

2.5 

Not 

included 
CKE 

Rectangular 

nanochannels 
Silica Condensation 0 

4, 10, 

50 
N/A 

0.5%–

9% 
>4 

13 
Factorovichet 

al. 132 #11 
Water GCMD 

278–

318 

0–

33 
N/A SKE Droplets N/A 

Condensation 

N/A 
0.35–

2 
N/A 

5%–

76% 
>0.6 

Evaporation 
3%-

50% 

14 
Walton et al. 

19 
Nitrogen GCMC 76.1 0–1 

Not 

included 
SKE Slit pores Graphite Condensation 0 2–10 N/A 

0.7%–

96% 
>5 

15 
Ravikovitchet 

al. 16 #12 
Nitrogen NLDFT 77.35 0–1 

Not 

included 
SKE 

Cylindrical 

pores 
Silica Evaporation 0 0.7–4 N/A 

10%–

96% 

Invalid in 

4mr   

16 
Lastoskie et 

al. 20 
Nitrogen 

NLDFT, 

LDFT 
77 0–1 Included SKE Slit pores Graphite Condensation 0 

0.8–

5, 

21.4 

1%-

100% 

27.5%–

100% 
21.4 

17 
Miyahara et 

al. 18 
Nitrogen 

MD, 

proposed 

model 

120.3 0–1 Included SKE 
Cylindrical 

pores 
Silica Condensation 0 2–4 10% 

40%–

88.5% 
>5 

 

Notes: 

#1. The details of contact angles used in Kelvin equations, experiments, theoretical calculations, and simulations are given in Table 

A-2 (c). 



135 
 

#2. Mean radius is defined as 
1 2

1 1 1 1

2mr r r

 
= + 

 
. It has different relationships with pore diameter or pore width according to varying 

geometries. Mean radii used in Table A-2 are calculated as shown in Table A-1. 

(c) Details of contact angles used in Kelvin equations, experiments, theoretical calculations, and simulations. 

No. 

in 

Fig. 

1 

Authors Samples 
Substrate 

Materials 

Contact 

angles 

used in 

KE 

Methods for 

contact angles in 

KE 

Contact angles in experiments, theoretical calculations, or simulations 

Experiments 
Simulations or theoretical 

calculations 

1 
Zandavi et 

al. 22 #3 

Heptane 

Silica 0 

Assumed 

according to 

experimental 

measurements 

Assumed. Note: the contact angles 

decrease with vapor pressure in 

measurements and are assumed to be zero 

at wetting pressure. The contact angle in 

radii calculations is assumed as zero. 

N/A 
Octane 

Toluene 

Water 

2 
Takei et al. 21 

#4 
Nitrogen Silica 0 Assumed Assumed N/A 

3 Yang et al. 24 n-Butane Silica 0 Assumed Assumed Assumed 

4 
Zhong et al. 

23 
Propane Silica 0 

Measured and 

extrapolated 

Measured. Note: the contact angle of the 

condensation interface is temperature-

dependent in highly confined systems. In 

their cases, they assumed the contact 

angle to be zero at   284.5 T K . 

N/A 

5 
Fisher et al. 

25, 128 #5 
Cyclohexane Mica 6 Assumed Assumed N/A 
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6 
Kruk et al. 17 

#6 
Nitrogen Silica 0 Assumed Assumed N/A 

7 
Jatukaran et 

al. 15 
Propane Silica 0 

Assumed 

according to 

experimental 

measurements 

Assumed. Note: the assumed contact 

angle is according to their previous 

experiments. 

N/A 

8 
Kohonen et 

al. 129 #7 
Water Mica 0 Assumed Assumed N/A 

9 
Shardt et al. 

118 #8 

Nitrogen 
Silica 0 Assumed Assumed N/A 

Argon 

10 
Parsa et al. 

127#9 
Propane Silica 0 Assumed Assumed N/A 

11 
Zhong et al. 

125 
Propane Silica 0 

Assumed 

according to 

experimental 

measurements 

Assumed. Note: the assumed contact 

angle is according to their previous 

experiments. 

N/A 

12 
Tsukahara et 

al. 126#10 
Water Silica 10 Assumed Assumed N/A 

13 
Factorovich 

et al. 132#11 
Water N/A N/A N/A N/A N/A 

14 
Walton et al. 

19 
Nitrogen Graphite 0 Assumed  N/A 

Assumed. Note: at w
T T , 

i.e.,  the wetting 

temperature, the liquid in 
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nanopores is considered to 

be completely wetted 

15 
Ravikovitch 

et al. 16#12 
Nitrogen Silica 0 Assumed N/A Assumed 

16 
Lastoskie et 

al. 20 
Nitrogen Graphite 0 Assumed N/A 

Assumed. Note: the 

graphitic pores are 

considered to be 

completely wetting pores 

17 
Miyahara et 

al. 18 
Nitrogen Silica 0 Assumed N/A Assumed 

 

#3. Zandavi et al. considered contact angle changes with pressure while they also assumed that contact angle reduced to zero when 

evaporation occurs. θ = 0° is used for their pore radius predictions. According to the Kelvin equation, deviations between predicted 

and real pore radii are converted into deviations of vapor phase pressures in our calculations. In their original paper, the radii of 

cylindrical pores are expressed as 

0

2

ln( ) 1

m V
V Vm
w wL

m

r
V

P x x
V


=

 
− − 

 

, where 
0

V
V

w

P
x

P
=  is vapor phase pressure radio, 

0/V

mV RT P=  is vapor 

molar volume. 
VP  can be obtained by iteration for various pore radii. The 

VP  corresponding to the measured pore radii can be 

inferred from the measured V

wx , while the 
VP  of predicted pore radii can be calculated by iteration. Saturation pressure and molar 

volume of vapor and liquid phases from the NIST Chemistry WebBook were used in our calculations.  

#4. Takei et al. showed the relationship of pore size to a ratio of L

mV  in the pore to L

mV of the bulk liquid. The deviations in L

mV  

are also converted into deviations of vapor phase pressures in our calculations. According to the SKE, the vapor phase pressure
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( )0

2
exp

L
V m

p ad

V
P P

r t RT

 
= − 

−  

 can be calculated according to different L

mV , where 
pr  is cylindrical pore size and adt  is adsorption 

film thickness. The 
VP  calculated by experimental L

mV  of the pore and L

mV  of the bulk are corresponding to the true vapor 

phase pressure in pores and predicted SKE, respectively.  

#5. Fisher et al. used a mica substrate and considered the contact angle to be a very small value of 6°.  

#6. Kruk et al. considered SKE, SKE with adsorption film thickness, and SKE with a correction of radius. We only chose the data 

corresponding to the SKE and SKE with adsorption film thickness (i.e., data with corrected radius is not included).  

#7. Kohonen et al. assumed that the contact angle of water on mica is very small. Thus, the meniscus radius of curvature is given by 

half of the surface separation at the meniscus. 

#8. Shardt et al. calculated temperature deviations at given vapor phase pressures for nitrogen/argon binary mixtures. We only choose 

data for pure nitrogen and pure argon. Temperature deviations are converted into pressure differences. In their paper, they showed 

measured results from the literature and their predicted saturation temperatures of pure nitrogen and argon at the given pressure. 

By using a similar method to that mentioned above, the vapor phase pressures can be calculated by iteration according to the 

measured and predicted saturation temperatures. The deviation between these two 
VP  is depicted in Fig. 1. 

#9. The result obtained from the 500-nm chip in Parsa et al. stands as an exception where the condensation pressure is higher than the 

bulk vapor pressure.  

#10. Tsukahara et al. used a finite contact angle of 10° between water and silica. Considering the effect of contact angle 10° in the 

Young–Laplace equation is still not significant ( ( )cos 10 0.985= ); this work is still included in literature comparisons. 
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#11. Factorovich et al. studied spherical water droplets and no substrate was used. They considered the curvature effect on surface 

tension with the Tolman equation. Only Tolman length δ = 0 for Kelvin equation prediction was used to compare with 

experimental results, in which the surface tension is a constant, independent of pore size at a given temperature. 

#12. Ravikovitch et al. did not provide details of the Kelvin equation used in Ref. 16. In their other papers 252-254, the contact angle 

between nitrogen and silica is assumed to be zero. Thus, we assume that the contact angle used in Ref 16 is zero. 
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A.3. Chemical Potential from the PR-EOS  

The Peng–Robinson equation of state 141 for a pure component is given as,  

 
( ) ( )m m m m

RT a
P

V b V V b b V b
= −

− + + −
, (A-1) 

where R  is the gas constant, mV  is molar volume, and a , b  are constant parameters 

given as, 

 

2 2 20.45724
1 (1 )

0.0778

c
r

c

c

c

R T
a c T

P

RT
b

P

  = + −  

 =


, (A-2) 

in which cT  and cP  are critical temperature and pressure, respectively; /r cT T T=  

represents reduced temperature; and R is the gas constant. The parameter c  is given as, 

 

2

2 3

0.37464 1.54226 0.26992 ,               0.5

0.3796 1.485 0.1644 0.01667 ,  0.5
c

  

   

 + − 
= 

+ − + 
,  (A-3) 

where   is the acentric factor. Using compressibility factor mZ PV RT= , Eq. (A-1) can 

be transformed to, 

 3 2 2 2 3(1 ) ( 3 2 ) ( ) 0Z B Z A B B Z AB B B− − + − − − − − = ,  (A-4) 

with 

 
2 2

aP
A

R T

bP
B

RT


=


 =


.  (A-5) 

The chemical potential of a pure component can be divided into two parts: ideal 

chemical potential 
id  and excess chemical potential 

ex , i.e., 

 ( ) ( ) ( ), , ,id exP T P T P T  = +   (A-6) 

The ideal chemical potential 
id can be obtained from,  

 ( ) ( )3, lnid

B b thP T k T  = ,  (A-7) 
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where Bk  is the Boltzmann constant, and 2th Bh mk T =  represents thermal de 

Broglie wavelength, in which h  is the Planck constant and m  is the mass of a fluid 

particle.  

The excess chemical potential 
ex  can be expressed as 255, 256,  

 ( ) ( )l, n ,ex RT T PP T = ,  (A-8) 

where   is fugacity coefficient defined as  

 ( ) 2 2

(1 2)
ln , ln( ) ln

2 2 2 (1 2)

B AZ A Z B
P T Z B

Z B Z BZ B B Z B


+ +
= − − + − −

− + − + −
.  (A-9) 

More details of derivations of Eq. (A-9) can be found in Refs.255, 256. 

At equilibrium, the chemical potentials of the liquid and vapor phases should be 

equal, 

 ( ) ( ), ,V V L LP T P T = .  (A-10) 

To be consistent with DFT calculations, the volume shift parameter (VSP) 155 is 

only used for density correction (as shown in the main text), while no VSP is used for 

chemical potential calculations. 

A.4. PR–EOS Parameters for Propane 

Table A-3 PR–EOS parameters, cross molecular diameters and attraction–energy 

parameters 140. 

 

A.5. Excess Helmholtz Free Energy Functional in Engineering DFT 

The excess Helmholtz free energy functional includes two parts: one part is 

obtained by extending the PR–EOS with a weighted density approximation (WDA) 148 to 

inhomogeneous conditions to account for the physical interactions, 

 ( ) ( ) ,ex

ph phF d  =      r r r   (A-11) 

T c  (K) P c  (bar)
M w 

(g/mol)
VSP

(K)

C3 369.83 42.48 44.1 0.153 −0.0869 3.548 1866

 ( )Å
pe

Bk
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where ( )ph   r  is the reduced excess Helmholtz energy density functional. We use 

( )0n r  and ( )3n r  functions in Rosenfeld’s fundamental measure theory 148 to 

mathematically represent the “geometrical properties” of molecules and account for 

interactions in inhomogeneous conditions,  

 

( ) ( )

( ) ( )

0 2

3

1

2

2

n d ' ' '

n d ' ' '


 




 

  
= − − 

  


  = − −   





r r r r r

r r r r r

,  (A-12) 

where ( ) r  is the Dirac delta function and ( ) r  is the Heaviside step function, and   

is the “effective diameter” of the fluid. As a result, the reduced excess Helmholtz 

( )ph   r  extended by WDA is expressed as, 

 

( ) ( )

( )
( )
( )

2
3

0
0 3

3 3

1 4 1 2
                    ln 1 4 ln ,

8 2 1 4 1 2

ph ph

B

n

nn a
n n

n k T n

  =      

 + +
 = − − −
 + −
 

r r

  (A-13) 

where a represents the energy parameter of the fluid.  

The other part of the excess Helmholtz free energy ( )ex

peF   r  accounts for the 

long–range intermolecular attractions by using a quadratic density expansion (QDE) 149, 

150.  

 ( ) ( ) ( )
21
,

4

ex pe

peF d d ' u ' '   = − − −   r r r r r r   (A-14) 

in which the pair potential ( )peu r  is modeled by the attractive part of the Lennard Jones 

potential, 

 ( ) 6

0,                    

,   

pe

pe

r

u r
r

r




 




=   
−  

 

,  (A-15) 

where pe  and   are the potential expansion parameter and cross the molecular diameter 

of the fluid component.公式章 (下一章) 节 1 
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Appendix B 

B.1. Phase Diagrams of Bulk Hydrocarbon Mixtures 

 

Figure B-1 Phase diagrams of C1-C2-C3-nC4 quaternary mixture. Mole ratios in 

quaternary mixture are C1: C2: C3: nC4 = 0.7152: 0.1639: 0.095: 0.0259. The arrow shows 

our calculations conditions that decreases pressure from 300 bar at T = 363.15 K. 

B.2. Binary Interaction Coefficients, Cross Molecular Diameters, Attraction-energy 

Parameters, and Other PR-EOS Parameters  

Table B-1 Binary interaction coefficient between two hydrocarbon species140 

 

 

Table B-2 PR-EOS parameters, cross molecular diameters and attraction-energy 

parameters 140. 

C1 C2 C3 nC4

C1 0 —    — —

C2 0.034 0 — —

C3 0.036 0 0 —

nC4 0.038 0 0 0
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公式章 (下一章) 节 1 

T c  (K) P c  (bar)
M w 

(g/mol)
VSP

(K)

C1 190.56 45.99 16.04 0.011 -0.1533 2.77 1178

C2 305.32 48.72 30.07 0.099 -0.1094 3.179 1540

C3 369.83 42.48 44.1 0.153 -0.0869 3.548 1866

nC4 425.12 37.96 58.12 0.199 -0.0672 3.858 2236

 )Å(i
pe

i Bk
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Appendix C 

C.1. The Excess Term of Helmholtz Free Energy in PC-SAFT DFT 

In PC-SAFT DFT, the excess Helmholtz free energy ( ) ex

kF  
 r  includes 

different types of interaction contributions between two chains 200, 201, 223, 

( )  ( )  ( )  ( )  ( ) , , , ,ex ex hs ex hc ex disp ex assoc

k k k k kF F F F F             = + + +         r r r r r ,

 (C-1) 

where ( ) ,ex hs

kF  
 r  and ( ) ,ex hc

kF  
 r  represent the excess Helmholtz free energy 

arising from the hard-sphere and hard-chain interactions, respectively. The dispersion 

term ( ) ,ex disp

kF  
 r  accounts for the attractive van der Waals interactions of chain 

molecules. The association term ( ) ,ex assoc

kF  
 r  describes the excess Helmholtz 

energy due to the formation of hydrogen bonds. In this work, C1, C2, C3, and CO2 carry 

no charge so the association term can be neglected 116. 

C.1.1. The Hard-sphere Contribution 

The excess Helmholtz free energy due to hard-sphere interactions is described by 

the modified fundamental measure theory (MFMT) 151, 257,  

 ( )  ( ), =ex hs hs

kF n d        r r r , (C-2) 

where 
hs  is the reduced excess Helmholtz free-energy density due to hard core 

interactions as a function of Rosenfeld weighted densities ( )n r 148, 151, 257, 
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where 0n , 1n , 2n , and 3n  are scalar weighted densities, 1
n and 2

n  are the vector 

weighted densities. 
1 2

n n , 2  2
n n  denote a scalar product of the two vectors. In slit 

geometry, the Rosenfeld weighted densities can be expressed as 199, 207 
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where z
e  represents the unit vector that points in the z-direction. km  is the segment 

number of component k . ( )seg

k r  is a local average of the segment number density of 

component k  at position r . ( )kd T  represents a temperature-dependent effective segment 

diameter, defined as ( ) ( )( )( ) 1 0.12exp 3 /k k k bd T k T = − −  where k  is the fluid 

energy of a segment of composition k  and k  is the segment diameter.  

C.1.2. The Hard-chain Contribution 

Based on Wertheim’s first-order thermodynamic perturbation theory 219-221, 258, the 

excess Helmholtz free-energy of chain connectivity ( ) ,ex hc

kF  
 r  is given as 199, 207, 
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 (C-10), 

where ( )( ),dd seg hc

kk ky  r  is the cavity correlation function evaluated at contact distance kd  

between segments of component k . ( )( ),dd seg hc

kk ky  r  is approximated locally as a function 

of a weighted density ( ),seg hc

k r  199, 200, 259,  
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where 2  and 3  are segment densities,  

 ( ) ( ), ,  2,3
6

seg hc n

n k k k

k

m d n


 = =r r . (C-12) 

( ),seg hc

k r  and ( )seg

k r  are weighted densities around a segment with position r of the 

chain contribution of the excess Helmholtz free-energy. In slit pores, the two weighted 

densities can be expressed as 
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C.1.3. The Dispersive Attraction Contribution 

The dispersion term ( ) ,ex disp

kF  
 r  is based on the first-order perturbation 

theory. The weighted density approximation (WDA) method is applied to extend the 

homogenous system to an inhomogeneous one. In this work, a reduced dispersion 

contribution to the Helmholtz free-energy ( )( )disp

ka  r is used to describe 

( ) ,ex disp

kF  
 r  207, 

 ( )  ( ) ( )( ), =ex disp disp

k kF a d    
  r r r r  (C-15) 

where  
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 (C-16) 

( ) r  is the weighted density of all components at position r 
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where ( )'seg

k r  is a local average of the segment number density of component k  at 

position r .   is the Heaviside function.   is a universal model parameter and set as 
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1.3862 207. In Eq (C-15), ( )( )disp

ka  r  is the Helmholtz free-energy density at position r 

and defined as 

 ( )( ) ( ) ( ) ( ) ( )2 3 2 2 3

1 1 22 , ,disp

ka I m m mC I m m       = − −r r r , (C-18) 

where 
k k

k

m x m= is the mean segment number of mixtures, and the abbreviations 

2 3m  , 
2 2 3m   , and 1C  are given as,  
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where the density (i.e., the packing fraction)   and the local mole fraction kx  are 

defined as, 

 ( ) 3

6

seg

k k k

k

m d


 =  r , (C-21) 

 
( )

( )
k

kx



=

r

r
. (C-22) 

More details can be found in references 199-201, 207. In Eq. (C-18), the integrals ( )1 ,I m , 

( )2 ,I m  are defined as 
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where the coefficients ( )ia m  and ( )ib m  could be found in Ref. 223 and also listed in Table 

C-2.  
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C.2. Parameters in PC-SAFT EOS and PC-SAFT DFT 

Table C-1 Pure component parameters for non-associating substances in PC-SAFT EOS 

and DFT 199.  

Note that kM  is the molar mass of component k , km  is the segment number of 

component k , k  is the segment diameter of component k , and /k bk  is the segment 

energy parameter of component k . 

 

 

Table C-2 Universal model constants for Eq. (C-23) and (C-24) 199. 

 

  

Mk (g/mol) mk σk (Å) εk/k b (K)

C1 16.043 1.000 3.7039 150.03

C2 30.07 1.6069 3.5206 191.42

C3 44.096 2.002 3.6184 208.11

CO2 44.01 2.0729 2.7852 169.21

i a0i a1i a2i b0i b1i b2i

0 0.9105631445 -0.3084016918 -0.0906148351 0.7240946941 -0.5755498075 0.0976883116

1 0.6361281449 0.1860531159 0.4527842806 2.2382791861 0.6995095521 -0.2557574982

2 2.6861347891 -2.5030047259 0.5962700728 -4.0025849485 3.8925673390 -9.155856153

3 -26.547362491 21.419793629 -1.7241829131 -21.003576815 -17.215471648 20.642075974

4 97.759208784 -65.25588533 -4.1302112531 26.855641363 192.67226447 -38.804430052

5 -159.59154087 83.318680481 13.77663187 206.55133841 -161.82646165 93.626774077

6 91.297774084 -33.74692293 -8.6728470368 -355.60235612 -165.20769346 -29.666905585
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C.3. Grand Canonical Monte Carlo (GCMC) Simulation Details 

In GCMC, hydrocarbons and CO2 adsorption are obtained in the grand canonical 

ensemble with MCCCS Towhee 260. At a given temperature, a chemical equilibrium of 

fluids in nanopores and bulk is achieved in a volume-constant system. The TraPPE united 

atom model 261 is used to describe the interactions between hydrocarbons and CO2. The 

pairwise-additive Lennard Jones (LJ) 12-6 potential is used to account for the non-

bonded interaction,  

 ( )
12 6

4
ij ij

ij ij

ij ij

U r
r r

 


    
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, (C-25) 

where ijr  is the separation distance between atoms i  and j . ij  and ij  are the LJ size 

and the LJ well depth, respectively. The Lorentz-Berthelot combining rules 262 are used 

for the cross interactions between the unlike atoms i  and j , 

 ( )
1

2
ij i j  = + , (C-26) 

 ( )
1/2

ij i j  = . (C-27) 

A cutoff distance of 1.4 nm is applied for the short-range LJ interaction with an analytical 

tail correction. The bond lengths in C2 and C3 are fixed at 0.154 nm. The bond bending 

potential is given as, 

 ( ) ( )
2

2
bend eq

K
U   = −  (C-28) 

where 262500 K/radK =  and 114eq = . The Coulomb potential is used to describe the 

long-range interaction between CO2 molecules,  
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coul

i j ij

q qe
E

r 

=   (C-29) 

where iq  is the charge of atom i . The three-dimensional Ewald summation (EW3D) is 

used to account for the long-range electrostatic interactions and an empty space is 

inserted between periodic simulation cells in the z-direction as a correction method of 

EW3D for slab geometry, in which the length of the empty space is sufficient to eliminate 

the artificial effects 69-71, 263-265. LJ parameters and charges used for hydrocarbon and CO2 

are listed in Table C-3.  
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For the fluid–surface interaction along the z-direction, the 10-4-3 Steele potential 

158 is used in the GCMC simulation,  

 ( )
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2
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5 3 0.61

sf sf sf

sf s sf sfz
z z z
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 (C-30) 

where z  represents the position in a perpendicular direction relative to the pore surface. 

114s =  nm-3 is the density of graphite and 0.335 =  nm represents the interlayer spacing 

of graphite; sf  and sf  are potential expansion parameters of surface and fluids, 

following the simple mixing rule: 
sf s f  = , and ( ) 2sf s f  = + . Here, we set the 

energy and size parameters of graphite surface to 0.3345s =  nm, / 28s Bk =  K 78, 224. 

f  is the fluid energy, and f  is the diameter of fluids atoms, which have the same 

meaning and values as listed in Table C-3.  

A periodic rectangular simulation box is set as   4xL =  nm, and   4yL =  nm in the 

x- and y-directions, respectively. In the z-direction, the pore size and the empty space are 

set as 5 nm and 10 nm, respectively. All GCMC simulations are performed at 

  333.15T =  K. The Widom insertion method 266 is used to calculate chemical potentials, 

where the bulk density is obtained from PC-SAFT EOS. For C1, three types of GCMC 

moves, i.e., inserting, deletion, and translation, are included. For C2, C3, and CO2, 

rotational moves are also performed. The GCMC simulation for equilibrium consists of 

0.15 million Monte Carlo (MC) cycles per fluid molecule and for sampling, the density 

profiles consist of 0.5 million MC cycles per fluid molecule.  

Table C-3 LJ parameters and charges in hydrocarbons and CO2 
261. 

 

  

 σ (Å) ε/kb (K) q (e)

CH4 3.73 148.0 0.00

–CH3 3.75 98.0 0.00

–CH2– 3.95 46.0 0.00

C-CO2 2.80 27.0 0.70

O-CO2 3.05 79.0 -0.35
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C.4. Calibrations for PC-SAFT DFT Calculation Results 

C.4.1. Pure components calibrations 

 

Figure C-1 Molar density profile of C1 in W = 5 nm slit pores at various pressure (a) P = 

100 bar, (b) P = 300 bar, (c) P = 500 bar from PC-SAFT DFT and Grand Canonical 

Monte Carlo (GCMC) simulation at   333.15T =  K. 
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Figure C-2 Molar density profile of C2 in W = 5 nm slit pores at various pressure (a) P = 

50 bar, (b) P = 300 bar, (c) P = 500 bar from PC-SAFT DFT and GCMC at   333.15T =  

K. 
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Figure C-3 Molar density profile of C3 in W = 5 nm slit pores at various pressure (a) P = 

100 bar, (b) P = 300 bar, (c) P = 500 bar from PC-SAFT DFT and GCMC at   333.15T =  

K. 
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Figure C-4 Molar density profile of CO2 in W = 5 nm slit pores at various pressure (a) P 

= 50 bar, (b) P = 100 bar, (c) P = 300 bar from PC-SAFT DFT and GCMC at 

  333.15T =  K. 
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Figure C-5 Average molar density of pure components in W = 5 nm slit pores at various 

from PC-SAFT DFT (solid lines) and GCMC (squares) at T = 333.15 K. Black, red, blue, 

and green colors represent C1, C2, C3, and CO2, respectively. 
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C.4.2. Mixtures components calibrations 

 

Figure C-6 Molar density profile of components in C1-C2 hydrocarbon mixtures (XC1 = 

0.7) in W = 5 nm slit pores at various pressures (a) P = 100 bar, (b) P = 300 bar, (c) P = 

500 bar from PC-SAFT DFT and GCMC at T = 333.15 K. Black color represents C1 and 

red color is C2.  
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Figure C-7 Molar density profile of components in C2-C3 hydrocarbon mixtures (XC2 = 

0.7) in W = 5 nm slit pores at various pressures (a) P = 100 bar, (b) P = 300 bar, (c) P = 

500 bar from PC-SAFT DFT and GCMC at T = 333.15 K. Red color represents C2 and 

blue color is C3.  

  



159 
 

 

Figure C-8 Molar density profile of components in C1-CO2 hydrocarbon mixtures (XC1 = 

0.7) in W = 5 nm slit pores at various pressures (a) P = 50 bar, (b) P = 300 bar, (c) P = 

500 bar from PC-SAFT DFT and GCMC at T = 333.15 K. Black color represents C1 and 

green color is CO2.  
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Figure C-9 Molar density profile of components in C2-CO2 hydrocarbon mixtures (XC2 = 

0.7) in W = 5 nm slit pores at various pressures (a) P = 50 bar, (b) P = 300 bar, (c) P = 

500 bar from PC-SAFT DFT and GCMC at T = 333.15 K. Red color represents C2 and 

green color is CO2. 
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Figure C-10 Average molar density of mixture components in W = 5 nm slit pores at 

various pressures from PC-SAFT DFT (solid lines) and GCMC (squares) at T = 333.15 K. 

Black, red, blue, and green colors represent C1, C2, C3, and CO2, respectively.  
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C.5. Average Molar Density of Each Component in W = 5 nm, W = 30 nm Slit Pores 

and the Bulk.  

 

Figure C-11 The average molar density in W = 5 nm slit pores of (a) C1, (b) C2, (c) C3, 

and (d) CO2 in various PSD cases at T = 333.15 K. The black solid lines represent 

average density from Eagle Ford. Red dashed lines are from Middle Bakken and blue 

dotted lines are from Horn River. Thick and thin lines represent scenarios with/without 

CO2 'huff-n-puff', respectively. Squares represent the initial condition. The route from 

squares to circles represents the primary pressure drop; the route from circles to triangles 

represents the CO2 ‘huff’ and ‘soak’ processes, and the route from triangles to rhombs 

represents the CO2 ‘puff’ process. The CO2 ‘huff’ and ‘soak’ processes are amplified and 

shown as inserted figures. 
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Figure C-12 The average molar density in W = 30 nm slit pores of (a) C1, (b) C2, (c) C3, 

and (d) CO2 in various PSD cases at T = 333.15 K. The black solid lines represent 

average density from Eagle Ford. Red dashed lines are from Middle Bakken and blue 

dotted lines are from Horn River. Thick and thin lines represent scenarios with/without 

CO2 'huff-n-puff', respectively. Squares represent the initial condition. The route from 

squares to circles represents the primary pressure drop; the route from circles to triangles 

represents the CO2 ‘huff’ and ‘soak’ processes, and the route from triangles to rhombs 

represents the CO2 ‘puff’ process. The CO2 ‘huff’ and ‘soak’ processes are amplified and 

shown as inserted figures. 
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Figure C-13 The average molar density in the bulk of (a) C1, (b) C2, (c) C3, and (d) CO2 

in various PSD cases at T = 333.15 K. The black solid lines represent average density 

from Eagle Ford. Red dashed lines are from Middle Bakken and blue dotted lines are 

from Horn River. Thick and thin lines represent scenarios with/without CO2 'huff-n-puff', 

respectively. Squares represent the initial condition. The route from squares to circles 

represents the primary pressure drop; the route from circles to triangles represents the 

CO2 ‘huff’ and ‘soak’ processes, and the route from triangles to rhombs represents the 

CO2 ‘puff’ process. The CO2 ‘huff’ and ‘soak’ processes are amplified shown as inserted 

figures.  
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C.6. Molar Density Profile of Components in W = 5 nm and W = 30 nm Slit Pores 

 

Figure C-14 The molar density profile in W = 5 nm slit pores of (a) C1, (b) C2, (c) C3, 

and (d) CO2 at different phases, at T = 333.15 K. Black lines represent mole density 

profiles at initial condition (Phase 0). Red, bulk, and green lines represent mole density 

profiles at pressures of the end of the primary pressure drop ( 1P ), CO2 'soak' ( 2P ), and 

CO2 ‘puff’ ( 3P ), respectively. Solid, dashed, dotted lines represent mole density profiles 

from Eagle Ford, Middle Bakken, and Horn River, respectively.  
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Figure C-15 The molar density profile in W = 30 nm slit pores of (a) C1, (b) C2, (c) C3, 

and (d) CO2 at different phases, at T = 333.15 K. Black lines represent mole density 

profiles at initial condition (Phase 0). Red, bulk, and green lines represent mole density 

profiles at pressures of the end of the primary pressure drop ( 1P ), CO2 'soak' ( 2P ), and 

CO2 ‘puff’ ( 3P ), respectively. Solid, dashed, dotted lines represent mole density profiles 

from Eagle Ford, Middle Bakken, and Horn River, respectively.  
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C.7. Pore Compositions of Components in W = 5 nm and W = 30 nm Slit Pores 

 

Figure C-16 Pore compositions of each component in (a) W = 5 nm, (b) W = 30 nm at 

various CO2 ‘huff-n-puff’ phases at T = 333.15 K. Phase 0 represents the initial condition; 

Phase 1 represents the primary pressure drop; Phase 2 represents the CO2 ‘huff’ and ‘soak’ 

processes and Phase 3 represents the CO2 ‘puff’ process. The pore compositions shown 

for Phase 1, 2, 3 are the composition at the pressure of the end of each phase. 
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C.8. Hydrocarbon-releasing Factor of Hydrocarbon Components in W = 5 nm and 

W = 30 nm Slit Pores 

 

Figure C-17 The hydrocarbon-releasing factor of hydrocarbon components in W = 5 nm 

and W = 30 nm slit pores of each phase from various PSD cases at T = 333.15 K. Phase 1 

represents the primary pressure drop; Phase 2 represents the CO2 ‘huff’ and ‘soak’ 

processes, and Phase 3 represents the CO2 ‘puff’ process; All phases represent the whole 

process from the initial condition to the abandoned pressure. 

公式章 (下一章) 节 1 
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Appendix D 

D.1. Kerogen Matrix Building Processes 

To obtain a relatively-smooth kerogen matrix, 20 kerogen macromolecules are 

compressed by two rigid smooth graphene sheets as shown in Figure D-1 (a), which are 

generated by an all-atom model in the VMD package241 with a dimension of 5.44 nm × 5.51 nm 

in the x-y plane. Only the repulsive forces between the graphene sheet and kerogen 

macromolecules are considered. To compress these kerogen macromolecules, an external 

pressure of 7000 bar (i.e., an external acceleration of -0.9 nm/ps2
 to each C atom on graphene) is 

added to the upper graphene sheet in the z-direction, while the bottom graphene sheet is fixed. 

Meanwhile, an annealing simulation with the temperature gradually declining from 900 K to 

333.15 K is conducted for 2.5 ns, and then another 1.5 ns of simulation at 333.15 K is conducted 

to reach equilibrium. The final relatively-smooth kerogen matrix (denoted as krg1) thickness is 

~3.5 nm.  

To make rough kerogen matrices, we initially attempted to use a rigid upper smooth 

graphene sheet and a rigid bottom rough graphene sheet with varying degrees of roughness to 

compress kerogen macromolecules under the same procedures as for krg1. However, we find 

that the roughness of final kerogen matrices always falls into a very narrow range which can 

hardly represent a wide range of kerogen surface roughnesses. Therefore, we use an alternative 

method to generate relatively-rough kerogen matrices by compressing kerogen macromolecules 

with a rigid upper smooth graphene sheet and a rigid bottom rough pseudo-kerogen sheet, which 

is conducted in a two-step simulation process.  

In the first step, to build the rough pseudo-kerogen sheet, 20 kerogen macromolecules are 

compressed by two rigid smooth graphene sheets as shown in Figure D-1 (b). Similarly, these 

two graphene sheets are generated by the all-atom model in the VMD package with a dimension 

of 5.44 nm × 5.51 nm in the x-y plane, while only the repulsive forces between the graphene 

sheet and kerogen macromolecules are considered. To generate pseudo-kerogen sheets with 

varying roughness, an external pressure ranging from 50 to 10000 bar is added to the upper 

graphene sheet in the z-direction to compress kerogen macromolecules with the same initial 

configurations. Then, the same annealing processes used for a relatively-smooth kerogen matrix 

are applied.  
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In the second step, relatively-rough kerogen matrices are obtained by compressing 20 

kerogen macromolecules by a rigid upper smooth graphene sheet and a rigid bottom rough 

pseudo-kerogen sheet generated in the first step as shown in Figure D-1 (b). An external 

pressure of 7000 bar is added to the upper graphene sheet in the z-direction, while the bottom 

rough pseudo-kerogen sheet is fixed. The same annealing simulation processes are conducted to 

allow kerogen matrices to reach equilibrium and 12 relatively-rough kerogen matrices are 

obtained. These 12 rough kerogen matrices are denoted as krg2 to krg12 whose thicknesses are 

from ~ 3.8 nm to ~ 4.5 nm. 

 

Figure D-1 Illustration of kerogen matrix building processes: (a) relatively-smooth kerogen 

matrix; (b) relatively-rough kerogen matrix 
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D.2. Force Field Parameters 

Table D-1 LJ parameters of components used in this work.  

 

Note: 'c —sp2 carbon in carbonyl (C=O) group; cs —sp2 carbon involved in thiophene; 5c —

sp2 aromatic carbon in five membered ring; cp —sp2 aromatic carbon (partial double bonds); 

c = —non-aromatic end doubly bonded carbon; 1c —sp3 carbon bonded to 1 H, 3 heavy atoms; 

2c —sp2 carbon bonded to 2 H's, 2 heavy atoms; 3c —sp3 carbon in methyl (CH3) group; h —

hydrogen bonded to C; ho —hydrogen bonded to O; hn —hydrogen bonded to N; np —sp2 

aromatic nitrogen (partial double bonds); o —sp3 oxygen in ether or ester groups; 'o —oxygen in 

carbonyl (C=O) group; oh —oxygen in hydroxyl (OH) group; s —sulfur in methionine (C-S-C) 

group ; sp —Sulfur in thiophene.  

Mw(g/mol) σ(Å) ε/kb(K)

28.013 3.615 101.50

16.043 3.730 148.00

4.003 2.640 10.90

Graphite C 12.011 3.400 28.00

C(c') 12.011 3.617 74.51

C(cs) 12.011 3.617 74.51

C(c5) 12.011 3.617 74.51

C(cp) 12.011 3.617 74.51

C(c=) 12.011 3.617 74.51

C(c1) 12.011 3.875 19.64

C(c2) 12.011 3.875 19.64

C(c3) 12.011 3.875 19.64

H(h) 1.008 2.450 19.13

H(ho) 1.008 0.000 0.00

H(hn) 1.008 0.000 0.00

N(np) 14.007 3.501 84.08

O(o) 15.999 2.860 114.79

O(o') 15.999 2.860 114.79

O(oh) 15.999 2.860 114.79

S (s) 32.064 3.368 21.64

S (sp) 32.064 3.368 82.57

Types

N2

CH4

He

Kerogen
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D.3. Kerogen Matrices Density Calculations 

In a system simulation box, two paralleled kerogen matrices are set at the top and bottom 

of the box to compose a kerogen slit mesopore. To obtain the density of kerogen matrices, the 

effective volume of slit mesopores pV  has been calculated first by helium adsorption, whose 

details are shown in Appendix D.4. The volume of the system simulation box sysV  is known so 

that the volume of a kerogen matrix is ( ) / 2krg sys pV V V= − . The mass of kerogen krgm  can be 

easily obtained by its chemical formula (C242H219O13N5S2). Thus, the density of a kerogen matrix 

is calculated by 

 
( ) / 2

krg krg

krg

krg sys p

m m

V V V
 = =

−
. (D-1) 

The densities of each kerogen matrix are listed in Table D-2 below. 

Table D-2 Density, effective volume, and relative volume errors of kerogen models 

 

Note: krg  refers to the density of the kerogen matrix. _p pV err V V V= − , where V  is the 

average of the effective volume of kerogen models.  

Case #
X-Axis 

(Å)

Y-Axis 

(Å)

W ave 

(nm)

ρ krg 

(g/cm
3
)

V p  

(nm
3
)

V p _err

krg1 51.58 51.05 5.35 1.37 152.2 2%

krg2 51.57 51.02 5.35 1.28 156.7 1%

krg3 51.56 51.10 5.35 1.20 151.5 2%

krg4 51.56 51.09 5.35 1.30 158.3 2%

krg5 50.34 51.05 5.35 1.22 146.3 5%

krg6 51.57 51.02 5.35 1.36 155.4 1%

krg7 51.33 52.05 5.35 1.23 146.9 5%

krg8 50.69 51.08 5.35 1.29 154.1 0%

krg9 51.55 51.08 5.35 1.30 154.4 0%

krg10 50.69 51.08 5.35 1.31 156.8 1%

krg11 52.57 52.05 5.35 1.28 161.8 5%

krg12 50.34 51.05 5.35 1.28 154.8 0%

krg13 51.53 51.08 5.35 1.29 160.7 4%



173 
 

D.4. CH4 Excess Adsorption  

In this work, CH4 excess adsorption in kerogen mesopores is calculated. To obtain excess 

adsorption amount as in the volumetric method,7 the effective pore volume pV  is necessary.8 

Helium adsorption has been widely used to measure pV , assuming that helium surface 

adsorption is negligible.194, 248 Then, the total helium uptake is used to calculate pV ,  

 
,

He

p

A b He

n
V

N 
= , (D-2) 

where Hen  is the ensemble-averaged number of helium molecules in a given kerogen slit pore, 

,b He  represents the helium bulk density, and 
AN  is the Avogadro constant. The helium 

adsorption simulation is conducted at 333.15 K and pressure ranging from 20 to 100 bar. Helium 

is described as a single-site Lennard Jones (LJ) fluid267 with its parameters listed in Table D-1. 

D.5. Gas Adsorption Simulation 

Grand canonical Monte Carlo (GCMC) simulations are applied to describe gas (N2 and 

CH4) adsorption in kerogen and smooth graphite mesopores with the MCCCS Towhee 

simulation package260. Both N2 and CH4 molecules are treated as single-site LJ fluids. N2 and 

CH4 force fields are obtained from Ref. 249 and Ref. 261, respectively. The force field for graphite 

can be found in Ref. 79, 268, 269. All these force field parameters are listed in Table D-1. The 

pairwise-additive LJ 12-6 potential is used to account for the fluid–fluid and fluid–surface 

interactions,  

 ( )
12 6

4
ij ij

ij ij

ij ij

U r
r r

 


    
 = −           

, (D-3) 

where ijr  is the separation distance between atoms i  and j . ij  and ij  are the LJ size and the 

LJ well depth, respectively. The Lorentz–Berthelot combining rules262 are used for the cross 

interactions between the unlike atoms i  and j ,  

 ( )
1

2
ij i j  = + , (D-4) 

 ( )
1/2

ij i j  = . (D-5) 
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A cutoff distance of 1.4 nm is applied for the short-range LJ interaction with an analytical tail 

correction. During gas adsorption simulation, kerogen substrates are considered rigid, which 

means that the potential energy calculations among kerogen macromolecules are not needed.  

A periodic rectangular simulation box is used according to the surface dimensions of 

each kerogen mesopore, which are ~5 nm, and ~5 nm in the x- and y-directions, respectively. In 

the z-direction, the box length is ~12 nm including the thickness of kerogen matrices. The three-

dimensional periodic boundary conditions (PBCs) are used. GCMC simulations are performed at 

  77T =  K and   333.15T =  K for N2 and CH4 adsorption, respectively. The Widom insertion 

method266 is used to calculate chemical potentials, where the bulk densities are obtained from 

NIST Chemistry WebBook (SRD69).270 For N2 and CH4, three types of GCMC moves, i.e., 

insertion, deletion, and translation, are included. We run 0.15 million Monte Carlo (MC) cycles 

per fluid molecule for equilibration and 0.5 million MC cycles per fluid molecule for sampling. 

D.6. N2 Adsorption Isotherms 

For integrity, N2 adsorption in all cases at all pressure conditions is depicted in Figure D-

2.  
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Figure D-2 N2 adsorption in all kerogen and pseudo-kerogen models at various pressures.  

D.7. N2 Density Profile and Adsorption Layer 

As shown in Figure D-3, the adsorption layer is defined as the shaded zone where the 

local density is much higher than the corresponding bulk density. The N2 density in the center of 

the pore is negligible compared with the density in the adsorption layer which means the 

difference between total N2 adsorption and N2 surface adsorption can be trivial. That means the 

total N2 adsorption can be used to depict the surface adsorption behaviors.  
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Figure D-3 N2 adsorption density profile in kerogen slit pore for the krg1 case. The shaded zone 

is defined as the N2 adsorption layer thickness.  

D.8. N2 High-density Adsorption Sites in Kerogen Slit Mesopores 

The kerogen topology is divided into 100   100 bins in the x-y plane. In mesopores, the 

N2 density in the center of a pore is much less than it is in adsorption layers at such low T and P 

conditions. To eliminate the pore size effect on average density, the 2-D average density of N2 in 

the adsorption layer (defined as in Figure D-3) in the ( ),i j th bin 
,

,

i j

ave ad  is calculated by, 

 
2

, ,

,

i j i j

ave ad N ad

ad

N H = ,  (D-6) 

where 
2

,i j

N

ad

N  is the sum of N2 adsorption in the adsorption layer in the ( ),i j th bin, and adH  is 

the adsorption layer thickness. The top 200 bins with high 
,

,

i j

ave ad  are defined as high-density N2 

adsorption sites on the selected kerogen surface. 

D.9. N2 High-density Sites on Selected Kerogen Surfaces 

For integrity, N2 adsorption on more kerogen surfaces is shown below, which shows 

consistent results with those in the main text.  
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Figure D-4 N2 high-density sites on kerogen surfaces: panel (a) represents krg4; panel (b) 

represents krg8; panel (c) represents krg12. 
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D.10. N2 Density Difference among Models 

In Figure 5-6, panels (a) and (c) look very similar to each other, while panels (a) and (d) 

have a closer adsorption amount according to Figure 5-5. It is caused by the “water-downed” 

phenomenon in the 2-D adsorption contour. To be a more straightforward explanation, the N2 

density difference between the krg10 model and the krg10**/krg10*** model is depicted below. 

The contour lines are borders for 
2

/ 0N xyS = . In panel (a), most area is negative elucidating a 

lower N2 adsorption amount  

 

Figure D-5 N2 density difference between krg10 and krg10**/krg10***: (a) 

( )
2

10** 10N krg krg − ; (b) ( )
2

10*** 10N krg krg − . The contour lines are the border for 

2
/ 0N xyS = . 
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D.11. Comparisons of N2 Density Profiles in the z-direction 

The N2 density profile in the z-direction in kerogen and pseudo-kerogen models at 0.05 

bar is drawn in Figure D-6. Due to the same topology, krg10 and krg10**, krg10* and 

krg10*** have more similar density profiles, respectively. In terms of the N2 density profile in 

the z-direction, the energetical heterogeneity shows less influence than the topology effect.  

 

Figure D-6 N2 density profile in the z-direction at 0.05 bar for krg10, krg10*, krg10**, and 

krg10*** models. 

D.12. Comparisons of N2 Adsorption in All Cases 

In Figure D-7, N2 absorption amounts in krg, krg*, krg**, and krg*** at 0.05 bar are 

presented. As heteroatoms are replaced, N2 adsorption generally decreases in both krg*, krg**, 

and krg*** except case # 5. The decrease can be up to ~23% in terms of moles, indicating that 

these heteroatoms can strongly affect N2 adsorption at low pressure at 77 K. The significant 

adsorption difference indicates that both the size and energy parameters can strongly influence 

N2 adsorption in kerogen mesopores. For case # 5, the increase of N2 adsorption in krg5*** 

models might be related to the high ratio of the “ridge” area in krg5.  
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Figure D-7 N2 adsorption amounts in krg, krg*, krg**, and krg*** at 0.05 bar. 

D.13. The BET Plots for Selected Cases 

In this work, we constructed the BET plots for graphite, kerogen, and pseudo-kerogen 

cases at a pressure range from 0.005 to 0.05 bar. In the BET plots, all linear fitting is determined 

by 2 0.99R  . In Figure D-8, though not including plots for all cases, several selected cases are 

shown to demonstrate we conducted the BET method correctly.  
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Figure D-8 BET plots for graphite and kerogen models with various roughnesses.  

D.1. The Relationship between Methane Total Adsorption and Surface Area 

For integrity and interest in CH4 total adsorption, the CH4 net adsorption in kerogen 

models with various BETS  and geoS  are depicted in Figure D-9 where BETS  still can be a good 

choice to estimate the CH4 net adsorption and outperformance of geoS . BETS  shows a better 

linear correlation for both CH4 total and excess adsorption, which might be because the effective 

volume of these kerogen models is similar as listed in Table D-2. 
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Figure D-9 Methane total adsorption versus the BET surface area BETS  and the geometric 

surface area geoS  at 300 bar.  

 

 

 


