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Abstract

The keV X-ray emission from laser-produced plasmas using a tabletop femtosecond 

laser system is studied in order to develop a compact and efficient Ka X-ray source to be 

operated at kilohertz repetition rate. These sources are of considerable interest for 

applications of time-resolved X-ray diffraction and X-ray microscopy. These studies 

were carried out using 120fs, 800nm, 0.75mJ Ti:Sapphire laser pulses focused on solid 

targets to intensities in the range of 1016 -1017 W/cm2. The experiments were 

concentrated on the characterization and the comparison o f the keV X-ray emission 

generated in both air and vacuum. Scaling of Ka X-ray conversion efficiency, 

dependence on pulse energy, prepulse contrast ratio and angle o f incidence were 

investigated. Using the knife-edge technique, the size of the Ka X-ray emission was 

measured to be approximately 8 pm.

A Ka X-ray point source was constructed to be operated at 1 kHz repetition rate. 

Emission rates of 6.7><109 photons/s into 271 sr at 1 kHz repetition rate were 

demonstrated resulting in peak observed X-ray conversion efficiency into Cu Ka line 

emission of 3 .2x l0 '5. This is the highest Ka X-ray flux reported for kHz sources from 

microjoule femtosecond laser pulses.

Hot electron emission produced in the same intermediate intensity range was 

characterized as well. The experimental results show strong emission o f hot electrons 

with energies from 80 keV to above 250 keV created with both p-  and ^-polarized 250 

p j laser pulses. Directional emission of accelerated electrons with energies above 250 

keV was observed, which was dependant on the laser polarization and target geometry.
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The electron jet is sufficiently intense that can be used for electron radiographic 

imaging experiments. Modeling of the interaction process for p-polarized laser pulses 

was carried out using a 2D particle-in-cell (PIC) code. Hot electrons with energies over 

200 keV emitted between normal and specular direction were observed in simulations 

as well. The generation o f a very energetic and directional beam of electrons is 

tentatively attributed to two-plasmon decay or stimulated Raman scattering. The 

generation mechanism for the bulk of the hot electron emission leading to Ka radiation 

is attributed to resonance absorption.
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Chapter 1

INTRODUCTION

X-ray generation from laser-produced plasmas has been employed for a long time as a 

valuable diagnostic to characterize high-density plasma generated in laser-matter 

interactions. Much of the understanding of the X-ray emission from laser-produced 

plasmas has been obtained in the context of inertial confinement fusion (ICF). For 

instance, Ka X-rays have been used to measure the electron energy distribution function 

and target preheating [1-3], With the development of ultrafast laser technology, 

significant research efforts have concentrated on understanding and optimizing the 

generation o f short X-ray pulses from laser-produced plasmas [4-9]. Laser produced 

plasmas can generate ultrashort pulses of both soft X-rays (<lkeV) and hard X-rays 

(>lkeV) by focusing an intense sub-picosecond laser beam onto a solid target. Unlike 

the soft X-rays, the hard X-rays are produced by the hot electrons generated near the 

laser focal spot due to high-intensity collective effects in laser-plasma interactions. 

These hot electrons can penetrate in the cold region of the material behind the plasma 

where they can create bremsstrahlung or line radiation by knocking out bound electrons 

from the X-shell. Since the hot electrons are only generated during the duration of the

high intensity laser pulse, the Ka emission will have a duration similar to that of the

1
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laser pulse duration. Therefore, these plasmas are unique sources of hot electrons and 

multi keV X-rays with exceptional characteristics such as very short duration, and very 

small size. As a result, they have become very attractive for X-ray probing of the 

ultrafast dynamics such as innershell electronic processes in atomic systems, chemical 

reactions and phase transitions in materials [10, 11]. Moreover, these laser-produced 

plasma sources have the potential to be very small X-ray sources such that high 

resolution can be achieved in various medical imaging techniques [12].

The generation of hot electrons from the interaction o f high-intensity laser 

pulses with solid targets has received considerable attention in the past as well. This is 

not only because they are responsible for the generation of ultrashort hard X-ray 

radiation that can be utilized in time-resolved studies but also because ultrashort 

electron pulses from femtosecond laser plasmas can be employed for advanced 

structural investigation as well [13]. Nevertheless, the most extensive investigations of 

hot electrons from laser-produced plasmas have been related to ICF studies because the 

hot electrons are undesirable for ICF targets used in the conventional central spot 

ignition scheme due to premature heating of the fuel material. On the other hand, the 

newly proposed fusion scheme, i.e. the fast ignitor scheme, depends on achieving the 

highest possible conversion efficiency of laser energy into hot electrons at a specific 

energy that also has led to extensive studies of the generation o f hot electrons from 

laser-produced plasmas.
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1.1 Motivation

The objective o f this thesis is to investigate the hard X-ray emission from laser 

produced plasmas by using a tabletop femtosecond laser system in order to develop a 

compact and efficient Ka X-ray source to be operated at kilohertz repetition rate. The 

development of such a source leads to applications of time-resolved X-ray diffraction 

and X-ray microscopy.

Until now, the most efficient laser-produced Ka X-ray sources have been

reported using laser pulse energies between several to hundreds of mJ with the laser

repetition rate in the range of a few tens of Hz [6, 14-16], The laser pulses have been

focused on solid targets and the X-ray conversion into Ka radiation using such lasers is

reported to be in the range o f 10'5 to 10‘4. To be widely used in applications, these

sources must become compact, require low maintenance, exhibit high average power,

and satisfy the application requirements with short exposure times. As laser systems

decrease in energy but operate higher in repetition rate, it is possible to provide the

required laser pulses with smaller footprint systems, with lower capital cost and low

maintenance operation. Moreover, they have become commercially available as user

friendly systems. The remaining question is whether the quantity and the quality of the

X-rays from lower energy pulses are similar to those generated by high energy laser

pulses. Recently, research efforts have been concentrated to develop compact Ka X-ray

sources with kilohertz repetition rates [17-22] using various kinds of targets and laser

pulse energies from sub-mJ to several mJ. However, a decrease in the energy

conversion efficiency into the Ka line from these kHz sources by a factor between 10

3
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and 100 times has been observed. Moreover, a very low Ka X-ray conversion of 10"9- 

10'8 has been reported for solid targets using laser pulses o f sub-mJ energies [18] and 

higher (~ 6x1 O'6) conversion efficiency have been reported from tape targets [19]. No 

results with high conversion efficiency into Ka X-ray line emission, similar to that 

obtained from laser systems with high-energy pulses and low repetition rates, have been 

reported using sub-millijoule laser pulses operated at kilohertz repetition rates.

Since Ka X-ray radiation is generated by the hot electrons, understanding the 

generation mechanisms and characteristics of hot electrons in the intermediate intensity 

range from 1015 to 1017 W/cm2 is very important for the applications of such fast 

electrons and keV X-rays from laser produced plasmas using femtosecond laser pulses. 

Therefore, the second main objective of this thesis is to better characterize the 

generation and outward propagation of the hot electrons from the small focal spot 

region. Both particle-in-cell (PIC) simulations and experimental measurements have 

been undertaken to investigate the hot electrons emitted from laser-produced plasmas 

using femtosecond laser pulses.
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1.2 Contribution of this thesis

The main goal o f this thesis is to design, develop and optimize an efficient Cu Ka X-ray 

source operating at 1 kHz using sub-mJ energies from small-scale femtosecond laser 

system. In order to develop the X-ray source, the generation of Ka X-rays from copper 

targets has been investigated for different working conditions. In particular, we study 

the scaling o f conversion efficiency, dependence on pulse energy and prepulse contrast 

ratio, background pressure, and angle o f incidence. The size o f the resultant emission 

spot and brightness o f the source is also characterized in preparation for assessing the 

suitability o f the source for future time resolved phase transition and microscopy 

studies. Specifically, we demonstrate that an efficient Ka X-ray source can be obtained 

using sub-millijoule femtosecond laser pulses operated at kHz repetition rate. With 

modest input laser pulses of 290 pJ, X-ray Ka fluxes of 6.7><109 photons/s into 271 sr at 1 

kHz repetition rate have been produced, resulting in a peak observed conversion 

efficiency of r\Ka =3.2x1 O'5. The results demonstrate for the first time that the efficient 

X-ray emission reported for high-pulse-energy-systems can be maintained for sub- 

millijoule laser pulse energies operated at kilohertz repetition rate. The resultant X-ray 

emission spot have been measured to be several microns in size, demonstrating 

suitability of the source for future X-ray microscopy studies.

In the second part o f this thesis, we have examined the generation of hot electrons

and electron jets from solid metal target using sub-millijoule laser pulses. Using the

same experimental setup as that for X-ray detection, we have observed for the first time

that hot electron jets of energies over 250 keV are emitted from microjoule laser

5
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produced plasmas. In preparation for future applications, an initial electron radiography 

imaging experiment is demonstrated using these hot electron jets.

1.3 Thesis contents

The road map of this thesis is as follows. Chapter 2 is dedicated to the background 

theory related to the generation of X-rays and hot electrons from laser produced plasma. 

Some of the laser absorption mechanisms that couple the laser energy to plasma and 

generate hot electrons combined with the experimental observations will be described 

as well. The laser and target systems will be presented in Chapter 3. Furthermore, the 

X-ray and hot electron diagnostics will be examined. In the fourth chapter the 

experimental X-ray results will be presented. These materials have been published in 

SPIE [23] and submitted to Review of Scientific Instruments [24], The results consist of 

a parametric study of the X-ray emission in preparation for the development of a Ka X- 

ray source. The tabletop Ka X-ray source obtained with sub-millijoule femtosecond 

laser pulses operated at 1 kHz repetition rate is described in this chapter as well. In 

chapter 5, the experimental results describing the emission of hot electron and electron 

jets from femtosecond laser produced plasmas will be presented. The hot electron jets 

have been also used for radiographic imaging. Parts of this chapter have been published 

in Proceedings of the IFSA conference [25] and Applied Physics B [26]. In chapter 6, 

2D PIC simulation results are presented and compared to the experimental results. 

Various mechanisms contributing to the generation of hot electrons and electron jets 

and their propagation outwards from the small focal point region will be discussed as

6
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well. Finally, several possibilities are presented to extend this work in the future and 

the conclusions will be presented with an emphasis on this thesis’s original 

contributions.
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Chapter 2

THEORETICAL BACKGROUND 

2.1. Laser plasma interaction

By focusing an intense short laser beam onto a solid target, high density and high 

temperature plasmas are created. For 100 fs laser pulses, laser ablation requires 

intensity in the range of ~ 1013 W/cm2. Therefore, for 100 fs laser pulses with peak 

intensities in the range of 1016 W/cm2 (the case of the experiments discussed in this 

thesis), ionization of practically any target material takes place early in the laser pulse. 

Thus, most of the pulse interacts with a very steep density plasma instead of an ionized 

solid. In the absence of prepulse, the resultant plasma has a very steep density profile, 

as there is little time to form and expand a significant region of coronal plasmas during 

the laser pulse. The surface plasma layer formed has a density many times the critical 

density nc. The critical density is the electron density where the laser frequency co 

becomes equal to the local electron plasma frequency, cop. The dispersion relation that

governs the light waves in a plasma is given by equation 2.1:

co2 =co2p + k 2c 2 (2. 1)

8
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where k  is the wavenumber of the laser light and c is the speed of light. The plasma 

frequency cop is the minimum frequency for propagation of light wave in plasma since

k becomes imaginary for co < cop . The electron density ne determines the electron

plasma frequency, cop , which is given by:

2 elf2e (->
( o  =  — c-  (2 . 2)

s^m

where e and m are the charge and mass of the electron respectively, eo is the permittivity 

of free space. Consequently, the condition co = cop determines the maximum electron 

density to which a light wave can penetrate into the plasma [27]. At the density where 

co=cop , the plasma becomes opaque, an electromagnetic wave with frequency co no

longer propagates, but it is reflected. The critical density is defined by the relation:

s 0 moo2n = - u ■ (2 .3 )
e

Practically, this density can be expressed in terms of the wavelength (in microns):

i . i x i o 21 r _3l 
n* = — r  tcm 1 (2- 4)A (jum)

where A is the wavelength of the laser in vacuum in microns. Thus, for Ti: Sapphire

• • • 71 3laser of wavelength of 800 nm the critical density is nc= 1.73x10 cm' .

This is true assuming that the prepulse level o f the laser system is sufficiently 

low that the metal target surface remains pristine until the laser main pulse arrives. 

However, this is not always the case as many short-pulse laser systems emit the main 

pulse preceded by one or few lower energy short prepulses or a long pedestal on the 

nanosecond timescale or both. If the prepulse intensity is above the target ablation

9
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threshold, then the main laser pulse will interact with the preformed plasma formed by 

the prepulse instead of the fresh target surface. Because the laser plasma interaction is 

very sensitive to the plasma density profile, the prepulse can influence significantly the 

outcome of the interaction. The general physical structure of the laser-produced plasma 

is depicted in Figure 2.1 [28].

Figure 2.1. Schematic diagram of the electron density structure of laser produced 
plasma [28], Laser light is reflected at the critical surface. The laser light is absorbed at 
the critical density and in the region below the critical density.

The coupling of the laser energy to the free electrons is due to a diverse number 

of absorption processes that occur in plasma and the importance of any of these 

processes depends greatly on the laser and plasma parameters. For laser intensities

i k Overdense
plasma

Underdense 
plasma

Laser light

Distance
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above 1016 W/cm2, these processes are determined by the laser irradiance parameter/A2, 

i.e. the threshold intensity of a process can vary depending on the laser wavelength 

squared. This is because at high laser intensity the oscillatory component of the 

velocity, vos (quiver velocity) becomes comparable to the electron’s random thermal 

velocity, ve that can be taken as:

* e = J —  (2.5)
V m

The oscillation velocity vftV is given by:

v„=—  (2 . 6)
mm

Hence, the ratio of electron energy in coherent oscillations to that in random motions is 

given by:

e1 E 2 He
mco kTe nckTe

(2.7)

If vm is greater than the thermal velocity ve, then a number o f nonlinear processes are 

stimulated with little damping. Equation 2.7 can be rewritten in terms of I  A2 as [28]:

0.021 x I u [W /cm 2] x A2[iuri\
(2. 8)

kTe[keV]

where I \ 4  is the laser intensity in units of 1014 W/cm2 and A is the laser wavelength in 

microns and kTe is in keV. Thus, for a plasma produced by a Ti:Sapphire laser of

1 c 'y
wavelength o f 0.8 pm with a focused laser intensity o f 10 W/cm and assuming a 

electron temperature of 300 eV (typically, in the literature the temperature range is 

from 100 to 500 eV in this intensity range), the ratio of coherent to thermal electron

11
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energies is 4.48. This results in excitation of non-thermal processes in a laser-produced 

plasma. We observe that an 800 nm laser with I  = 1016 W/cm2 gives a peak electron 

oscillation energy o f Uos = 1.34 keV.

Theoretical and experimental studies have investigated the coupling of high- 

intensity laser light to plasmas, and several absorption processes and generation 

mechanisms o f the hot electrons have been proposed. The properties of the hot electrons 

change from sub-relativistic to relativistic case for which the electron velocity 

approaches the speed of light. This regime is described by the parameter a0, which is 

the classical normalized momentum of electrons quivering in the laser electric field E 

relative to me and is given by:

(2-9)max

For a sub-relativistic (ao < 1) laser intensity of 7/12<1.37x1018 W pm2/cm2, the 

absorption of intense laser pulses changes from resonance absorption [29-37] to vacuum 

heating as the intensity increases above IX2 ~ 4 x l0 16 W pm2/cm2 [38]. Some of these 

processes will accelerate electrons in the target normal direction. Other processes such 

as Raman heating at the quarter critical density surface can also become important for 

larger density scale length plasma profiles. Part of the laser energy is transferred into 

hot electrons during the interaction of the short laser pulse with the sharp density 

gradient plasma. When these high-energy electrons penetrate into the cold region of the 

solid target material it results in X-ray generation via the process o f K-shell ionization 

and emission, and by bremsstrahlung. This is schematically shown in Figure 2.2.
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Figure 2.2. An illustration of the laser plasma interaction, showing the laser pulse 
interaction with the hot plasma formed at the surface of the target material and the 
subsequent emission of high-energy electrons and X-ray photons.

The characteristics of the X-ray emission depend on the hot electron distribution, which 

in turn is determined by the absorption mechanism. For relativistic laser intensities of

//t2>1.37xl018 W pm2/cm2 (ao >1), ponderomotive acceleration, J x  B heating, and 

wake field interactions dominate. These processes will generally accelerate electrons 

along the direction of laser propagation.

As mentioned above, the hot electrons are generated by different nonlinear 

processes when intense femtosecond laser pulses interact with plasmas. Although, the 

energy distribution of the hot electrons is anisotropic and non-Maxwellian, these hot 

electrons are usually described by either one or more Maxwellian distributions [39,40]. 

Generally, the hot electron distribution can be characterized by a hot electron 

temperature, Thot which depends on the laser pulse parameters, i.e. intensity, duration,

13
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wavelength and contrast ratio, and plasma properties, i.e. electron scale length, 

maximum electron density, etc. In some of the previously reported experiments, Thol is

on the orders of tens o f keV, while in other cases only a moderately hot electron 

temperature can be observed on the order of few keV.

The main absorption processes for laser intensities in the range of 1015-1017 

W/cm2, the range for the experiments discussed in this thesis, are described below.

Inverse bremsstrahlung

Inverse bremsstrahlung refers to the process in which an electron quivering in the laser 

field absorbs energy from the laser when passing through the electric field of an ion, 

resulting in an increase of the energy and temperature o f the electron particle. 

Subsequently, it loses its energy in collisions with ions, heating up the ions in the 

process. In the non-relativistic case, the inverse bremsstrahlung absorption coefficient is 

given by equation 2.10 [41 ]:

7 .8xl(T 9Zn 2 lnA(v) 1 r .
K . = -------- 5 ~rrz---------------~----7-rpr [cm ] (2. 10)

lb v ( k BT) ( l - v 2 /v 2) 1/2

where k^T is in eV, A(v) =minimum of (Ve/ojpp m,n, Ve/copmin), Ve is the thermal velocity 

of the electrons, p min is the minimum impact parameter for electron-ion collisions \pmm =

2 1 / 2  0)  maximum of Ze /  k^T or fi /(mekBT) ], v = ---- is the wave frequency and v = —— is
2k  2k

the plasma frequency, Z is the charge of the ions, ne is the electron density and Te is the 

electron temperature.
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From the equation above, we observe that the absorption through inverse 

bremsstrahlung is large for low temperature, high densities and high Z plasmas. Thus, 

for the laser intensities above ~ 1015 W/cm2, collisions become ineffective during the 

interaction since the plasma temperature increases very quickly. Different absorption 

mechanisms take over to account for the high absorptions seen in past experiments at 

these higher laser intensities. There are several collisionless absorption processes, 

which can couple the laser energy to the plasma. The main candidate is resonance 

absorption.

Resonance Absorption

Resonance absorption was studied extensively in order to understand the generation of 

hot electrons from nanosecond laser-plasma interactions in the context o f laser fusion 

[30-33], However, the process was originally investigated to describe radio wave 

absorption in the ionosphere. In the standard picture, the resonance absorption process 

involves p-polarized laser light at an angle of incidence relative to target normal such

that the laser electric field vector E  has a component in the direction of the density

gradient Vne. This component of the field directly excites an electron plasma wave

through the resonance co = cop at the critical density. If p-polarized laser radiation is

incident on an expanding plasma at an angle Omc from the surface normal as seen in

Figure 2.3 [42], the laser beam will propagate up to density nc cos2 6mc before it is

15
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specularly reflected. However, part of the laser electric field will tunnel into the critical 

density ne -  nc and will strongly drive plasma oscillations at co = cop .

Electron
density A

Figure 2.3. Schematic diagram illustrating a light wave obliquely incident at an angle 
$inc onto a plasma density profile for p-polarized light (E-field in the plane of Vne). The

laser beam will propagate up to density nc cos2 0mc before it is specularly reflected 
(Following [42]).

16

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



By considering the following Maxwell equation in the dielectric plasma

medium, it can be shown that the electric field of the p-polarized light has a singularity,

i.e. a resonance at the critical surface:

V  • (eE) = 0 (2.11)

co2(z)
where s(z)  = 1 is the dielectric function of the plasma and the electric vector is

co

taken to be in the plane o f incidence, i.e. E = Eyy  + Ezz .

Because V  • (sE) = sV ■ E + V s  ■ E , using equation (2.11) one has:

— 1 3sv  .E = ~ L — E z (2.12)
e  d z

The resonant response can be observed at co = cop where the dielectric function e(z) is 

zero, but the electric field in the z-direction E z does not vanish. When the p-polarized 

laser radiation is reflected, the electric field has a component parallel to the density 

gradient (Ed) causing charge density fluctuations as the electrons oscillate along the 

gradient.

The important physical feature o f the resonance absorption can be inferred by 

evaluating the field driving the resonance, Ed [29] assuming a linear density profile 

(n e = ncz /L ) .  This is given by:

£ „ = - = £ % = © ( r )  (2.13)
yincoLI c

where O ( r ) « 2.3r exp (-2 r3 /2) and r  is a new variable defined as r  = (coLlc)Vi s in # .

Efs is the value of the electric field of the laser radiation in free space. <D(r) is the

characteristic resonance function, which describes the excitation strength as a function

17
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of plasma density scale length and the angle o f incidence. When r -»  0 ( sin 9  -»  0 ) the 

field Ed vanishes because it is a function of sin 0 .  Similarly, the field Ed becomes very 

small for large x as the incident laser light has to tunnel through a too large distance to 

reach the critical density surface. There is an optimum angle of incidence between these 

two limits, which is given by:

(ruL/c)1/3sin<9s0.8 (2.14a)

^ ^ ss in -^ O .S C c /m Z )173] (2.14b)

The fractional absorption of the incident light is calculated to be [29]:

77fl- 0 2( r ) /2  (2.15)

The effect o f this feature can be observed in Figure 2.4, which shows the absorption 

fraction rja for three different scale lengths [43]. The optimum absorption for p-

polarized light occurs at an angle of incidence, which increases as the density gradient 

becomes steeper.

18
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Figure 2.4. Angular absorption dependence for three density scale-lengths: L /A  = 1, 
L I  /I = 0.1 and L I  A = 0.01 [43] for both p- and s-polarized laser pulses. The maximum 
absorption for p-polarized laser pulses occurs at larger angles o f incidence as the plasma 
density gradient becomes steeper (Following [43]).

This energy is transferred to the hot electrons, which are accelerated from the overdense 

to underdense regions o f plasma when the plasma wave breaks. The expected 

dependence on the angle of incidence and polarization of the laser was shown in Refs. 

[44] and [45].

The temperature o f hot electrons due to resonance absorption from series o f PIC 

simulation runs is observed to scale as [31]:

Thot[keV] « 14(/16V ) ‘/3 W n ' /3 (2- 16)
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where I ]6 is the laser intensity in units of 1016 W/cm2, X is the laser wavelength in 

micrometers and T coid is the background plasma temperature in keV, where Thol is also 

in keV.

The standard analysis o f inverse Bremsstrahlung and Resonance Absorption 

break down once one approaches single cycle pulses or at intensities where the electron 

oscillation distance exceeds the local density scale length. This generally occurs for 

pulse lengths below 10 fs or intensities above 1017 W/cm2. There is generally good 

agreement for various measurements done with sub-picosecond laser pulses and 

intensities up to 1017 W/cm2 [46-48].

“Not-so-resonant” resonance absorption

Brunei first discussed this absorption mechanism in 1987 and it is also known as Brunei 

effect or vacuum heating [38], In this process, the laser electric field drives the plasma 

electrons across the density as in the case of “classical” resonance absorption but the 

laser energy is coupled into an electrostatic plasma wave non-resonantly. If the density 

scale length is very small and the amplitude of a p-polarized component of the laser 

field is sufficiently large, the electrons are dragged away from the target surface into 

vacuum, turned around and accelerated back into the solid target with a random phase. 

The hot electron temperature according to Brunei’s model is proportional to the electron 

quiver velocity squared and is given by:

Thot[keV\ = 3-7/I6/l2 (2.17)
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where / ]6 is the laser intensity in units of 1016 W/cm2 and A is the wavelength in 

microns. The equation 2.16 predicts a strong hot temperature scaling with IX6A and, 

thus, for high laser intensities the electrons sent back into the target can acquire high

17 2energies. For instance, for 800 nm laser pulses with intensity o f 10 W/cm , the hot 

electron temperature is 23 keV according to equation 2.16, while for 1018 W/cm2, the 

hot electron temperature is 230 keV. The mechanism saturates for relativistic laser

intensities due to deflection o f the electron orbits by the v x B  force [43].

Two-plasmon (2a>P..f decay instability

The two-plasmon (2cope) decay instability is an important mechanism for laser energy 

deposition in underdense plasma. This instability can be most simply described as the 

resonant decay of an incident photon into two electron plasma waves. The equations 

for energy and momentum conservation for this process are:

O)0 ~  ^ e k l  +  a ek2

kQ = kx + k2
(2.18)

where oj0and k 0 are the laser light frequency and wave number. (coekx,k x) and 

( meki ■> K  ) are frequencies and the wave numbers of the electron plasma waves. 

Because coekX and coek2 are approximately cop (electron plasma frequency), this

instability takes place at an electron density «e=( l/4)«e-

The growth rate for this instability as derived by Kruer [29] is given by :
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k - v os ( k - k 0f  - k 2
4 k k -  k0

(2.19)

where k  and k -  kQ represent the wave numbers of the electron plasma waves.

Jc  V

For k)>ko, the growth rate maximizes at y ~ ° "  for plasma waves propagating at 45c

to both k0 and v0i.

Important features associated with the 2cope decay instability are hot electron 

generation and 3/2 harmonics emission. Like other parametric instabilities, 2cope decay 

was also studied extensively in the context of ICF because it was a preheat concern. 

Figueroa et al. [49] observed high-energy electrons from plasmas with densities below 

nc with more intense emission at nJA. The plasma was formed by a 1.05 pm prepulse 

with an intensity of 5xlOn W/cm2 that preceded the 0.35 pm main pulse by 1 ns. The 

main pulse intensity was approximately 1015 W/cm2. A Thot of 30-40 keV was inferred 

from the electron spectra when measured in the plane of the laser electric field (p-pol) 

and 7hot of 15-20 keV when measured out of the plane of the laser electric field (s-pol). 

The polarization dependence was more pronounced at -45° with respect to the laser (in 

the direction o f density gradient). The angular and the polarization dependence points 

to 2©pe decay as the probable generation mechanism for the high-energy electrons near 

the n j 4. Similarly, Ebrahim et al. [50] observed intense hot electron emission from a 

plasma with maximum electron density of n j 4. The emission was localized in the plane 

of polarization o f the incident laser beam and had a maximum about the 45° directions 

with respect to the k-vector of the laser beam. The electron spectra at 45° and 135° had

a 7hot of 60 keV, while at other angles (18°, 90°, 170°) the flux was lower with a 7hot of
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15 keV. Their measurements suggest that the hot electrons are generated by the two- 

plasmon decay instability at quarter-critical density.

2.2 Hot electron temperature

As stated before, the final hot electron energy spectrum may be influenced by several 

competing absorption processes, which may vary depending on different factors, such 

as laser intensity, pulse duration, angle of incidence, prepulse contrast ratio and so on. 

Because it is difficult to isolate an absorption mechanism experimentally or even in 

simulation, experimental measurements of the hot electron temperature have been 

performed in the last decade or so, hoping it will provide some information on the 

predominant mechanism, for a specific laser intensity range. Some results are 

summarized in table 2-1 and Figure 2.5.
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Table 2.1. Measurements of Thot using short pulse lasers.

Reference
I

[W/cm2]
T hot

[keV]
Prepulse
Contrast

Ratio

^ in c Target th
[fs]

X
[nm]

H. Chen [ 7 ]

j
.nOXcn 3 10'5 60p Al/Si 1300 1050

Rousse [6] 2 x l0 16 8.5 Optimum

ASE

(0.7 J/cm2)

7p Al/Si 100 620

Bastiani [51] 4 x io 16 19 10'5 45p Si 120 800

Eder [14] ~1017 40 10'4 45p Cu 200 790

Schnuerer [52] 5 x l0 17 66 10'b 45p Ta 700 1056

Yu [53] U
l

X H
-t © 25 45p 400 530

Teubner[54] lx io 18 8 10'7 45p Al/Si 400 248

L. M. Chen [15] 2 .4x l018 25 10"4ps 

10'5 ns

56p Ag 70 800

L. M. Chen [15] 4 x l0 18 40 10'4ps 

10'5 ns

56p Ag 70 800

Pretzler [39] 2 x l0 18 200 45p Cu/Si 130 800

Kmetec [9] 3 x l0 18 300 10'6 3 Op Ta 120 807

Schnuerer [55] 3 x l0 18 250 10'5 45p Ta 80 800

The open squares in Figure 2.5 represent the experimental results presented in Table 

2.1. Each number inside the square denotes the reference number. All data points are for 

laser pulses shorter than 1 ps with one exception for reference [7], for which the 

duration of the laser pulse is 1.3 ps, still short enough to be distinguished from the long 

(nanosecond) laser pulses. Four theoretical scaling laws for hot electron temperature 

are plotted versus the experimental findings for comparison. Two of these models have 

described in the previous section. One is the scaling law argued by Forslund et al. [31]
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described by the equation (2.16) and is denoted as T/mt for an assumed value of 

Tcoid[kev) ~ 0-5 keV. The second model is that described by Brunei [38] given by

determined by Gibbon and Bell [56] from PIC simulations with fixed ions for short 

pulses obliquely incident on steep but finite density gradients, L/X<0.1, denoted as

The fourth scaling law of the hot electron generation was predicted by Wilks et al. [57], 

who assumed that at ‘relativistic’ laser intensities, the energy associated with the 

electrons is given by the potential they feel during the interaction. Thus, the 

temperature of the hot electrons, which absorb laser light via the potential and are 

accelerated due to it is Th0t°ce®P; where ®p is the ponderomotive potential:

equation (2.17), which is denoted as ThBot. The third model is an approximate scaling law

rp G B  ,
ho t  ‘

r p G B  ^
h o t [ k e V ]  — (2. 20)

h o t [ k e V ] (2. 21)

where /  is now in units of W/cm2 and kp is in units of microns.
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Figure 2.5. Measurements of the hot electron temperature 7h0t from laser produced 
plasma using sub-picosecond laser pulses (open squares). Four theoretical models for 
Thot are superimposed on the experimental results: Forslund (equation 2.16 assuming 
Tcoid[kev] -  0-5 keV), Brunei (equation 2.17), Gibbon& Bell (equation 2.20) and Wilks 
(equation 2.21). (Following Gibbon [43]).

Notice that for IX2 = 1015 - \ 0 ]1 W / cm2jum2 the hot electron temperature should 

make a transition from the scaling law for resonance absorption to that given by vacuum 

heating. At IX2 = 10UW / cm2/urn2, it should make another transition to the relativistic 

scaling law of Wilks.

The emission direction of these hot electrons plays an important role in many 

applications, such as laser acceleration of particles and the fast ignition scheme.
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Therefore, there has been much interest in the generation of jets of hot electrons [58- 

65]. Recently, there have been reports o f hot electron jets formed at these intermediate 

intensities in the target normal, specular and the E-field directions depending on the 

polarization and prepulse levels [60, 64, 65].

2.3 Hard X-ray emission processes from femtosecond laser- 

produced plasmas

Due to their long mean-free-path, the hot electrons can penetrate into the material target 

and generate bremsstrahlung X-ray and characteristic line radiation. Consequently, the 

X-ray emission spectrum from a solid target bombarded by high-energy electrons 

consists of both characteristic line emission and bremsstrahlung continuum emission. 

The X-ray spectrum from laser-produced plasmas resembles very well the one from a 

standard anode X-ray tube since both emissions are based on the same principle, 

accelerated electrons colliding with a metal target. In the subsequent two sub-sections 

both the bremsstrahlung and line radiation will be briefly discussed.

2.3.1 Bremsstrahlung radiation

Bremsstrahlung X-rays are produced when the electrons experience accelerations upon 

collisions with the atoms in the metal target. These X-rays are commonly called
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bremsstrahlung from the German word "braking radiation". Figure 2.6 [28] provides a

simple diagram of the process. The hot electrons of a given velocity v (or kinetic 

energy E) experience a wide range of accelerations (depending on the impact parameter 

b) as they come close to a nucleus. These in turn lead to synchrotron-like radiation 

along the curved path of the electron. With a variety of impact parameters and a large 

number of hot electrons, the emitted spectrum is a broad continuum one.

ilO)

 ©
+z

Figure 2.6. Bremsstrahlung radiation occurs when an incident hot electron is 
accelerated as it passes a nucleus [28].

The bremsstrahlung radiation from laser produced plasmas ranges anywhere from 0.1 

keV to MeV depending on the laser intensity and plasma parameters. If the laser pulses 

are focused onto a solid target with a high-Z material, it is possible to generate a hot 

plasma, which generates mainly bremsstrahlung radiation [9] under certain illumination 

conditions. This type of radiation has become attractive for X-ray absorption 

spectroscopy [66], which requires a broad spectrum that overlaps the X-ray absorption 

edges of atoms under investigation.
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Bremsstrahlung radiation is a valuable hot electron diagnostic because of its 

simple exponential spectral dependence, i.e. e~kv/Tho‘ for h v  »  Thot, which allows a 

measurement of the hot electron temperature Thot from hard X-rays.

2.3.2 Characteristic X-ray line radiation

If the hot electrons have sufficient energy, they can knock an electron out of an inner 

shell of the target metal atoms. Subsequently electrons from higher states drop down to 

fill the vacancy, emitting X-ray photons with precise energies determined by the 

electron energy levels. This emitted X-ray radiation is called characteristic X-ray 

emission for the given material. The process is displayed schematically in Figure 2.7:

L

K

hot electron

Figure 2.7. An incident hot electron of sufficiently high energy to overcome the 
binding energy knocks out a core electron from the K-shell leaving the atom with a core 
vacancy. Ka radiation is generated as the atom readjusts to the core vacancy through the 
emission of characteristic energy.
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In addition, the thermally excited ions in the hot plasma emit line radiation 

corresponding to the energy transitions of the ion state. Overall, the X-ray line emission 

from laser produced plasmas can be in the 1-100 keV range depending on the atomic 

number of the target material. Because of its narrow bandwidth, short pulse duration, 

and small spot size, the X-ray line radiation, in particular Ka radiation is interesting for 

pump-probe structural investigation and for X-ray biomedical imaging. These 

applications have been the motivating factors for the development o f Ka X-ray sources 

from femtosecond laser pulses.
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2.4 Ka X-ray generation process from femtosecond laser- 

produced plasmas

Energetic electrons created by collective absorption mechanisms in laser-produced 

plasmas produce the characteristic Ka radiation. Analytically, the Ka yield can be 

expressed as:

= J J  N to, f !a (E)QK(Z ,E )n A(Z )nK( Z ) f K(Z ,E l:,t)dEdt (2. 22)

where N Ka is the number o f emitted Ka photons in 4n  sr assuming isotropic emission, 

N hot is the total number o f hot electrons, f hot (E) is their energy distribution, QK is the 

cross-section for A-shell ionization, nA is the atomic number density, rjK is the Ka 

fluorescence yield, and f K is the fraction of the Ka photons that escape the solid target.

The energy spectrum of the hot electrons is usually fitted by a one-dimensional 

Maxwellian energy distribution, f hot (E) = A exp( - E  / Thot) where A is a normalization 

constant.

The AT-shell ionization by electron impact, QK can be taken from Ref. [67] as a 

function of the ratio U between the incident electron energy E  and the ionization energy

£
Ek of the target electrons in the A-shell: U -  — . For a Cu target, E^ -  8.98 keV.

E k

Hombourger [67] established an empirical expression to describe the cross sections for 

Ai-shell ionization of atoms from ionization threshold to very high energies. The 

proposed empirical cross section is given by:
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where nK is the number o f electrons present in the if-shell, a0 is the first Bohr radius,

Ry is the Rydberg constant, Ek is the threshold energy, Du is the reduced cross section, 

which is a function of U, Cu is an exponent which depends on U, and G> is the 

relativistic factor of Grysinski, which is also a function of U. The A'-shell ionization 

cross section QK(U) for copper as determined by Hombourger [67] is shown in Figure 

2.8. It appears that the cross section maximizes for electrons with energies about three 

times the ionization energy Ek.

6 0 0

5 00

4 0 0
W3cu

£ 3 3 0 0

200

1 1  0 100u
Figure 2.8. 7C-shell ionization cross section for copper as a function o f parameter U, 
which is the ratio between the incident electron energy E  and the ionization energy Ek 
of the target electrons in the AT-shell (U=E/Ey■). lbam  = 10' 2 4  cm2. For Cu target, Ek = 
8.98 keV. The full curve represents the cross section determined by Homourger [67], 
which is compared with other works [Refs. 25, 29 and 33 within].
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The fluorescence yield for K  shell eoK = coK(Z) can be found in Ref. [6 8 ]. For 

instance, rjK =0.440 for Cu (Z=29).

The fraction f K of the Ka photons that escape the solid target is a function of the 

Ka X-ray photon energy, target material and the distance traveled by the X-ray photon 

backward, toward the target surface. In a simple approximation, f K is the transmission 

of the X-ray photons TK through a slab of thickness t and can be calculated using the X- 

ray mass attenuation coefficients p  / p :

f K ~ TK = eXP[" iP 1 P)X ] (2“ 24a)

where x is the mass thickness and is obtained by multiplying the thickness t by the 

density p , x ~  p t . Values of X-ray mass attenuation coefficients p i p  (cm2 /g) as a 

function of photon energy for elemental media can be found in NIST [69], which are 

based on a compilation of the available experimental measurements and theoretical 

calculations. For instance, for a copper target, the X-ray transmission as a function of 

X-ray photon energy for four different thicknesses is shown in Figure 2.9. The 

transmissions o f Ka photons (Exa = 8.05 keV) through 10 pm, 20 pm, 30 pm and 40 pm 

thick copper material are 64%, 41%, 26% and 17% respectively.
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Figure 2.9. X-ray transmission through copper material of different thickness: 10 pm, 
20 pm, 30 pm and 40 pm. The transmissions of Cu Ka photons f£Ta=8.05 keV) are 
Tionm=0.64, 7 2 0 nm=0 .4 1 , 730nm=0.26, and .

However, the expression (2.24a) assumes that the X-ray photons travel in a 

straight line, while in the experiments the X-ray photons are emitted in any direction as 

shown in Figure 2.10. Therefore, it is necessary to incorporate a more complicated 

description such as an angle-dependant path in the analytical expression (2.24a):

/ k =Tk = exp
x

cos#
(2. 24b)
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backward
directionf /  X-rays

Figure 2.10. The geometry of X-ray emission from a one-dimensional target.

From previous measurements of hot electron temperature for laser intensities in the 

range of 101 6-101 7 W/cm2  (the case of the experiments discussed in this thesis), Thot had 

values from few keV to tens of keV. For instance, Eder et al. [14] measured a Fhot of 40 

keV from laser intensity of ~1017 W/cm2  focused on solid copper target. Using the 

ESTAR program from NIST databases [70], the stopping power and the range for 

electrons in various materials can be calculated in continuous-slowing-down 

approximation (CSDA). Thus, the average path length (CSDA range) travelled by 40 

keV electrons as they slow down to rest in copper material is 5 pm. In this 

approximation, the rate of energy loss at every point along the track is assumed to be 

equal to the mean rate of energy loss. The average path length travelled by an electron 

as it slows down in copper material as a function of kinetic electron energy is shown in 

Figure 2.11.
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Figure 2.11. The average path length (CSDA range) traveled by an electron as it slows 
down to rest in copper target.

Calculations of the range of electrons are difficult due to the random path of the

electrons. The interpretation of the range is also difficult because the electrons suffer

single and multiple scattering in traversing the target material producing statistical

fluctuations of the path length of the electrons in the stopping material. Therefore, the

calculated electron energy loss and path length are average values. For each particle, the

actual value fluctuates around the average value. There are two consequences: for a

given path length, the energy loss fluctuates and for a given energy loss, the path length

fluctuates. The latter phenomenon, which is called “straggling”, makes the actual

experimental length somewhat greater than the CSDA range. To account the electron

scattering processes, Monte Carlo simulations are necessary. Knowing the exact path of
36

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



hot electrons in the target material will allow precise determination of the X-ray photon 

absorption as it travels towards the target surface.

For experimental purposes, it is useful to know how many Ka photons can be 

obtained for a given target material under optimum working conditions (laser and target 

parameters). Reich et al. [71] utilized a slightly modified formula to that of their Ref 

[15] to determine Ngsn (E, Z), the number of Ka photons generated by an electron of 

incidence energy E: N gen(E ,Z ) = 4x\Q~3Z~h61 E 3/1. The numerical coefficients have

been determined from the fits to the results of Monte Carlo simulations using 

monoenergetic electron beams. They also simplify the calculations o f the fraction f K 

of the Ka photons that escape the solid target by introducing an “emission factor” f em

where only electrons with energies less than 2 0  times the X-shell ionization energy of 

the target are considered to produce X-ray photons not too deep in the target as to still

[\\U  <20,
be detected. Thus, they used 7 m = < . Their outcome shows that there is a

[0:17 >20.

universal optimum hot electron temperature Thot = 6A E K for the highest Ka yield,

which is independent of Z. Setting cW7 3 / = 0, they described the dependence of the 

optimum laser intensity on the target material through the following equation:

I opt = 7 x 10 9 Z 4 4 [W/cm2] (2. 25)

An exponential plasma density profile with a scale length 7=0.37, and nc(niax)=10nc (nc 

being the electron critical density) has been used for this prediction. To check the above 

analytical result, they have used combined PIC-Monte Carlo (PIC-MC) simulations to
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derive Ka fluxes and the numbers agree within a factor o f three. Their X-ray yields 

determined from PIC-MC calculations are shown in Figure 2.12:
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Figure 2.12. (a) Simulated Ka X-ray yields from bulk targets for four metals: Titanium 
(Z=22), Copper (Z=29), Silver (Z=47) and Tantalum (Z=73). (b) Optimum laser 
intensity versus the target material, line is from analytical model-equation (2.25) and the 
points are from simulations [71].

From the data provided in Figure 2.12, we can estimate the maximum theoretical 

conversion efficiency that can be expected for copper material, which is tjKa = 1 0 ~ 3 in

271 sr.
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2.5 Previously reported Ka X-ray sources from femtosecond 

laser-produced plasmas

Because X-ray pulses from femtosecond laser plasmas have the potential to probe fast 

processes in matter [72], a great deal of research effort has been dedicated in the last 

decade or so to develop and optimize hard X-ray sources from femtosecond laser- 

produced plasmas by various means [6 , 15, 16, 18-22]. X-ray diffraction experiments 

using Ka radiation from these plasmas have been investigated as well [73-75]. The first 

studies on the hard X-ray emission from these plasmas have been done using low- 

repetition-rate lasers systems with pulse energies in the range of hundreds of millijoules 

to joules per pulse that can emit a large number of X-ray photons per pulse. This choice 

of laser systems was considered best suited for X-ray generation because the X-ray flux 

increases proportional to laser intensity. However, very high laser intensity will produce 

a large hot electron temperature and the electrons will penetrate deep in the target 

material resulting in an increase in the size and duration of the X-ray emission. This 

suggests that to generate sub-picosecond Ka X-rays using femtosecond laser pulses one 

has to select a moderate intensity in spite o f a lower X-ray flux per pulse. To maintain 

the large average X-ray flux it seems potentially better to use high laser repetition rates 

and moderate laser intensities than low repetition rates and large pulse intensities. 

Moreover, as mentioned in the previous section, Reich et al. [71] reported a study 

showing that the highest intensity achievable with a given laser system would not

39

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



necessarily provide the largest Ka X-ray yields. They argue that higher laser intensities 

produce more hot electrons with energies well above X-shell ionization energy of the 

material, which have small cross sections for X-shell ionization. In addition, if the hot 

electrons generate Ka photons very deep in the material, some of them will be 

reabsorbed on their way to the surface of the target material. Therefore, a reduced 

number of emitted characteristic photons is expected. Also, they found that there is an 

optimum laser intensity depending on the atomic number Z of the target material 

described by equation (2.25), which can be found in the previous section. For low to 

medium Z target materials, the optimal Ka X-ray fluxes are obtained for laser 

intensities lower than 101 7 W/cm2, while for high Z material the optimum range of 

intensities is 101 8-1019 W/cm2  as shown in Figure 2.12 in the previous section.

From a practical standpoint, the use of moderate laser intensities is also 

preferred for measurements of molecular or atomic structures because they are carried 

out with X-ray energies below 10 keV. The use of higher laser intensities will generate 

harder X-ray radiation, which will increase the background signal in the X-ray detector. 

There are also other practical consideration when to decide on the choice of the laser 

system for time-resolved structural measurements. First, to become practical for 

chemical and physical research, hard X-ray sources from femtosecond laser-produced 

plasmas must be reliable and easy to operate by a large group of scientists who are 

primarily not laser specialists or users. Currently, laser systems with kilohertz 

repetition rate operating at low energies satisfy this requirement since they are available 

as turn-key systems which are easy to operate and require low maintenance.

40

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Many groups have recently embarked on optimizing hard X-ray sources by 

using different laser-target configuration, i.e. laser intensity, target material, and target 

thickness. Table 2.2 shows an overview of the recent measurements o f Ka X-rays from 

laser-produced plasmas using femtosecond laser pulses.
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Table 2.2. Ka X-ray generation with ultrashort laser pulses focused on solid targets 
unless otherwise specified. The laser pulses are less than 1 ps unless otherwise 
specified. ____________________________     1_ _ ^ _ __

Reference

Target

(Z)

X-ray

energy

[keV]

Ipeak

[W/cm2]

Prepulse

Contrast

Ratio

Energy 

per pulse 

[mJ]

Laser 

rep. 

rate [Hz]

Conv.

Eff.

TlKa (2 u)

Hagedom

[18]

Cu (29) 

T i (22) 

Cu (29)

8.05 

4.51

8.05

2 x l 0 14

2 x l 0 14

3.6xl0 15

1 0 ‘j 0 . 1

0 . 1

0.9

1 0 0 0 3.9xl0 'y

5.7xl0 ’9

3.0xl0 ‘ 8

Jiang

[2 0 ]

Cu (29) 8.05 ~ 1 0 17 1 0 ' 7 4.25 2 0 0 0 lxlO ' 8

Thogersen

[17]

Cu (29) 8.05 3 x l0 J 5 0.28 1 0 0 0 4.6x10''

Korn

[2 1 ]

Ga (31) 

liquid

9.25 3 x l0 lb 1 0 - 4 1 . 8 1 0 0 0 6 x 1 0 ' '

Kutzner

[19]

Fe (26) 

C r (24) 

tape

6.40

5.41

4 x l0 15

2 .8 x l 0 15

10‘M o ' 4
1 0 '1

0.7

0.45

1 0 0 0

1 0 0 0

3-OxlO' 7 

6.3x10 ' 6

Bonvalet

[76]

Cu (29) 8.05 3 x l0 lb 2x1 O' 7 ns 

2 x 1 0 ’ 5 ps

1 2 1 0 0 0 3.2xl0 ‘ 6

Zhavoronkov

[2 2 ]

Ga (31) 

liquid

9.25 1 .2 xlOr/ 1 O' 7  ASE 

1 0 ‘ 5 ps

6 . 2 1 0 0 0 9.0xl0 'b

Rousse

[6 ]

Al (13) 

Ca (20) 

F e (26)

1.49

3.69

6.40

3 x l0 lb optimum

ASE

(0.7 J/cm2)

1.5 1 0 1.6x1 O' 3 

5.0xl0 ' 5 

3.4xl0 ' 5

Chen

[15]

Ag (47) 2 2 . 2 1 0 18 1 0 "b 460/260 1 0 2x1 O' 3

Park

[16]

Ag (47) 2 2 . 2 1.9xlOn 192 J 

(70ps)

lxlO ’4

Eder

[14]

Cu (29) 8.05 ~ 1 0 r/ io - 4 2 0 0 1 0 4x10' 4
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The most efficient Ka generation with ultrashort laser pulses is reported from

laser systems with low repetition rate (<10  Hz). The high-energy conversion

efficiencies into Ka line radiation from these laser systems are in the range of 10'5 -10"4. 

For instance, Eder et al. [14] reported a very high conversion efficiency of 4x l0 ' 4  Cu Ka

17 7using large energy laser pulses o f 200 m j and an intensity o f nearly 10 W/cm . Park et 

al. [16] also measured efficient Ka emission using pulse petawatt lasers with pulse 

energies of 192 J and 70 ps time duration. Using much higher laser intensities of 

lxlO 18 W/cm2, they measured the Ka X-ray conversion efficiency o f ~1><10' 4  from Ag 

targets at 22 keV.

The previously reported conversion efficiency is an order of magnitude lower

for higher repetition rate systems for solid targets. When a large prepulse was

employed, Kutzner et al. increased the conversion efficiency by more than one order of 

magnitude [19] from 3.0x1 O' 7  to 6.3x1 O'6. Zhavoronkov et al. [22] reported a 

conversion efficiency of ~10"5 from a jet o f liquid Ga using femtosecond laser pulses 

using a 1-kHz repetition rate laser system at 6  mJ pulse energy. A general trend of 

decreasing conversion efficiency with decreasing laser pulse energy is observed, 

especially, for Cu solid targets. However, for the sub-millijoule laser pulses from a 

laser system with 1 kHz repetition rate used in this thesis, conversion efficiencies of 

above 1 0 ' 5 are obtained, similar to the ones reported from high-energy laser pulses with 

low repetition rates.
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Chapter 3

EXPERIMENTAL SETUP

3.1 Laser and target systems

3.1.1 Description of the laser system

The experiments have been performed using femtosecond pulses from a regeneratively 

amplified Ti: Sapphire laser system (Spectra Physics Model Hurricane). It is a 

commercial system based on the regenerative chirped-pulse amplification technique. 

The laser system delivers pulses of 120 fs (Gaussian FWHM) operating at 800 nm with 

a pulse energy up to 0.75 mJ, and a repetition rate of up to 1 kHz. The laser pulse has a 

near diffraction limited TEMoo spatial profile as per manufacturer data. In addition, 

beam profile measurements confirm that the beam shape closely approximates the 

TEMoo mode as will be shown later on.

The laser system emits a series of very low energy prepulses in advance of the 

main pulse. These prepulses are generated by the laser system itself in the regenerative
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Ti: Sapphire amplifier as leakage through the Pockels cell before the final pulse is 

switched out. As mentioned in the previous section, this is important when solid targets 

are used because it may lead to pre-plasma formation on front of the target material if 

the prepulse is sufficiently intense. The time separation between two consecutive 

pulses is one round trip, i.e. 8.5 ns and, thus, the prepulse comes out 8.5 ns prior to the 

main pulse. The prepulse is characterized by the contrast ratio, which is the ratio of the 

energy of the prepulse to the energy of the main pulse. The prepulse immediately 

preceding the main pulse is the largest prepulse and is characterized by a contrast ratio 

of about 5 x 10'4, varying slightly from day to day depending on the laser operating 

parameters. The prepulse train is measured using a fast photodiode (FND-100) whose 

electronic circuit contains a fast capacitor that limits the stored charge. In this way, the 

main signal, which has a much higher amplitude is cut off, while the prepulse train 

signal is completely detected. To detect the main pulse signal the photodiode is used in 

conjunction with a couple of calibrated neutral density filters (Schott NG 4 and Schott 

NG 9 filters). The ratio o f the signals multiplied by the attenuation factor of the filters 

gives the prepulse level in terms of the main pulse energy. A typical result is: main 

pulse 100 mV, prepulse 16 mV, attenuation factor 2.95 x 10 ' ,  yielding a contrast ratio 

of 4.72 xlO'4. An example of the main pulse and the prepulse train signals measured by 

the photodiode is given in the Figure 3.1. The photodiode has been cross-calibrated 

against a Spectra Physics power meter (Model 407A) to allow monitoring the laser 

energy for each laser shot.
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Figure 3.1. A sample o f the photodiode signal that is used to measured the main laser 
pulse (top) and the prepulse train (bottom) for the case o f 5 x 10“4  contrast ratio. The 
signal from the main laser pulse is totally saturated causing clipping and also shifting 
the baseline after the pulse is finished (bottom).

46

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Because the prepulse is a femtosecond pulse as well and is focused under the same 

focusing conditions as the main pulse, the intensity contrast ratio is the same as the 

energy contrast ratio. The main pulse is focused to intensities on the order of 1016  

W/cm2  using either a 10X or a 4X microscope objective. For instance, the peak laser 

intensity is 3.4><101 6 W/cm2  for 250 pJ pulses of 130 fs duration and for a laser spot 

diameter of 2.24 pm at full width at half maximum (this number is based on the 

measured laser spot for the Mitutoyo 10X microscope objective). Thus, the prepulse is 

focused to an intensity of 1.7><1013 W/cm2  for the same parameters. Laser ablation for 

metals requires intensity in the range of about 1012 - 1014 W/cm2  for ultrashort pulse 

laser-matter interaction mode [77-79]. The ablation threshold for copper is measured to 

be 1.06 J/cm2  for single shot for highly reflective copper [78] and -0.49 J/cm2  for 

multiple shots on the same spot due to incubation of damage [79], which is equivalent to 

intensities o f 3.8-8.2x 1012 W/cm2  for 130 fs laser pulses. Therefore, the prepulse 

intensity is above the threshold for ablation in the femtosecond regime, leading to 

formation of a small amount of pre-plasma on the solid target.

Some measurements have been performed in two different prepulse regimes with 

prepulse contrast ratios of 10" 1 and 5x 10"4. Both types of prepulses have similar origins 

as described above; the difference is only in the energy contrast ratio. A sample of the 

main pulse and the prepulse train signals measured by the photodiode in the case of a 

prepulse contrast ratio of 10' 1 regime is given in the Figure 3.2.
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Figure 3.2. A sample of the photodiode signal that provides an image of the main laser 
pulse and the prepulse train for the case of 10' 1 contrast ratio. Multiple prepulses are 
observed in this case.
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3.1.2 Laser spot size measurements

For the experiments presented in this thesis, the laser beam was focused onto the target 

by two types of objectives: a 10X microscope objective and a 4X microscope objective. 

The 4X microscope objective (Edmund Optics, 4X DIN) has a focal length of 3.25 cm, 

a working distance o f 17 mm and a numerical aperture of 0.10. Three types of 10X 

microscope objectives have been used: Cooke (model A3584), Mitutoyo (model M Plan 

Apo) and Newport (model M-10X). The 10X microscope objectives Cooke (model 

A3584) and Newport (model M-10X) have similar parameters: a working distance of 

5.5 mm, focal length of 16.5 and 17 mm, respectively and a numerical aperture of 0.25. 

The 10X microscope objectives Mitutoyo (model M Plan Apo) has a working distance 

of 33.5 mm, a focal length of 20 mm and a numerical aperture o f 0.28. The spot size 

measurements o f the input beam show that the laser beam resembles closely a TEMoo 

mode, for which the beam waist is £W0, = 3.56mm and thus, its spot size at full width at 

half maximum (FWHM) is 4.20 mm. These measurements of the spot size of the input 

beam (the beam in front of the microscope objective) are presented in the next section. 

When a lens focuses a Gaussian laser beam, then the new laser beam waist in the lens 

focal plane can be calculated using the ABCD matrix associated with the lens element 

[80], If the 6)0] is the beam waist of the incident beam on the lens and a)02 is the new 

beam waist of the laser beam after the lens in its focal plane, then a>02 can be calculated 

using the equation (3. 1):
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where X is the laser w avelength,/ is the focal length of the focusing lens, and z [n is the

Rayleigh range of the incident beam, which is defined by:

_  _  T t  • a > 0 l  ^  ^

zr\ ~ ^  2 )

Using £o01 =3.56 mm, z m becomes 49.7 m.

The beam diameter (FWHM) is given by:

d  F W H M = V2M 2 ) -0>o (3.3)

The calculated values of the beam waist and the spot size (FWHM) for each microscope 

objective using the measured value of the input beam waist coQl = 3.56 mm are given in 

the Table 3.1.

Table 3.1. Theoretical values of the beam waists and the spot sizes (FWHM) of the 
laser beam obtained with the four different microscope objectives used to focus the 
laser pulses. These values have been calculated using Gaussian beam theory (equations 
3.1 and 3.3). The measured value of the input beam waist (£n01 = 3.56mm) was used to 
determine &>02.

Theoretical 
beam waist 

co 02 (pm) 
(diffraction limited)

Theoretical 
Spot size at FWHM

d  FW H M  (hm)
(diffraction limited)

4X (Edmund) 2.32 2.73

1 OX (Mitutoyo) 1.43 1 . 6 8

10X (Cooke) 1 . 2 2 1.44

10X (Newport) 1.18 1.39
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The laser spot size (FWHM) is measured to be 2.24±0.15 pm for 10X objective 

(Mitutoyo), being 1.33 times diffraction limited. Thus, for laser pulse energies of 250 pJ 

and 130 fs duration, the laser peak intensity obtained with this objective is actually 

(3.4±0.5)xl01 6 W/cm2  using the measured spot size d FWHM =2.24 pm (instead of

6.04x1016 W/cm 2  using the theoretical d FWHM =1.68 pm).

However, not all of the spot sizes have been verified directly, which might be 

affected by residual aberrations in the objectives and the small variation in shot to shot 

positioning of the target relative to the best focus. This leads to uncertainties in the 

quoted intensities compared with the values given here. In the results reported in this 

thesis the energy lost due to truncations of the wings of the beam at the entrance to the 

objective and the transmission of the objectives at 800 nm have been taken into account. 

Energies given refer to the energies incident on target.

The spot size obtained with the 10X microscope objectives Mitutoyo (model M 

Plan Apo) has been verified experimentally and the results are provided below. The 

setup is located inside of a vacuum chamber about 6 m away from the laser output. The 

profile of the laser beam incident on the 10X focusing objective was analyzed using a 

knife-edge system. Both a photodiode and a sharp, straight edge (knife-edge) were 

placed in the laser beam path inside the vacuum chamber. The knife-edge was 

positioned in front of the photodiode, and it was mounted on a stage with micrometer 

resolution. As the knife-edge traversed the laser beam along the horizontal direction, 

the photodiode measured the intensity of the beam unblocked by the knife-edge. The 

photodiode signal was then correlated with the position of the knife-edge and displayed
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in Figure 3.3. For the reconstruction of the beam, it was assumed that the spatial profile 

of the incident laser beam closely resembles a TEMoo mode.

160
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Figure 3.3. The photodiode signal versus the knife-edge position.

According to Gaussian beam theory [80], the intensity for a Gaussian beam is 

given by the following equation:

2 P
I(x ,y )  = ----- °-

n  ■ co.
•exp

o

2  ( x2 + y 2) 
con2

(3. 4)

where Pq is the total input power and co0 is the beam waist. co0 is defined as the radius

•y
at which the beam intensity drops to 1 /e of its peak value or radius at which the electric 

field amplitude drops to 1 /e of its peak value.
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Because the beam is cut by the edge in the x  direction, while it is not cut in the y  

direction, the power blocked by the edge is given by the following equation:

Each integral can be computed separately yielding a final result given by the 

equation (3.6):

Therefore, the signal measured by the photodiode is then proportional with beam 

power received by the detector and is given by equation (3.7):

The beam waist coQ is determined from the least squares fit of the experimental 

values with the theoretical model given by equation (3.7) and found to be 3.56±0.05 

mm. The least-square fit is plotted in Figure 3.3. <y0=3.56 mm is the laser beam waist

before entering the objective.

This beam is strongly focused by a 1 OX microscope objective, which can be 

considered, in a zero-order approximation, as a lens of focal length f  which value is 

provided by the manufacturer. As mentioned above, the 10X microscope objective (M 

Plan Apo 10X Mitutoyo), which was used in part of the experiments, can be described 

by a single lens with a focal length of 20 mm, a working distance of 33.5 mm and a 

numerical aperture of 0.28 as per manufacture data sheet. The beam waist co02 of the 

laser beam after the objective in its focal plane is calculated to be 1.43 pm using

P(x) -  —  1 + erf  —— • x 
2  co„

(3.6)

(3. 7)
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equation (3.1), which represents the diffraction-limited spot size. This assumes an ideal 

thin lens and high quality microscope objectives are designed to be close to diffraction 

limit. The actual spot size o f the laser beam focused by the 10X microscope objective 

(M Plan Apo 10X Mitutoyo) was measured and the results are presented and compared 

to the above theoretical ones in the following.

Figure 3.4 shows the laser beam profile from a 10X microscope objective (M 

Plan Apo 10X Mitutoyo). The laser spot size was imaged onto an infrared CCD camera 

(Ultrak K-500 A ) with the Spiricon Software (LBA-400PC). Because the resolution of 

CCD camera is limited by its pixel size, which is approximately 10 pm, the focused 

laser spot was re-imaged with a 60X microscope objective (Olympus, A60, NA=0.8) 

along with a 7 cm beam tube connecting the objective to the camera resulting in a 

resolution of 0.26 pm. Before measuring the intensity beam profile, the laser beam was 

attenuated to avoid damaging the 60X objective and the CCD camera. A set of in-line 

attenuation filters were placed in front of the 10X microscope objective, to significantly 

reduce the power to the level acceptable by the camera. Because the in-line attenuation 

filters consisted o f absorbing neutral density filters (Schott NG), the reflections from the 

filter surfaces were very small. However, the filters were positioned slightly angled to 

ensure that interference would not occur in the region of interest. The Spiricon 

computer software provides the two- and three-dimensional plots of profiles as shown 

in the Figure 3.4. The cross section profiles both in the x- and y- directions are drawn 

through the peak of the beam and displayed in Figure 3.4 (c) and (d). The laser beam 

widths are determined from the beam profiles in the x- and y- directions, which are 

fitted with a Gaussian function given below:
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I  = B + I 0 - e x p [ - ( x - z 0) 2/ 2 - b 2] (3.8)

where: I  is the intensity at the point ^ , / 0  is the intensity at the Gaussian center %0, B is 

the background, % is the location of the pixel on x- or y- axis, and %0 is the location of 

the Gaussian center on x- or y- axis.

The laser spot diameter at full width half maximum intensity dpwHM> was determined at 

1/2 of I0 and the electric field beam waist a>0 was calculated using the equation (3.3).
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Figure 3.4. Laser beam profile: (a) Two dimensional profile display as measured by an 
infrared CCD camera (Ultrak K-500 1/2” ) with Spiricon Software (LBA-400PC), (b) 
the beam profile measured along x-direction and (c) the beam profile measured along y- 
direction. The beam profile on x- and y- direction was fitted with a Gaussian function 
using the method of least squares.
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The laser focal spot appeared to be slightly asymmetric as the beam waist co0

along the x-axis was measured to be 1.85±0.13 pm while along the y-axis was 

1.94±0.13 pm resulting in a beam waist of 1.90±0.13 pm averaged over the x- and y- 

coordinates. The beam diameter at full width at half maximum is then calculated to be 

2.24±0.15 pm averaged over the x- and y- coordinates. As shown before, numerically, 

the beam diameter at full width at half maximum is calculated to be 1 . 6 8  pm for a laser 

beam waist of 3.56 mm incident on the Mitutoyo 10X objective. Consequently, the 

measured spot size is 1.33 diffraction limited. The Rayleigh range zr2  can be determined 

using equation (3. 2) and is calculated to be 14.2 pm for the measured spot size co0 =1.9

pm. This means that the laser beam waist will increase by a factor of V2 in a distance 

equal to the Rayleigh range, according to the equation (3.9):

a>(z = z R) = cy0 V2 (3.9)

However, the Rayleigh range of the aberrated spot will be larger than the one for the 

ideal spot, which is only 8  pm, making the focal conditions demanding. The target 

should be kept in focus to less than ± 8  pm from the best focus to avoid variations of the 

laser intensities on the target that are larger than a factor o f two. This range changes 

depending on the objective employed in the experiments. For instance, when using 10X 

objective from Newport or Cooke the target should be kept in focus to less than ± 5.5 

pm from the best focus.

In practice, the laser beam should fill the aperture of the focusing objective 

without severe loss o f power due to finite aperture of the lens. A focusing objective with 

an aperture with a diameter d= nco0 will pass about 99% of the Gaussian beam power.
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The 10X microscope objective (M Plan Apo 10X Mitutoyo) has an entrance aperture of 

12 mm, which fulfills the above requirement. Both the 10X microscope objectives 

Cooke and Newport have a clear aperture of 8  mm.

Besides the geometrical factors, absorption in the objective glass can affect the 

transmitted laser power of each objective. Therefore, the transmission of each objective 

was measured separately to account for all the factors that may affect the transmitted 

laser power o f the incident beam. The transmission factors are then considered in the 

calculations of the laser energy incident on the target, which in turn is used to calculate 

the X-ray conversion efficiency.

There may be additional distortion of the laser beam due to B-integral in the lens 

glass of the objectives.

3.1.3 Description of the target system

There are two major design considerations when selecting the target system from the

practical point of view of an X-ray source operated at high repetition rate. First, it is

necessary to use a stable and predictable mounting and positioning system, and a

motorized target to present fresh surface to each laser pulse. An automatic correction of

the position during the motion of target would help to keep the target in the same

location. The latter feature is required, in particular, when a powerful lens is employed

to focus the laser beam because its depth of focus is very small and an accurate position

of the target is necessary to ensure that the laser spot size and, thus the laser intensity

will not change significantly from one shot to another. The second consideration is the
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quality of the target surface. Given the small laser spot size, the target surface must be 

very smooth with no scratches or defects to ensure a clean laser-matter interaction and a 

well defined polarization of the laser pulses on the target.

The first target consisted of a 500nm copper film sputtered onto a silicon wafer. 

A compact, stable target/lens positioning system was built using three-axis computer- 

controlled translation mounts, achieving low vibration and lens to target position 

stability1. Two computer-controlled mounts were used to move the target vertically and 

horizontally to provide a fresh area o f target for each laser shot. The microscope 

objective was mounted on a stage connected to a motorized linear actuator (Zaber 

Technology, Model # T-LA60). The rest o f the system components necessary to 

complete the target system2  were fabricated in the machine shop in the Electrical and 

Computer Engineering Department. This system was mostly used in the initial part of 

the experiments in single shot mode and is presented in Figure 3.5.

Figure 3.6 displays an image of the copper film sputtered onto a silicon wafer 

taken by the JEOL 6301F Field Emission Scanning Electron Microscope in the 

Department o f Earth and Atmospheric Sciences at University o f Alberta. The overall 

film thickness is slightly varying around 500 nm.

1 The design of the target system was performed in collaboration with J. Santiago
2 The engineering drawing of the target system was prepared by J. Santiago.
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Figure 3.5. The target system used with the plane targets made of 500 nm thick copper 
film sputtered onto a silicon wafer. The system consists o f three-axis computer 
controlled translation mounts, two of them used to translate the target and one to move 
the focusing objective.
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Figure 3.6. Image o f the first target a 500 nm thick copper film sputtered onto a silicon 
wafer: side view (top) and top view (bottom).
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The second target system that was used in both single shot and continuous shot 

modes is a copper disk with a diameter of 76 mm and thickness o f 22 mm. The copper 

disk is polished with a diamond tool before use until it has the appearance of a mirror. 

The radius of the disk is kept constant in order to avoid longitudinal displacements since 

these will results in a considerable change in the focal spot size on the target, which in 

turn will induce variation of the laser intensity. However, the rotating disk wobbles 

slightly due to the mechanical imperfections. Using a DC motor, the disk is rotated 

slightly after each laser shot in order to ensure that the pulse interacts with a fresh target 

surface on each shot. After completing one rotation, the target is translated sideways in 

order to position the laser focus on a new circle. The target lasts for about 24 min with 

laser operating at 1 kHz, after which it must be repolished.

For most of the experiments, the target is kept in focus within ± 6  pm over one 

rotation. To control the deviation from the focus that occurs when the disk is rotated 

after each shot, a position-sensitive dial-gauge (Mp-Checker, Mitutoyo) is pressed 

against the target surface on the back of the target disk as can be seen in Figure 3.7. It 

produces a signal, which is proportional to the target displacement and is displayed on a 

scale outside of the vacuum chamber. In this way, the distance between the target and 

the focusing objective can be maintained almost constant throughout the experiment 

when working in single shot mode. The optical viewing system built in the setup 

reveals a very flat surface with scratches, which are ~ 2-3 pm thick separated by 

distances of approximately 30-60 pm. In some cases, there are also damaged spots of 

different sizes scattered on the target surface due to the polishing process. By means of 

the viewing system, special care is taken to position the target surface to ensure that the
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laser pulses are interacting with a clean and flat target surface for the single shot 

experiments.

3.1.4 Description of the vacuum system

A new vacuum target chamber system has been constructed in order to carry out the 

measurements of Ka X-ray conversion efficiency and hot electron emission presented in 

this thesis. The system consists of a roughing pump and the diffusion pump coupled to 

a custom vacuum chamber (Kurt J. Lesker). The system is capable of reaching a base 

pressure o f better than 1 O' 6  torr measured with an Edwards Active Pirani Gauge (model 

APG-L-NW16). The ports of the vacuum chamber are equipped with electrical 

feedthroughs to control and maneuver the target positioning system from outside the 

vacuum chamber. The target disk can be rotated remotely from outside the vacuum 

chamber and the rotation speed can be adjusted to correspond to the laser frequency 

used.

Initially, the experiments were carried out at pressures o f 10’ 5 torr. Some 

measurements were also performed at different background pressures. It was observed 

that the keV X-ray signal was constant for a large range of pressures, from 10"5 torr to 

approximately 50 torr. Therefore, for the bulk of the experiments the target chamber 

was evacuated by using only the roughing pump, which was able to reach a base 

pressure of 100 mtorr. In order to prevent the vibration from the roughing pump 

affecting the target position, flexible bellows were used to connect the rouging pump to 

the chamber.
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3.2 Description of the experiments

The typical experimental setup employed for the measurements of X-ray and hot 

electron emission is shown in Figure 3.7. Various optical components were used to 

guide the laser beam from the laser area to the vacuum chamber. These include 

dielectric mirrors, polarizer, periscope, and half wave plates. The mirrors were designed 

for use at 45° angle o f incidence with a high reflectivity coating at 800 nm. Near the 

output of the laser, the beam passes through a combination of a quartz half wave plate 

(CVI Laser Optics) and a broadband Glan-Taylor calcite polarizer (Coherent Inc.), 

combination that acts as a variable attenuator. A periscope was used to change the laser 

beam height and to redirect it towards the vacuum chamber. Additional mirrors were 

utilized to build an optical viewing system employed to monitor the target surface. A 

second half wave plate is utilized to control the laser polarization. Figure 3.8 displays 

the top and side views of the laser-target geometry for both p-  and ^-polarized laser 

pulses. When the laser electric field polarization is vertical, the beam is p-polarized on 

the copper target disk, and when the laser electric field polarization is horizontal, the 

beam is ^-polarized on the copper target disk. For most of the experiments, both p- and 

s- polarized laser pulses with energies between 200 pJ to 300 pJ were used. A 30 pm 

thick transparent plastic foil shielded the focusing objective against the debris. The 

shield was continuously changed remotely from outside the vacuum chamber.
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Figure 3.7. Schematic diagram of the experimental setup. M is a mirror, X/2 is a half­
wave plate, POL is a polarizer, L is a lens (positive), PD is a photodiode, CdTe is a 
Cadmium Telluride detector, MCA is a multichannel analyzer.

The X-ray and electron measurements were made at different angles of incidence. The 

detection o f the X-ray emission was carried out at angles o f incidence o f 22.5° and 

42.5° using the flat copper target. The X-ray measurements from copper rotating disk 

were carried out at 30° angle of incidence. Measurements o f the hot electrons and the 

electron jets were performed primarily at 30°angles of incidence, but also at a few other 

angles to study the angular scaling of the electron generation process.
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Figure 3.8. The target geometry: (a) top view and (b) side view.
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3.3 X-ray diagnostics

The X-ray emission was measured with silicon PIN diode X-ray detectors and an X-ray 

pulse height spectrometer using a CdTe detector and a multichannel analyzer. The PIN 

diode detectors were usually placed approximately 50 mm away from the target at 

angles between 60° and 75° with respect to the laser direction. The X-ray PIN diode 

detectors have 25mm2 active area with a 250 pm thick active layer and a 0.3 pm thick 

silicon entrance window. The sensitivity of the diode detector for X-ray photons 

detected is 0.276 C/J as per the manufacturer data sheet. The theoretical response 

function of the PIN diode was calculated based on silicon absorption data from the 

National Institute o f Standards and Technology (NIST) [69] and CRC databases [81] 

and plotted in Figure 3.9 (a). Different filters were used to restrict the X-ray energies 

being measured and also to provide a light tight barrier. Figure 3.9 (b) shows the 

sensitivity o f the PIN diode detector filtered with aluminum foils of three different 

thicknesses: 9 pm, 62.5 pm and 125 pm. The detector sensitivity S(E) filtered with a 

filter of transmission T(E) is given by:

S(E)= j (E)-T(E) (3.10)

where .s'(E) is the basic sensitivity of the PIN diode detector in C/J that is shown in 

Figure 3.9 (a). The transmissions of the filters were calculated using the mass 

attenuation coefficients p i p  from the X-ray database at the National Institute of 

Standards and Technology (NIST) [69] and CRC database [81].

The filter transmissions are calculated using the exponential attenuation law [82]:
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where Po, is the power o f the X-ray photons incident on a layer of material with mass 

thickness x  and density p, and P is the power of the emerging X-ray photons. The mass 

thickness is defined as the mass per unit area, and is obtained by multiplying the 

thickness t by the density, i.e., x =p-t.

In some experiments, a pair of filters consisting of 15 pm Ni + 9 pm A1 and 

25pm Fe is used as a Ross filter pair on the PIN diode detectors in order to measure the 

X-ray signal from a narrow energy range from 7.11 keV to 8.33 keV around the Cu Ka 

(8.05 keV) line. Figure 3.10 shows the PIN diode response function combined with the 

transmission of the Ross filters pair.

Two identical permanent magnets creating magnetic fields o f 0.15-0.3 T were 

used in front of the PIN diode detectors to deflect the hot electrons and thus preventing 

them hitting the detectors.
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Figure 3.9. The theoretical response function for (a) PIN diode and (b) PIN 
diode with Al filters of three different thickness: 9 pm, 62.5 pm and 125 pm.
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Figure 3.10. The response function of the silicon PIN diode detector employed with: 
(a) two different foil filters: 15 pm Ni + 9 pm A1 (solid line) and 25 pm Fe (dashed line) 
and (b) the sensitivity of the Ross filter pair when taking the difference of the two 
detector signals.
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For all of the experiments employing the flat copper targets and some of the 

measurements using the copper rotating disks, the measurements of the X-ray emission 

have been carried out using the PIN diode detectors with the Ross filter pair and other 

aluminum foils. A pulse height X-ray spectrometer has also been used to measure the 

X-ray spectra from copper disks. Firstly, focal scan measurements of the Ka X-ray 

signal have been carried out with the PIN diode detectors with the Ross pair filters. 

Once the location for maximum X-ray signal has been determined, the X-ray spectra 

have been measured with a thermoelectrically cooled CdTe detector (Amptek, XR- 

lOOT-CdTe). The detector efficiency is given in Figure 3.11. It has a 4 mil (-100 pm) 

thick Be light tight vacuum window. The X-ray transmission of the 100 pm Be window 

is plotted in Figure 3.12. The signal from the CdTe detector is amplified in a pre­

amplifier (Amptek, PX2T). It is then fed in to a multichannel analyzer (Amptek, MCA 

8000). In order to improve its energy resolution, the system is equipped with a Rise 

Time Discrimination (RTD) circuit and thus, only pulses corresponding to "full charge 

collection" events are allowed to be sent to the multichannel analyzer (MCA) for 

analysis. However, the energy resolution is of the order of few hundreds eV (e.g. 390 

eV at 13.95 keV) and it is not possible to distinguish between the closely spaced 

emission lines Cu Ka\ (8.048 keV) and Cu K a 2  (8.028 keV). The response function of 

the CdTe detector with the 100 pm beryllium window remains constant (98-100%) in 

the energy range of 6-60 keV and it rolls off to 65% for 100 keV and 10% for 300 keV. 

The detector has been placed at a large distance of 170 cm (31 cm in vacuum and 139 

cm in air) from the plasma source outside the vacuum chamber in order to operate it in 

single photon counting mode. Figure 3.13 shows the X-ray transmission of 139 cm in
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air. Further, a small aperture of ~ 550pm diameter of lead (thickness 2 mm) was placed 

at the detector head to reduce the X-ray flux. The CdTe detector was kept in the 

direction of ~ 50°-55° from the target normal and it is separated from the plasma 

chamber by a 75 pm thick Mylar window. The X-ray transmission of 75 pm thick 

Mylar window is plotted in Figure 3.14. The intrinsic efficiency of the CdTe detector 

and the X-ray transmissions of 139 cm in air, 100 pm Be detector window, and 75 pm 

Mylar window at the vacuum-air interface were calculated with the use of NIST 

databases [69]. The transmission of the 100 pm thick beryllium window, 75 pm thick 

Mylar window that separates vacuum from air and the distance in air traveled by the X- 

ray photons from the vacuum chamber window to the detector have been taken into 

account to compute the X-ray energy conversion efficiency. This is calculated in 2tt sr 

solid angle assuming an isotropic X-ray emission into 2n sr [76].

1 0 0

OC0)'o3=
LU

1 10 1 0 0 1000

Energy (keV)

Figure 3.11. The intrinsic efficiency of CdTe detector.
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Figure 3.13. The X-ray transmission of 139 cm thickness of air.
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Figure 3.14. The transmission of 75 (am thick Mylar window

The Ka X-ray source size is measured by the knife-edge technique. The knife- 

edge was a 25 jam Fe foil located 7 mm from the source. Due to its /('-edge absorption 

edge at 7.11 keV, the foil completely blocks the Cu Ka 8.05 keV radiation. The X-ray 

detector was an X-ray Kodak Direct Exposure (DEF-392) stripfilm located 147 mm 

away from the knife-edge. A schematic diagram of the experimental arrangement 

employed for the X-ray knife-edge diagnostic is shown in Figure 3.15.
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Figure 3.15. Schematic diagram of the experimental setup used for X-ray imaging.
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3.4 Electron jet diagnostics

The hot electrons ejected outwards from the plasma were measured using both silicon 

PIN diodes and the Kodak Direct Exposure film (DEF) placed around the laser focal 

point. Initially, PIN diodes are employed for focal scan measurements in order to 

determine the location for the maximum hot electron signal. The focal scan 

measurements were performed by translating the focusing objective along the incident 

laser direction to different positions, in front and behind the best focus position. The 

best focus position was defined as the location for the maximum hot electron signal. 

The same experimental setup shown in Figure 3.7 is employed to measure the hot 

electrons with one more PIN diode located on the direction of the X-ray spectrometer. 

The PIN diodes were filtered with a thin metal foil to prevent the exposure from stray 

light and low-energy electrons. Once the location of the best focus was determined, 

DEF filmstrips are used to measure the hot electron angular distribution. This film has 

an emulsion on both sides of a plastic substrate. The properties of the film are 

determined in Ref. [84], The geometry used to measure the hot electrons emitted 

outwards from the plasma is depicted in Figure 3.16. DEF filmstrips were placed 

around the focal spot region and covered in 33 pm thick aluminum foil to prevent 

exposure from stray light and low-energy electrons. For both p- and .v- polarized laser 

pulses, the film strips were placed both above the objective and in the lateral positions 

as shown in the Figure 3.16. To allow for better viewing, the lateral DEF film strips 

appear transparent in the figure.
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Figure 3.16. (a) Geometry for measurement of the electron jets, (b) details of the 
geometry in the case of .s-polarized laser pulses.
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For p-polarized laser pulses, additional measurements of the emission direction of hot 

electrons with energies over 80 keV emitted outward from plasmas are performed for 

four different angles of incidence, i.e. 30°, 36°, 42° and 65°. A filtered PEN diode is 

used to measure the hot electron emission for different angles in the plane of incidence. 

In this way, the angular distribution of >80 keV electrons is studied under different 

angle of incidence conditions. A schematic of the experimental geometry is displayed 

in Figure 3.17.

Mp-Checker
Mitutoyo

Side view

Cu target

PIN diode

Laser

10X microscope 
objective

Figure 3.17. Side view of the experimental geometry employed to determine the 
angular distribution of the hot electrons.
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Chapter 4

X-RAY EXPERIMENTAL RESULTS AND 

DISCUSSION

4.1. Study of Ka X-ray emission in single shot mode

For the development of the Ka X-ray source, quantitative assessment of the X-ray 

conversion efficiency is needed for various working conditions. Several parameters 

have to be analyzed in order to obtain the optimum regime giving large absorption of 

the laser pulse into the solid target, and efficient generation of fast electrons, which in 

turn produces the Ka X-rays. The X-ray conversion efficiency has been analyzed for 

various parameters such as laser intensity, prepulse, angle of incidence, and background 

pressure. These studies have been carried out in single shot mode. Both the flat target 

consisting of a 500 nm copper film sputtered onto a silicon wafer and the Cu rotating 

disk have been used throughout this study. Results obtained for different laser 

repetition rates will be presented in the next section.
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First, for each set of experiments, the Ka X-ray signal is measured as a function 

of the target position in order to determine the location for maximum X-ray signal. The 

focal-scan measurements are performed by translating the focusing objective along the 

incident laser direction to different positions in front of and behind the best focus 

position. The best focus position is defined by the location for maximum X-ray signal. 

The X-ray emission measurements have been done in two different prepulse regimes of 

10' 1 and 5 x l0 '4. Two angles of incidence have been used, smaller angles of 22°-24° and 

larger of 42°-45°. The variation of laser intensity has been obtained from the two 

different microscope objectives of 4X and 10X. The measurements have been carried 

out both in vacuum and in air.

X-ray focal scans are shown in Figure 4.1, Figure 4.2 and Figure 4.3 for 

different laser parameters. The X-ray focal scans are obtained with 10' 1 and 5 x l0 ' 4  

prepulse contrast ratios for similar angles of incidence. Silicon PIN diode X-ray 

detectors filtered with various filters have been employed for these X-ray 

measurements. In some of the measurements, two permanent magnets with magnetic 

fields of 0.15-0.3 T were used to check whether fast electrons contributed to the 

measured signals by preventing them from hitting the detectors. Tests conducted with 

and without magnetic shielding indicated the contribution of hot electrons to the signal 

from unshielded detectors is small (<20%) for the geometries used here. Different foils 

(aluminum, nickel and iron) of various thicknesses are used as filters to measure the X- 

ray emission in different regions of the spectrum. The different PIN diode response 

functions combined with the transmission of filters used in these experiments are shown 

in Figure 3.9 and 3.10 (p. 69-70).
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The focal scans exhibit an asymmetric behavior with respect to the best focus 

position for smaller angle of incidence (22°-24°) as seen in Figure 4.1 and Figure 4.2 

regardless of the difference in the experimental conditions such as different laser 

intensity, vacuum versus air or different prepulse contrast ratios. The extended tails of 

emission when the focal point lies outside of the target might be explained by the 

interaction of the main pulse with the plasma formed by the prepulse. The extended tail 

is shorter in length for larger angles of incidence as can be seen in Figure 4.3, which is 

to be expected since the plasma expansion occurs preferentially normal to the target 

surface.
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Figure 4.1. X-ray focal scans obtained in air for two different prepulse regimes when 
using the 4X microscope objective with p-polarized laser light at an energy of about 210 
p j incident on the target for similar angles of incidence: (a) with a prepulse contrast 
ratio of 10 * and a angle of incidence of 24°; (b) with a prepulse contrast ratio of 5 x l0 ' 4  

and a angle of incidence of 22.5°. The x-axis scale is not related between the two plots.
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Figure 4.2. X-ray focal scans obtained when using the 10X microscope objective at an 
energy of about 160 pJ incident on the target with p-polarized laser light, a prepulse 
contrast ratio of 5x1 O' 4  and a angle of incidence of 22° in air.
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Figure 4.3. X-ray focal scans obtained when using the 4X microscope objective at an 
energy of about 210 pJ incident on the target with p-polarized laser light in air, a 
prepulse contrast ratio of 10' 1 and a angle of incidence of 42°.
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In Figure 4.4 we can see the SEM images of the resultant craters in the copper 

film coated onto a silicon wafer from laser pulses with energies of about 250 pJ.

(a) (b)

 ; - ■■ ^ _

Figure 4.4. SEM images of the resultant craters of copper film coated onto a silicon 
wafer from laser pulses with energies of about 250 pJ in air.

When working in air with p-polarized light incident on the target at 24° angle of 

incidence and using the 4X microscope objective, the threshold energy for obtaining a 

detectable X-ray signal is around 180 pJ for a prepulse contrast ratio of 10'1. The X-ray 

signal increases rapidly with energy and then saturates as shown in Figure 4.5 (a). The 

saturation might be explained by either a too large a prepulse or air breakdown with 

subsequent plasma shielding. Similar experiments are carried out using the 10X 

microscope objective on copper film with a prepulse contrast ratio of 5xl0 '4. A 

threshold energy of around 20 pJ is observed in this case as shown in Figure 4.5 (b).
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Figure 4.5. X-ray signals measured in air from copper film on silicon target. The X- 
ray signal rapidly increases with laser pulse energy and eventually saturates, (a) for a 
prepulse contrast ratio of 10' 1 using the 4X microscope objectives, (b) for a prepulse 
contrast ratio of 5x l0 ' 4  using the 10X microscope objectives. The lines are drawn as a 
visual aid.
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The ratio of transmission through various foil thicknesses has been measured in 

order to establish the photon energy of the X-rays observed in these experiments. The 

reduction in X-ray signals transmitted through aluminum foils of different thicknesses: 

62.5 pm, 95 pm, and 125 pm in air have been measured. For comparison, the ratios of 

X-ray signals as a function of aluminum filter thicknesses, normalized to the 62.5-pm- 

thick foil, for various X-ray radiation energies have been computed. The results are 

plotted in Figure 4.6. The error bars represent the shot-to-shot variations in the data. 

Comparing the calculated curves with the measured data one can conclude that the 

results are consistent with the expected 8  keV Ka radiation from copper.
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Figure 4.6. Measured reduction in X-ray signal transmitted through aluminium foil 
filters (normalized to the signal through a 62.5 pm-thick aluminum foil) versus filter 
thickness. The circles represent the experimental data and the lines represent calculated 
ratios for different photon energy X-rays.
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Next, the influence of background pressure was investigated. In Figure 4.7 one 

can see the results from a series of experiments on the scaling of X-ray conversion 

efficiency into Cu Ka versus nitrogen pressure. The X-ray conversion efficiency into 

Cu Ka radiation, i.e. the efficiency of conversion of laser energy into Cu Ka X-ray 

energy, is calculated in 2n sr solid angle, on the assumption of isotropic emission into 

271 sr. The measurements are based on the PIN diode signals with 15 pm Ni + 9 pm Al. 

The X-ray conversion efficiency into Cu Ka has an average value of about 1.3x1 O' 5 for a 

large range of pressure values, from vacuum to approximately 50 torr, but it drops by 

approximately one order of magnitude when the background pressure increases to 

atmospheric pressure.
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Figure 4.7. The X-ray conversion efficiency as a function of background ambient gas 
pressure. The 8.0 keV Cu Ka X-ray signals were detected using X-ray PIN diodes 
filtered with a 15 pm Ni + 9 pm Al and 25 pm Fe filter Ross pair. The two different 
data points are from two different measurements. Data was taken with the 10X 
objective at 8mc=22°.
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At atmospheric pressure, the air breakdown is observed. This is expected as the 

threshold intensity is observed experimentally for laser intensities on the order of few 

times 1013 W/cm 2  [85]. Because of the plasma (air breakdown) formed in front of the 

copper target it is expected that the incident laser intensity would be smaller on the 

target due to absorption losses in the plasma. Also, refractive index gradients due to 

ionization of the air will cause defocusing of the beam leading to larger focal spots. 

Using a calibrated power meter (SpectraPhysics, model 407A) the absorption due to the 

air breakdown at a range of energies from 140 pJ to 300 pJ was measured to be about 

5+1.6% when using a 10X objective. The power meter was placed after the air 

breakdown before the laser beam spread too much, so that the transmitted beam was 

totally captured by the power meter aperture and no significant clipping occurred. The 

loss of energy due to the air breakdown is too little to explain the decrease in the X-ray 

signal. However, the decrease in the X-ray conversion efficiency might be explained by 

the decrease in the laser intensity incident on the copper target, which might be due to 

refraction. A few research groups have reported defocusing of a laser pulse in 

underdense plasmas created with different gases [85, 8 6 ] due to refraction. This would 

deflect the incoming light from its initial path and thus, the peak intensity will be 

considerably less than the peak laser intensity achieved in vacuum for the same laser 

pulse energies. Li et al. [85] have shown that the incident laser light will be 

considerably deflected by the refractive index gradients set up by the electron density 

leading to lower peak laser intensity. The X-ray signal varies strongly with laser 

intensity as shown in Figure 4.5 (p. 85) and, thus, lower laser intensity will generate less 

X-ray photons. Another factor that can strongly influence the X-ray emission is the
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plasma density gradient. In air, the preplasma formed initially by the nanosecond 

prepulse may not expand as much as it would in vacuum conditions because of the air 

pressure. As a result, the hot electron distribution may be changed and accordingly the 

X-ray emission.

Usually, laser produced X-ray studies have been carried out in vacuum defined 

by a pressure of ~ 10'6 -10 ' 5 torr, but keV X-ray emission from solid targets can be 

generated in ambient air background as well [17]. Figure 4.7 indicates that the X-ray 

conversion efficiency stays constant up to pressures of 50 torr. This is an interesting 

case because the X-ray source may be simplified considerably if the need for relatively 

high vacuum is eliminated. For instance, two pumps and two pressure gauges are 

needed to evacuate the chamber to a pressure of 1 0 '6 - 1 0 ' 5 torr, while only one pump and 

one gauge, is necessary to achieve 50 torr. Moreover, while the number of X-ray 

photons obtained in ambient air background is ten times lower than the one obtained for 

pressure lower than 50 torr, this might be enough for some applications where only one 

event can be processed per laser pulse (e.g. pulse height analysis). In this case, the need 

for a vacuum chamber and vacuum system can be eliminated. Another benefit for 

working at higher pressure, especially in air, is the inhibition of target debris, as the 

presence of gas will slow down the material removed from the target.

As discussed in the previous section the Ka X-ray spot size is measured using the 

penumbral knife-edge technique, where the shadow of a sharp edge is projected onto 

DEF X-ray film. A diagram of the experimental setup used for this technique is shown 

in Figure 3.15 (p. 75). To determine the source size of the Cu Ka X-ray emission, a 

Gaussian spot emission was assumed. Because the penumbra shadow image of the
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knife-edge on the film contains ID information on the X-ray source spatial profile, the 

intensity can be described by the following equation:

' 2(y)2 '7(x1) = 70  exp (4.1)

Using the diagram in Figure 4.8, the recorded signal on the film at point M is given by:

■ SW .f expf  2 { x ' f '
(6) ox)2

dx' (4.2)

where (60X is the X-ray beam waist in the x-direction, and xN = —x M
b

*• Intensity 
(a.u.)

h Penumbra

X-ray
source

Knife-edge

DEF
film

Figure 4.8. A schematic diagram of the knife-edge technique

90

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



The complementary error function, denoted by erfc(x), is defined in terms of the 

error function, erf(x) :

2
erfc(x) = 1 - erfix)  = —=• f  exp{ - t2)dt (4. 3)

V?r ^

b
Using equation (4.3) and magnification ratio, R = —, the signal recorded on the

a

film is given by:

S(x) = A 1  - e r f —;— X = A 1 --e r f(  , x) = A 1 -

1

1

{CO o, ) ®ox b
(4.4)

where A is a constant (2A =Smax represents the maximum signal) and (O0x = co0x —.
a

The results are presented in Figure 4.9. The spot size diameter at full width half 

maximum is determined from least squares fit of the experimental values with the 

theoretical model given by equation (4.4) and found to be 8 .3+1.3 pm averaged over 

thousands of shots. The spatial resolution of the penumbral imaging is limited by the 

inaccuracy of the knife-edge shape. The spatial resolution is estimated to be 2 pm. In 

the present setup, since the X-ray spot is viewed at an angle of 38° relative to the target 

normal, the axial wobble of the target positioning system, which was approximately + 5 

pm, also contributes to the measured spot size and the actual emission spot size may be 

somewhat smaller.
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Figure 4.9. The scan of the DEF film at the location of the penumbra. The DEF film is 
the X-ray detector employed to measure the Ka X-ray source size using the knife-edge 
technique. The knife-edge is a 25 pm Fe filter located 7 mm from the source. Due to its 
X-edge absorption edge at 7.11 keV, the filter completely blocks the Cu Xu 8.05 keV 
radiation. The DEF stripfilm is located 147 mm away from the knife-edge. The 
scanned region was a strip 300 pm wide on the film.

As seen previously, for 800 nm laser pulses, the laser spot size at FWHM is 

measured to be 2.24 pm if the Mitutoyo 10X microscope objective is employed to focus 

the laser pulses as is the case for Ka X-ray spot size measurements. Therefore, the Xa 

X-ray spot size is a factor of 3.7 times larger than the laser spot size. This result is 

similar to the one obtained by Eder et al. [14]. They obtained a Ka X-ray spot size a 

factor of about 4 times larger than the laser spot size for a prepulse contrast ratio of 10 4
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(similar to the one in the current measurement) and an incident laser intensity of about 

1017 W/cm2. However, their spot sizes were much larger being 10 pm for the laser focal 

spot and 40 pm for the X-ray source size. Because the preplasma is not very large in 

their experiments as well, they explain that the large spot size of Ka emission is due to 

the complex orbits of the hot electrons. In the case of very low or no prepulse, the hot 

electrons near the center of the laser spot leave the surface and return to it due to 

electrostatic forces at a significant distance from the laser spot. This is also supported 

by other measurements performed with longer pulse duration [87]. Kieffer et al [87] 

measured a long duration of Ka emission, which is explained by longer trajectories of 

the hot electrons re-entering the surface at significant distances from the laser central 

spot size. Another contribution to the large Ka emission can be associated with the low- 

intensity wing surrounding the hot central spot that can produce cooler electrons than 

the ones from central part of the laser spot, but still able to create Ka emission [14]. 

However, this mechanism would be most effective if the central peak intensity already 

is above the optimum intensity for maximum Ka conversion efficiency.

A summary of the measured conversion efficiency for the cases presented up to 

now is displayed in Figure 4.10. All results are reported in terms of energy conversion 

efficiency into 2k  sr assuming isotropic emission. The measurements made with the 4X 

microscope objective in air show well over an order of magnitude increase in X-ray 

yield when a prepulse of 10' 1 is employed compared to when a prepulse of 5x l0 ' 4  is 

employed. The measurements made at around 22° angle of incidence indicate slightly 

higher X-ray yields than those made at around 42-45° angle of incidence. While such 

an angular dependence might be indicative of an interaction with the critical density
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region in the presence of a density gradient scale length of the order of a wavelength, 

via resonance absorption, further studies are required to clarify this angular dependence. 

The increase in X-ray yield obtained with 10' 1 prepulse contrast compared to the 5 x l0 "4  

contrast indicates that the preplasma plays a role in the optimum generation of the hot 

electrons. Such an increase in X-ray yield with prepulse energy has already been 

reported in the past [6 ] for the generation of aluminum and iron Ka radiation. However, 

a higher level of preplasma may lead to an increase in the X-ray pulse duration and size 

[14], which is undesirable for some applications. When comparing cases for X-ray 

generation at the higher contrast of 5x l0 ' 4  with ambient background gas at atmospheric 

pressure, higher X-ray yield was obtained at higher intensities of 5 x l0 1 6  W/cm2  when 

using a 10X objective than the 4X objective.

Finally, comparing the X-ray yield when working in vacuum versus ambient 

pressure nitrogen, a 10 times increase in X-ray conversion efficiency is observed at 

5x l0 ’4  contrast ratio using the 10X microscope objective.
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Figure 4.10. Summary of the X-ray experimental results. The solid squares represent 
the results from 4X objective on copper film and the solid circles for the 10X objective 
on a bulk target for a contrast of 5xl0 ' 4  and p-polarized incidence. The solid triangles 
are for the case of the 4X objective on copper film for 10' 1 contrast and p-polarized 
incidence. The measurements with the 4X objective were taken with a simple 62.5 pm 
aluminum filter while those for 10X objective were taken using the Ross filter pair. The 
solid line is a visual aid to connect the data points corresponding to 5x10' contrast 
taken at 1  atm pressure.
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4.2 Ka X-ray source operated at kilohertz repetition rate

This section describes the experimental results obtained at high laser repetition rates. In 

preparation for the Ka X-ray source operation at 1 kHz repetition rate the X-ray 

conversion efficiency versus laser firing frequency has been investigated. In addition, 

the hot electron temperature has been analyzed based on the continuum X-ray 

bremsstrahlung spectrum. All the measurements presented here are performed with p- 

polarized radiation at an angle of incidence of 30° relative to the target normal. The 

10X microscope objective (Newport) was used throughout these measurements. The 

experiments were conducted in vacuum, using a prepulse ratio of 5x l0 '4.

Samples of X-ray spectra are presented in Figure 4.11 and Figure 4.12. Each 

spectrum consists of mainly two strong lines corresponding to the Ka (8.05 keV) and K\\ 

(8.91 keY) lines of Cu with a small fraction of bremsstrahlung radiation. The Ka X-ray 

flux is determined using the counts recorded under the line at 8.05 keV, between 7.51 

keV and 8.48 keV on the spectrum as shown by the dotted lines in Figure 4.11 (a) and 

Figure 4.12 (a). The spectrum displayed in Figure 4.11 was acquired in 63 seconds 

using laser pulse energies of 275 pJ at 1 kHz repetition rate. The Ka X-ray flux was 

5.4+1.2 xlO 9  photons/s resulting in a conversion efficiency of 2.5+0 . 6  xl0 '5 . This is 

calculated in 2n sr solid angle assuming an isotropic X-ray emission into 2n sr. The 

spectrum displayed in Figure 4.12 was acquired in 58 seconds using laser pulse energies 

of 290 pJ at 1 kHz repetition rate. The Ka X-ray flux was 6.7+1.5xl0 9  photons/s or 

1.1±0.2 xlO9  photons/sr/s as measured by the Amptek detector resulting in a conversion 

efficiency of 3.2+0.7xl0‘5.
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Figure 4.11. (a) Raw Cu X-ray spectrum obtained with CdTe detector from 275 pJ 
femtosecond laser pulses at 1 kHz repetition rate. The spectrum was recorded in 63 
seconds, (b) The signal from the high-energy tail has been fitted by a Maxwellian 
electron distribution and the hot electron temperature has been found to be Th = 7.6+0.5 
keV. Only the X-ray bremsstrahlung signals with energies in the range of 10.5 keV to 
30 keV have been considered for the fit.
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Figure 4.12. (a) Raw Cu X-ray spectrum obtained with CdTe detector from 290 pJ 
femtosecond laser pulses at 1 kHz repetition rate. The spectrum was recorded in 58 
seconds, (b) The signal from the high-energy tail has been fitted by a Maxwellian 
electron distribution and the hot electron temperature has been found to be Th = 7.7+0.4 
keV. Only the X-ray bremsstrahlung signals with energies in the range of 10.5 keV to 
30 keV have been considered for the fit.
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The yield of detected Ka X-rays per laser pulse was measured to be almost 

constant for different laser repetition rates. Starting from single shot mode, which 

clearly ensures a pristine surface target, the Ka X-ray conversion efficiency per pulse is 

4.3±0.5xl0 ' 5 and decreases to 2.8±0.5xl0 ' 5  for 1 kHz repetition rate as seen in Figure 

4.13. The data for single shot mode was taken with a PIN diode filtered with 15 pm Ni 

+ 9 pm A1 and corrected using a calibration factor to convert to the signal levels seen by 

the Amptek detector. The calibration factor was determined from the high repetition 

runs taking the ratio of the Amptek Ka signal to the average of the PIN diode signals. 

The data for repetition rates of 50 Hz and higher was based on the Amptek Ka signal 

integrated in the region from 7.51 keV to 8.48 keV. The raw X-ray signals measured by 

the filtered PIN diode were up to factor of 2 times higher than the Amptek Ka signal and 

thus the calibration factor was used to scale to Amptek equivalent Ka reading for 

consistency with the higher repetition rate data. This small decrease may be attributed 

to various factors like the target vibration at the faster rotation speeds leading to partial 

overlapping of the laser ablation spots, and the contribution from the residual target 

debris plume from one shot interfering with the subsequent laser pulse at high repetition 

rates. Further investigation will be required to resolve this issue.
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Figure 4.13. Cu Ka X-rays conversion efficiency generated for different laser repetition 
rate. P-polarized laser pulses with energies of 200-300 pJ have been employed and 
focused with the 10X objective onto the rotating disk copper target at an angle of 
incidence of 30°.
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A higher conversion efficiency of almost four times was measured in single shot 

mode dining these experiments. This may be attributed to the differences in the 

experimental settings used for the measurements presented in this section compared to 

the ones presented in the previous section. For instance, it is possible that the fraction 

of absorbed laser energy is higher for the angle of incidence of 30° than the one used 

previously at 22° for the same prepulse contrast ratio of 5x10~4. In addition, a different 

10X microscope objective (Newport) was employed for these measurements as 

compared to the previous ones where a 10X microscope objective (Cooke) was used. 

Although they have similar focal length and numerical aperture, they may focus the 

laser pulses differently leading to uncertain values for the laser intensity, which is a key 

parameter in the generation of the Ka X-ray photons. In addition, some damage in the 

Cooke objective was noticed at the end of the previous measurements, which also could 

lead to a degraded focal spot and reduced Ka conversion efficiency.

This is the highest Ka X-ray flux reported for kHz sources from sub-millijoule 

laser pulses. This is more than 500 times higher than the one reported by Hagerdon et 

al. [18] also from sub-millijoule laser pulses at 1kHz repetition rate for a similar target 

system and similar laser energy per pulse. The laser intensity used in these experiments 

is 100 times higher than in reference [18] and it is in the optimum intensity range for Cu 

targets [71] explaining the higher conversion efficiency in our experiments. It is 

predicted that the Ka yield from copper bulk targets is optimum for laser intensities in 

the range of about 101 6-101 7 W/cm 2  for high contrast laser pulses [71]. Other types of 

laser-produced plasma hard X-ray sources operated at kHz repetition rate have been 

designed using different kinds of targets such as tape targets [19], thin wire targets [2 0 ],
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and liquid jet targets [21,22], Jiang et al. [20] reported much lower conversion

8 17efficiencies of 10' into Cu Ka than those measured here using laser intensities of 10 

W/cm2. Perhaps, this could be explained by their higher contrast ratio of 10' 7  and the 

fact that they only moved the target a fraction of the focal spot between the shots. 

Conversion efficiencies of 6x1 O' 8 and 9x1 O' 6  have been reported for the higher energy 

9.2 keV Ga Ka line by Korn et al. [21] and Zhavoronkov et al.[22], respectively. These 

Ka sources have been obtained using liquid-metal Ga jet as a target for laser plasma. 

Sources of Ka with a conversion efficiency of 6 .3xl0 ' 6  have also been obtained using 

ferric audio tape targets [19] using a large prepulse. However, both tape and liquid 

targets offer a more limited range of materials, which can be used, and thus limited 

tuning range for a Ka X-ray source.

All the other experimental investigations on K-shell emission from solid metal 

targets have been performed using much higher laser pulse energies from several to 

hundreds of millijoules, and at low repetition rate. Comparing to these measurements, 

we find that our results are in line with those of Rousse et al. [6 ]. They obtained a 

conversion efficiency of 3.4x1 O' 5  for the 6.4 keV Fe Ka emission at an intensity of

1 f i  0  'J3x10 W/cm , with an optimized prepulse (0.7 J/cm ) of amplified spontaneous 

emission (ASE) close to damage threshold of the material. Eder et al. [14] reported a 

much higher conversion efficiency of 4x1 O' 4  at much larger energy of 200 mJ per pulse 

and an intensity of nearly 1017 W/cm 2  for 200 fs duration pulses. Intrinsic prepulses and 

a pulse pedestal on the 10"4  level were present in their experiments. The interaction of 

the main laser pulse with preplasma can change the amount of laser absorption and the 

hot electron distribution.
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It is worth mentioning here that Sjogren et al. [81] have also reported a very 

high conversion efficiency of 6 x l0 "4  from a broadband X-ray source working at kHz 

repetition rate. However, this is for bremsstrahlung emission integrated over the 

broadband spectrum. All these previously reported results have various focal spot 

conditions and varied degrees of preplasma and clearly, the level of preplasma is an 

important parameter in the efficiency of Ka generation.

Generally, the plasma electrons can be characterized by two electron 

temperatures; the low-temperature thermal electrons, which create only very low energy 

XUV radiation and high-temperature electrons with hot electron temperature, Thot that 

generate keV X-ray radiation. The level of preplasma will influence the hot electron 

temperature. In some of the previously reported experiments Thot is of the order of tens

of keV, while in other cases only a moderately hot electron temperature can be observed

of the order of few keV. Hot electron jets of much higher energy, exceeding 250 keV,

have been generated by sub-millijoule 120-fs Ti:Sapphire laser pulses using the same

experimental setup [26], as will be discussed in more details in the next section.

However, due to their high energy, directional emission and very small fraction of

energy of only 0 .0 1 % of the incident laser energy they will not contribute significantly

to the present keV X-ray emission. From the spectra shown in Figure 4.11 (a) and

Figure 4.12 (a) (p.97-98), the hot electron temperature is derived from the tail of the

high-energy bremsstrahlung emission in the range of 10.5 keV to 30 keV as shown in

Figure 4.11 (b) in Figure 4.12 (b). The present results indicate that Ka line emission is

produced by a distribution function of hot electrons characterized by a temperature of

7.65 ±0.6 keV. Therefore, a large fraction of the hot electrons would have sufficient
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energy (> 9 keV) to excite Cu Ka photons for which the energy is 8.05 keV. The small 

fraction of bremsstrahlung radiation observed for our X-ray spectra can be explained by 

the fact that the hot electron temperature from these plasmas has a value close to the Cu 

//-absorption edge, abs= 8.98 keV. Thus, most of these fast electrons knock out the K  

inner shell electrons generating narrow Ka line emission rather than higher energy 

bremsstrahlung emission.

Using the scaling law of the hot electron temperature Thot derived in early work 

for nanosecond laser-plasma interactions [31] we can compare to the present 

observations. The hot electron temperature Thot due to resonance absorption in a self-

consistent sharp density gradient is given by equation (2.16) [31]. For a wavelength of

16 20.8 pm, a hot temperature of 7.7 keV would be predicted for intensities of 10 W/cm 

and a cold electron temperature of about 100 eV. This is in agreement with other 

reported results for cold electron temperature [6 ] where it is expected that plasmas with 

cold electron temperatures of the order of hundreds of electron volts will be created 

when femtosecond laser pulses are focused on solid targets.

In practice, the X-ray source can become an almost monochromatic source as

filters of Nickel can be used to eliminate the Cu Xp line at 8.91 keV and nearby higher

energy bremsstrahlung radiation since the nickel absorption X-edge is at 8.33 keV. A

simulated Ni edge absorption spectrum convolved with the one presented in Figure 4.12

is presented in Figure 4.14. The 15 pm thick filter was chosen to filter the raw

spectrum. The ratio of the Ka line and the residual radiation 1-7.51 keV plus 8.48 keV-

30 keV is 0.69 after filtering, while before filtering, the ratio was 0.45 in terms of

photon number. Further improvement could be obtained by using a gold-coated mirror
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at a grazing incidence angle of 0.5° to cut off radiation above 10 keV, and such a mirror 

can be also used to refocus the X-rays to a higher intensity probe spot for applications.
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Figure 4.14. A simulated Cu Ka X-ray spectrum obtained after the raw Cu Ka X-ray 
spectrum from Figure 4.12 is filtered with 15 pm Ni foil. The ratio of the Ka line and the 
residual radiation 1-7.51 keV plus 8.48 keV-30 keV is 0.69 after filtering.
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Chapter 5

HOT ELECTRONS AND ELECTRON JETS FROM 

SOLID TARGETS1

5.1 Electron jets measurements and discussion

Directional emission of very energetic electrons was observed for p- and ^-polarized 

laser light, which was found to be dependent on the laser polarization and the target 

geometry. The electron jets were found to be in the plane of electric field polarization 

for both p  and ,y polarizations. The results have shown that for the case of /^-polarized 

laser pulses only the film placed above the focusing lens detected the hot electron signal 

while the two lateral film strip measured no signal. Conversely, for the case of s- 

polarized laser pulses, the two lateral film strips detected the hot electron signal while 

the strip placed above the lens measured no hot electron signal. It was found that the 

electrons exposed the DEF film on both the front and rear sides of the film allowing 

measurements of their angular distributions for two different energy ranges. The energy 

threshold for electrons to reach the first emulsion surface through the 33 pm thick

1 Parts o f this chapter have been published in Ref. [26]
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aluminum filter used is approximately 80 keV, while the energy required to reach the 

backside emulsion through the 212 pm thick film is approximately 250 keV [70, 89]. 

To determine these threshold energy values, the total stopping power for electrons have 

been utilized. The total stopping power is the sum of the collision and radiative 

stopping powers.

For electrons, the energy loss in matter is due to both Coulomb collisions that 

result in the ionization and excitation of atoms, and collisions with atoms and atomic 

electrons in which electromagnetic radiation (Bremsstrahlung quanta) is emitted. The 

total energy loss is the sum of the two contributions: collisional and radiative. Bethe 

derived the expressions for the energy loss per unit path length for electrons [90]:

'd E ' = f g 2 1v dx y'c o l l 14 ^ 0  J

2 7lN0Zp
me2 p 2 A

x in r ( r  + mc2) p 2 + (1 _ yg2 )_ ( 2 ^ i ^ T _ 1 + /g2 )ln2+
21 me

(5.1)

r dEA
\ d x  j  rad

e i \ 2 e

v4^ 0  j

N 0Z 2(t  + mc2)p
\31m2c4A

4 In
+ mc2) 4 
~  3me

(5.2)

where (dEI dx)coll is the energy loss per unit path due to collisions, (d E /d x )rad is the

energy loss per unit path due to radiation, T  is the kinetic energy of the fast electron, Z , 

A, and p are the atomic number, atomic weight, and density of the absorber, m is the

electron mass, No is Avogadro’s number and P  — — (v is velocity of the particle). The
c

parameter I  represents the mean excitation energy and it is regarded as an empirical
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constant. For instance, for Al, I  =166 eV in NIST database ESTAR of Stopping Powers 

and Ranges for Electrons [70].

Total energy loss per unit path length is:

dE_
dx

"1 'dE '
=  ---- +

)  \ d x ) coll
y dx y

rad

(5.3)

The radiative term is significant only at high energies in heavy materials, as can be seen 

from the relative contributions of the two terms [84]:

(.d E ld x )md T + mc2 Z
(dE /dx)coll me2 1600

(5.4)

Calculations of the range of electrons could in principle be done by integrating 

Equations 5.1 and 5.2 over the path of the electrons, but this is difficult due to the 

random path of the electrons because the electrons suffer single and multiple scattering 

in traversing the material. Therefore, the range of electrons represents an average value 

since any appreciable energy loss by ionization is accompanied by a large number of 

small-angle scattering processes producing statistical fluctuations of the path length of 

the electrons in the stopping material. The values for average stopping power for the 

DEF film and the various Aluminum foil filters employed are taken from Ref. [89] and 

[70], where, in principal, they are computed as the sum of the collision and radiative 

stopping powers using the analytical high-energy theory of Bethe that was briefly 

described above.

To reach the backside emulsion of the DEF film, the electrons must go through a 

33 pm-thick aluminum filter, a 1 pm plastic coating, a 13 pm thick front side emulsion 

and a 185 pm thick plastic substrate [84]. These successive layers block electrons with
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energies below -250 keV. The angle of incidence of the electrons on the DEF film was 

also considered when calculating these energy values. For p-polarization case, the angle 

of incidence of the electrons on the DEF film wa considered to be 30°, while for s- 

polarization case, the angle of incidence of the electrons on the DEF film is about 20°.

The resultant images of the electrons on DEF film show a narrow cone of high- 

energy electrons with energies greater than 250 keV in the middle of a broader cone of 

electrons with energies greater than 80 keY. The narrow cone of high-energy electrons 

was revealed when the emulsion was removed from the front side of the film along a 

thin line as shown in the Figure 5. 1 and Figure 5. 2. For p-polarized laser pulses, the 

thin line on the film is actually the intersection between the film plane and the incident 

plane while for .s-polarized laser pulses the thin line is the intersection between the film 

plane and the plane defined by the electric field vector and the incident propagation 

direction vector. Figure 5.1 and Figure 5.2 show that the outgoing hot electrons 

escaping from the plasma with energies higher than 250 keV are collimated in a well- 

defined narrow cone angle for both polarizations. For p-polarized incidence a single 

electron jet is observed in the plane of incidence at an angle between the target normal 

and the specular direction. For .s-polarized radiation the electron je t is observed in the 

lateral directions in the plane of the incident k-vector and incident electric field.
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Figure 5. 1. Electron jet images on the front and back sides of DEF film for >80 keV 
and >250 keV energies ranges respectively for p-polarized 30° incidence (top). The 
image from the electrons with energies higher than 250 keV, on the back side of the 
film, can be seen in the central line of the DEF film. The exposure resulted from 7 shots 
on target. Measured electron distribution of the outgoing hot electrons given by the 
optical density of both the front and rear sides of DEF film (bottom). The DEF film was 
placed at 5.5 mm from the target spot.
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Figure 5. 2. Electron jet images on the front and back sides of DEF film for >80 keV 
and >250 keV energies ranges respectively for s-polarized 30° incidence (top). The 
image from the electrons with energies higher than 250 keV, on the back side of the 
film, can be seen in the central line of the DEF film. The exposure resulted from 7 
shots on target. Measured electron distribution of the outgoing hot electrons given by 
the optical density of the both front and rear sides of DEF film (bottom). The DEF film 
was located at 16.5 mm from the target spot.
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The angular distributions of the hot electrons emitted from the plasmas with 

energies higher than 80 keV and higher than 250 keV respectively are calculated from 

the measured signals only on the front and back surfaces of the DEF film . To calculate 

the electron flux, the film response determined experimentally for the X-ray radiation 

was utilized. The film response is given by the density-exposure relationship [91], 

which relates the optical density of the DEF film to the exposure flux (X-ray 

photons/cm2). In order to carry out the exposure calculation, it was assumed that the 

electron energies were 80 keY on the first film emulsion surface and 250 keV on the 

second emulsion surface of the DEF film. For each film emulsion, for a given optical 

density, the corresponding energy deposition of an X-ray exposure was related to an 

equivalent energy deposition of the incident electron beams of 80 keV and 250 keV 

respectively. Assuming that the same response to energy deposited by the electrons as 

energy deposited by X-rays to obtain the same optical density on the film, the incident 

electron flux in terms of the number of electrons per steradian for each DEF film 

emulsion surface was computed.

The stopping powers for the X-rays and the deposition per unit length for 

electrons were taken from National Institute of Standards of Technology (NIST) 

databases [69, 70]. Specifically, the energy deposition required to obtain a given film 

density was obtained using 4.51/4.93 keV exposure curves from Rockett et al. [91] 

corrected for the specular measurement geometry used here using the correction factors 

found in Henke et al. [84], The 4.51/4.93 keV exposure was used since approximately 

95% of the deposition occurs in the first surface of the DEF film and thus this
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corresponds to the single sided response of the film. The resultant density response 

curves are plotted in Figure 5.3.

10

Ti K (4.51/4.93 keV) X-rays 
80 keV electrons 
250 keV electrons
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Figure 5.3 The density response curves for X-rays, 80 keV electrons and 250 keV 
electrons. The exposures are calculated for 80 keV electrons on the first film emulsion 
surface and for 250 keV electrons on the second emulsion surface of the DEF film. The 
X-ray exposures are given for X-rays with energies of 4.51 keV and 4.93 keV, which 
are taken from Rockett at al. [91] from an experimental calibration data of Kodak DEF 
film.

The angular distributions of the hot electrons emitted from the plasmas with energies 

higher than 80 keV and higher than 250 keV respectively in Figure 5.4.
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Figure 5.4 The angular distribution of the outgoing hot electrons for > 80 and > 250 
keV energies ranges respectively, deduced from the DEF film measurements: (a) p- 
polarized at 30° incidence and (b) s-polarized at 30° incidence. The DEF films were 
covered with 33 pm Al filter in both cases. For p-polarization case: 0 is measured with 
respect to the target normal, in the plane of incidence. For s-polarization case: cp is 
measured with respect to the electric field direction in the plane of laser electric field 
polarization.
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When scanning the DEF film to obtain its optical density, the same optical 

configuration previously employed for the X-ray film calibrations [84, 92] was utilized 

as shown in Fig. 5.5. The same matched influx-efflux optics of 0.1 N.A. were used here 

as well.

Collimator

Chopper DEF film

PDRF

He-Ne Laser

PD

Figure 5.5 The schematic diagram of the setup used to scan the DEF films. M is a 
mirror, PD is a photodiode, RF is a reflective filter (different filters have been used), A 
is an aperture, L is a lens (positive). The DEF film was mounted on two-axis stages as 
to allow movement in both the horizontal and vertical directions. The optical densities 
are measured using matched influx-efflux optics of 0.1 N.A. The lenses used were 
L ] = 6  cm f.l. and L2 = 1 0  cm f.l.

As mentioned above, the stopping power used to compute the energy deposition 

of the electron beam represents the average energy loss per unit path length suffered by 

an electron in traversing the medium due to collision and radiative processes. The 

electrons incident on an absorber material will be deflected due to scattering in the 

material and the beam spreads out as a function of depth. Hence, after traversing the 

aluminum filter and while traversing the film emulsion and the substrate the electron
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beam experiences an increase in its angular spread. Thus, the real effective path lengths 

are longer than the straight-line trajectories used to estimate the electron flux.

The reported density-exposure relationship for the DEF film is slightly different 

for different X-ray photon energies and also varies between different reported 

experimental calibrations [84, 92]. Due to these differences and because of the angular 

straggling effect, it is estimated that the accuracy of the computed electron flux is on the 

order of a factor of two-to-four. However, this is still sufficient to give better than order 

of magnitude estimates of the electron flux.

Given that the emission direction of the electrons is dependant on the laser 

electric field polarization, the angular distribution for each polarization case is plotted 

separately as shown in Figure 5.4 (a) and (b). For p-polarized incidence a single 

electron jet is observed in the plane of incidence, therefore the flux of the electron jet is 

specified with respect to the angle 6, measured from the target normal in the plane of 

incidence. For s-polarized radiation, the electron je t is observed in the lateral directions 

in the plane of the incident k-vector and incident electric field, therefore the flux of the 

electron jet is specified as a function of the angle (p, measured with respect to the 

electric field direction in the plane of laser electric field polarization.

For the s-polarized case, the outgoing hot electrons are found to be in a direction 

approximately 20° from the laser electric field polarization direction as shown in Figure 

5.4 (b). The results for s polarization show that the emission angle for the fast electrons 

over 250 keY is of the order of 10° at full width at half maximum, which indicates very 

directional emission of these electrons. From these results, the energy of the electrons
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-4
with energies greater than 250 keV is estimated to be about 10 of the laser energy for 

both polarizations.

In order to confirm that the exposures on the DEF films were due to the hot 

electrons, tests by adding permanent magnets were performed. Magnets with magnetic 

fields of 1500-3000 G were employed in front of the DEF film to deflect the electrons. 

With magnets, no signal on the DEF film was measured. This is in agreement with the 

much lower expected X-ray flux on the film measured before as reported in the previous 

chapter on X-ray measurements [23], which would not be blocked by the magnets. 

Indeed, for an X-ray conversion efficiency for 8  keV Ka X-rays of 1.7x10‘ 5  from the 

incident laser energy, the expected X-ray exposure on the DEF film for 8  shots on the 

target would lead to maximum optical density of 0.13. This indicates that the X-rays 

lead to a negligible contribution to the exposure of the DEF films.

There are many potential mechanisms for the fast electron generation from 

laser-produced plasmas. Some of these mechanisms have been presented in chapter 2 

such as resonance absorption, vacuum heating, and various plasma instabilities like

Raman scattering and two-plasmon decay. The ponderomotive force and the J x B  

heating are known to accelerate electrons but for laser intensities higher than 1 0 18  

W/cm2, and thus are rather inefficient for intermediate laser intensities of a few times 

101 6 W/cm2. Different generation mechanisms produce different hot electron 

distributions, each being characterized by its hot electron temperature Thot and its 

angular distribution. For instance, the resonance absorption process is expected to 

produce hot electrons mainly in the direction of the density gradient for p-polarized 

laser light with a distribution described by hot electron temperature Thot of about 10
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keV for laser intensities in the range of a few times 101 6  W/cm2. The ponderomotive

force and the J x B  heating will produce fast electrons mainly in the direction of the 

laser propagation. On the other hand, the self-generated fields might be able to affect 

the low energy electrons more easily, and thus, interfering with the initial emission 

direction. Recently, the generation of high-energy electrons along the electric field 

direction via knock-on Coulomb collisions of the oscillating electrons in the incident 

laser field has been proposed [92] in a process similar to that leading to enhanced 

inverse Bremsstrahlung absorption for high field intensities [93]. Only a very small 

number of electrons propagating close to the direction of the electric field [93] will 

participate in these knock on collisions and the accelerated electrons will be directional 

along the incident electric field vector. There is experimental evidence of the existence 

of a hot and super hot component for the electron distribution for laser intensities higher

1 f \  9than approximately 2x10 W/cm [94]. Using the X-ray continuum spectra obtained 

from plasmas created for laser intensities of approximately 5 x l0 1 6 W/cm2, two hot 

electron temperatures have been identified, both described by a Maxwellian 

distribution. For the lower component Tbot is 21 keY and for the higher component Thot 

is 85 keV. The existence of a super hot component for the electron distribution in the 

current experiments could possibly be given by the observed emission of hot electrons 

with energies over 250 keV.

In the context of fast ignition, but also from the point of view of other practical 

applications, it is important to understand the acceleration mechanisms under different 

plasma conditions. In the recent years, a number of experimental studies have been 

reported on the dependence of fast electron emission on the laser polarization, laser
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wavelength, plasma density scale length and laser intensity [58-65], Particle-in-cell 

(PIC) simulations have been performed to identify the mechanisms of laser acceleration. 

Chen et al. [60] found that both s- and p-polarized laser pulses can generate jet emission 

of fast electrons at moderate intensities of 2 x l0 1 6  W/cm2. Laser pulses of 5 mJ energy, 

800 nm and 150 fs duration emitted at 10 Hz, were incident at 45° on aluminum target 

with a prepulse contrast ratio better than 10~5 (at 1 ps before the main pulse). Some 

measurements were performed with a prepulse formed by 8 % energy of the main pulse, 

which was sent 50 ps in advance of the main pulse to create a corona preplasma. For s- 

polarized irradiation without prepulses, the outgoing fast electrons were collimated 

along the laser polarization direction perpendicular on the plane of incidence at an angle 

of approximately 7° from the target surface. Our results agree well with Chen’s results 

as we also observed that the jet emission of fast electrons is in the plane of polarization 

of the laser electric field, perpendicular to the plane of incidence, but at slightly higher 

angle from the target surface of approximately 209. For p-polarized irradiation, Chen et 

al. observed a significant variation in the emission angle of the jet of fast electrons with 

respect to the prepulse level. When the target was irradiated with p-polarized laser 

pulses without prepulse, the jet of electrons was observed in the specular direction, 

while for the observation with a prepulse, the jet was observed between normal and 

specular direction at an angle that varies with the electron energy. For instance, they 

observed that the jet of electrons with energies over 50 keY was emitted almost along 

normal, the jet of electrons with energies over 250 keV was emitted at 16° from normal 

and the small fraction of electrons with energies over IMeV was emitted at 30° from 

the target normal. Our measurements with p-polarized laser pulses shows that fast
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electrons with energies over 250 keV are emitted between normal and specular at 

approximately 8 ° from the target normal for a prepulse contrast ratio of 5xl0"4. This 

suggests that the density profile of the corona preplasma plays an important role in the 

emission direction of fast electrons. The angular distribution of the electrons is related 

to the plasma wave propagation directions. Long acceleration lengths and high phase 

velocity plasma waves are necessary to obtain energetic electrons from laser produced 

plasmas. Bastiani et al. [51] observed the presence of an electron emission peak in the 

specular direction during the interaction of high contrast ultrashort laser pulses with 

steep electron density gradient. The electron energies were approximately 20-30 keV 

and were generated at moderate intensities of 4 x l0 1 6 W/cm2  and 45° angle of incidence 

using laser pulses of 50 mJ energy, 120 fs duration, 800 nm incident on SiC>2 targets 

with high prepulse contrast ratio. This result is in good agreement with Chen’s results 

for the case without prepulse. When an optimum prepulse was used higher electron 

energies were detected of about 180 keV with a rather broad emission angle. Sentoku et 

al. [59] investigated the electron jet emission by simulation with a 2D PIC code for 

higher laser intensities of 1 -2x10* 8 W/cm2. In the case of p-polarized laser pulses at a 

29° angle of incidence, the outgoing electrons were observed between normal and 

specular direction, at an angle of about 17° with respect to the normal direction, while 

the specular reflection angle was at 29° with respect to the target normal. For these 

high intensities, for s-polarized laser pulses, the electron jets were emitted in the 

specular direction. The electrons were accelerated through the coronal plasma by the 

reflected laser light, which was modulated at the reflection point.
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5.2 Angular dependence of the hot electrons

In order to improve the understanding the mechanism of generation of the fast electron 

jets, measurements were also made for different angles of incidence. The hot electrons 

ejected outwards from the plasma generated by p-polarized laser pulses at various 

angles of incidence were measured using silicon PEN diodes filtered with 33 and 50-pm 

aluminum foils. The energy threshold for electrons to reach the PIN diode sensitive 

layer surface through the 33 pm and the 50 pm thick aluminum foils used was 

approximately 80 keV and 95 keV, respectively [82, 83], The experimental geometry is 

displayed in Figure 3.13 in chapter 3. The angular dependence of the hot electron signal 

was detected for four angles of incidence, i.e. 30°, 36°, 42° and 65°. The emission was 

measured in the plane of incidence and the angle of emission, 6, is measured versus the 

incident laser direction, for which 6 = 0°. Initially, the hot electron signal was measured 

as a function of target position for each set of experiments in order to determine the 

focal position for maximum hot electron signal. The focal scan measurements for hot 

electron signal were performed using a similar procedure to the one employed for the 

X-ray focal scan measurements. In particular, the focusing objective was translated 

along the incident laser direction to different positions, in front and behind the best 

focus position. This position was defined as the location for the maximum hot electron 

signal. The rest of the measurements were carried out at this best focus position. A 

focal scan of the hot electron signal measured by the PEN diode detector is shown in 

Figure 5.6 where the PEN diode was located at a distance of 4.9 cm at 6 =35° with
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respect to the incident laser direction of propagation for p-polarized laser pulses 

incident at 6,inc= 3 0 ° .
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Figure 5.6 A hot electron focal scan performed to determine the location for maximum 
hot electron signal using PIN diode detector. Each point represents the average of a 
minimum of three laser shots. The error bars represents the standard deviation. The PIN 
diode was located at a distance of 4.9 cm at 0 = 35° for p-polarized laser pulses incident 
at 0inc= 30°.

Two plots of the angular dependence of hot electrons obtained for 30° angle of

incidence are shown in Figures 5.7, and 5.8. In Figure 5.7, the PEN diode was located at

a distance of 4.9 cm away from the plasma, while in Figure 5.8, the PIN diode was
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located at a distance of 6.1 cm. The laser pulse energies were 260 jiJ and 275 pJ (± 

5%), respectively. The 10X microscope objective blocks the hot electrons emitted 

between -26° and 26°. However, when the PIN diode is positioned closer to the plasma, 

i.e. at 4.9 cm versus 6.1 cm, the outer case of the PIN diode also blocks the emission up 

to 32°.
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Figure 5.7 A hot electron angular plot obtained by means of PIN diode detector filtered 
with 50 pm Al foil for p-polarized laser pulses with energies of E  =260 pJ (+ 5%) 
incident at 0inc=3O°. Each point represents the average of five laser shots. The error 
bars represents the standard error. The PIN diode was located at a distance of 4.9 cm. 
The angle interval from -26° to 26° was blocked by the 10X microscope objective. The 
emission angle is given with respect to the direction of the incidence of the laser. 
Normal and specular directions are represented by the angle 0=30° and 60°, 
respectively.
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Figure 5.8 A hot electron angular plot obtained by means of PIN diode detector filtered 
with 50 pm Al foil for p-polarized laser pulses with energies of E  =275 pJ (± 5%) 
incident at 0inc=3Oo. Each point represents the average of a minimum of three laser 
shots. The error bars represents the standard error. The PIN diode was located at a 
distance of 6.1 cm. The angle interval from -26° to 26° was blocked by the 10X  
microscope objective. The emission angle is given with respect to the direction of laser 
propagation. Normal and specular directions are represented by the angle 0=30° and 
60°, respectively.

When slightly lower laser pulse energies E  =235 pJ (± 5%) were used, the hot electron 

signal decreased almost an order of magnitude as shown in Figure 5.9.
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Figure 5.9 A hot electron angular plot obtained by means of PEN diode detector filtered 
with 50 pm Al foil for p-polarized laser pulses with energies of E  =235 pJ (+ 5%) 
incident at 0inc=3O°. Each point represents the average of a minimum of three laser 
shots. The error bars represents the standard error. The PIN diode was located at a 
distance of 6.1 cm. The angle interval from -26° to 26° was blocked by the 10X  
microscope objective. The emission angle is given with respect to the direction of laser 
propagation. Normal and specular directions are represented by the angle 0=30° and 
60°, respectively.

For 30° angle of incidence, the hot electrons are emitted into angles between 

approximately 35° to 42°, with an average value of 40°.

Plots of the angular dependence of hot electrons obtained for 36°, 42° and 65° angles of 

incidence are presented in Figures 5.10, 5.11 and 5.12.
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Figure 5.10 Hot electron angular plot obtained by means of PEN diode detector filtered 
with 50 pm Al foil for p-polarized laser pulses with energies of E  =200 pJ (full circles) 
and E  =275 pJ (open circles) incident at 0inC=360. The PIN diode was located at a 
distance of 5.4 cm. The angle interval from -26° to 26° was blocked by the 10X 
microscope objective. The emission angle is given with respect to the direction of laser 
propagation. Normal and specular directions are represented by the angle 0=36° and 
12°, respectively.
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Figure 5.11 A hot electron angular plot obtained by means of PEN diode detector 
filtered with 33 pm Al foil for p-polarized laser pulses with energies of E  =250 pJ (± 
5%) incident at 0inc =42°. Each point represents the average of eleven laser shots. The 
error bars represents the standard error. The PIN diode was located at a distance of 5.5 
cm. The angle interval from -26° to 26° was blocked by the 10X microscope objective. 
The emission angle is given with respect to the direction of laser propagation. Normal 
and specular directions are represented by the angle 0=42° and 84°, respectively.
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Figure 5.12 A hot electron angular plot obtained by means of PEN diode detector 
filtered with 33 pm Al foil for p-polarized laser pulses with energies of E  =290 pJ (± 
5%) incident at 0inc =65°. Each point represents the average of seven laser shots. The 
error bars represents the standard error. The PIN diode was located at a distance of 5.6 
cm. The angle interval from -26° to 26° was blocked by the 10X microscope objective. 
The emission angle is given with respect to the direction of laser propagation. Normal 
and specular directions are represented by the angle 0=65° and 130°, respectively.
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The experimental results obtained for angles of incidence of 30°, 36°, 42° and 

65° are summarized in Figure 5.13.
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Figure 5.13 Angular dependence of laser angle of incidence obtained by means of PIN 
diode detector filtered with 50 pm Al foil for p-polarized laser pulses with energies with 
energies of E  =200-300 pJ. The emission angle is given with respect to the direction of 
laser propagation.

Experimentally, variations were observed in the emission angles and sometimes in the

width of the emission angle or strength of the signal for the same angle of incidence.

The variation in the emission angle or the width of the emission angle can probably be

attributed to the competition between the various interaction processes that occur in the

plasma to generate such hot electrons. However, it appears that the hot electrons with
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energies higher than 80 keV are emitted between normal and specular direction. 2D 

PIC simulations were carried out for similar angles of incidence. The results are 

provided in chapter 6  as well as the comparison between the experimental and 

simulation results.

5.3 Electron radiography using hot electron jets

In order to demonstrate their usefulness for applications, the hot electron jets were used 

in initial radiography imaging experiments. Two test objects, a metal grid and an insect 

(bee) were located in contact with a DEF film, which was covered with 33 pm Al filter. 

The geometric layout for obtaining the images is given in Figure 5.14. The metal grid 

and the bee were positioned at 17.1 mm from the focal point and at 14.7 mm 

respectively. The projection images are shown in Figure 5.15. The images have been 

obtained using the outgoing hot electron jets with energies higher than 250 keV when 

the laser pulses were .v-polarized. The metal grid was placed in between two DEF 

filmstrips. Thus, the jet of the high-energy electrons traversed the first DEF film and 

then the metal grid, and the image of the metal grid was recorded on the first emulsion 

of the second DEF film. The exposure was taken using 17 laser shots on target. The 

bee was placed in front of a DEF film; hence, the image of the bee is obtained from the 

rear side of the film after removing its first emulsion. The exposure was taken using 23 

laser shots on target. It can be seen from the lower part of second image that where the 

first emulsion layer was not removed the film is completely black (saturated). The
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marks observed on the film of the metal grid are due to adhesive tape used to keep the 

grid against the film. Only two legs of the bee can be actually seen in the picture.

131

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



(a)
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DEF films

33 pm Al foil j est object: metal grid

< p . / 250 keV hot electron jet

Cu target Laser
s-pol
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Cu target

H —  DEF film 

33 pm Al foil

Test object: bee 

250 keV hot electron jet

Laser
■s-pol.

Figure 5.14. Geometric layout for obtaining the radiographic images for two test 
objects, a metal grid and a bee. The images were obtained using hot electrons with 
energies higher than 250 keV generated by .v-polarized laser pulses: (a) a metal grid was 
located between two film strips at a distance of 17.1 mm from the focal point, (b) A bee 
was positioned at a distance of 14.7 mm from the focal point. Both objects were located 
against the DEF film covered in 33 pm aluminum, which is shown as black bands in the 
pictures.
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Figure 5.15. Radiographic images obtained with the hot electrons with energies higher 
than 250 keV when the laser pulses were s-polarized. (a) The test object was a nickel 
grid placed between two DEF filmstrips. The exposure was taken using 17 laser shots 
on target, (b) The test object was the leg of a bee placed in front of a DEF filmstrip, 
which was initially covered in aluminum foil of 33 pm. The exposure was taken using 
23 laser shots on target.

Lineout of test pattern
250

200

90%

103 |im

10%

200 400 600 800 10000

Position, x (microns)

Figure 5. 16. Lineout of the test pattern shown in Figure 5.15 (a). The experimental 
data indicates a 10% to 90% resolution of 103 pm.
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The intensity profile of a test pattern is shown in Figure 5.16. The 10% to 90% 

intensity variation indicates a spatial resolution of 103 pm. The spatial resolution of 

these images is mostly affected by the scattering of electrons in the aluminum filter and 

the DEF film substrate. For a better spatial resolution one could select the electron 

energy by means of an electrostatic or magnetic analyzer to avoid scattering of lower 

energy electrons in the filter materials. In this way, a much thinner filter can be used in 

front of the DEF film and the image can be obtained from the first emulsion layer of the 

film, avoiding scattering in both the filter and the film substrate.

Being generated by femtosecond laser pulses, these electron pulses are expected 

initially to have very short time durations on the order of the laser pulse duration, -130 

femtoseconds. Therefore, they can be applied in time-resolved pump-probe diffraction 

experiments. Thus, these electron pulses can be used to study rapid dynamics of 

structural changes with high temporal resolution based on time resolved electron 

diffraction. Initial electron diffraction from a thin aluminum sample using hot electrons 

produced by femtosecond laser plasma has been recently demonstrated [96].

It is important to note that while these pulses are very short initially they will 

spread out temporally when traveling from the source to the target due to their broad 

energy distribution. To use these electrons for time resolved experiments a 

monochromatic bunch can be selected as has been previously demonstrated by means of 

an electrostatic filter [13]. With improved spatial resolution the electron pulses may also 

be exploited in time-resolved microscopy by directly observing dynamics with 

simultaneous high temporal and spatial resolution. Moreover, these short electron pulses 

are useful for measuring time dependant electric and magnetic fields. Using time
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resolved-electron imaging, a charge-separated electric field induced in a femtosecond- 

laser ablation process has been initially investigated [97]. It is interesting to note that 

femtosecond laser pulses incident on solid targets can produce both short electron and 

X-ray pulses simultaneously. The electron pulses have higher intensity (because they 

are directly generated in the laser plasma interaction process and emitted in a narrow 

cone angle) and the interaction of electrons with matter is much stronger (several orders 

of magnitude) than that of X-rays. However, they suffer multiple scattering and thus the 

structure determination is sometimes more difficult from thicker samples. It may thus 

be advantageous in some experiments to employ both time-resolved electron diffraction 

and X-ray diffraction simultaneously for direct observation of structural dynamics with 

high temporal resolution. The current results indicate that sub-millijoule femtosecond 

laser plasmas may offer an interesting source of such synchronized electron and X-ray 

bursts.
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Chapter 6

PIC SIMULATION

6.1 General description of the particle in cell (PIC) code

There are three basic approaches to describe and analyze the laser plasma coupling: the 

hydrodynamic, kinetic and the particle approaches. In the hydrodynamic model, the 

plasma is treated as two charged fluids (the electrons as one fluid and the ions as the 

other) and conservation laws of mass, momentum and energy are coupled to Maxwell 

equations. For a fluid description, a local thermodynamic equilibrium is assumed and 

the knowledge of the equation of state is necessary to close the system of equations. In 

kinetic theory, the evolution of the electron and ion distribution functions are calculated 

as a function of time.

In the particle approach, the plasma behaviour is analyzed using the equations of 

motion for the individual plasma particles that are introduced in particle simulation 

codes, known as particle-in-cell (PIC) codes [29, 43]. Thus, using PIC codes, the 

plasma is modeled as a collection of charged particles, electrons and ions, which are
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moving in their self-consistent, electric and magnetic fields, both that they themselves 

produce as well as any external applied field. Initially, a distribution of charged particle

positions and velocities f ( r ,v , t )  is selected. Using the positions and the velocities of 

the particles, the electric charge and current densities are calculated on a spatial grid, 

sufficiently fine to resolve collective motions, using the following equations:

where i is a quasi-particle, j \  (r,v,t) is the particle distribution function, qn mi , r 

and v are respectively the charge, mass, position and velocity of a particle denoted by 

index i, p  is the electric charge density, and J  is the current density.

The electric charge and current densities are then used to compute the electric and 

magnetic fields on a fixed spatial grid using Maxwell’s equations:

where E  is the electric field, B is the magnetic field, p Q is the permeability in free 

space, and e0 is the permittivity of free space. These fields are used in the equations of

(6.1)

(6. 2)

(6.3)

V B  = 0 (6.4)

(6. 5)
dt

—  —  —• d h
V x B  = p oJ + p o£0 — (6. 6)
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motion to determine the new positions and velocities of the particles. Knowing the new 

positions and velocities of the particles the whole cycle is repeated with a time step 

sufficiently small to resolve the phenomena of interest. Typically, the time step is 

determined by the highest frequency in the problem, which is often the electron plasma 

frequency [29]:

In
At

G)„ e2n
(6.7)

where e and me are the charge and the mass of the electron accordingly and n is the 

particle density.

As mentioned before, the spatial grid must be sufficiently small to resolve 

collective motions, which occur on a space scale greater or comparable to the electron 

Debye length rather than smaller scale length determined by direct particle collisions. 

The process is shown schematically in Figure 6.1:

{r,  v}

3

Figure 6.1 The basic cycle of a particle in cell simulation cycle. (Following Kruer [29])
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Thus, PIC simulations codes are particularly useful to study particle kinetics and 

wave-growth in non-linear laser plasma interaction. In this thesis, 2D PIC simulations 

have been performed to investigate the laser-pulse interaction with plasma and the 

resulting generation of the highly accelerated electrons. A relativistic, parallel Particle- 

In-Cell (PIC) code MANDOR 2 [95] was utilized to perform these simulations.

Due to computer limitations, the number of particles included in the current 

computer simulation is limited to 106 -107  particles. Therefore, typically, in PIC 

simulations the plasma consists of as a large number of quasi-particles, with each quasi­

particle representing the action of a large number of physical particles. Each quasi­

particle is described by its mass m, charge q, coordinates x and y, and responds to the

values of the electrical and magnetic fields, E  and B  at the point of the quasiparticle. In 

the simulation, it is necessary to keep the mass-to-charge ratio of the electron quasi­

particle equal to elmt.

A rectangular grid divides the simulation domain into cells where the electric 

and magnetic fields, current density and charge density are converted into discrete 

variables. The values of electrical and magnetic fields are calculated in any point inside 

the cell by interpolation. Therefore, the greater number of cells, the more precise is the 

representation of electrical and magnetic fields.

All physical variables depend on two spatial coordinates, x and y. The ions are 

treated as a fixed charge neutralizing background. The layout employed for the 

simulations is shown in Figure 6.2. Usually, a 1250x1250 grid is used with 

approximately 5x l0 6  particles. The boundary conditions for the electromagnetic fields 

are periodic in the y  direction (transverse direction) and absorbing in the x-direction
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(direction of propagation). Typically, the electron foil is positioned in the middle of the 

simulation domain and a density profile is employed on the side of the foil facing the 

laser beam (front side) to simulate the preplasma conditions in the experiment. The 

laser pulse enters the domain from the left with polarization in the y-direction (p- 

polarized). The laser pulse parameters, i.e. intensity, wavelength, pulse duration, 

polarization, beam waist, and location of the focus, are defined in the first input file. 

The laser pulse characteristics are recorded on an interface, which is used as the 

boundary conditions for the main simulation domain. The metal foil (electron foil) is 

located in a second simulation domain, known as the main domain where the actual 

simulation of the laser-plasma interaction takes place. The characteristics of the main 

domain, i.e. size, number of cells, boundary conditions, interface, are chosen based on 

the specifics of the simulation. A second input file is run to create this environment. 

The laser beam is activated inside of the main domain using its recorded data at the 

entrance interface.

The Mandor 2 PIC code [95] was prepared and tested to run on either a single 

cpu mode or on the WestGrid' parallel computer facility [98]. Several diagnostics are 

available for users such as particle diagnostics, total energy averaged over the domain

and spatial distributions o fE  , B , p, and J . The visualization tool is Tecplot, which is 

installed on one of the computers with IP address glacier.westgrid.ca.

Schematic diagrams of the PIC run setup are shown in Figure 6.2 and Figure 

6.3. The laser beam propagates along the x  direction. The laser beam is incident on a

metal foil, at an angle of 45°. In Figure 6.2, N i and AG are the normal directions of 

the frontside and backside of the metal foil, respectively. Each normal is represented by
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the angle with respect to the x  direction, tpz. In the case of 45° angle of incidence N\ is

described by the angle (pz = 135°, N i  is represented by the angle (pz = - 45°, and the

specular direction, S is describe by the angle tpz = 90°.

To replicate the experimental conditions, a density profile for the foil is 

employed such that the electron density profile is exponential from 0.03 nc to 5 nc for a 

5 pm thick metal foil, as shown in the Figure 6.3. The main domain is a square of 50 

pm x50 pm, with a mesh size of 1250 along both x  and y  directions. The first 

simulations have been performed with a domain of 40 pm x40 pm 3  [99].

The first simulations were performed by D. Romanov and all subsequent simulations were performed by 
the author.
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The laser beam is introduced into the main domain at the left boundary and it 

propagates along the x direction. Initially, it travels through a region of vacuum before 

reaching the underdense plasma created in front of the metal foil.

F o i l
1 pm

50 pm

1 pm

50 pm

Figure 6.2 Schematic diagram of the PIC run setting. The laser beam propagates along 

the x  direction. The laser beam is incident on a metal foil at 45°. Ni is the direction of 
the front side foil normal (tpz = 135°). N 2 is the direction of the back side foil normal 
((pz=-45°). S is the specular direction (cpz = 90°).
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Figure 6.3 Schematic diagram of the PIC run setting. The laser beam is propagating 
along the x direction. The laser beam is incident on a metal foil at 45°. The initial 
electron density profile of the foil is set to be exponential from 0.03 nc to 5 nc 4.

4 This figure was prepared by D. Romanov.
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6.2 Simulation results

The figures 6.4 to 6.17 correspond to the same simulation. The laser beam has a 

Gaussian intensity profile with a beam diameter (FWHM) of 5 pm, a pulse duration 

(FWHM) of 130 fs and a peak intensity of 5 .7x l0 1 6  W/cm2  (ao = 0.2049). A Gaussian 

pulse truncated at ± 156 fs from the peak of the pulse at intensities of 0.018 7Pk is used 

in the simulations. Initially, the electron density profile of the foil is set to be 

exponential from 0.03 nc to 5 nc with a scale length of Ln = A0, where the wavelength 

used in the simulation is A0 = 1 fJm . The ions are fixed for this run. The domain size is

50 pm x50 pm. The total time of the simulation run is 405 fs, the time the laser pulse 

takes to propagate through vacuum to the foil, interact with it and leave the domain. 

The number of particles used in this simulation is 5 .3xl06. To better resolve the main 

interaction between the laser pulse and metal foil a fine time resolution was used for the 

main part of the interaction. Three different time steps are used for this simulation. A 

time resolution of 20 fs is set for the initial 220 fs, a 1 fs time resolution for the next 55 

fs, in which the main interaction takes place and for the last 130 fs, the time resolution 

is 10 fs. Due to the computer requirements, this simulation was performed on the 

WestGrid parallel computer facility using four cpu’s [98]. Figure 6.4 (a) displays the

laser pulse that enters the domain from left and propagates along the x-direction in

— * 2

vacuum before interacting with the foil at time t = 80 fs. The profile of El is

extracted along the foil normal direction and is presented in Figure 6.4 (b) as a function 

of x-coordinate. Figure 6.5 (a) presents the electron density profile at the same time t =
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80 fs, and because at this time there is little interaction yet the density profile is the 

initial density profile. The profile of ne is extracted along the foil normal direction and 

presented in Figures 6.5 (b) as a function of ^-coordinate. The output plots for electron 

density use a negative scale to indicate the negative charge of the electrons.
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Figure 6.4 The laser electric field squared El at t = 80 fs. (a) The laser electric field

squared ( I L) propagating in the domain, and (b) extracted along the

foil normal direction as a function of x-coordinate. The beam enters the simulation 
domain from left and propagates along the x direction into the vacuum until it interacts 
with a 5-pm thick metal foil located in the central part of the domain at an angle of 45° 
with respect to the laser propagation direction.
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Figure 6.5 The electron charge density (ne) at t = 80 fs. (a) The magnified central part 
of the electron density (ne) profile, and (b) ne extracted along the foil normal direction 
as a function of jc-coordinate. The beam enters the simulation domain from left and 
propagates along the x  direction into the vacuum until it interacts with a 5-pm thick 
metal foil located in the central part of the domain at an angle of 45° with respect to the 
laser propagation direction.
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The peak of the laser pulse hits the foil target at the time t =244 fs. However, 

the first modifications of the foil density profile are observed at early times of the 

interaction between the laser pulse and the electron foil. For instance, the simulation 

results at t = 140 fs are presented in Figure 6 . 6  and Figure 6.7. The laser electric field

— 2

squared E L and its profile extracted along the normal foil direction as a function of x-

coordinate at t = 140 fs are presented in Figure 6 . 6  (a) and (b), respectively. The 

electron density (ne) and its profile extracted along the foil normal direction from 

(x=31pm, y=21 pm) to (x=21pm, y=31 pm) are provided in Figure 6.7 (a) and (b) , 

respectively, as a function of x-coordinate. At this time (t =140fs), the foil interacts 

with the foot of the laser pulse. At the reflection point, interference is observed 

between the incident and the reflected beams leading to an increase in the laser light 

intensity locally. Plasmas waves at critical density are created from the interaction 

between the laser pulse and the initial preplasma. One can notice from Figure 6.7 (b) an 

electron density perturbation at critical density.
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Figure 6 . 6  The laser electric field squared at t = 140 fs. (a) The laser electric field

squared

E

( l L) propagating in the domain for y=25 pm, and (b)

extracted along the foil normal direction as a function of x-coordinate. The beam

enters the simulation domain from left and propagates along the x  direction into the 
vacuum until it interacts with a 5-pm thick metal foil located in the central part of the 
domain at an angle of 45° with respect to the laser propagation direction.
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Figure 6.7 Electron density at t = 140 fs. (a) The magnified central part of the electron 
density (ne) profile, and (b) ns extracted along the foil normal direction from (x=31pm, 
y=21 pm) to (x=21pm, y=31 pm). The beam enters the simulation domain from left and 
propagates along the jc direction into the vacuum until it interacts with a 5-pm thick 
metal foil located in the central part of the domain at an angle of 45° with respect to the 
laser propagation direction.
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Figures numbered from 6 . 8  to 6.15 correspond to the same time interaction, t = 

244 fs. At this time, the laser pulse reached the peak intensity of 5 .7x l0 16 W/cm2.

E l and the electronFigure 6 . 8  and Figure 6.9 display the laser electric field squared

density ne at this time, t = 244 fs. The laser pulse propagates into the underdense 

plasma up to the electron density nccos20mc (where <9inc is the laser angle of incidence) 

before it is specularly reflected. At the reflection point, interference is observed 

between the incident and the reflected beams leading to a strong increase in the laser 

light intensity locally, i.e. a 2 = 0.145 at x ~  26jum versus a maximum a 02 = 0.042 in 

vacuum. The electron density for this position is close to Vi nc, which is consistent with 

the density at nccos2djnc for 6mc = 45°. The laser electric field will tunnel through to the 

critical density at x « 26.6jUm but will decay exponentially in a distance determined by 

the penetration depth, which is I = cjcope in the nonrelativistic case, where 0)pe is the

plasma frequency. Accelerated electrons are leaving the foil from both the front and 

rear sides of the foil as can be observed from the magnified view of the foil density in 

Figure 6.9 (b). Waves in plasma can be seen at different electron densities in Figure 6 . 6  

(b) as well. Close to the critical density nc, these plasma waves appear to be quite 

strong as it is revealed by the electron density profile in Figure 6.10 (b). Figure 6.10 (a)

and Figure 6.10 (b) represent the profile of laser electric field squared and the

electron density ne, which are extracted along the foil normal direction from one corner 

to the other of the domain for the data presented in the Figure 6 . 8  and Figure 6.9.
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Figure 6 . 8  The laser electric field squared, El {El «  I L) at the peak of the laser

pulse (t = 244 fs): (a) in the whole domain and (b) a magnified image of the interaction 
area. The laser beam is reflected by 5-pm thick metal foil located in the central part of 
the domain at an angle of 45° with respect to the initial laser propagation direction. The 
laser pulse has a peak intensity of 5 .7xl0 1 6  W/cm2, pulse duration (FWHM) of 130 fs 
and a beam diameter (FWHM) of 5 pm. The initial electron density profile of the foil is 
set to be exponential from 0.03 nc to 5 nc.
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Figure 6.9 The electron density (ne) at time t=244 fs when the peak of the laser pulse 
interacts with the 5-pm thick foil positioned at 45° with respect to the initial laser 
propagation direction: (a) in the whole domain and (b) a magnified image of the 
interaction area. The laser pulse has a peak intensity of 5 .7x l0 1 6 W/cm2, pulse duration 
(FWHM) of 130 fs and a beam diameter (FWHM) of 5 pm. The initial electron density 
profile of the foil is set to be exponential from 0.03 nc to 5 nc. Accelerated electrons are 
leaving the foil from both front and rear sides. Waves in plasma can be observed at 
different electron densities.
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Figure 6.10 Profiles of (a) the laser electric field squared E l at y = 25 jam and (b) the

electron density ne extracted along the foil normal direction at f=244 fs. The normal 
direction used to extract ne is defined by the two points, A(x= 21 pm, y=31 pm) and B 
( x =  31 pm, _y= 2 1  pm).
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The density profile perturbation at critical density shown in Figure 6.10 (b) can be 

attributed to the resonance absorption process, as this involves the excitation of the 

electron plasma wave by the p-polarized laser light at the critical surface [29]. The 

electron density pattern is maintained for density profiles taken along the normal foil 

direction for different points in the foil as shown in Figure 6.11. An electron density 

scan along the foil, close to the critical density confirms that the electron plasma has a 

period of oscillation along the foil surface consistent with the incident laser wavelength 

of A0 = \ jjun. This is illustrated in Figure 6.12. It is interesting to note that the electron

density profiles along the x direction at different y  positions display electron density 

perturbations in the underdense plasma close to the quarter critical density (14nc) as seen 

in Figure 6.13, but also at few times the critical density as can be seen in Figure 6.14.
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Figure 6.11 Profiles of the electron density ne extracted along the foil normal direction 
at t=244 fs. (a) The foil normal direction is defined by the two points A(x=21 pm, y 
=29pm) and B(x=29 pm, y = 21pm) (b) The foil normal direction is defined by the two 
points A(x=21pm, y = 30pm) and B(x=30 pm, y  = 21pm).
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Figure 6.12 Electron density nt extracted parallel to the foil surface close to the original 
critical density contour at t=244 fs. It can be observed that the electron wave has a 
period of 1  pm when plotted as a function of x-coordinate as done here, which is, as 
expected, the same as the laser period.
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Figure 6.13 Electron density ne extracted along the x-direction at y = 25 pm t=244 fs. 
Besides the electron density perturbation observed at critical density, another electron 
density perturbation can be seen in the underdense plasma close to the quarter critical 
density (Va nc).
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Figure 6.14 Profiles of the electron density ne extracted along x-direction (a) at y = 25.6 
pm and (b) at y = 26.4 jam at t=244 fs. These indicate that the laser light is also causing 
perturbations at several times the critical density.
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The electron energy distribution versus angle (pz at the peak of laser pulse is 

provided on Figure 6.15. Two electron jets with energies over 200 keV are observed to 

be emitted from the foil, one from the front side and the other from the rear side of the 

foil. The electron jet emitted from the front side is peaked at an angle cpz = 120°, while 

the jet from rear side of the thin foil is found to be emitted at an angle (pz=-35°. From 

PIC simulation setting provided in Figure 6.2 one observes that the direction of the foil 

normal is given by (pz = 135°, while the specular direction is defined by (pz = 90°. 

Therefore, the outgoing electrons are emitted between the specular and normal 

directions. The jet emitted from the rear side of the foil was not observed 

experimentally because a solid target was employed.
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Figure 6.15 Electron energy distribution versus angle cpz at the peak of laser pulse 
(7=244 fs). Two electron jets with energies over 200 keV are observed. The electron jet 
emitted from the front side is found to be between the specular and normal directions 
(angle (pz = 120°). The jet from rear side of the thin foil is also observed in the 
simulations (angle cpz=-35°), which is not measured in the experiments since a solid 
target was employed. The metal foil has 5-pm thickness and an initial exponential 
density profile from 0.05 nc to 5 nc. The laser pulse has a peak intensity of 5 .7x l0 16 

W/cm , pulse duration (FWHM) of 130 fs and a beam diameter (FWHM) of 5 pm. The
normal direction of the front side, N  i is described by the angle (pz = 135°. The normal

direction of the rear side, N i  is represented by the angle (pz = - 45°, and the specular
direction, S is describe by the angle (pz = 90°.
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These 2D PIC simulation results are found to be in good agreement with the 

experimental results for p-polarized laser pulses. In both cases, electron jets are 

observed with similar electron energies and angles of emission. For instance, electron 

jets with energies above 250 keV were detected experimentally as shown in Figure 5.1 

and Figure 5.3 for laser angle of incidence of 30°. Although, only part of hot electron jet 

showed up on the film, assuming a symmetric spatial distribution, the jet appears to be 

emitted at an angle of about 8 ° from the target normal. From simulations, electrons 

with energies above 200 keV were observed as shown in Figure 6.15. The emission 

angle is 15° from the target normal. However, at this moment, it is still unclear what 

the exact origin of these accelerated high energy electrons is in both the experiments 

and PIC simulations. As discussed in Chapter 2, a number of collisionless processes 

can couple the laser energy into the plasma at these laser intensities, in the range of 1 0 16  

W/cm2. The resonance absorption process is believed to be the principal candidate 

responsible to accelerate electrons in the plasma at critical density. This is confirmed 

by the electron density profile shown in Figure 6.10 and 6.11, and by the hot electron 

temperature Thot determined from X-ray bremsstrahlung spectrum in Figure 4.11 and

4.12 as described in Chapter 4. From the electron density profiles displayed in Figure 

6.11, 6.13 and 6.14, one can observe that the density profile is locally steepened near 

the critical density. As explained in Chapter 2, at critical density the electromagnetic 

wave can drive the plasma wave at resonance where c d p = c d o . The electrostatic field will 

grow in time and it will become more and more localized to the critical surface. The 

electrons entering in this strong localized field can be efficiently accelerated. The 

ponderomotive force of the intense electrostatic field will expel plasma, modifying the
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density profile [29]. However, these electrons are much too cold (in the range of 10 

keV) to correspond to the super hot electrons forming the jets. In addition, there is 

disagreement in the angular dependence because resonance absorption will accelerate 

electrons along the normal direction, while in both the experiments and simulations, the 

electrons are found to be emitted between the normal and specular directions.

The electron distribution function Fe (E) at f=244 fs of all electrons in the 

simulation box is fitted with a sum of three electron Maxwellian distributions using a 

least-squares fit. The starting temperature in the PIC simulation is Te=0. The hot 

electrons with energies in the energy range 15 keV to 60 keV were used to determine 

Tihot with a resultant temperature of Tihot = 15 keV. The hot electrons in the energy 

range 70 keV to 250 keV were used to determine T2 h0t with a resultant temperature of 

T2 hot = 42 keV. Tcoid = 2.6 keV describes the temperature of the bulk of the electrons 

with energies from zero to 15 keV. Similar values for the two hot electron temperatures 

were found when only the outgoing electrons from the front side of the foil were 

analyzed instead of the all electrons in the simulation box. This new electron 

distribution F 'e (E) at f=244 fs is shown in Figure 6.17. The outgoing (backwards) 

electrons were collected using a box described by the following coordinates x = [21, 27] 

and y = [25.5, 33.6]. The hot electrons with energies in the energy range 5 keV to 55 

keV were used to determine T’lhot with a resultant temperature T ’lhot = 15 keV. The hot 

electrons in the energy range 70 keV to 205 keV were used to determine T ’2 hot with a 

resultant temperature T ’2 hot= 41 keV.
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Figure 6.16 The electron distribution function of all electrons in the simulation box is 
fitted with three electron Maxwellian distributions using the least-square fit. Tcoid=2.6 
keV describes the temperature of the bulk of the electrons. The hot electron component 
is described by two electron temperatures: Tihot=15 keV and T2hot=41 keV.
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Figure 6.17 The hot electron component is described by two electron temperatures: 
T ’ ihot=15 keV and T ’2hot=41 keV. Only the outgoing electrons have been considered in 
this case, which are located in the box described by the coordinates, x = [21, 27] and 
y=[25.5 33.6] at *=244 fs.

It was pointed out previously that in the case of simulations, electron density 

perturbations are found at quarter critical density (lA nc) as well. In the underdense 

plasma, electron plasma waves may be generated at quarter critical density due to so- 

called two-plasmon (2 cope) instability. The hot electron temperatures of 30-60 keV

have been reported with observable tails of up to 250 keV energy [49, 50]. However,

again there is disagreement in the angular dependence because the high-energy
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electrons were typically found to be at an angle of 45 degrees to the incident ^-vector in 

the plane of polarization.

The generation of very energetic electrons can also occur from the forward 

Raman scattering process [100], which occurs at densities of 14 nc or less. This would 

tend to generate electrons in the forward specular direction from the outgoing reflected 

radiation.

6.3 Simulations of angular hot electron distribution

In this section, a study of the hot electron angular dependence on the laser angle of

incidence is presented. Simulations were performed for three angles of incidence: 30°,

45° and 60° and the angular distribution of the outgoing hot electrons have been

analyzed for each case. Besides the angle of incidence, all the other parameters are kept

the same, and they are very similar with the ones used in the simulation presented in the

previous section. The time interval between output plots is about 38 fs, larger compared

to the one used in the previous simulation. A better time resolution for all these

simulations would give rise to excessive storage requirements that were too large for the

computer facility that was available at the time this research was carried out.

The laser beam has a Gaussian intensity profile with a beam diameter (FWHM)

of 5 pm, a pulse duration (FWHM) of 167 fs, a peak intensity IPk = 5 .7x l0 1 6  W/cm2  and

a wavelength Ao =1 pm. The Gaussian pulse was truncated at + 200 fs from the peak of

the pulse at intensities of 0 .0 1 9  IPk. Initially, the electron density profile of the foil is set
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to be exponential from 0.03 nc to 5 nc, where nc is the critical density, over a length of 5 

pm for a scale length of Ln = 1 pm. For each angle of incidence, the angular 

distributions of the electrons with energies higher than 80 keV is determined at different 

times. There are two peaks of hot electrons that are observed in each simulation run. 

One peak appears at positive angles, which is formed by the hot electrons emitted from 

plasma in the backward direction, and the other peak is situated usually at negative 

angles and represents the electrons emitted from the rear side of the thin metal foil.

The angular distribution for 30° is shown in Figure 6.18. The peak of the laser 

pulse hits the foil at t =285 fs. However, the electrons begin to be emitted from the 

plasma at t=165 fs and by the time the peak of the laser pulse hits the foil, the particles 

have already reached the walls of the simulation box. Because of this, the data is not 

presented for times longer than 264 fs. The angle of the outgoing electron emission is 

fitted with a Gaussian function for the portion of the peak for the various output times. 

For t =264 fs, the peak angle is then obtained to be 114°. The normal direction of the 

front side of the foil is described by the angle cpz = 150° and the specular direction is 

described by the angle (pz = 120°. The emission width of the outgoing electrons with 

energies over 80 keV is 8 8 ° (FWHM) at t=264 fs.
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Figure 6.18 Angular distributions of the plasma electrons for two different times. The 
laser beam is incident on a 5.0 pm thick metal foil, at 30° angle of incidence in a p- 
polarized beam. The foil initial density profile was exponential starting from 0.03 nc to
5.0 nc corresponding to a density scale length Ln = 1 pm.

When the laser is incident at 45°, the emission angle is observed to be between 

normal and specular direction. The angular distribution for this angle of incidence is 

shown in Figure 6.19 for three different times. The electrons begin to be emitted from 

the plasma later (t =226 fs) compared to the previous case. The peak of the laser pulse 

hits the target surface at t=285 fs. The data is not presented for times longer than 377 fs
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because about this time the particles reach the walls of the simulation box and start to 

bounce back in the domain. The angular distribution of the outgoing electron emission 

is fitted with a Gaussian function for each of the three times. From the fits, the peak 

angles are obtained and they are presented in Table 6.1. The normal direction of the 

front side of the foil is described by the angle tpz = 135° and the specular direction is 

given by the angle (pz = 90°.

45° angle of incidence

  301 fs
  339 fs
• • • •  377 fs
  Specular direction
—  Normal direction

10 -

03
>%
wc
CD-wC

-150 -50 50 150 200-200 -100 0 1 0 0

Electron emission angle with respect to PIC code x-axis (degree)

Figure 6.19 Angular distributions of the plasma electrons for three different times. The 
p-polarized laser beam is incident on a 5.0 pm thick metal foil, at 45° angle of 
incidence. The foil initial density profile was exponential starting from 0.03 nc to 5.0 nc 
corresponding to a density scale length Ln = 1  pm.
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Table 6.1 The peak of the outgoing electrons with energies over 80 keV obtained at 
three different times, at 301 fs, 339 fs and 377 fs when laser beam is incident on a 5.0 
pm thick metal foil, at 45° angle of incidence. The peak laser pulse hits the 5 pm thick 
foil target at the time t = 285 fs. The initial foil density profile is exponential starting 
from 0.03 nc to 5 nc, corresponding to a density scale length of 1 pm. The angles are 
measured from the PIC code x-axis.

Absolute emission time [fs] 301 339 377

Emission time after the peak laser intensity [fs] 16 54 92

Electron emission angle from PIC code x-axis [degree] 1 2 0 1 2 0 1 1 1

When the laser is incident at 60° the emission angle is observed to be close to 

the specular direction. The angular distribution for this angle of incidence is shown in 

Figure 6.20 for three different times. The electrons begin to be emitted from the plasma 

at later times (t =301 fs) compared to the previous case. The peak of the laser pulse 

arrives at the target surface at t=285 fs. The data is not presented for times longer than 

415 fs because about this time the particles reach the walls of the simulation box and 

start to bounce back in the domain. The angular distribution of the outgoing electron 

emission at t = 415 fs is fitted with a Gaussian function and the peak angle is tpz = 73°. 

The normal direction of the front side of the foil is described by the angle cpz = 120° and 

the specular direction is describe by the angle (pz = 60°.

169

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



60° angle of incidence
14

339 fs 
377 fs 
415 fs
Specular direction 
Normal direction

12

10

8

6

4

2

0

-200 -150 -100 -50 0 50 100 150 200

Electron emission angle with respect to PIC code x-axis (degree)

Figure 6.20 Angular distributions of the plasma electrons for three different times. The 
laser beam is incident on a 5.0 pm thick metal foil, at 60° angle of incidence. The foil 
initial density profile was exponential starting from 0.03 nc to 5.0 nc corresponding to a 
density scale length Ltt = 1 pm.

A summary of the simulation results is provided in Figure 6.20 along with the 

experimental results obtained for angles of incidence of 30°, 36°, 42°, and 65°. The 

angular dependence of the emission of the outgoing hot electrons with energies over 80 

keY is presented in chapter 5. The simulation results obtained for the angles of 

incidence of 45° and 60° agree reasonably well with the measurements. However, for 

smaller angle of incidence, i.e. 30°, the emission angle obtained from simulation is
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much higher than the one obtained experimentally. However, in the simulation at 30°, 

the electrons hit the edge of simulation box before the peak of the laser pulse and the 

emission angle may change at later times.
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Figure 6.21 The angular distribution of the hot electrons with energy higher than 80 
keV. The filled diamond points represent the experimental data while the open circles 
represent the simulation results. The angles obtained from the simulations are 
considered for the latest time for each simulation run, but before the particles reach the 
walls of the simulation box as they bounce back in the domain and alter the results. For 
0inc=3O° this occurred before the peak of the laser pulse.

Both the experiments and the simulations were performed with p-polarized laser pulses. 

Experimentally, the emission angles of these hot electrons are between normal and
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specular directions and it appears that, with the increasing in the angle of incidence, the 

direction of the hot electron emission tends to move from target normal direction to the 

specular direction. It thus appears at higher angles of incidence it becomes more likely 

that the reflected light or the plasma surface wave may deflect the initial emission angle 

towards the specular direction. The 2D PIC simulation results agree well with the 

experimental measurements for 45° and 65°. However, the simulations did not 

reproduce the peak of the emission angle obtained for 30° angle of incidence.

6.4 Plasma density scale length effect on the hot electron 

emission

In order to understand the generation mechanisms better, further scaling studies have 

been carried out using PIC simulations. In this section, the hot electron emission is 

studied under different plasma scale length conditions using the 2D PIC simulation. 

The plasma density scale length is an important parameter in the physics of laser

1C 7
interaction with the plasma. For laser intensities above 10 W/cm , the laser energy 

can be coupled to the plasma through numerous collisionless mechanisms depending on 

the characteristics of the density profile. Typically, most of the laser energy is absorbed 

close to the critical density nc via resonance absorption. Nevertheless, the short laser 

pulse duration will create a small coronal region in front of the target. Many plasma 

instabilities are inhibited without a substantial region of coronal plasma. Due to the
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much steeper density profile laser energy can be absorbed at much higher density 

(several times critical density) in the femtosecond laser plasma interaction. This is 

applicable only for high contrast femtosecond laser systems because the physics of laser 

absorption will be significantly changed in the presence of a prepulse. If the prepulse is 

large enough, a large preplasma is created in front of the target and the laser interacts 

mainly with coronal plasma where many plasma instabilities usually occur. The 

different absorption mechanisms described in chapter 2  produce different hot electron 

distributions with different characteristics.

The laser beam used in the simulation has as a Gaussian intensity profile with a 

beam diameter (FWHM) of 5 pm, a pulse duration (FWHM) of 167 fs and a peak 

intensity of 5 .7x l0 1 6  W/cm2. The domain size is 50pm x50pm. A mesh of 1250x1250 

is used in each case. The laser pulse enters the domain from left and propagates along 

the x direction in vacuum before interacting with the foil. An electron foil represents 

the metal foil and the ions are treated as a fixed charge neutralizing background. An 

initial electron density profile is chosen for the electron foil to simulate an initial 

preplasma in front of the target. All the simulations have been performed at 45° angle 

of incidence. The incident radiation wavelength was X0  =1 pm. The laser light has 

vertical polarization (along y direction) and thus it is p-polarized on the metal foil. 

Figure 6.1 and Figure 6.2 provide the simulation geometry employed for these PIC 

simulations. The time interval between output plots is 38 fs. The peak of the laser 

pulse hits the foil target at the time t = 285 fs. The density scale length is changed by 

changing the metal thickness and/or modifying the initial density profile. The following 

cases are considered:
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1. 5-pm thick electron foil with an initial exponential density profile from 

0.03 nc to 5 nc corresponding to Ln = 1 pm.

2 . 2 .5 -pm thick electron foil with an initial exponential density profile from

0.03 nc to 5 nc corresponding to Ln = 0.5 pm.

3. 2.5-pm thick electron foil with an initial exponential density profile from

0.03 nc to 7.5 nc corresponding to Ln = 0.45 pm.

4. 5-pm thick electron foil with an initial exponential density profile from 4.9 

nc to 5 nc. corresponding to Ln = 0 pm.

The results for the first case are presented in the previous section for the angle of 

incidence of 45° in Figure 6.19 and Table 6.1. The angular distributions of the outgoing 

hot electrons with energies higher than 80 keV for the other three cases are presented in 

Figure 6.22, Figure 6.23, and Figure 6.24. Again, there are two peaks of hot electrons 

that can be observed in all simulation runs. One peak appears at angles between the 

normal and specular directions, which is formed by the hot electrons emitted from 

plasma in the backward direction, and the other peak is situated at negative angles, 

usually at cpz ~-30°, which represents the electron emitted from the rear side of the thin 

metal foil. For each case, the angular distribution of the hot electron emission is plotted 

for three different times after the interaction between the laser peak intensity and the 

metal foil. The peak emission angle of the outgoing electron emission is fitted with a 

Gaussian function for each record time. The emission angles are summarized in Table

6.1 (p. 169), Table 6.2, and Table 6.3.
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Figure 6.22 Angular distributions of the hot electrons with energies over 80 keV for 
three different times. The laser beam is incident on a 2.5 pm thick metal foil, at 45° 
angle of incidence. The foil initial density profile was exponential starting from 0.03 nc 
to 5.0 nc corresponding to a density scale length Ln = 0.5 pm..

Table 6.2 The peak of the outgoing electrons with energies over 80 keV obtained at 
three different times, at 301 fs, 339 fs and 377 fs. The peak laser pulse hits the 2.5 pm 
thick foil target at the time t = 285 fs. The initial foil density profile is exponential 
starting from 0.03 nc to 5 nc, corresponding to a density scale length of 0.5 pm. The 
angles are measured from the PIC code x-axis.

Absolute emission time [fs] 301 339 377

Emission time after the peak laser intensity [fs] 16 54 92

Electron emission angle from PIC code x-axis [degree] 123 116 106
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2.5 pm thick electron foil
initial electron density profile from 0.03nc to 7.5n
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Figure 6.23 Angular distributions of the hot electrons with energies over 80 keV for 
three different times. The laser beam is incident on a 2.5 pm thick metal foil, at 45° 
angle of incidence. The foil initial density profile was exponential starting from 0.03 nc 
to 7.5 nc corresponding to a density scale length Ln = 0.45 pm.

Table 6.3 The peak of the outgoing electrons with energies over 80 keV obtained at 
three different times, at 301 fs, 339 fs and 377 fs. The peak laser pulse hits the 5 pm 
thick foil target at the time t = 285 fs. The initial foil density profile is exponential 
starting from 0.03 nc to 7.5 nc, corresponding to a density scale length of 0.45 pm. The 
angles are measured from the PIC code x-axis.

Absolute emission time [fs] 301 339 377

Emission time after the peak laser intensity [fs] 16 54 92

Electron emission angle from PIC code x-axis [degree] 1 2 0 115 106
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When the laser pulse is incident on steeper density gradients as it is the case for 

the simulations performed with 2.5-pm thick foil for which the density scale length is 

Ln= 0.5 pm and Ln= 0.45 pm, the electrons are emitted initially in the direction very 

close to the target normal. The original emission direction changes in time from the 

target normal to the specular direction. In about 90 fs, the emitted direction changes by 

approximately 17° and 15° as presented in Figure 6.20, and 6.21, respectively. A 

smaller change of 9° in the emission angle is observed in the case of 5-pm thick foil as 

shown in Figure 6.19. This suggests a change in the relative importance of different 

mechanisms of hot electron generation as the scale length becomes steeper. The data is 

not analyzed for times longer than 377 fs since about this time, the particles start to 

reach the walls of the simulation box.

When the laser pulse is incident on step like density profile, i.e. in the case of 5- 

pm thick electron foil with an initial exponential density profile from 4.9 nc to 5 nc, the 

number of electrons accelerated is very small with most of hot electrons having energies 

of 50 keY. There are very few electrons with energies higher than 100 keV and no 

electrons are observed with energies above 150 keV. The emission angle of the 

outgoing hot electrons peaks at (pz=119° (16° from the normal direction and 31° from 

the specular direction). This is directed more towards the normal direction than in the 

cases with preplasma considered above. There are no experimental results from our 

measurements for the case of no preplama to compare with the simulation results 

presented here. However, results reported by Chen et al. [60] have indicated that the 

emission of the hot electrons was observed in the specular direction when the target was 

irradiated by the p-polarized laser pulses without prepulses, contrary to the above trend.
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Chen et al. [60] also noted that their simulations are contrary to the experimental results 

for the no prepulse case. In the future, the preplama can be suppressed in our 

experiment by introducing another Pockels cell into the laser beam path prior to the 

grating compressor. This would allow a better comparison with the 2D PIC simulation 

results.

5 pm thick electron foil with 5 pm thick ion foil
initial electron density profile from 4.9 nc to 5nc
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Figure 6.24 Angular distributions of the hot electrons with energies over 80 keV for 
three different times. The laser beam is incident on a 5.0 pm thick electron foil. The 
initial density profile was set to be exponential starting from 4.9 nc to 5.0 nc 
corresponding to a density scale length Ln = 0 pm.

The influence of the ion motion on the hot electron emission is tested by adding, 

besides the 5-pm thick electron foil with an initial exponential density profile from 0.03
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nc to 5 nc, another foil of ions with the same thickness and density profile. The ions 

have charge q=+1 and mass m=1840 me (where me is the electron mass). The results are 

presented in Figure 6.25 and Table 6.4. The simulations are carried out for an 

exponential density scale length of L„ = 1 pm.

5 pm thick electron foil with 5 pm thick ion foil
initial electron density profile from 0.03 nc to 5nc
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Electron emission angle with respect to PIC code x-axis (degree)

Figure 6.25 Angular distributions of the hot electrons with energies over 80 keV for 
three different times. The laser beam is incident on a 5.0 pm thick electron foil 
accompanied by a 5.0 pm thick ion foil at 45° angle of incidence. The initial density 
profile for both foils was set to be exponential starting from 0.03 nc to 5.0 nc 
corresponding to a density scale length Ln= 1 pm. The ions have charge q=+l and mass 
m=1840 me (where me is the electron mass).
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Table 6.4 The peak of the outgoing electrons with energies over 80 keV obtained at 
three times at 301 fs, 339 fs and 377 fs. The peak laser pulse hits the 5 pm thick foil 
target at the time t = 285 fs. The initial foil density profile is exponential starting from 
0.03 nc to 7.5 nc, corresponding to a density scale length of 0.45 pm. The ions are free 
to move and have a mass of 1840 me and charge of q = +1. The angles are measured 
from the PIC code x-axis.

Absolute emission time [fs] 301 339 377

Emission time after the peak laser intensity [fs] 16 54 92

Electron emission angle from PIC code x-axis [degree] 127 119 112

At early times of interaction, very close to the interaction between the laser peak 

intensity and the foil, the emission is almost along the normal direction. The direction 

of these hot electrons changes by 15° towards the specular direction in 92 fs. At this 

time, the laser beam is almost all reflected.

In conclusion, the electron jets consisting of high energies of 80 keV to over 200 

keV can be generated by the tail of the hot electron distribution from plasma 

instabilities, two-plasmon instability or forward Raman scattering. It appears less likely 

that the electrons are generated directly by Resonance Absorption since these electrons 

would be much colder. It is possible that in the present case electric and magnetic fields 

generated by the laser plasma interaction may also contribute to give some deflection of 

these electrons from their initial direction. It is also possible that the surface waves that 

have been observed propagating along the critical and quarter critical surface in the 

simulation may steer the hot electrons towards the specular direction, but it is not 

immediately clear how effective these surface waves are in the present case.
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In the future, measurements of the 3ty0/2  emission can be carried out in order 

to determine if two-plasmon instability is present in the experiment as well. The 3<W0/2  

emission occurs from the interaction between the incident and reflected laser radiation 

with a plasma wave close to the quarter critical density [29]. Therefore, 3ty„/2 

emission can be a useful signature of the two-plasmon decay instability in the 

underdense plasma. This diagnostic was used in different laser-plasma experiments 

[101, 102] in the past. Another diagnostic that may be used for future experiments is the 

measurement of the very hard X-ray bremsstrahlung spectrum in order to determine the 

hot electron temperature of the very energetic electrons. An electron energy 

spectrometer could also be used to measure the high-energy electron distribution 

function directly.
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Chapter 7

CONCLUSION

The emission of keV X-rays from laser-produced plasmas using a tabletop femtosecond 

laser system was studied in order to develop a compact and efficient Ka X-ray source to 

be operated at kilohertz repetition rate. The development of such sources is of 

considerable interest for application of time-resolved X-ray diffraction and X-ray 

microscopy.

These studies were carried out using pulses from a 120fs, 800nm, 0.75mJ 

Ti:sapphire laser system, focused on solid copper targets to intensities in the range of 

1016 -1017 W/cm2. Ka X-ray conversion efficiency from copper targets was measured 

for various angles of incidence and laser pulse energies. In order to try to improve the 

Ka X-ray conversion efficiency some measurements were performed using two different 

prepulse regimes with prepulse contrast ratios of 10'1 and 5x1 O'4. The increase in the 

keV X-ray production obtained with 10'1 prepulse contrast ratio compared to 5x1 O'4 

indicates that the interactions in the underdense plasma may also contribute to hot 

electron and keV X-ray generation. Using the knife-edge technique, the size of the Ka 

X-ray emission was measured to be approximately 8 pm. The Ka X-ray emission was
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characterized in both vacuum and air. The X-ray conversion efficiency into Cu Ka had 

a constant value of over 10'5 for a large range of pressure values, from vacuum to 

approximately 50 Torr and it dropped almost one order of magnitude when using 

ambient background pressure. This demonstrates that the Ka X-ray source can be 

simplified considerably since the need for relatively high vacuum can be eliminated.

A Ka X-ray point source was constructed to operate at 1 kHz repetition rate. 

Emission rates of 6 .7xl09 photons/s into 2n sr at 1 kHz repetition rate were 

demonstrated resulting in peak observed X-ray conversion efficiency into Cu Ka line 

emission of 3 .2xl0 '5. This is the highest Ka X-ray flux reported for kHz sources from 

sub-millijoule laser pulses. This work demonstrates that Ka X-ray energy conversion 

efficiencies higher than 10~5 reported for high-energy laser systems can be obtained at 

low pulse energies as well. In addition, current results indicate that commercial tabletop 

laser systems with low energy pulses but with high (kilohertz) repetition rate can make 

an effective source of narrow linewidth Ka radiation. High repetition laser systems can 

speed up applications where only one event can be processed per laser pulse (e.g. pulse 

height analysis) and they are advantageous in high-resolution applications, which 

require micro X-ray sources with very small source size with limited energy. The 

acquisition time could be decrease 10 times using the new commercial laser systems 

with repetition rates of 10 kHz, which are currently available.

The emission of hot electrons from laser-produced plasmas in the same 

intermediate intensity range from 1016 to 1017 W/cm2 was studied as well using sub- 

millijoule 120 fs Ti: Sapphire laser pulses focused to spots of a few microns in 

diameter. Strong emission of hot electrons with energies from 80 keV to above 250
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keV from microplasmas created with both p- and ^-polarized 250 pJ laser pulses were 

observed experimentally. Electron jets with energies exceeding 250 keV were observed 

to be highly directional. The electron jets are found to be in the plane of electric field 

polarization for both p and s polarizations in a narrow emission cone angle of around 

10° (FWHM). The hot electrons emitted from these femtosecond laser plasmas were 

also used for radiographic imaging. It is expected that the short initial duration of these 

electron pulses would make them useful for time resolved applications.

The angular dependence of the hot electrons with energies over 80 keV ejected 

outwards from the plasma was studied for four angle of incidence, 30°, 36°, 42°, and 

65°, in order to better understand the mechanisms of generation of the fast electron jets. 

It found that these electrons are emitted between normal and specular direction 

changing from normal towards specular direction with increasing the angle of 

incidence.

A 2D particle-in-cell (PIC) code has been utilized to study the hot electron 

emission from femtosecond laser-produced plasmas in the intensity regime of 1016 to

1 7  210 W/cm using near infrared laser pulses. Modeling of the interaction process is 

potentially useful to understand the generation mechanisms and explain the features 

observed in the experiments. In the case of p  polarization, hot electrons with energies 

over 200 keV were observed numerically as well. In case of s polarization, it is 

expected that full 3D simulation is necessary in order to properly resolve all the field 

components. In both cases further theoretical work is required in order to identify the 

exact combination of mechanisms leading to collimation and directionality of the 

observed electron emission. Simulations were performed to study the emission of the
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hot electrons and the electrons jet formation in case of p-polarized beams at different 

angles of incidence. The simulation results obtained for the angles of incidence of 45° 

and 60° agree reasonably well with the measurements. However, for 30°angle of 

incidence, the emission angle obtained from simulation is much higher than the one 

obtained experimentally. Hot electron emission was studied using 2D PIC code under 

different plasmas scale length conditions for 45° angle of incidence. The emission angle 

is observed to be between normal and specular direction for different scale lengths. 

When the laser is incident on steeper preformed density gradients, the emission 

direction changes in time from target normal to specular direction. In the absence of the 

preplasma altogether the angle of emission of high energy electrons remained closer to 

the normal direction.

The generation mechanism for the bulk of the hot electron emission leading to Ka 

radiation in the case of p-polarized laser pulses is attributed to resonance absorption. 

However, resonance absorption will not explain the production of the hot electron jets 

with energies over 250 keV. The tentative mechanisms responsible for the generation 

of such energetic and directional beam of electrons are attributed to either two-plasmon 

decay or stimulated Raman scattering, or both. However, further investigations are 

necessary to clarify this and to elucidate whether other mechanisms are involved.

There are a number of technical improvements that could be implemented in the 

future to advance the development of the tabletop X-ray source for ultrafast structural 

measurements. For instance, implementing an automatic system to correct continuously 

the target position would be desirable. It has been pointed out that one of the key 

parameters is the laser focusing when high numerical aperture lenses with limited depth
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of field are used to achieve the required intensities. A stable target positioning system 

would ensure constant laser intensity over one rotation and thus a steady X-ray flux 

from one laser shot to another.

The solid target used in the current experiments lasts for 366 revolutions with 

laser operating at 1 kHz, after which it must be repolished. The target lifetime can be 

extended by using another type of solid target. For instance, a wire target would provide 

longer acquisition times for the same X-ray fluxes.

In terms of the laser system, an additional Pockels cell inserted in the laser system 

would permit studies of X-ray generation for the case of no prepulse. While it has been 

shown that the keV X-ray flux is higher for the case of 10'1 prepulse contrast ratio 

compared to 5x10“4, it is desirable to measure and optimize the Ka X-ray conversion 

efficiency for the case of no prepulse. This is because a large prepulse will produce a 

long preplasma, where very energetic hot electrons can be generated, which are not 

desirable because they undergo larger trajectories away from the initial focal spot, 

resulting in an elongated X-ray pulse duration and spatial size. The no prepulse case 

may also help to elucidate the generation mechanism of the hot electron jets from 

femtosecond laser-produced plasmas.

Finally, it was pointed out that one of the key parameter in the production of Ka 

radiation is the laser intensity because of a possible existence of an optimum intensity 

for each material. In order to demonstrate if this is the case, studies are required at 

various intensities and accurate measurements of the exact laser intensities at the focus 

of high power laser pulses are necessary. One possible technique to measure the peak 

intensity is to use the intense field ionization of various low-pressure gas targets. The
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peak laser intensity can be determined from the dependence of the threshold laser 

intensity on the ionization potential and the charge state of the species generated at 

focus.

Efficient high repetition rate sources of narrow linewidth Ka X-ray radiation and 

of 80-250 keV electrons have been demonstrated in this thesis. These results open the 

way for exploration of many application areas including femtosecond time resolved 

studies of molecular and solid state processes.
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Appendix A

ENERGY LEVEL DIAGRAM FOR COPPER

Figure A .l [28] displays the energy level diagram for the copper atom (Z = 29). The 

figure includes several major transitions, values of the quantum numbers n, I, and j  for 

each subshell accompanied by the subshell designation and spectroscopic notations. 

The figure uses the X-ray notation where the state defined by the principal quantum 

number n = 1 is referred to as the K- shell, the state specified by n = 2 is referred to as 

the L-shell, the state defined by n = 3 is referred to as the M- shell, etc. The emission 

lines Ka, Kp, etc are related to the transitions terminating in the ground state (n = 1). The 

X-absorption edge Ek, abs represents the energy required to lift a X-shell electron to a 

free state of zero binding energy. The notations for emission lines and absorption edges 

are similar for L-shell, M-shell, etc.

199

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



n e j
4 3 7/2
4 3 5/2

4 0 1/2

3 2 5/2
3 2 3/2
3 1 3/2
3 1 1/2
3 0 1/2

2 1 3/2
2 1 1/2
2 0 1/2

1 0 1/2

N

M

Mr,

La1 Lff.2 L(j2

K<x2
Kfii Kp K.

K

'Y3

Cu Kai = 8,048 eV(1.54lA) 
CuKa =8,028 eV (1.544A)
Cu KPl • 8,905 eV

Cu Lai = 930 eV
Cu La2 = 930 eV 
Cu Lpt = 950 eV

NVn 4f7/2

Nrv 4%2 
N! 4s

M y 3d5/2 
Mjv 3 d ^  
j ^ in  fP 3 /2  
Mn 3pi/2 
Mi 3s

kn  ?p3i

Absorption edges 
for copper (Z = 29):

En,, abs ~ 7.7 eV

E m3, abs = 75 eV 

abs ”  123 SV

i/2 £L3, abs = 933 eV
j-II 2p  i/2 | l2, abs “ ?52® V
Li 2s ELi a(js = 1,097 eV

K 1s Ek abs = 8,979 eV 
(1.381A)

Figure A .l Energy level diagram for copper (Z = 29) [202]. The transitions allowed by 
the selection rules are also included. In the X-ray nomenclature, the A'-shell corresponds 
ton  = 1, L -shell corresponds to n = 2, M-shell corresponds to n -  3, etc. (Following 
Attwood [28]).
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Appendix B

PIC FILES

The input files used to perform the PIC simulation are included in this section. As 

mentioned before MANDOR 2 PIC code requires two input data files, one for the 

preprocessing run to generate the incident EM filed to provide the desired focal 

conditions and the second being the main interaction run.

2D_LaserFoil.rec.input
[units]
@1.0 Positive => works as wavelengh in microns [10A-4 cm].

Negative => works as critical electrons' density [cmA-3].

[mesh]
@ 1500 imax: mesh size along X axis
@ 750 jmax: mesh size along Y axis
@ 0 kmax: mesh size along Z axis
@ 60.0e0 Lx: domain size along X axis
@ 30.0e0 Ly: domain size along Y axis
@ 40.0e0 Lz: domain size along Z axis
@ -0.8 tau: time step (if negative that

[boundaryConditions]
@ 2 xMin
@ 2 xMax
@ 0 yMin
@ 0 yMax
@ 0 zMin
@ 0 zMax

20 1
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Type of boundary condition is:
0 - periodic;
1 - mirror;
2 - Mur's first order absorbing boundary condition.

[gaussSpot]
@ 5.7425e+16positive => peak intensity [W/cmA2] / negative => eE/mc\omega.
@1.0 Cyclic frequency [omega_0]. Must be 1 (or you understand what do you
do).
@ 55.0 Focus X coordinate [micron].
@15.0 Focus Y coordinate [micron].
@ 20.0 Focus Z coordinate [micron].
@ 5.0 Gauss-spot width (FMHW for laser intensity) [micron].
@ 130.00 Pulse duration (FMHW for laser intensity) [fs].
@ 156.00 Pulse leading front offset [fs].
@ 1 EY != 0
@ 0 EZ != 0
> 28.0 TF/SF emitter face position [micron].

[TFSF]
@ 700 TF/SF interface position (X).
@ 1400 TF/SF interface position (X).
@ 30 TF/SF interface position (Y).
@ 720 TF/SF interface position (Y).
@ 0 TF/SF interface position (Z).
@ 0 TF/SF interface position (Z).
@ record TF/SF interface regime (record, playForward, playBackward).
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2D_LaserFoil.play .input

[ u n i t s ]
@1.0 Positive => works as wavelengh in microns [10A-4 cm].

Negative => works as critical electrons' density [cmA-3].

[mesh]
@ 1250 imax: mesh size along X axis
@ 1250 jmax: mesh size along Y axis
@ 0 kmax: mesh size along Z axis
@ 50.0e0 Lx: domain size along X axis
@ 50.0e0 Ly: domain size along Y axis
@ 40.0e0 Lz: domain size along Z axis
@ -0.8 tau: time step (if negative that means [t] = 1/sqrt (1/hl A2 + .. + l/h3A2))

[boundaryConditions]
@ 2 xMin
@ 2 xMax
@ 2 yMin
@ 2 yMax
@ 0 zMin
@ 0 zMax

Type of boundary condition is:
0 - periodic;
1 - mirror;
2 - Mur's first order absorbing boundary condition.

[TFSF]
@ 20 TF/SF interface position (X).
@ 720 TF/SF interface position (X).
@ 280 TF/SF interface position (Y).
@ 970 TF/SF interface position (Y).
@ 0 TF/SF interface position (Z).
@ 0 TF/SF interface position (Z).
@ playBackward TF/SF interface regime (record, playForward, playBackward). 

[TFSF: open faces]
> xMax Removes xMax face.
> yMin Removes yMin face.
> yMax Removes yMax face.

Helps to remove one or more faces without doing some cut-plane manipulations.
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Composite target with preplasma (middle part is better resolved)

Cuts off plasma outside the box [<domain left-bottom-rear corner> / (10, 10, 10)]. 

[aligned foil]
@22.5 X coordinate of the center [micron].
@22.5 Y coordinate of the center [micron].
@ 0.0 Z coordinate of the center [micron].
@ -1.0 x component of the foil normal.
@1.0 y component of the foil normal.
@ 0.0 z component of the foil normal.
@ 5.0 Width of the foil [micron].
@ exponential Type of the profile (linear or exponential)
@ -3.0e-2 Start concentration (positive => [cmA-3]; negative => [n_cr for
electrons]).
@ -5.0e+0 End concentration (positive => [cmA-3]; negative => [n_cr for 
electrons]).
@ -1.0 Charge of particle [e].
@ +1.0 Mass of particle [m].
@5 Nx: number of particles per cell along X.
@ 5 Ny: number of particles per cell along Y.
@1 Nz: number of particles per cell along Z.

Cold preplasma/foil.
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