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ABSTRACT

Process operations are tim e critical situations. Faced w ith v as t am ount 

of p rocess data, hum an  operato rs m ay not be able to co n trib u te  a  timely 

an d  effective solution. The in d u stry  requires new technologies to reduce 

th e  cognitive load placed on  operators in nonroutine operations. This 

th esis  aim s a t developing artificial intelligence solutions to the  operation 

su p p o rt problems.

A m ulti-dim ensional problem  solving model is developed following the 

ana lysis of the recognition behaviour of hum an  opera to rs and  the 

charac te ris tic s  of the process operations. A m ultilayer m odularity 

a rch itec tu re  is proposed to achieve th e  decomposition a n d  coordination 

of system  functions, production  processes and  the reasoning  m ethods.

The thesis  focuses on  the integration of various knowledge 

rep resen ta tions and reasoning  m ethods. A hybrid reason ing  method, 

w hich employs the case-based  reasoning (CBR) a s  the  principal 

reason ing  paradigm  and  th e  o th er m ethods as the  supplem ental 

parad igm s, is developed. A dynam ic case-based reason ing  (DCBR) 

m ethod  is developed to extend the CBR to dynam ic problem s. The DCBR 

utilizes new  indexing m echanism s to incorporate system  dynam ics, and  

to improve problem solving coverage and flexibility. It allows easy 

in tegration  of various reasoning  paradigm s into one environm ent. The 

m odel-based reasoning m ethod  is integrated with th e  DCBR for case
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adap ta tions and novel problem  solving. A principal com ponent analysis 

(PCA) m ethod and a  Kalm an filter-based algorithm are  developed and 

in tegrated with the DCBR for problem feature in terp reta tion  and 

abnorm al condition identification. By com pensating the lim itations of 

the individual reasoning m ethods, the best system  perform ance can  be 

achieved. To enhance the intelligent operation support system  (IOSS) 

w ith the  capability of handling  m ultim edia information, an  intelligent 

hyperm edia on-line m anual is developed as  the external knowledge base 

an d  m ultim edia operator interface of the IOSS.

An actuato r and sensor design algorithm  is developed for operation 

su p p o rt systems based on fault d istances and objective trees th a t 

rep resen t the instrum entation requirem ent of the IOSS. This algorithm  

selects an  optimal set of ac tu a to rs  an d  sensors tha t en su res good system  

perform ance and the least hardw are cost.

The m ethods developed in th is  thesis improve the problem  coverage, 

problem  solving efficiency, knowledge representation an d  operator 

acceptability of the IOSS. A prototype IOSS has been developed and 

im plem ented on a  bleached chem i-therm o-m echanical pu lp  p lan t with 

satisfactory results.
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Chapter 1

INTRODUCTION

This thesis focuses on the development and implementation of new methods for 

intelligent operation support systems in process industry. It investigates the 

operation support problems from the operator’s recognition behavior and process 

operation characterization. The thesis emphasizes on the integration of various 

knowledge representations and reasoning methods to provide improved reasoning 

efficiency and problem solving flexibility. This chapter provides a brief introduction to the 

operation support systems. It compares the performances of various reasoning methods, 

and analyzes the limitations o f the existing methods. The main contributions of the thesis 

are summarized.

1

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1.1 In t ro d u c t io n  t o  O p e r a t io n  S u p p o r t  S y s t e m s

Computer systems and information technology have been extensively applied in industrial 

production processes. This trend is motivated by ever increasing requirements for better 

quality, higher production profits, safer operation and stringent environment regulation. 

Distributed control systems (DCS) and management information systems (MIS) have been 

implemented in most production companies. The main function o f  a DCS is to handle 

normal disturbances and maintain key process parameters in prespecified local optimal 

levels (Murdock and Hayes-Roth, 1991). A MIS stores and manipulates historical process 

data and management information. It presents these data to plant personnel in an easy-to- 

understand way for the purpose of production management, scheduling and operations 

(Tien and Croke, 1990). However, DCS and MIS are designed mainly for normal and 

routine operations. They have little functionality for abnormal operating conditions. In 

such situations as the process and equipment failures, human operators have to rely on 

their own experience to find out what is the problem and how to handle the problem. 

Faced with vast amount of raw process data, they may find it difficult to contribute a 

timely and effective solution. The industry requires new technologies to reduce the 

cognitive load placed on operators in nonroutine and abnormal operations by providing 

them with decision making support.

Process operations are knowledge-intensive tasks. Numerical computation based 

control technologies are not suitable to deal with the problems that require personal 

expertise and heuristics. Because of their capability of capturing and utilizing broad 

sources of knowledge (Dvorak and Kuipers, 1991), intelligent systems are the alternative 

to the conventional control technologies for solving such kind o f  problems.

There have been considerable research in the operation support related fields, such as 

fault diagnosis (Grantham and Ungar, 1990; Lapointe et al., 1989; Rich and 

Venkatasubramanian, 1987), real-time advisory control systems (Clancy et al., 1992), and 

expert systems for complex operations (de Silva and Wickramarachchi, 1998; Rao and 

Corbin, 1992; Rao et al., 1994a; Sachs, 1986; Saelid et al., 1989). However, unlike

2
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computer integrated manufacturing systems (CIMS) (Clemons et al., 1992), the concept 

and scope of the process operation support systems have not been clearly defined. Many 

important problems remain unsolved. This thesis was intended to address these problems, 

and develop new methods for intelligent operation support systems (IOSS) design and 

application.

Artificial intelligence was originated from the effort to mimic human being’s problem 

solving. A good understanding o f human operator’s recognitive behaviour may affect 

every aspect of operation support system design, especially in knowledge representation, 

knowledge acquisition, and reasoning mechanism. An intelligent operation support system 

that incorporates human operator’s recognitive behaviour often has better user acceptance 

and higher problem solving efficiency. However, the research on this problem was limited 

(Leitch and Stefanini, 1989; Rasmussen, 1993). Most intelligent systems did not consider 

this issue. Research is required, for the purpose o f system design, to  investigate human 

operator’s problem solving and find out the following results:

• the reasoning paradigms a human operator applies;

• the knowledge he/she possesses;

• the procedures he/she uses in problem solving;

• the relationship he/she has with other human operators and machines;

• the way he/she learns from problem solving.

Process operation support is a very complicated task as a result o f  the complex 

industrial processes and process operations. The systematic design o f  operation support 

system requires a problem solving model to formulate the philosophy and methodology of 

reasoning and computation processes for the purpose o f efficient problem solving. The 

model guides all stages of system development. Research has been done in a few areas, 

such as the operator function model for space mission and reference model for intelligent 

control (Jones et al., 1995; Huang, 1996). They did not consider some important issues 

that are special in the process operation support, such as the multiple reasoning 

paradigms. The problem solving model for the IOSS should incorporate the

3
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characterizations o f the process, process operations, and the understanding about the 

human operator’s recognition behavior.

One o f the most important research topics in the intelligent operation support system 

is the reasoning mechanism. Process operations are time critical and require diverse 

process knowledge and experience. The IOSS requires a reasoning method that is highly 

efficient, is able to utilize all types o f knowledge available in process operations, and is 

consistent with operator’s problem solving. The next section will review the reasoning 

methods.

The prerequisite o f designing a successful intelligent operation support systems is the 

adequate number of sensors and actuators. Sensors provide process information for 

problem identification and operation state evaluation. Actuators, together with sensors, 

are required for process control in normal and abnormal situations. Theoretically, larger 

number o f sensors and actuators implies robustness in problem identification and flexibility 

in system reorganization. However, the cost consideration limits the number of sensors 

and actuators installed in production processes. Extensive cost and performance analysis 

must be performed to identify the best set of sensors and actuators. Past research on the 

optimal placement of sensors and actuators was mainly on controllability, control 

dynamics identification and large space structure control application (de Silva, 1989; 

DeLorenzo, 1990). There were also considerable research on the fault diagnosability by 

using fault tree and entropy-based methods (Ishida et al., 1987; Seong et al., 1994). 

Further research is required on the sensor and actuator design that directly meet the needs 

o f problem identification, system state evaluation and system reorganization.

An important problem in the IOSS design is operator interface. Multimedia system 

technology has gained increasing attention in process industry. The IOSS needs to have 

ability to represent and reason with multimedia information. A solution to this problem is 

to integrate intelligent operation support systems with multimedia systems (Maybury, 

1992; Shu et al., 199S). Commercial multimedia systems do not have the integration 

capability. A new integration model is required to develop an intelligent hypermedia 

manual that provides:

4
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• the hypermedia manual serving as an extended multimedia operator interface and 

an external hypermedia knowledge base.

• a hypermedia on-line manual that has reasoning ability and can be run 

independently, if necessary, to replace traditional paper manual.

This thesis was intended to address these problems.

1.2 In t r o d u c t io n  t o  R e a s o n in g  M e th o d s

There have been numerous methods available for fault diagnosis. These methods can be 

classified into three categories: rule-based reasoning (RBR) (Calandranis et al., 1990), 

model-based reasoning (MBR) (Davis, 1984), and case-based reasoning (CBR) (Kolodner 

et al., 1985; Bareis, 1989) techniques.

RBR systems are among the earliest to assist operators in fault diagnosis. In a RBR 

system, the basic unit o f knowledge is a production rule. A rule consists of a premise 

(condition) and an action (result). The problem solving knowledge is represented by a set 

of production rules. A RBR system searches through the knowledge base and activates 

the rules whose premises are satisfied. To capture uncertain and fuzzy knowledge, fuzzy 

logic (de Silva, 1995; Dubois and Parade 1980; Zadeh, 1965; 1978) has been extensively 

applied in RBR. There have been considerable number of successful industrial applications 

of RBR systems (Calandranis et al., 1990; Becraft et al., 1991).

RBR systems have the advantage of high reasoning efficiency, and easy knowledge 

representation and acquisition. Plant engineers and operators often express their operation 

knowledge using IF-THEN rules (production rules). However, because of the crispy and 

unstructured knowledge base, RBR are usually not suitable to solve large problem. For a 

typical engineering application, the number o f rules could be up to hundreds. It is very 

difficult to make the knowledge base complete and consistent. Since the rule sets are 

strongly process specific, RBR systems have poor adaptability and portability. A RBR 

system can only handle “known” problems.

5
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MBR is an important approach that uses process models for problem solving. A 

process fault, can be defined as a discrepancy of the process behavior from its normal 

behavior described by process models (Rasmussen, 1993). The fault diagnostic problem is 

to explain the discrepancy. If  a hypothesis can properly explain the discrepancy, it is 

considered as a solution to the fault diagnostic problem.

Process models generally consist o f  the following knowledge:

• Structure knowledge describes the structural construction o f the process by 

physical devices. It is used to construct process behavior from the behavior of 

individual devices.

• Behavior knowledge describes the expected behavior o f individual process devices 

in various conditions.

• Functional knowledge describes the designated functional purpose o f devices. 

Even if a device meets its expected behavior, it is considered ill-functioning if it 

does not fulfill its designed functional purpose.

The types of models used in MBR vary widely, including quantitative models, 

semiquantitative models, signed directed graphs, causal models and fuzzy relationship 

(Dvorak and Kuipers, 1991). Therefore, a large variety o f reasoning approaches belong to 

this category, such as fault tree (Lapp and Powers, 1977; Kramer and Palowitch, 1987), 

signed directed graph (Iri et al., 1979; Kokawa et al., 1983), qualitative simulation 

(Kuipers, 1986), and even observer based methods (Iserman, 1984; Xia and Rao, 1992).

The advantages o f  the MBR method come from the fact that it employs structured and 

deep process knowledge. The problem solving results are usually more precise and 

reliable. Since the knowledge applied is less process dependent, MBR systems have good 

generality and portability. Provided sufficient knowledge, a MBR system is able to solve 

novel problems that have never occurred before. However, it is usually difficult to obtain 

the process models that describe structural, functional and behavioral knowledge. Problem 

solving in MBR systems may require complicated computation and inference reasoning. 

Excessive time may be required to find a solution.

6

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CBR is the result of the attempt on modeling the human recognition process, including 

memory, learning and problem solving, with computer models. The research on CBR can 

date back to 1975 (Schank, I975;1981). The theory about the episodic information plays 

an important role in the invention o f CBR (Slade, 1991). A few survey papers gave good 

overview o f the research on CBR (Slade, 1991; Bareiss, 1989).

CBR is a reasoning approach that lies between RBR and MBR in the sense of the level 

o f knowledge employed. A CBR system includes a case memory to simulate the episodic 

human memory. The basic unit o f knowledge is a memory episode, or a case. Each case 

is the solution to a specific problem. These cases are stored in a structure with rich index. 

Faced with a new problem, the system retrieves similar cases from the case memory, and 

adapts solutions contained in the cases to suit the new problem.

CBR has high problem solving efficiency. It solves a problem by directly applying the 

knowledge o f the previously solved problems rather than from scratch. Much less 

computational and reasoning effort is required compared to MBR. Since the episodic 

knowledge is very similar to the plant engineers and operators’ experience, a CBR system 

has the advantage of easy knowledge acquisition and good operator acceptability. 

However, the CBR system is usually not able to solve novel problems. The existing CBR 

techniques are applicable only to static problems.

There are a few approaches that do not fit into the above categories, such as neural 

networks (Hoskins et al., 1991; Venkatasubramanian and Chan, 1989) and multivariate 

statistical process control (MSPC) approaches (Martin and Morris, 1996). These 

approaches are based on the assumptions that the system behaviors, either normal or 

abnormal, are all captured in the data. By characterizing these data, decision can be made 

on the status o f the production process.

It is seen from the comparison o f various reasoning methods that none of them is 

superior to others in a general sense. Each individual reasoning method has its own 

advantages and limitations. To compensate for the limitations o f  the individual reasoning 

methods and to achieve the best system performance, this thesis was intended to develop a 

method that is able to integrate various reasoning approaches.

7
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1.3 C o n t r ib u t io n s  o f  T h is  T h e s i s

The main contribution of this thesis is a group of new methods for the design of intelligent 

operation support systems. These methods provide efficient problem solving, easy 

knowledge acquisition, and good operator acceptability. The results obtained in this 

research are a step advance to the success of intelligent operation support systems in 

process industry.

1.3.1 Contributions to operation support system theory

The thesis investigates the operation support problems from the roots o f operator’s 

recognition behavior and process operation characterization. The following new results 

provide a methodology for systematic design of high performance operation support 

systems:

• The analyses of human recognition behavior in problem solving reveal many 

psychological issues that are significant in process operations. The new problem 

solving model, which incorporates not only the human recognition behaviors but 

also the system requirements, is applied as the basis o f operation support system 

design.

• The multilayer modularity architecture achieves the decomposition and 

coordination of function, process and methodology, as well as the separation of 

general and specific knowledge. The full integration o f the intelligent operation 

support systems with the existing plant facilities helps the company to protect the 

previous investment and makes the intelligent operation support system more 

useful and powerful.

• The new hybrid reasoning method, the dynamic case-based reasoning (DCBR), 

uses case-based reasoning as the principal reasoning paradigm and other 

approaches as the supplemental reasoning paradigms. It is superior in terms of the 

problem coverage, problem solving efficiency, knowledge representation, and user 

acceptability.

8
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• The method o f actuator and sensor design is based on the fault distance and 

objective tree that represent the instrumentation requirement o f operation support 

systems. The design method produces the scheme of actuator and sensor locations 

that ensures good system performance and least hardware investment.

• The intelligent hypermedia on-line manual provides the operation support system 

with capability of handling multimedia information. It greatly enhances the 

operator interface and can be used as an external knowledge base. As a result, the 

IOSS will have better user acceptance and higher efficiency.

1.3.2 Contributions to intelligent systems

This research focuses on the integration of various knowledge representations and 

reasoning methods to provide improved reasoning efficiency and problem solving 

flexibility. The dynamic case based reasoning (DCBR) method is developed to achieve 

this purpose:

• The dynamic case-based reasoning (DCBR) method extends the traditional case 

based reasoning (CBR) methods with the capability of solving dynamic problems. 

The DCBR utilizes a new indexing mechanism to represent time-tagged features 

and multiple indexing paths. The time-tagged features provide a feasible way to 

incorporate system dynamics in CBR, and thus lead to more accurate and timely 

problem solving. The multiple indexing paths significantly improve problem 

solving coverage and adaptation capability o f CBR. A new learning mechanism is 

proposed to constantly refresh memory by “forgetting” old cases and 

“remembering” new cases.

• The DCBR has a structure that can integrate various reasoning paradigms (CBR, 

MBR, RBR) into one environment. By complementing each other in problem 

solving, the disadvantages o f the individual reasoning methods are avoided. As a 

result, better system performance can be achieved.

• The integration of the DCBR with the principal component analysis (PCA) method 

enables the DCBR to employ process variable correlation and context-related

9
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information extracted by PCA for case retrieval and evaluation. It avoids the low 

fault identifiabiiity of individual PCA approaches, and improves the problem 

solving accuracy and efficiency of the DCBR.

• The DCBR is integrated with a Kalman filter-based fault diagnosis and fault- 

tolerant control algorithm for fault diagnosis and control system reorganization. It 

is illustrated that a numerical model-based method can be easily fit in the DCBR 

environment as a subsystem or as a data processing package.

• The integration model o f intelligent system technology with multimedia technology 

enhances the intelligent system with the capability o f multimedia information 

representation.

1.3.3 Contributions to industrial applications

The new methods developed for operation support systems are feasible in industrial 

application. A prototype intelligent operation support system has been developed for a 

bleached chemical thermo-mechanical pulping (BCTMP) plant. The system has been 

implemented in the plant computer systems and tested with real-time plant operations. It 

is integrated with the existing plant automation systems, including a DCS (Fisher Provox 

2000) and a management information system (MOPS). The results were very 

encouraging. With the help of the operation support system, operators were able to 

identify the undesirable conditions earlier and reduce off-spec product and production 

cost.

1 .4  O rg a n iz a t io n  o f  t h e  T h e s i s

The thesis is organized as follows. Chapter 2 is devoted to the knowledge architecture 

and system design for the intelligent operation support systems. A multidimensional 

problem solving model is developed as the guide for the intelligent operation support 

system design.

10
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The design approach for sensor and actuator placement in process operation support 

systems is developed in Chapter 3. An example in the bleach plant o f  a pulp mill is 

illustrated.

In Chapter 4, a dynamic case-based reasoning (DCBR) method, which extends the 

case-based reasoning approaches to dynamic problems, is developed. DCBR has the 

ability to integrate with other computational and reasoning methods, including MBR and 

RBR. Chapter 5 extends the DCBR to the multivariate statistic process control method by 

integrating with the principal component analysis approach. A model-based fault 

detection and fault-tolerant control method is developed in Chapter 6, which is also 

directly integrated with the DCBR.

A new integration model of intelligent system with multimedia technology is proposed 

in Chapter 7. An intelligent hypermedia on-line manual (IHOM) is developed as the 

external knowledge base and multimedia operator interface of the intelligent operation 

support system. Chapter 8 presents the implementation of the intelligent operation 

support system in a bleached chemical thermo-mechanical pulping plant. The result is very 

encouraging. Finally Chapter 9 presents overall conclusions and recommendations for 

future research.

1 1
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C hapter 2

KNOWLEDGE ARCHITECTURE AND 
SYSTEM DESIGNt

his chapter presents an intelligent operation support system (IOSS) structure using

rich knowledge representation and hybrid reasoning strategy. The functional 

requirements and desired features for IOSS are defined. The human operator’s recognition 

behavior is analyzed. It is shown that a hybrid reasoning environment that combines case- 

based reasoning (CBR), model-based reasoning (MBR) and rule-based reasoning (RBR) is

proposed to incorporate these requirements and human recognition behavior. The IOSS is 

designed by using the problem solving model as the guide.

r Some contents of the chapter have been published: Rao and Xia, 1994, "Integrated distributed 
intelligent system for on-line monitoring and control of pulp process", Canadian Artificial Intelligence,
33, 5-10.
The extended and modified version has been submitted for publication: Xia and Rao, 1999, “Knowledge 
architecture and system design for intelligent operation support systems”. Expert Systems with
Applications.

consistent with operator’s problem solving. A multidimensional problem solving model is
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2.1 I n t r o d u c t io n

Distributed control systems (DCS) and management information systems (MIS) have been 

extensively applied in modem process industry. The main function of DCS is to handle 

normal disturbances and maintain key process parameters in prespecified local optimal 

levels. MIS stores and manipulates historical process data and management information, 

and presents them in a more understandable format for the purpose o f  production 

management, scheduling and operations. Despite their great success, DCS and MIS have 

little function for abnormal and nonroutine operations. In such situations as process faults, 

human operators have to rely on their own experience to contribute a solution. Faced with 

complex processes and vast amount o f data, they are under a tremendous working 

pressure (Hoskins and Himmelblau, 1988; Petti et al., 1990), which leads to “cognitive 

error” (Long, 1984). The process industry demands new computer integrated technologies 

to reduce operator’s working burden by providing operation support.

Process operations are knowledge-intensive tasks. Artificial intelligence (AI) has been 

considered promising to deal with problems that require personal expertise and heuristics 

(Dvorak and Kuipers, 1991). Considerable research has been done in various fields related 

to operation support, such as automatic trouble shooting (Grantham and Ungar, 1990), 

real-time advisory control systems (Clancy, 1992), and expert system for complex 

operations (de Silva and Wickramarachchi, 1998; Rao et al., 1994a; Sachs et al., 1986; 

Saelid et al., 1989). However, many problems remain unsolved. Taking a bleached 

chemical thermo-mechanical pulp plant as an example, this chapter systematically 

investigates the problems involved in process operation support including production 

requirements, human recognition behaviors and problem solving models. A feasible system 

architecture and a reasoning strategy are proposed.

2.2 P r o b le m  F o rm u la t io n

Unlike computer integrated manufacturing systems (Clemons et al., 1992), the concept

13
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and scope of IOSS have not been clearly defined. In verbose fashion, any system that 

assists operators in operation is an operation support system. Based on the investigation 

on industrial requirements, the definition o f IOSS is formalized as follows:

IOSS is a  mill-wide real-time intelligent system that integrates production 

information o f  all areas and from  all resources. I t manipulates the information 

and various types o f  knowledge to provide decision support to operators. IOSS 

assists operations in two different ways: (I) generating and directly implementing 

new operating conditions or corrective actions on control action devices, e.g., 

DCS; or (2) making feasible operation recommendations to operators who make 

fin a l decision and take actions. The objectives o f  IOSS are to help operators to 

maximize production, to improve product quality, to reduce production costs, and 

to minimize environmental impacts through more consistent and timely 

operations.
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Fig. 2.1. Information and knowledge integration in IOSS.

The principle diagram of IOSS is shown in Fig. 2.1. IOSS emphasizes in information 

and knowledge integration. It considers a mill facility as either an information collection
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device or a control/operation action device. From the former, it receives and integrates 

information. To the latter, or indirectly through operators, it issues control and operation 

actions. IOSS is a bridge between production process and operators through information 

and knowledge integration.

The next section will discuss the factors that determine the system design and related 

technology development: the functional and featural requirements.

2.2.1 Functional requirements

An IOSS is intended to provide operation supports for the situations in which human 

operators feel difficult to contribute a timely and effective solution. Human operators 

perform well for routine operations, but not as good for nonroutine operations. An IOSS 

is designed to provide decision support for the following nonroutine operations:

(1) Product/grade transition-. Modem operation companies tend to produce product 

of multiple grades in small ordering volume to cope with ever increasing 

competition in the global market. In the investigated BCTMP mill, grade change 

occurs very often, sometimes, once a week. A new target pulp grade requires a 

new set of optimal operating conditions, such as temperature, chemical charging 

rate and refining energy. The IOSS can make plant more responsive to multiple 

grades, rates and products production by automatically generating new operation 

conditions.

(2) Production optimization/disturbance compensation: In a production process, 

DCS and advanced control systems maintain process variables at constant levels. 

Most of small process disturbances can be compensated by DCS control loops. 

However, DCS is not efficient enough for some significant disturbances. In face 

of significant process disturbances and drifts, production optimization is required 

to obtain a set of new optimal conditions. For example, when the chip quality/mix 

changes, the settings for refiner energy and bleaching reactant must be properly 

adjusted to maintain a desired pulp quality and production profit. The production
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optimization may include complex calculations and reasoning using mass and heat 

balance axioms, which can be better done by using computers.

(3) Fault correction'. Process faults are defined as undesired situations or incidents 

that could lead to ofF-specification products. There are two types of process 

faults: device failure and operation fault:

-  Device failure: A device is failed if it can not function properly. An obvious 

indication is the discrepancy between the presenting behavior and the 

designated or nominal behavior.

-  Operation fault: It is referred to the improper operation actions taken by 

operators, such as improper setting of control mode and accidental opening of 

a bypass valve.

Fault diagnosis and correction are very difficult problems in process operation. 

Operators need to identify the fault, evaluate the severity and recoverability, and decide 

the redeem actions. Operation support is of great reward in preventing or reducing the 

loss caused by process faults.

Automatic start-up and shutdown operation (AS SO) is an important research topic in 

computer integrated system applications in process industrial (Rao et al., 1994a). It is an 

important component of IOSS. However, ASSO itself is a large research topic. The 

technology applied in ASSO is quite distinct. In most pulp companies, the automatic 

ASSO has been achieved, though not perfect, using sequential control by DCS. For this 

reason, ASSO is not considered as a component in IOSS.

2.2.2 Desired features

The weakness o f past developed intelligent systems for decision support and fault 

diagnosis was addressed by many researchers (Rich and Venkatasubramanian, 1987; 

Lapointe et al., 1989). Certain system features were paid special attention in every 

specific application. Boy (1993) emphasized the coexistence of human operators with 

artificial intelligent agents on a cooperative base in space system design. He claimed that 

human operators tend to lose vigilance if machine automation level is too high. The
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integration problem o f classic techniques and Al methods was addressed by Murdock 

(1991) in the monitoring system design for semiconductor production. Lapointe and his 

coworkers (1989) proposed to divide knowledge base into the knowledge about plant and 

the knowledge necessary for problem solving. Open architecture and distributed 

knowledge organization were also considered critical in developing, operating and 

maintaining an intelligent system (Huang, 1996; Rao et al., 1993).

After carefully investigating the requirements o f pulp production, the following 

features are considered critical to the IOSS:

• Information/knowledge integrated environment: Integration with existing plant 

facilities is an essential requirement to all high-tech applications. DCS, MIS, PLC 

and other systems such as SPC and SQC have been performing irreplaceable roles 

in modem pulp production. A standalone intelligent system cannot function 

efficiently. The IOSS needs to be integrated and embedded into plant production 

and automation network and to take full advantage o f the existing facilities.

• Operator’s  involvement in the decision making-. Real-world applications o f 

automation system bring a dual problem: without enough automation, an excessive 

workload appears; Conversely, too much automation may “push” operators “far” 

away from the production process and tending to lose their control o f the 

production. Keeping operators in decision making (Rao and Qiu, 1993) is a 

critical issue in designing the IOSS.

• Timely decision: Process operation is a time critical situation. As a real time 

application, the IOSS must provide timely and knowledgeable decision whenever a 

complex situation occurs. Reasoning efficiency is important to the system.

• Process generality: Process generality is necessary to make IOSS portable and 

enable easy accommodation of process configuration changes. It is also important 

to make users easy to maintain and upgrade the system.

• Full use o f  operation knowledge : Knowledge acquisition has long been identified 

as the bottleneck in developing intelligent systems. Knowledge in process
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operation exists in various levels and types. To overcome the difficulty, the IOSS 

should be able to make use o f knowledge o f  all levels and types.

• Learning capability-. Because o f the complexity o f process operations, it is 

impossible to make the knowledge base complete. The IOSS is required to have 

capability to learn from problem solving in order to expand the knowledge base in 

the operation.

• Operator acceptability. Operators are the end user o f the IOSS. Good 

acceptance by operators is crucial for the system to succeed (Rao and Xia, 1998). 

Besides functionality, easy to understand reasoning process and operator interface 

are important to encourage operators to use and maintain the system.

2.3 R e c o g n i t io n  B e h a v io r  o f  H u m a n  E x p e r t

In order to develop an efficient operation support system, we need to analyze the 

recognition behavior o f human operator’s problem solving in process operations. The 

characteristics o f human operator’s problem solving that may significantly affect the 

design of operation support system include: reasoning with episodic experience, 

navigation among various reasoning paradigms, and learning from operations.

2.3.1 Reasoning with episodic experience

Modem process operation involves knowledge from various areas. It is impossible for an 

individual plant operator to have all knowledge. Research has discovered that operators 

do not usually apply deep domain knowledge for problem solving. Instead, the principal 

knowledge they apply is experience, the explanations and solutions to the problems they 

encountered and solved in the past. A senior operator has encountered a lot of problems 

in his domain. He generalizes these problems and stores the knowledge in his memory for 

the future use. Just as Schank’s episodic memory theory (Schank, 1981), this knowledge 

is stored as discrete episodes. Each episode is the explanation and solution to a single 

solved problem, for example, the situation o f excessive bleaching chemical charge with
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low product brightness. The memory of a human operator has a very complex storing and 

indexing structure. These episodes are related to each other according to sophisticated 

conceptual features and criteria. This complex structure enables the human operator to 

relate a new problem to one or more memory episodes.

A human operator monitors production from central control room by checking the 

states of important process variables through the consoles o f  distributed computer systems 

(DCS) and management information systems (MIS). He has a clear idea about what 

variables to monitor. The monitoring variables are either quality variables, such as 

brightness and freeness, or important operating variables, such as temperature and specific 

energy. He barely notices the actual values of these variables. What he concerns most is 

whether the variables are in normal range or not. Since industrial production is a dynamic 

process, an experienced operator pay attention also to trends, the evolution of the 

monitoring variables. Trend information is extremely important in dynamic processes 

since it provides additional information from the same set o f data. With the trend 

information, the operator can foresee a problem before relevant variables actually go out 

o f normal ranges. For example, if a brightness is half way to high and still increasing 

rapidly, the operator will be able to anticipate that the brightness will go high in certain 

amount of time. Proper actions need to be taken to prevent off-specification brightness.

If all monitoring variables are in normal ranges, the operator assumes that the 

production is in normal condition and no nonroutine operation needs to be taken. If one 

or more monitoring variables go out of normal ranges, a potential abnormal problem may 

have occurred. He has to explain the problem and contribute a solution to it, if necessary. 

The basic reasoning steps he takes are reminding, solving and learning. By giving a quick 

survey of the relevant process variables, he gets a rough picture o f the production status. 

This picture reminds him of similar problems he encountered in the past. The explanation 

and solution to the reminded problems or the adapted version will serve as the solution to 

the new problem. He will remember what he learned from the problem solving.

An important characteristic of operator reasoning is the similarity reasoning. Industrial 

production processes are extremely complex. A lot o f factors are involved in the
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definition o f  a problem. A production process will not repeat a past situation exactly. The 

operator is not looking for an exact match between a new problem and a past solved 

problem. Instead, he is looking for the analogy or similarity. He has a perceptiveness to 

collect all the important facts and ignore the unimportant ones.

The reminding, solving and leaning mechanisms o f a human operator are very 

sophisticated. For a single problem to be solved, he may remind himself a number of 

different past solved problems from different perspectives. These complex mechanisms 

enable the human operator to obtain a solution for a new problem from more than one 

past problems that are similar in one perspective or another.

2.3.2 Navigation among various methods

An important phenomenon in human operator’s problem solving is continuing switching 

among various reasoning paradigms using different levels o f his knowledge. Rasmussen 

(1993) emphasized the same phenomenon in diagnostic reasoning. The specific reasoning 

paradigm that an operator applies depends on his experience, his domain knowledge, 

problem solving objective and time limitation. For the problem, a different operator may 

reason in a different way. A senior operator, having experienced plenty of problems in his 

operation history, often reminds himself o f similar past problems. An engineer, having 

more domain knowledge, tends to come up a solution from domain knowledge, including 

the structural and behavioral description o f the production process. A novice operator, 

however, having neither much experience nor domain knowledge, may have to figure out 

a solution using very simple rules. For example, if pulp brightness is low, a novice 

operator might increase peroxide charge because peroxide is the dominating influential 

factor o f pulp brightness in his knowledge. A solution so obtained may be wrong. A 

senior operator may find immediately from the low brightness and high peroxide residual 

that increasing temperature is the best solution. An engineer, knowing that the brightness 

is affected by incoming brightness, temperature, retention time, and 

peroxide/caustic/silicate/DTPA charge, will arrive the same conclusion from the careful 

analysis o f  domain knowledge. It is usually time consuming to solve operation problems 

using domain knowledge. That is why a senior operator may be able to solve a problem
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more efficiently than a less experienced engineer. However, even an experienced operator 

may be confronted with a problem that he is not completely familiar. In this situation, he 

has to navigate among all types o f knowledge, including domain knowledge, past solved 

problem and operation rules, to solve the problem.

A main purpose o f operation support systems is to avoid production loss in abnormal 

situations. The first response of an operator to an emerging abnormality is to stabilize 

critical functions so as to prevent the accidental situation. This response is time critical. 

He is required to respond as quickly as possible even if the problem is not totally 

understood. In such situations, only simple operation rules count. After the critical 

functions have been stabilized, he may apply more time consuming methods, including 

domain knowledge, to find a solution o f more precision.

2.3.3 Learning from operations

Active learning is one o f the most important advantages o f human operators over 

computer-based systems. The performance o f most computer-based systems does not get 

improved in the course of running. In fact, it will be deteriorated as the plant and its 

environment drift from original settings. On the other hand, a human operator can quickly 

learn from process operations. He may not be knowledgeable when he is first assigned to 

a position. However, in a short period o f time, he will quickly gain enough experience to 

handle most o f operation problems. A basic sign o f artificial intelligence is the learning 

ability. However, efficient learning in intelligent system design is still not totally solved. 

The understanding o f the learning process o f human operators can be applied as a guide to 

the operation support system design.

The updating o f the memory content and structure is called learning. Operators learn 

mainly in three ways:

•  Learning from  documented knowledge: This learning process is mainly fulfilled in 

the pre-operation training stage for novice operators. Its purpose is to enable 

operators to handle the typical operation problems that either happen frequently or 

have significant impact on production. The knowledge about these problems is

21

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



usually in the form of well-formulated operation procedures. Operators are 

required to follow the procedures strictly whenever a problem occurs. But this 

learning process is not limited to pre-operation training stage. Most pulp 

companies maintain records of all incidents occurred in production. A diligent 

operator can get valuable knowledge from reviewing these records and talking to 

the personnel who made the records.

• Learning from  successfid problem solving-. An operator gains most valuable 

knowledge from his own problem solving in operations. Confronted with a 

problem, he has to resort to all type o f knowledge he has and be cooperated with 

other mill expert, if necessary. Trail-and-error method could be applied in order to 

get an effective solution. After the problem is satisfactorily solved, the knowledge 

about this problem will become an episode in the memory o f all participants’. 

Next time the same problem occurs, every one of them will be able to contribute a 

timely solution. Extracting episodic knowledge from domain knowledge is a main 

part of this learning process. Domain knowledge plays a primary role in solving 

new problems. In the problem solving using domain knowledge, the operators 

gain a clear description of the problem, extract sufficient features and obtained a 

solution. This knowledge will be applied to create a new episode in his memory.

• Learning from problem solving fa ilure : Failure-driven learning is another 

important characteristic of human operators. When confronted with a problem, an 

operator will come up a solution in the way he is most familiar with. This solution 

could either succeed or fail. If the solution is proven to be a failure, his knowledge 

needs to be updated. From the explanation to the failure, i.e. the discrepancy 

between the actual result and his expectation, he revises their knowledge.

• Learning from  forgetting-. Efficient forgetting is the basis o f efficient memorizing. 

The active memory space of our brain is limited. Human being has ability to forget 

past events eventually. For example, we have no difficulty to recall something 

happened yesterday. However, it is almost impossible for us to recall something 

happened twenty years ago unless it had affected our life significantly. The same
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rule applies to human operators in operations. They have a good memory o f the 

events occurred recently, but not of those happened long time ago.

Another phenomenon that may affect system design is the interconnection between 

episode knowledge and domain knowledge. An operator has a certain amount of domain 

knowledge. It is discovered that the domain knowledge is not independent o f episodic 

knowledge. They are highly interconnected. A problem specific episode is related to a 

certain part o f domain knowledge the human operator possesses. This relation enables the 

operator to adapt the solution from a specific episode for solving new problems.

2.4 M u lt id im e n s io n a l  P ro b le m  S o lv in g  M o d e l

The analysis of human operator’s recognition in process operation directly affects the 

intelligent system design. This analysis needs to answer what activities operators carry out 

to solve problems and how they perform. Jones et al. (1995) proposed an operator 

function model for space mission operations. The model is a heterarchic-hierarchic 

network o f  nodes. The nodes, from top level to bottom level, are respectively the major 

operation functions, subfunctions, tasks and actions. This operator function model 

addresses the sequential operator operation activities and their hierarchical decomposition. 

Rasmussen (1993) discussed many important issues in diagnostic reasoning in various 

domains such as process control, maintenance and medicine. He presented the nature of 

diagnosis from various perspectives. A related research was done by Huang (1996). He 

proposed a multidimensional reference model for intelligent control. The limitation o f the 

reference model is that it does not consider the fact that human operators are applying 

different reasoning mechanism facing with different situations.

For the purpose o f system design, the human operator recognition analysis needs to 

develop a problem solving model that can be used as a working environment o f IOSS. It 

is revealed that the problem solving model is better to be represented in a three- 

dimensional coordinate as in Fig. 2.2: functionality dimension, process dimension, and 

methodology dimension.
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Fig. 2.2. Three-dimensional problem solving model.

2.4.1 Functionality dimension

Take the pulp production as an example. The goal o f pulp production is to run the 

production process in optimal states. The optimality o f production is measured by the 

following criteria:

• best use o f wood fibers,

• optimized product quality,

• optimized production rate,

• minimized use o f  chemicals and energy,

• minimized environmental impact,

• safe operation (equipment, human).

In normal situations, the target state is optimal operation. However, in some abnormal 

situations, optimal operation may not be achievable. There is no choice but to accept 

degraded (suboptimal) operations. To an extreme, when the profitable production can not 

be maintained, the production process has to be shut down with the least production loss. 

Fig. 2.3 presents the potential suboptimal operations with deteriorated optimality top 

down.
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Fig. 2.3. Possible suboptimal operations in abnormal situations.

The objective of operation support is to find the achievable operation o f best 

optimality with the available resources and the corresponding corrective actions. The 

problem solving goes through process monitoring, problem identification, and corrective 

action planning:

• Process monitoring

-  Data interpretation: to extract features of sensory data.

-  Problem detection: to detect the presence o f problem.

• Problem identification

-  Original cause isolation: to locate the problem.

-  Consequence analysis: to predict the consequences.

• Problem correction

-  Problem evaluation: to find achievable operation.

-  Corrective scheme planning: to plan operation scheme.

-  Corrective scheme verification: to verify the scheme.

A more detail reasoning procedure is depicted in Fig. 2.4.
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Fig. 2.4. Detail reasoning procedure.

The functionality dimension represents the continuous decomposition of reasoning 

functions into simple reasoning tasks in a hierarchical form, as similar to Jones’s operator 

function model (Jones et al., 199S). An example is presented in Fig. 2.S. These functions, 

both in the same level or different level, are coordinated to solve an operation support

problem.
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Fig. 2.5. Functionality dimension: functional decomposition.

2.4.2 Process dimension

The process dimension represents the decomposition of entire production process into a 

number o f nodes at various levels. Pulp production is a long and complex process that 

consists o f impregnation, refiner, bleach plant and drying. Human operators do not 

consider the production process as a whole in problem solving. Instead, they instinctually 

decompose the process. For example, when an abnormal situation occurs, a human 

operator first examines whether it is a bleaching problem or a refining problem. He then 

narrows down the fault to an individual component. Accordingly in the IOSS design, the 

production process should be properly decomposed into a number o f subprocesses.

We decompose the entire pulp production process into six levels:

Level 1 Mill level Pulp production

Level 2 Plant level Refiner, bleach plant, etc.

Level 3 Stage level Interstage bleaching and washing, etc.

Level 4 Key unit level PI bleaching tower, etc.

Level 5 Control loop level Peroxide charging, etc.

Level 6 Component level Pumps, valves, etc.
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The process decomposition also makes open system structure possible. IOSS can be 

developed independently for individual nodes (usually at plant or stage level). These local 

systems are then integrated into a mill-wide system.

2.4.3 Methodology dimension

There are two aspects to be discussed in methodology dimension: knowledge types and 

reasoning paradigms.

From the process dependability, information necessary for operation support problem 

solving can be divided into two groups:

• Generic knowledge: This portion o f knowledge describes the process independent 

problem solving procedures.

•  Process specific knowledge: This portion o f knowledge characterizes a specific 

production process.

From the difference in knowledge level, information included in problem solving can 

be classified into various types with different confidence:

•  Human operator’s individual experience: This is usually simple experience in 

production rule form.

• Episodic human operator’s experience: This is the knowledge about the well 

defined past solved problems.

•  Domain knowledge: The structural, behavioral and functional descriptions o f  pulp 

process belong to this category.

• Process operation manual: Technical documents and process operation manuals 

are the important sources o f knowledge.

Different reasoning paradigms have to be applied for different types o f knowledge. 

The following facts about human recognition behavior may affect the IOSS design: 

reasoning with episodic experience, switching among various reasoning paradigms, and 

active learning.
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An operator may encounter a lot of problems in his operation. He generalizes these 

problems and stores the knowledge for future use. This knowledge is stored as discrete 

episodes. Each episode is an explanation and solution to a single solved problem. These 

episodes are related to each other according to some complex conceptual features and 

criteria. When encountered a new problem, he will remind himself the past solved 

problems and create a solution from similar episodes rather than from scratch. In artificial 

intelligence (Al), there is a reasoning paradigm, namely case-based reasoning (CBR), to 

simulate this recognition behavior. CBR is the principal reasoning paradigm of human 

operators.

CBR is not the only reasoning paradigm that human operators apply. For a new 

problem, an operator with sufficient domain knowledge tends to apply the structural, 

behavioral and functional descriptions. This reasoning is corresponding to model-based 

reasoning (MBR) paradigm. Rule-based reasoning (RBR) is another important paradigm 

that is often applied to solve simple problems or to respond quickly to emergency 

situations. The selection o f reasoning paradigm depends on operator’s personal 

experience, the domain knowledge and other background knowledge he possesses, the 

problem solving objective, and the time limitation. Human operators navigate constantly 

among CBR, MBR and RBR in order to solve a complex problem efficiently.

As has been emphasized in the previous section, active learning capability is one o f  the 

most important advantages o f human being.

The above multidimensional problem solving model can be directly applied to system 

design and served as a working environment o f IOSS.

2 .5  M u lt i la y e r  M o d u la r i ty  D e s ig n

The performance of an intelligent system is usually evaluated by two parameters: scope 

and power. The scope is the range of applications that can be developed using the 

intelligent system. The power is represented by how easy it is to develop a specific 

application using the intelligent system. These two parameters are closely related. As the 

scope increases, the power will usually decrease. In developing intelligent systems, scope
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and power must be carefully specified (Leitch and Stefanini, 1989). The high level Al 

languages, such as LISP, Prologue and C++, are high in scope but low in power. On the 

other extreme, highly process specific expert systems are o f least scope (Lapointe et al., 

1989). Among these two extremes, there are expert system shells and expert system 

designkit. Provided with knowledge representations and inference mechanisms, expert 

system shells, such as Meta-COOP (Rao et al., 1993), KEE, ART and Nexpert (Laurent et 

al., 1986) have more power than high level Al languages. To further improve the power 

of intelligent system, though in the expense of scope, designkits are developed that have 

more domain specific facilities (Stephanospoulos et al., 1987; Leitch and Stefanini, 1989).

The IOSS is configured to achieve the functional requirements and desired features 

outlined in Section 2.2.2. According to the design objectives, IOSS is an intelligent 

system aiming at solving a range o f automation problems for a specific type o f process 

industry. Therefore, it lies between general process automation design tools and process 

specific Al systems. As a result of applying the multidimensional problem solving model in 

system design, and also as an effort to achieve the desired system features, the IOSS for 

the BCTMP process is designed in a multilayer modularity architecture as illustrated by 

Fig. 2.6.

The following facts about the IOSS are obvious from Fig. 2.6:

• IOSS is programmed in C++ under ALPHA machine in open VMS System 1.0. 

Above the high level language C++, there are three layers: object-oriented 

intelligent system tool, operation support function modules, and IOSS application

shell.

• The first layer, Meta-COOP, is an object-oriented intelligent system tool coded in 

C++ (Rao et al., 1993). Meta-COOP adopts the object-oriented programming 

technique and frame-based knowledge representation to implement the 

organization, management, maintenance and applications o f complex knowledge 

base systems. In Meta-COOP, the organization structure o f the knowledge bases 

can be divided into several components. It provides such distinct characteristics as 

the integration o f  various knowledge representations and inference methods.
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Fig. 2.6. Multilayer architecture of IOSS.

• The second layer includes the function modules based on the modeling of the 

generic problem solving tasks. With the distinct characteristics o f Meta-COOP, 

the programming o f these function modules is much easier than directly from high 

level Al language. These function modules, based on their roles in problem 

solving, can be classified into three groups:

-  Operation support function modules: These modules, depicted in the middle 

of the layer, are the generic operation support functionality. Examples of 

these modules are process monitoring, fault diagnosis, matrix simulator 

(Hassan et al., 1995) and IHOM.

— Reasoning paradigm modules: These modules, depicted on the left side of the 

layer, fulfill various reasoning paradigms, including CBR, MBR, and RBR. It 

should be noticed that IOSS treats human operators as an integrated external
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reasoning agent o f the system. When none o f the reasoning paradigms can be 

applied, IOSS will communicate to human operators for help.

-  Coordination modules: The modules on the right side o f  the layer include 

process coordinator, methodology coordinator and function coordinator. The 

process coordinator integrates the local IOSS systems to a mill-wide system. 

Methodology coordinator fulfills the coordination among CBR, MBR, and 

RBR. The function coordinator combines and queries the problem solving 

function modules to solve complex engineering problems.

• The third layer is an application shell for customizing a specific IOSS application. 

Process dependent knowledge is implemented in this layer. Unique process 

dependent knowledge makes a unique IOSS system.

This multilayer modularity architecture fully reflects the above multidimensional 

problem solving model. The operation support function modules implement the function 

dimension. The reasoning paradigm modules implement methodology dimension. The 

process coordinator implements process dimension. The three coordinators fulfill the 

coordination among nodes in these three dimensions.

Knowledge of different levels and different process dependability is separated. The 

generic knowledge is implemented in function modules, whereas the process dependent 

knowledge is in application shell. Knowledge o f different levels is respectively applied by 

CBR, MBR and RBR.

It is obvious that the desired system features, such as process generality, rich 

knowledge representation and user acceptability, are achieved with this architecture.

The motivation and philosophy of the above approach are somewhat similar to the 

cooperative expert systems, cooperative problem solving and distributed intelligent system 

technology (Durfee et al., 1989; Rao, 1991). In this research, we do not simply break up 

complex operation support problems into simple tasks. Instead, the system is designed 

based on desired features and a generic problem solving model that is proposed according 

to human operator’s recognition behavior. Human expert is treated as a crucial
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component o f the IOSS. These considerations make the IOSS remarkably different from 

conventional distributed intelligent systems.

2.6 C o n c l u s io n s

The operation support system technology is in great demand by process industry. This 

chapter presented the architecture and design of an intelligent operation support system 

(IOSS) for process industry. IOSS is designed based on the analysis o f production 

requirement and human operator’s recognition behavior. It employs rich knowledge 

representation and hybrid reasoning strategy that combines case-based reasoning (CBR), 

model-based reasoning (MBR) and rule-based reasoning (RBR). It is shown that the 

proposed design has many advantages such as debottlenecking knowledge acquisition, 

high reasoning efficiency, and better user acceptability.
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C hapter 3

ACTUATOR AND SENSOR DESIGN 
FOR OPERATION SUPPORT 
SYSTEMS1

his chapter proposes a design approach for sensor and actuator placement in process

operation support systems. The objective of the design is to find a set of sensors 

and actuators that satisfies the requirements of operation support systems, and meanwhile 

minimizes the instrumentation costs. The requirements of actuators and sensors in 

operation support systems are systematically formulated. The concept of fault distance is 

defined to measure the fault diagnosability and system diagnosability. The operation tree 

that represents the control structure in abnormal situations is introduced. The design is 

performed based on the fault distance and operation tree. A design example in the bleach 

plant of a pulp mill is illustrated.

r This chapter has been accepted for publication: Xia and Rao, 1999, “Actuator and sensor design for 
operation support systems”. Computers in Industry.
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3.1 In tro d u c tio n

Sensor and actuator design is a fundamental problem towards control, fault diagnosis and 

operation support systems (de Silva, 1989; Xia et al., 1994a). In control systems, the 

problem is to choose sensors and actuators to optimize a controllability-observability 

related performance criterion subject to an hardware cost constraint, such as that in 

multivariable control systems (Ghosh and Knapp, 1989), optimal control (Geromel, 1989), 

distributed parameter systems (Kubrusly and Malebranche, 1985), and large space 

structure control (DeLorenzo, 1990). In fault diagnostic systems, the problem is to design 

sensor placement such that all faults are diagnosable. The design methods vary with the 

fault diagnostic approaches. In state observer/parameter estimator-based approach 

(Iserman, 1984), the basic requirement is the observability/identifiability such that the 

observer/estimator can be constructed. In the design approach proposed by Park and 

Himmelblau (1987), the linear state and measurement equations for every possible 

instrumentation scheme have to be available. The selection o f  proper scheme is based on 

observability and identifiability analysis of these equations. Such a method may be difficult 

to be applied to large industrial processes where the complete state and measurement 

equations are not available. In knowledge-based diagnostic systems, the faults are 

diagnosed using their abnormal symptoms (Xia et al., 1996). A system is diagnosable if 

every fault corresponds to a distinct syndrome. Ishida and his coworkers (Ishida et al., 

1986; 1987) proposed a graph-theoretic model for diagnosability analysis. The model is 

described by a set of potential faulty units, a set o f measurements, and an incident matrix 

that expresses the relation between the faults and the abnormal syndromes on the 

measurement. It was shown that this method could be applied to error correcting codes in 

computer systems. Another attractive method is entropy-based. Entropy is applied as a 

measure of the difficulty in system diagnosis relating to system complexity and signal 

incompleteness (Rouse and Rouse, 1979; Seong et al., 1994).

So far, there are few reports on sensor and actuator design for operation support 

systems in process industry (Xia et al., 1994a). The functions o f an operation support
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system include fault diagnosis, plant state evaluation, and corrective operations. Fault 

diagnosability is an important but not the only requirement o f operation support systems. 

Sensors and actuators have to be designed to satisfy the needs o f  the various operation 

support functions.

In this chapter, the requirements of sensors and actuators in operation support systems 

are systematically formulated. Fault distances are defined to represent fault diagnosability 

and system diagnosability. The sensor design for fault diagnosis is based on the fault 

distances. An operation tree, which relates achievable plant states to the available control 

components, is introduced for the design of actuators and sensors for corrective 

operations. The design criterion is to find at least one successful path from the available 

control components to a prescribed plant state, that is, there exist corrective operation 

schemes to bring the plant from abnormal states to normal or safe states. The case study 

is conducted on the bleach plant o f a bleached chemi-thermo-mechanical pulp (BCTMP) 

mill.

3.2 P ro b le m  F o r m u la t io n

Intelligent operation support systems emerged from the complexity o f modem industrial 

plants and the availability o f inexpensive computer hardware (Hoskins et al., 1991; 

Modarres and Cad man, 1986; Petti et al., 1990; Venkatasubram and Rich, 1988; Rao and 

Corbin, 1992; Xia and Rao, 1997a). Modem industrial plants often collect vast amount of 

process data in distributed control systems and management information systems. 

Operators are faced with a problem commonly referred to as “data overload”. Because of 

the large volume of data, it is very difficult for operators to extract useful information for 

decision making. Process operations are time critical situations. Time stress due to data 

overload and decision uncertainty increases the risk o f operator errors. It is discovered 

that even with thorough training, human operators may not always have in-time and 

efficient solutions to abnormal situations (Xia et al., 1993). Comprehensive operation 

support for the operator in abnormal situations to reduce operator errors are strongly 

suggested (Long, 1984). The solution to this problem is to design intelligent operation
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support systems that reduce the cognitive load placed on operators by providing guidance 

for knowledge-based decision making. The system anticipates the operator’s knowledge, 

performs necessary calculation, and prompts the operator with derived and formatted 

information and decision instruction (Nimmo, 1995).

Process operations in abnormal situations include problem identification and corrective 

operations. An intelligent operation support system detects and diagnoses the 

abnormalities, predicts the consequences and plans for the corrective actions. One of the 

main functions of intelligent operation support systems is fault diagnosis that helps 

operator to make quick assessments o f plant state and identify the root causes. Another 

function is decision making on corrective actions. It aids operator to decide corrective 

operations to bring the plant to normal states or prevent the plant from severe incidents.

Sensors and actuators are the instrumentation basis o f intelligent operation support 

systems. In order to fulfill the above functions, an intelligent operation support system 

must have adequate plant information and sufficient flexibility for taking corrective actions 

that can only be provided by on-plant actuators and sensors. The placement o f actuators 

and sensors must satisfy the following conditions:

• Sensors should provide, as a minimum, sufficient information for fault diagnosis. 

During the recovery stage, the sensors should also provide adequate information as 

whether the process has been in the specified target plant state. That is to say, the 

measurements should always be adequate to assess the critical process states.

• Sufficient sensor information is also required for the process control in normal and 

abnormal situations. It should be adequate to achieve the operation objectives in 

both normal and abnormal situations.

• Actuators should be sufficient for process control in the normal situation. In 

abnormal situations, they should provide sufficient flexibility for system 

reconfiguration and corrective actions to bring the plant to normal or safe states.

However, the instrumentation cost limits the number o f sensors and actuators available 

in intelligent operation support systems. Extensive performance and cost analyses must be
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performed to select a relatively small number o f sensors and actuators that meet the 

requirements o f the operation support functions. The purpose o f this chapter is to 

introduce a method for optimal placement of actuators and sensors for operation support 

systems. The criterion o f the design is to satisfy the requirements, and at the same time, to 

minimize the instrumentation cost.

3.3 O v e rv ie w  o f  t h e  B le a c h  P la n t

Bleach plant is one o f the major processes in pulp and paper production. Its operation 

affects almost all pulp quality parameters. The process diagram of the bleach plant in a 

bleached chemi-thermo-mechanical pulp (BCTMP) mill is briefly presented in Fig. 3.1 

which is a screen copy of MOPS display, a commercial management information system 

developed by MoDo Chemetics. The bleach plant consists of four washing stages and two 

bleaching stages: first stage washing, interstage bleaching and washing, third stage 

washing and bleaching, and fourth stage washing. Bleach towers are the major 

components of the bleach plant. The chemical reactions with peroxide that oxidize lignin 

to a less colored state are taking place in the bleach towers. There are two bleach towers 

in the bleach plant: P-l and P-2 towers. The detail design of actuators and sensors will be 

illustrated on P-l tower.

P-l bleach tower has a bleaching zone and a dilution zone. The pulp of 38% 

consistency is discharged from the twin wire press (TWP) o f the washing stage and 

dropped into the pulp conveyor. The bleach chemicals, including peroxide, caustic, 

silicate, DTPA and water, are added in the static mixer and mixed with pulp in the pulp 

conveyor. The pulp conveyor discharges the pulp mixed with the bleach chemicals into 

the Impco double-shafter steam mixer. Steam is added through four steam ports there. 

The heated pulp is then charged into P-l bleach tower.

The pulp stock from P-l bleach tower is pumped to the headbox o f the twin wire press 

in the next washing stage. Its consistency is controlled by the second stage weak pressate 

added to the dilution zone (major dilution) and to the suction o f the pulp stock pump 

(minor dilution). The detail flow chart o f P-l bleach tower is shown in Fig. 3.2.
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Fig. 3.1. Overview o f the bleach plant.

The control loops in P -1 tower in normal situations include:

• bleaching zone level control (LIC-006);

• pulp stock consistency control (NIC-008);

• pulp temperature control (TIC-005);

• bleach chemical (water, caustic, silicate, DTPA, and peroxide) flow controls 

(FFIC-001, FFIC-002, FFIC-003, FFIC-004, FFIC-005).

The potential process faults include:

• pulp conveyor blocked up;

• steam mixer blocked up;

• loss of second stage pressate;

• loss of steam supply;
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• loss o f bleach chemicals supply;

• temperature sensor failure;

• bleaching zone level sensor failure;

• consistency sensor failure.

The placement o f sensors and actuators is designed for the control functions in normal 

situations and the corrective operations in abnormal situations. The design principle is: the 

sensors and actuators to meet the minimum requirement for normal operations are selected 

first; the additional sensors are selected for the purpose o f fault diagnosis; finally, the 

actuators and sensors to meet the requirements o f corrective operations are selected.

Water

Peroxide

Caustic 

Silicate 

DTP A

PulpStatic Mixer
I  Pulp Conveyor

Fresh Steam

Steam Mixer

P-1 Bleach 
TowerBleaching

Zone
Headbox of 
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Dilution
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to Transfer Chest

Second

Fig. 3.2. Flow chart of P -l bleach tower.

3.4  S e n s o r  D e s ig n  f o r  F a u l t  D ia g n o s i s

The objective of the sensor design for fault diagnosis is to satisfy the requirement o f fault
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diagnosability, that is, all the process faults must be able to be identified from the 

symptoms with sensory information. In accordance with the reality o f process industry, 

our discussions will focus on the single faults. It is assumed that no other independent 

faults occur than the said fault in the course of fault diagnosis. This single fault 

assumption only rules out the possibility of independent faults, but not the secondary 

faults that are caused by the primary faults.

Ishida et al. (1987) proposed a failure diagnosis model (FDM) that is defined by a 

triple (X,Y,  A ), where X  = {x,} c  9t" is a set of units that may fail, Y = (y} c  91" is a 

set of measurements, and A = {Xv} a  91"*" is an incident matrix that describes the binary 

relations between X  and Y. If the failed unit, x., leads to the abnormal state of the 

measurement y  t , At/ = 1; otherwise = 0. The concept o f the fault distance of a pair of 

distinct fallible units x, and xy is defined in terms of the distinct syndrome a failed unit 

produces. The fault diagnosability is analyzed based on the fault distance.

The above method was successfully applied to error-correcting codes in computer 

systems. The application to the design of instrumentation systems was also illustrated. 

However, it is difficult to apply Ishida’s fault distance to the operation support system 

design. The requirements of sensory information for process fault diagnosis vary with the 

diagnostic strategies. In most intelligent operation support systems, the fault diagnosis is 

performed based on the behavior (symptoms) of the monitored process variables (Xia and 

Rao, 1997b). These symptoms are either static or dynamic, as will be explained in detail 

later. To distinguish a fault, at least one element of the fault syndrome needs to be distinct 

from that of the other faults. The fault distance needs to be defined to represent the 

number of syndrome elements that are distinct.

Based on these considerations, a triple description of fault diagnosis model similar to 

Ishida’s, (F, Y, A), is applied, where F  = {/} a  91" is a set o f process faults, Y is a set of 

measurements, and A represents the relationship between F  and Y . A new fault 

distance is defined as follows.
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Definition 1. The fault distance, ( / , / , ) ,  o f a pair o f process faults f  and f t is

defined as

= f l s to l  -  |S</) ^  SC//)|)+ (|5C/,)| -  | s a )  ̂  SC/,)|) 

= |5 (/)|+ |S < // ) |-2 |S ( /)r ,5 C /,) | (31)

where S ( f t) and 5 ( /y) are the symptoms produced by the faults f  and f j , respectively; 

|S| is the cardinality o f  the set S.

It is obvious that the defined fault distance, </(/•,/ y) , represents the number of 

distinct elements in the symptoms produced by the faults /  and / , .  The following lemma 

proves that d ( f , , f s) satisfies three axioms for distances.

Lemma I. The fault distance </(/•,/,) in Eqn. (3.1) satisfies the following formulas

d ( J , , f , )  =  0 (3.2)

* ( / , . / , )  = * ( / , . / )  (3.3)

d<J, , / , )  + d ( f J J k) > d ( J , J k) (3.4)

Proof: Substituting S ( f j) = S (f ,)r \S (J 'l) into Eqn. (3.1), Eqn. (3.2) is obtained

directly. Eqn. (3.3) is obvious since /  and f } are commutable in Eqn. (3.1). To prove

(3.4), we first rewrite the right side o f the Eqn. (3.4) as

+ |S</( )| + |S(A  )| -  2 |S (/, ) «  S ( / t  )|

Rearranging the above equation gives
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+<*(/,. / , )  = |5C /)|+ |S (/,) | -  2 |5 ( / ) o 5 ( / , ) |

+ 2 |5(/; )| + 2 |S ( /)  I -  2 |S (/) r > S ( / t )| -  2\S(/,) r> S (/.) |

or

^ a , / , ) + ^ c / / , / * ) = ^ c / : , / i ) + /  (3.5)

where

/  = 2|S(/,)| + 2 |5 « )  ^  n  SC/,)| -  4 ?C/,) <-> S (/.) | (3 -6 )

If  /  > 0 , Eqn. (3.4) can be obtained directly from Eqn. (3.5). To prove /  > 0 , we use the 

following fact

2|sc/) ̂  sc/})!=P o a +|̂ cr,)| -  |^c/)^ sc/,)| (3.7)
Substituting (3.7) into (3.6) and rearranging, we obtain

/  = \SU) v  S i / t i +|S</,) ̂  «(/.)(-!■?«)<-«S (/.) | (3.8)

It is well known from the set theory that /  given in Eqn. (3.8) satisfies /  > 0. Thus Eqn.

(3.4) is proven. Q.E.D.

Lemma 1 validates the fault distance given in Definition 1. A system is diagnosable if 

every fault can be identified from its corresponding symptoms. This requires every distinct 

fault correspond to a distinct syndrome, i.e. £ ( / )  *  £ (/)) for all j  *■ i . This condition

can be described in terms of the fault distance.
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Theorem 1. A system is diagnosable if and only if it has the fault distances satisfying 

the following conditions

<*(/)./>) ^ 1 V /,y  = 1,2, —,#i; i * j  (3 .9 )

The proof o f Theorem 1 is straightforward. Eqn. (3.9) implies that every pair o f 

distinct faults produces at least one distinct symptom. Therefore, all faults are identifiable. 

A greater fault distance implies more elements that are distinct. As a  result, the faults can 

be identified with more accuracy. To represent the degree of fault diagnosability, we 

define the concept o f /-diagnosability in terms of fault distances.

Definition 2. A process fault /  is /-diagnosable if and only if

V/ = 1,2,•••,«; j * i  (3 .10)

where /  > 1 is an integer. A system is /-diagnosability if all faults are /- diagnosability.

The /-diagnosability implies that there are at least /  distinct elements in the syndromes 

of every pair o f distinct faults. The objective of sensor placement for fault diagnosis is to 

satisfy the fault diagnosability condition (3.10). From the definition of fault distance and 

fault diagnosability, it is obvious that fault diagnosability depends not only on the 

placement (number and location) of sensors, but also on the type and number of abnormal 

symptoms defined for each measurement. With the same sensor placement scheme, the 

fault distance and the fault diagnosability may be different if the abnormal symptoms 

defined for the measurements are different. Therefore, the minimum number of sensors 

required to realize the specified fault diagnosability depends also on the symptoms that are 

applied in fault diagnostic strategy.

The diagnostic strategy developed by Xia and Rao (1997b) applies two types o f the 

symptoms for fault diagnosis: the static symptoms and the dynamic symptoms (See 

Chapter 4). The static symptoms, which are the most commonly used, are symbolic state 

attributes o f process variables formulated by instant measurement values. They are
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obtained by comparing the measurements o f the monitored process variables to their 

standard limits. A finely defined process variable may have five state attributes: {"high 

(+1)", "extreme-high (+10)", "normal (0)", "low (-1)", "extreme-low (-10)"}. A less 

accurately defined variable may only have three state attributes {+1, 0, -1}. In the case 

that only static symptoms are applied, the incident matrix A = {Â } c= 9?"’“", which shows

the fault relation between F  and Y, has its elements belonging to the set 

{+10, +1, 0, -1 , -10}. If fault /  has no effect on measurement Â  = 0 .

Otherwise, if fault f  causes measurement y  i to become high, Atf = +1; if /  causes y J

to be extremely high, A(/ = +10; if f ,  causes y j  to be low, A(> = -1 ; if f  causes y } to be

extremely low, A,y = -1 0 . Fig. 3.3 shows a simple graph that represents the relation

between F  and Y. The graph consists o f two components: nodes and edges. The nodes 

represent process faults and state attributes (symptoms) o f measurements. The edges 

represent the causality between process faults and process measurements. For example, 

an edge = +1 indicates that f ,  will cause y^ to become high.

♦ 1
>10

♦ 1

y2

y3

Fig. 3.3. Causal relation between F and Y.

Production processes in process industry are dynamic in nature. When a fault occurs, 

the production process will undergo a transient process until it reaches a new steady state. 

Static symptoms are not sufficient to describe the behavior o f dynamic process variables. 

Additional information, which represents the dynamic behavior o f the process variables, 

can be extracted from the current and historical sensory data. It may play an important 

role in fault diagnosis. Xia and Rao (1997b) defined two types of dynamic symptoms:
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instant dynamic symptoms and interval dynamic symptoms (see Chapter 4). The instant 

dynamic features describe the instant changing speed o f a process variable, which include 

three attributes:

• increasing

• decreasing

• unchanging.

The interval dynamic symptoms describe the evolution o f a process variable in the 

period o f  interest. The interval dynamic symptoms include

• eventual increase with a final change M

• eventual decrease with a final change M

• abrupt increase with a final change M

• abrupt decrease with a final change M

• increase and then return with a peak change M

• decrease and then return with a peak change M.

The dynamic symptoms are the additional diagnostic information extracted from the 

same set of process data. Using the dynamic symptoms together with the static 

symptoms, the composite fault distance defined in Eqn. (3.1) can be rewritten as

d<Jt , / , )  = d s ( / , / ; ) +  d d a , / , )  (3.11)

where d t , f  j  ) is the static fault distance o f / ,  and f  3 that is represented by the static 

syndromes, Sg(Jt) and St {Jt ) ; dd( / , ,  f } ) is the dynamic fault distance o f  f t and / y

that is represented by the dynamic syndromes, Sd ) and Sd( f j ) . As in Definition 1, the

static and dynamic fault distances are defined as:

d,<j, , / / H s , a , X + | w , ) M s . « ) ‘~ ' W / )|
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dd (J , , f j  ) = |S, (J, X + |s ,  ( / ,  \  -  4 ^  a  )'r, Sd (J ,  )|

Obviously, the composite fault distance, that employs both static and

dynamic symptoms is greater than the static fault distance that employs static symptoms 

alone. For a pair o f faults that has the same static symptoms, the dynamic symptoms can 

be different because o f their distinct fault evolution processes. Therefore, using dynamic 

symptoms can lower the requirement for sensors and improve the reliability and accuracy 

o f fault diagnosis. When no dynamic symptoms are applied for fault diagnosis, the 

composite fault distance is reduced to the static fault distance.

For the convenience o f sensor design, the following fault distances are defined for the

overall system.

Definition 3. Assume that /-diagnosability is the desired fault diagnosability. The 

fault distances o f the overall system are defined as:

d\ = X £m in{/, d (J , , f } )}
(3.12)

d* = z  t d a . / j )
, « 1  j m i + 1

The following results are generated from the above definitions:

( 1 ) d x < \n {n  - 1)/ and </, > d {. If </, = \n (n  - 1) / ,  the system is 1-diagnosability.

(2) When d x = \n {n  - 1) / , the greater d 2, the better is the fault diagnosability o f the 

systems.

(3) d x and d 2 are the functions of the measurement set, Y. For two sets of 

measurements T 1 and Y 2, if K1 c f 2, then d x( Y ' ) < d x(Y 2) and 

d 2( Y ' ) < d 2(Y 2).

The following algorithms give the detail procedures in which the design o f  sensors for 

fault diagnosis is carried out.
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Algorithm 1. The sensors for fault diagnosis can be designed in the following 

procedures using the sensitivity o f the fault distances dx and d2 to each individual sensor:

Step 1. Identify the control functions in normal situations; identify all the possible 

selections of sensors (measurement o f process variables), M.

Step 2. Design the sensors required to implement the control functions in normal 

situations, YH a  M .

Step 3. Identify all the potential process faults F; define the abnormal symptoms for 

each measured process variable; define the desired fault diagnosability.

Step 4. Develop the fault graph to represent the relation between F and M; let Y  = Y„.

Step 5. Calculate the fault distances of the system, d x(Xm)', if d x (K„) <-^/i(/i — 1)/, go 

to Step 6 ; otherwise stop. Y = Yn is the set of sensors for fault diagnosis.

Step 6 . Partition M (excluding K„) into several groups M i (i = 1,2,•••,/?) based on 

the price, reliability, and easiness in installation and maintenance. The sensors 

in the preceding groups have the priority to be selected.

Step 7. Try every new sensor, from the first group of A/, (/ = 1,2, •••,/>) that is 

not empty; let I ',= ( l ', -y1-w); compute */,(}")and d 2(Y')\ select the sensor 

that makes d x increase the most. If there are several sensors that increase dx 

by the same amount, select the one that makes d 2 increase the most.

Step 8 . I f  d x (Y') <\n ( ti  - 1)/, let Y - Y '  and go to Step 7; otherwise stop, and Y -Y '  

is the set o f sensors for fault diagnosis.

The above algorithm is easy to implement, however, the selected sensors may not be 

the minimum set. The following algorithm is proposed to solve the problem.

Algorithm 2. The minimum set of sensors for fault diagnosis can be obtained by using 

the following procedures (Steps 1-5 are the same as in Algorithm 1):

Step 6 '. let k  = 1 .
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Step T. try all possible k-dimensional subsets c :M  - Y m; let Y = (Y„,Ymw) ; 

compute d,(Y)  and d 2 (K); select the subset Ym  that corresponds to the 

greatest d x. If there are several subsets that correspond to equally greatest 

d x, select the one that corresponds to the greatest d 2.

Step 8 '. If  dx( X ) < \ n { n - \ ) l , let k  = k  + \ and go to Step 7’; otherwise stop. Y  is 

the minimum set of sensors for fault diagnosis.

The above two design algorithms do not explicitly incorporate the costs o f sensors. In 

a practical design, the cost o f various sensors may be dramatically different. Cost 

limitations will significantly affect the design results.

The cost o f  a sensor, C ,, consists mainly o f the purchase, installation and maintenance 

expenses

where Cip, C„ and Cim are the purchase, installation and maintenance expenses o f the 

sensor y i , respectively. For a set of sensors, Y, the total cost is

Algorithm 3. The set of sensors for fault diagnosis with a minimum cost can be 

obtained by using the following procedures (Steps 1-5 are the same as in Algorithm 1):

Step 6 ". Select all the possible subsets Yt a  M - Y m\ calculate its cost CTt using Eqn.

(3.14); arrange the subsets in the order of the cost: CTi < C rj <■■■ <CYi

(3.13)

(3.14)

<CTm < --Cv ; let k  = 1 .

Step 7". Let Y = (Y„, Yk) ; compute d,(Y) .
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Step 8 ". If  d , ( Y ' ) < \n { n - \ ) l ,  let k  = k  +1 and go to step 7; otherwise stop. Y is 

the set of sensors for fault diagnosis with minimum cost.

The selection of a proper algorithm depends on the characteristics of the engineering 

problems. If all the sensors are assumed o f the same cost, Algorithms 2 and 3 will 

generate the same result.

3 .5  A c tu a to r  a n d  S e n s o r  D e s ig n  f o r  C o r r e c t iv e  

O p e r a t io n s

Process operations intend to run the plant in target production states. In normal 

situations, the target state is optimal production. In the event o f some process faults, 

optimal states are restorable after reconfiguring the production and control systems. 

However, in the event of some substantial process faults, optimal plant states are no 

longer achievable. There is no alternative but to accept a degraded or suboptimal 

production, in which the key process variables are maintained in acceptable ranges, and 

thus the plant produces product with the acceptable (may not be desirable) quality and 

profits. To an extreme, when the profitable production can not be maintained, the 

production process has to be shut down with the least production loss. Fig. 3.4, as 

indicated in Chapter 2, presents the possible suboptimal states with deteriorated optimality 

top-down.

The purpose of operation support is to assist operators to find the best achievable 

plant state with the available resources and the corresponding corrective actions 

(Rasmussen and Goodstein, 1987). The decision making process can be viewed as to find 

the mapping among three finite sets: a set of process faults, a set o f target plant states, and 

a set o f  corrective actions (including the reorganization o f available sensors and actuators) 

to restore the target states.
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^  Optimal Production J

^Suboptimal Production 1 J

^Suboptimal Production 2

^  Suboptimal Production N ^  

^  Safe Shutdown ^

Optimality

i

Fig. 3.4. Possible plant states in abnormal situations.

Note that a plant state is supported by a number of key process variables or control 

functions, while a process variable is supported by a number o f process and control 

components, including sensors and actuators. Therefore, for the purpose of sensor and 

actuator design, a production system can be abstracted with the following four abstract

symbols:

(1) Process faults F  = { f t }: the potential anomalies of the production system;

(2) Target plant states T  = [tt }: each fault is attached with a target plant state that is 

to be restored if the fault occurs, that is /  —» t, \

(3) Key process variables (control functions) V  = {v,}: a plant state t, is supported by 

a group of process variables, that is, Vt ->

(4) Control components U = {?/,}: the control components include sensors and 

actuators (valve, pump, etc.), as well as human actions in some situations. A 

control function is supported by a set of control components, that is, U{ -> v..

These four symbols are inherently related to each other by the above definition. In 

order to solve the problem o f sensor and actuator placement, a  representation is required 

to organize these abstract symbols and incorporate their relations. To illustrate this 

representation, the physical system shown in Fig. 3.2 is investigated. If "pulp is fed to the
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succeeding washing stage normally” is considered a required plant state, Fig. 3.2 can be 

interpreted to rules about the way in which control components have to be organized so 

that the plant state can be achieved, as illustrated by Fig. 3.5. The nodes in the first layer 

represent control components. Those in the second and third layers represent process 

control functions. The node in the fourth layer is the plant state. The process control 

functions are decomposed into two layers for the purpose o f  convenience. In some 

situations, more than two layers of control functions are required, depending on the 

complexity of the production process and control system. A control function is not 

necessarily a true control loop. However, it is always a critical process variable. The links 

from control components to a control function define what control components have to be 

operated upon to fulfill the control function. The links from the control functions in the 

second layer to a control function in the third layers define what control functions in the 

lower layer must be working properly to fulfill the control function in the higher layer. 

The links from the control functions to the plant state indicate that in order to achieve the 

plant state, those control functions need to perform normally.

Modarres and Cadman (1986) proposed a feasible process goal tree for alarm system 

analysis. Following the discussion above, it is found that a structure similar to Modarres 

and Cadman’s goal tree can be applied to design control components (sensor and 

actuator). In this chapter, a similar structure, namely operation tree, is constructed to 

represent the knowledge about the relations among the four abstract symbols in 

hierarchical way: target plant states, control functions, control components, and faults. 

Each node in the tree is one o f the abstract symbols. The top layer is the production 

objectives, which may include improving product quality, maximizing production profit, 

reducing loss in emergency situation and improving production safety. The second layer is 

the three types of plant states: optimal production, suboptimal (degraded) production and 

safe shutdown. Below the plant states, there are one or more layers for the control 

functions that are required in order to achieve the plant states. For example, in Fig. 3.5, 

the control functions are arranged in two layers. The lowest level represents the control 

components and human actions required to fulfill the control functions. The process faults
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(faulty components) are also included in this layer. The structure o f the operation tree is 

shown in Fig. 3.6.

Valve in . 
FFIC-009'

Sensor in SV- 
FFIC-009

Pump 
631-00

Valve in 
NIC-008

Sensor in 
NIC-008

i & t o  o

Valve
HS-014 ^

Sensor in 
LIC-006 

Sensor in 
FIC-007

Pump 
631-002

Major 
. dilution

Pulp feed to 
succeding 
washuj^ stage

c ooii§srcy

Circulation

Rerout Pulp transfer

Flow rate 
Control

Fig. 3.5. Control structure of the bleach plant (part).

To develop the operation tree, the potential faults and the corresponding target plant 

states are identified first. The operation tree is developed top-down from the target plant 

states to the first level control functions, then detailed downward to lower level control 

functions, and finally to the control components and human actions. To achieve an 

optimal placement o f sensors and actuators, the entire candidate sensors and actuators 

must be appeared in the operation tree. There are two causal logics used in the operation 

tree, HOR" and "AND". "OR" implies that there is more than one alternative to achieve 

the goal represented by the upper layer's node. "AND" means all the conditions 

represented by the nodes in the layer must be satisfied in order to achieve the goal 

represented by the node in the upper layer. In the normal conditions, there must be at 

least one success path from the control components to the full production objectives. 

When a process fault presents, there must be at least one success path from the remaining

53

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



control components to the target plant state attached to the fault. The objective of sensor 

and actuator design is to select the best set of control components (sensors and actuators) 

from those in the lowest layer o f the operation tree. Here, the "best" means the least 

number or minimum cost o f actuators and sensors that satisfy the requirements for the 

success paths under normal and abnormal situations. The cost o f the control components 

can be computed using Eqns. (3.13) and (3.14).

Production Object! r e

Control
component

Control
component

Optimal states Suboptimal states Safe shutdown

Control Control Control Control Control Control
function function function function function function

Operator
actions

Fig. 3.6. The operation tree for actuator and sensor placement.

The following algorithm gives the procedures to design the sensor and actuator 

placement. It is assumed that the actuators and sensors for process control in the normal 

situation and for fault diagnosis have been selected.
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Algorithm 4. Denoting the set o f all candidate control components by Z, and those 

used for normal control and fault diagnosis by Z0 (Z0 cz Z ) . The control components for 

corrective operations can be selected by using the following procedures:

(1) For every potential process fault, f  s F ,  specify a target restoring plant state

4*7*.

(2) Develop the operation tree that includes all the candidate control components and 

incorporates the potential process faults.

(3) Find all the control component placement schemes Z,, Z ,, Z3, • , Zv that have 

at least one success path from each process fault to the prespecified target 

restoring plant state. Note that Z, = (Z0, Z \ ) , and for any scheme Z; z> Z ,, Z;

will not be considered since it has a higher cost than Z, does.

(4) Compute the cost of each scheme by using CZi ~ ^ P C k , the one with the lowest
*eZ,

cost is the optimal scheme.

It is a possibility that the developed operation tree does not have any success path for 

a process fault even if all the control components are selected. One way to solve the 

problem is to change the target restoring plant state. The higher the optimality o f the 

restoring plant state, the higher the requirement for the control components. The selection 

of the proper plant state to be restored in the event o f a fault is a trade-off between the 

production optimality and the cost of the control components. Another way to solve the 

problem is to increase the selection of control components, which implies more nodes in 

the lowest layer o f the operation tree. With proper specifications o f candidate control 

components and the restoring plant states, an optimal placement scheme is always 

obtainable.

3.6 C a s e  S tu d y  in  t h e  B le a c h  P la n t

In the previous sections, the design of sensors for fault diagnosis is completely
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independent of that for corrective operations. However, the sensors designed for fault 

diagnosis also function in corrective operations. Similarly, the sensors designed for 

corrective actions can be applied for fault diagnosis. In order to obtain the most 

economical design, the interactions need to be considered. Moreover, additional sensors 

may be required for plant state evaluation.

The objective of the sensor design for plant state evaluation is to provide adequate 

information to determine whether the plant is in the prespecified restoring states (optimal 

or suboptimal). The information needed for plant state evaluation is denoted by /(7). As 

has been pointed out, a plant state is supported by a number o f control functions. 

Therefore, the plant state can be evaluated by using the measurement of the process 

variables related to these control functions. In most cases, the sensors for fault diagnosis 

are adequate for plant state evaluation.

Algorithm 5 presents the design o f sensors and actuators for operation support

systems.

Algorithm 5. The combined design of sensors and actuators for operation support is 

carried out in the following steps:

Step 1. Design (for a new control system) or identify (for an existing control system) 

the sets of sensors and actuators for process control in normal situations, 

denoted by Ym and An, respectively;

Step 2. Design the additional sensors that will be definitely used (without any 

alternative) in corrective operations, denoted by YeX;

Step 3. Design the additional sensors for fault diagnosis, denoted by Yf ;

Step 4. Design the additional sensors, if necessary, for plant state evaluation, denoted 

b y S ;

Step S. Design the additional actuators and sensors for corrective operations, denoted 

by Yc2 and Ac ;
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Step 6 . The sensor and actuator placement schemes are Y  = (Xm,Yê Yf ,Yt,YcZ) and 

A = Ac) , respectively.

To obtain the most economical design, the recursive procedures as shown in Fig. 3.7 

can be applied.

Using an object-oriented intelligent system building tool, Meta-COOP (Rao et al., 

1993), the fault relation graph and the operation tree can be readily implemented. The 

fault distance, fault diagnosability, success paths o f the operation tree, and the cost o f each 

sensor and actuator placement scheme are automatically calculated. The most economical 

design is selected.

State
representation

Fault
distance

Operation
tree

Sensor des^n for 
state evaluation

Sensor design 
for fault diagnosis

Sensor and actuator 
design for corrective 

operations

Fig. 3.7. Recursive sensor and actuator design.

Consider the design for P-l bleach tower as an example. The actuators and sensors 

for the control functions in the normal situation are identified (refer to Section 3.3):

• Bleaching zone level control: bleach zone level sensor, and the control valve and 

pump in the pulp line to the succeeding twin wire press.

• Pulp stock consistency control: consistency sensor, and the pump and control 

valves in the pressate line.

• Pulp temperature control: steam control valve and temperature sensor.
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• Water, peroxide, caustic, silicate and DTP A controls: each control loop requires a 

control valve and a flowrate sensor.

The attached target restoring plant states for the potential process faults are:

Pulp conveyor blocked up -> safe shutdown

Steam mixer blocked up safe shutdown

Lost second stage pressate optimal production

Lost steam supply safe shutdown

Lost bleach chemicals supply optimal production

Temperature sensor failed suboptimal production

Bleaching zone level sensor failed -» suboptimal production

Consistency sensor failed safe shutdown.

Pulp converyor blocked up 

Steam mixer blocked up 

Lost steam supply

Temperature (tower 
entrance) sensor failure
Temperature (bleach 
zone) sensor failure 
Lost bleach chemicals

Lost pressate supply

Bleach zone level sensor failure

Dilution zone level sensor failur

Consistency sensor failure

Fig. 3.8. Graph for fault-symptom relations.

The process mechanism analysis indicates that a temperature sensor is required in the 

bleaching zone to achieve suboptimal production when the pulp temperature sensor fails. 

Similarly, a level sensor is required in the dilution zone to achieve suboptimal production
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when the bleaching zone level sensor fails. These two sensors are also useful for 

operators to monitor the operation condition of the bleach tower. Pulp brightness is the 

most important quality variable in the bleach plant. A brightness sensor is installed, 

though may not be always accurate.

The graph for the relation between the potential process faults and the candidate 

measurements is depicted in Fig. 3.8. The additional sensors for fault diagnosis are the 

pulp conveyer amperage indicator and the pressure sensor in the headbox o f the twin wire

press.

The fault incidents, which are not indicated in Fig. 3.8, are given by the following 

incident matrix:

HO • 0 - I -1 0 • 0 0 0 0

0 • • - I -1 0 • 0 0 0 0

0 -1 0 -1 0 0 0 -1 0 0 0 0

0 ±1 ±1 0 0 ±1 0 0 0 0

0 0 ±1 0 0 0 0 0 0 0

0 0 0 0 0 -1 -1 0 0 0 0

0 0 0 +1 +10 • 0 - t o 0 0

0 0 0 • 0 0 0 • ±1 ±1

0 0 0 0 0 0 0 0 0 ±1

0 0 0 ±1 ±1 0 0 0 0 0

where represents the uncertain incidents. Note that there are five chemical flows and 

five corresponding process faults. For purpose of convenience, only one chemical flow is 

shown in Fig. 3.8 and in the incident matrix. It is assumed only the static symptoms are 

used for fault diagnosis. The desired system diagnosability is 1-diagnosability.

The operation tree is depicted in Fig. 3.9. For simplicity, only the process faults 

(faulty components) and the additional actuators and sensors for corrective operations are 

included. Fig. 3.9a shows the paths for optimal production, while Fig. 3.9b shows that for 

suboptimal production and safe shutdown. From the operation tree, it is obvious that by 

adding the circulation valve and reroute valve, all the restoring plant state can be achieved. 

The corrective operation scheme is as follows:
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•  When the pulp conveyor is blocked up, or the steam mixer is blocked up, or the

consistency sensor fails or steam supply is lost, open the circulation valve and

reroute valve to allow pulp to be circulated back to the tower and reroute to 

transfer chest and then shut down the plant.

• When the second stage pressate supply is lost, operators will add fresh water into

the pressate tank and maintain the plant in the optimal production state.

•  When bleach chemicals supply is lost, operators will add chemicals in chemicals

tanks and maintain the plant in the optimal production state.

• When the temperature sensor in the entrance of the bleach tower fails, use the

temperature sensor in the bleaching zone as feedback signal of the control loop and 

run the plant in a degraded production state.

• When the bleaching level sensor fails, use the dilution zone level sensor as

feedback signal o f the control loop and run the plant in a degraded production 

state.

Production objectives

Safe shutdownOptimal productionSuboptimal production

“AND

[ Consistency control | Temperature control |ChemicalPulp transfer Level control

A N DA N DORA N D A N D

Steam I E»«ra»ee 
supply |  temperature

ORORPeroxide,
Caustic,
Silicate,
DTPA

Pulp
conveyor

Steam
mixer

Pressate I  Cousislency
i or

BleachHuman
actions
(adding
waler)

eupply
level

(a)
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Safe shutdown

'AND

 1 .
Degraded operation I

Circulation [ Reroute| Pulp transfer] | Chemical supply | | Level control 11 Consistency control |  Temperature coatrol

Circulation Reroute
■ valve valve

_  i — — r
The same as that The same as 

for optimal for
AND*

production production

The same as that 
for optimal 
production

OR OR

Human Pressate Bleach Dilution
actions supply zone zone
(adding level level
water) sensor sensor

AND

Steam
supply

(b)

Fig. 3.9. The operation tree for actuator and sensor placement.

The hardware implementation o f the control system for the P-l bleach tower o f the 

bleach plant is depicted in Fig. 3.10.

Water
Static Mixer

Peroxide I Pulp Conveyor

Caustic Fresh Steam

Silicate
DTPA

I ti I leaching
luifi I 1 7 n n a

P-1 Bleach He ad box of TWPTower
Dilution
Zone

to Transfer Chest

Fig. 3.10. Flow chart o f  P-l bleach tower. 
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3.7 C o n c l u s i o n s

A method for the design of sensor and actuator placement for operation support systems is 

proposed in this chapter. The objective of the design is to meet the requirements o f the 

operation support and meanwhile minimize the instrumentation cost. The application o f 

the method to the bleach plant of a pulp mill is illustrated. This method can be applied to 

the design a new industrial plants and the innovation of industrial plants.

62

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C hapter 4

DYNAMIC CASE-BASED REASONING 
METHOD*

This chapter is intended to develop an efficient reasoning method for operation support 

systems. It is pointed out that case-based reasoning (CBR), which is based on the concept 

that human memory is episodic in nature, is consistent with operator’s problem solving. 

Despite their successful application to the solution o f many problems, case-based 

reasoning methods are mostly static. Process operation support systems require a CBR 

method that can represent system dynamics and fault-propagation phenomena, and can be 

integrated with other proven reasoning methods, such as model-based reasoning (MBR) 

and rule based-reasoning (RBR). To solve this problem, a new approach, namely dynamic 

case-based reasoning (DCBR), is developed. DCBR introduces a number of new 

mechanisms including time-tagged indexes, dynamic and composite features, and multiple 

indexing paths. As a result, it provides flexible case adaptation, timely and accurate 

problem solving, and an ability to incorporate other computational and reasoning methods.

1 This chapter has been accepted for publication: Xia and Rao, 1999, "Dynamic case-based reasoning for 
operation support systems". Engineering Applications o f Artificial Intelligence.
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4.1 In t ro d u c tio n

The most common reasoning approaches in problem solving in artificial intelligence (AI) 

include case-based reasoning (CBR) (Bareiss, 1989; Kolodner et al., 1985), model-based 

reasoning (MBR) (Davis, 1984) and rule-based reasoning (RBR) (Calandranis et al., 

1990). Each of them has shown advantages over others in one situation and 

disadvantages in another. Rule-based reasoning applies production rules for problem 

solving. It is efficient at reasoning, and provides for relatively easy knowledge acquisition. 

Because of its unstructured knowledge organization, however, rule-based reasoning is 

rarely applied to solve complex problems. Model-based reasoning, on the other hand, 

uses structured deep domain knowledge for problem solving. The domain knowledge 

describes the structural, functional and behavioral information about the investigated 

process. Model-based reasoning has good generality, and can be applied to the solution of 

novel problems. However, its reasoning efficiency may be low, and the knowledge is 

usually difficult to obtain. Case-based reasoning is a reasoning approach that lies between 

RBR and MBR in the sense o f the level o f knowledge applied. The knowledge used in 

this approach is the experience about problems solved in the past. Case-based reasoning 

creates a solution to a new problem by relating it to the previously solved problems, and 

by adapting the earlier solutions to suit the new problem. It is especially useful in the 

areas where the domain theory is weak (Portinale et al., 1993). The suitability o f the 

above approaches varies with the situation, depending on the type and size o f  the problem 

to be solved, as well as the availability o f knowledge.

Case-based reasoning was founded on the belief that human memory is episodic in 

nature (Schank, 1975). This episodic memory, which comprises human knowledge, is 

accumulated from past experience. Each memory episode is contributed by a single past 

situation or event. Faced with a new problem, a human being often relates the problem to 

one or more memory episodes, and creates a solution from these episodes, not from 

scratch. These highly interconnected memory episodes are dynamically updated during 

problem solving. CBR is a computer program to simulate this human recognition process.
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It has been successfully applied to solve many problems, such as natural language 

processing (Stanfill, 1988), cooking (Hammond, 1989), diagnostic problem solving 

(Hammond and Hurwitz, 1988; Kolodner and Kolodner, 1987)), law (Branting, 1989; 

Selfridge and Cuthill, 1989), mediation (Kolodner et al., 1985), medicine (Bareiss, 1989; 

Turner, 1988), and resource allocation and scheduling (Koton, 1988).

Investigations into pulp and paper production discovered that human operators rely 

heavily on the memory of previously solved problems in process operations (Xia et al., 

1996). When a new problem occurs, the operator will refer to his memories o f previously 

solved problems to obtain a solution. This fact implies that CBR is consistent with the 

recognition behavior o f human operators. It would therefore be advantageous to apply 

CBR as a principal reasoning paradigm in operation support systems with MBR and RBR 

as the complement. However, the existing CBR methods are static in nature. They are 

most suitable for solving static problems, but not for dynamic ones. It is difficult to 

integrate CBR with other reasoning or calculation methods. These facts limit the 

application o f CBR in operation support systems where the problems to be solved are 

dynamic.

To overcome this difficulty, this chapter proposes a dynamic case-based reasoning 

(DCBR) method, an extension of existing CBR to dynamic problems. DCBR applies 

dynamic and composite features, time-tagged indexes and multiple indexing paths. The 

new indexing and retrieval mechanisms enable the incorporation of system dynamics and 

fault propagation phenomena, and the augmentation o f  other qualitative and quantitative 

algorithms. As a result, the performance o f operation support systems can be improved.

4 .2  I n t r o d u c t io n  t o  t h e  C B R  A p p r o a c h

The design o f a CBR system is a result o f the attempt to model the human recognition 

process with computer models, including memory, learning and problem solving, etc. The 

research on CBR can be dated back to 1975 when the theory o f episodic human memory 

was proposed (Schank, 1975). This theory played an important role in the invention of 

CBR. A few survey papers give good overview of the research to date on CBR (Bareiss,
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1989; Slade, 1991).

( ^ New problem ^) 

Input

Indexing rules

Indexes Similarity metrics

Case memory

Ballpark
Solution

Adaptation rules

Work
Solution

Tested
Solution

Case retrieval

Case adaptation

Case storage

Assigning
indexes

Case testing

Fig. 4.1. Principles o f case-based reasoning systems.

A CBR system includes a case memory to simulate the episodic human memory. The 

basic element o f  knowledge is a case, which is the solution to a specific understood 

problem. These cases are stored in a structure with a rich index. To employ these cases 

efficiently in problem solving, a CBR system typically consists of the following 

reasoning modules, as depicted in Fig. 4.1:

• Assign indexes'. The indexes are the crucial features to characterize an event and 

determine how cases are stored in the case memory. The purpose of indexing is to 

allow a cased-based reasoner to retrieve one or more cases that are similar to a 

new problem.
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•  Retrieval: The indexes o f a new problem are used to retrieve similar cases from 

the case memory. Efficient case retrieval is especially crucial in time-critical 

situations when the case memory is large.

• Adaptation: Since the retrieved cases may not be exactly the same as the new 

problem, the solutions from these cases need to be modified and adapted to  the 

new problem.

• Test: The proposed solution will be tried out to see if  it really solves the problem. 

In the process industry, there are two ways o f trying out o f a solution: on-plant 

installations and simulation. For safety reasons, simulation is usually preferred if 

simulation models are available.

•  Storage: If the new problem is considered to be conceptually different from the 

existing cases, a new case needs to be created. The new case needs to be properly 

indexed with the proven explanation and solution as its content.

Besides the case memory, a CBR system also needs knowledge in order to fulfil the 

above reasoning tasks. Indexing rxdes identify the features o f  the input to provide 

appropriate indexes to the case memory. Similarity metrics provide a measure to 

determine how similar the retrieved cases are to a new problem. Adaptation rules decide 

how to modify the ballpark solution for the new problem.

Because o f its successful applications in various fields (Bradshaw, 1987; Hammond, 

1989; Kolodner, 1987; Simpson, 1985), CBR is beginning to attract attention from the 

process industry. The motivation for applying CBR in operation support systems is to 

make the underlying reasoning mechanism consistent with the natural problem solving o f 

the human operators. As a result, the operation support systems become more powerful 

in problem solving, facilitate the process of knowledge acquisition, and are better accepted 

by plant operators. However, the following problems must be solved in order to apply 

CBR successfully:

• Selection of appropriate indexing features: Operational problems, such as the 

diagnosis o f process faults, must be properly characterized by indexing features.
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•  Incorporation of system dynamics: Process operations are dynamic in nature. A 

feasible CBR must be able to incorporate system dynamics.

• Incorporation of propagation phenomena: Because of the system dynamics and 

signal and materia! transportation, a single operational problem may propagate 

different symptoms at different times. The CBR system must have an efficient 

mechanism to handle the propagation phenomena.

The solution to these problems is dynamic case-based reasoning, which is described in 

detail below.

4.3  In d e x in g  F e a tu r e  I n te r p r e ta t io n

Typical non-routine operational problems include fault diagnosis and handling, 

product/grade transition, and process optimization. For the purposes of simplicity, the 

following discussion will focus on fault diagnosis and handling.

The process being investigated is a bleached chemi-thermo-mechanical pulp (BCTMP) 

mill, which consists primarily of impregnation, refining, bleaching, and drying stages. This 

chapter focuses on the bleach plant.

The bleach plant can be divided up into four stages: first stage washing, interstage 

bleaching and washing, third stage washing and bleaching, and fourth stage washing. The 

product quality is maintained by ensuring that operating variables fluctuate within 

permissible ranges. The most important quality variable in a bleach plant is pulp 

brightness. However, the operating conditions in the bleach plant also affect other pulp 

quality variables, such as freeness, bulk, breaking length, tear index, burst index, opacity, 

cost and yield.

One o f the main operating objectives is to maintain the pulp brightness at the required 

level, while minimizing the chemical consumption. Pulp brightness is affected by a dozen 

operating conditions, including caustic charge, peroxide charge, silicate charge, DTP A, 

retention time, pulp consistencies, reaction temperatures, wood species and chip quality. 

There are numerous causes that can lead to low brightness. In order to identify the causes
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of low brightness and/or excess chemical consumption, operators have to monitor closely 

various process variables, such as brightness, residual alkali (pH), temperature, pulp 

consistency, and so on. The complexity o f the pulp production process makes the fault 

diagnosis and decision making extremely difficult. Plant operations require a knowledge- 

based operation support system to achieve timely and accurate decision making, and to 

reduce the operator’s working load. Through early problem identification, the operator is 

able to take corrective actions to minimize off-spec product and avoid excess chemical 

consumption.

In the operation support system, each case provides information concerning the 

characterization, explanation and solution of a previously solved problem. For the 

purposes of case adaptation, a case should also provide information about any relevant 

causal models. A case with these considerations comprises o f the following main 

components:

• Case description (£>): This provides a short description o f the case explains the 

nature and location of the event, such as “high bleaching temperature in interstage 

washing and bleaching”.

• Indexing mechanism (S) : This determines the organization of the case memory and 

the retrieval o f similar cases.

• Propagation model (7): This component gives information about the propagation 

o f the main problem.

• Validation requirement (V): These suggest the further checks and tests to be 

performed by operators to validate the case.

•  Solution to the problem (H): This includes an initial cause, a final consequence, 

achievable plant states, and corrective actions.

•  Relation to causal models (CM): This gives the information to be used by model- 

based reasoning if the solution from the retrieved cases needs to be adapted.

The case can be represented by
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C = < D ,S ,V ,H ,T ,C M  > (4  1}

Indexes are used to organize the case memory and characterize new problems. The 

indexing mechanism is one of the most important elements of a CBR systems, and largely 

determines the problem solving efficiency. The following properties are considered 

important in an indexing mechanism:

• Efficiency in case selection and retrieval: The efficiency can be improved by 

reducing the case searching space.

• Distinguishability of various cases: Maximum distinguishability results in the best 

diagnosis precision and the most effective solutions.

• The promptness of decision making: The sooner a problem is identified, the sooner 

the corrective actions can be taken to prevent the accidental situation.

• Generality: A case is to be retrieved even if  it does not exactly match a new 

problem. In the different reasoning activities of operation support problem 

solving, the matching criteria used are different. The indexing mechanism needs to 

provide enough generality to enable multiple matching criteria.

Much o f the research on CBR has addressed the indexing problem. Kolodner 

organized the case memory in a hierarchy o f generalized norms (Kolodner, 1983). The 

search for a matching case is done in a top-down fashion. Extending Kolodner's results, 

Simpson introduced a set of orthogonal indexing structures in addition to  the hierarchical 

norms so as to improve the efficiency o f case retrieval (Simpson, 198S). These indexing 

mechanisms were proved to be suitable for the specific problems they investigated.

Operation support systems have special requirements in terms o f  their indexing 

mechanisms. An operation support system is required to monitor the production process 

by checking the states of important process variables, namely the monitored variables. 

The monitored variables are either quality variables, such as brightness and freeness, or 

important operating variables, such as temperature and specific energy. Rather than the 

absolute values of measurement, the symbolic attributes that indicate whether the process 

variables are in normal range play an important role in decision making. If all monitored
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variables are in normal ranges, the production process is usually assumed normal, and no 

nonroutine operational actions need to be taken. If one or more monitored variables go 

outside normal ranges, a potentially abnormal problem may have occurred. The system 

has to explain the problem and contribute a solution to it. It is usually advantageous for 

the operation support system to apply trend information on the evolution of the monitored 

variables over time, to obtain additional information from the same set o f data and to 

foresee a problem before it actually happens. For complex systems, deep domain 

knowledge, such as qualitative and quantitative equations describing the material and 

energy balances, may also be required for accurate and prompt decision making. The 

system obtains context-dependent information about the production process by 

interpreting the computational results using the deep domain knowledge.

The operation support problem solving fits neatly into CBR paradigm. The monitored 

variables serve as index variables. The symbolic attributes or symptoms used to identify 

problems serve as index features. The index features representing the static behaviors of 

the monitored variables are called static features, and those representing the dynamic 

behaviors are dynamic features. The information obtained from the deep domain 

knowledge, such as multivariate statistical process control methods and Kalman filter- 

based methods, does not have a one-to-one relationship with the physical monitored 

variables. Artificial index variables, namely composite variables, need to be defined. The 

features attached to the composite variables are called composite features.

Feature interpretation is a crucial step in CBR. It maps the measurement space to the 

feature space. In principle, feature interpretation is similar to the well-established pattern 

recognition and qualitative interpretation. The task o f feature interpretation is to 

transform the patterns o f quantitative measurements to the patterns o f qualitative features. 

Assume that X is the n-dimensional measurement space that covers the possible sensor 

output ranges of all index variables, and <I> is the m-dimensional feature space that 

characterizes the process operation problems, feature interpretation can be represented by:

£  X -> <D. (4.2)
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That is, from a patternX  e X  to a  pattern /  e<t>:

X  = (x„ x2, —,x m)

I  = <Pi> "«>■.)
(4.3)

In this chapter, <t> is composed o f a static feature space O ',  a dynamic feature space 

O'* and a composite feature space O c:

0 = 0' © O ' e o c. (44)

4.3.1 Static index features

Static index features refer to those formulated by the instantaneous values o f process 

variables. They are obtained by comparing the measurements of process variables to their 

standard limits. In the pulp and paper production, grade recipes often use standard limits

such as:

UH - ultimate high UL - ultimate low

HH - very high LL - very low

MH - moderate high ML - moderate low

NH - normal high NL - normal low

DS - desired setting

The “ultimate” high and low represent the physical constraints of the sensor or the utmost 

variation o f the process variable. The “normal” high and low represent the range within 

which the process variable is defined as normal. The interpretation o f static features is 

used to generate the symbolic state attributes from the physical values o f  process 

variables, as illustrated in Fig. 4.2. Therefore, the static features are the symbolic state 

attributes in the set {-4, -3, -2, -1, 0, + 1, +2, +3, +4}. Considering the noise corruption 

found in sensory data, simple low pass filter techniques and sophisticated statistical 

methods can be applied to reduce the influence o f noise in feature interpretation.
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Fig. 4.2. Interpretation of sta*:c features.

It should be pointed out that not all process variables are defined in such detail. The 

quality variables, such as brightness and freeness, usually have detailed definitions. 

However, the operating variables, such as temperature and consistency, often have only 

two standard limits: high and low. Accordingly, the static features they have are: normal

(0 ), high (+1) and low ( - 1).

4.3.2 Dynamic index features

An efficient means of incorporating process dynamics is to use dynamic features of the 

process variables. Dynamic features refer to those representing the dynamic behavior of 

the process variables in a time period of interest. Static features are adequate to describe 

static systems and dynamic systems in the steady state, but not for dynamic systems in 

transient state. Pulp and paper production is a dynamic process. When a process fault 

occurs, the production process will undergo a transient process until it reaches a new 

steady state. The dynamic behavior of the process variables is very important in 

production state assessment, fault detection and diagnosis (Stephanopoulos, 1991).

Two types o f dynamic features are introduced in this chapter: instant dynamic features 

and interval dynamic features. “Instant” dynamic features describe the changing speeds 

o f index variables in terms of the slope of the tangent line at a time instant, such as a  at 

time /, in Fig. 4.3. There are three different instant dynamic features:

(I, a )  - increasing with a speed a  

(D, a )  - decreasing with a speed a  

(U) -  unchanging.
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Fig. 4.3. Evolution o f a process variable.

increase and returnx

decrease and return

eventual
increasex

eventual
decrease

x

abruptdecrease

x

Fig. 4.4. Patterns of interval dynamic features.

The interval dynamic features present the evolution o f a process variable over a period 

o f time, say [/0, t2 ] in Fig. 4.3. Fig. 4.4a-d show seven different interval dynamic features:

(El, M) - eventual increase with a magnitude M 

(ED, M) - eventual decrease with a magnitude M 

(Al, M) - abrupt increase with a magnitude M 

(AD, M) - abrupt decrease with a magnitude M
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(IR, M) - increase and then return with a peak magnitude M 

(DR, M) - decrease and then return with a peak magnitude M 

(CS)- constant.

It can be seen that a dynamic feature is represented by a doublet, such as (El, M). The 

first element describes the qualitative changing pattern, and the second describes its 

quantitative magnitude. In most situations, the qualitative element is sufficient to 

characterize an operational problem. Therefore, in the following discussion, the 

quantitative elements M and a  are ignored.

The interpretation o f  instant dynamic features is used to calculate the time derivative 

o f a process variable in the neighborhood of a specified time instant. Many methods can 

be applied to carry out this calculation. However, it is much more difficult to interpret the 

interval dynamic features. Fortunately, a few methods proposed for the pattern 

recognition of sensory data can be applied for the purpose o f dynamic interval feature 

interpretation (Cheung and Stephanopoulos, 1990; Janusz and Venkatasubramanian, 1991; 

Konstantinov and Yoshida, 1992; Rengaswamy and Venkatasubramanian, 1995).

One of the benefits o f introducing dynamic features in dynamic case based reasoning 

(DCBR) is the improved case distinguishability. Pulp and paper production has many 

potential process faults that lead to distinct static and/or dynamic features. The static 

features alone may not be sufficient to distinguish these faults. For example, because o f 

material cycling and control loops, a process variable x  may change as depicted in Fig. 4.3 

when a fault F  occurs at tQ. From the static feature o f x  at time t2, no abnormality is 

observable. However, with the interval dynamic feature in the period of [/0, i2 ], the 

system can tell that the process variable has undergone an abnormal cycle. The pattern o f 

this cycle is the important information for accurately identifying the fault.

Another benefit is the improved promptness of decision making; that is, the earlier 

identification of process faults. Using static features only, no diagnostic result can be 

obtained until the index variables exceed their standard limits. With dynamic features, 

however, an intelligent system can identify a fault and propose corrective actions well 

before the index variables go beyond their limits. In Fig. 4.3, for example, the variable x
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has not reached the high limit x, at time /,. However, with the information o f the 

changing speed at /,, the system will be able to predict that the variable will reach the high 

limit in a short time. With this foresight, corrective actions can be taken to prevent x  

from going up any further.

4.3.3 Composite index features

Complex index features are introduced to enable DCBR to take advantage of other well- 

established qualitative/quantitative fault diagnosis and decision making algorithms as well 

as available deep domain knowledge. It is an efficient means o f enhancing the problem 

solving capability of DCBR systems.

Unlike static and dynamic index features, a composite index feature is not attached to 

any individual process variables. It is an indication o f the combined effect of a number of 

process variables. In principle, all kinds of reasoning and computation algorithms can be 

applied to generate composite index features by using relational and context-dependent 

knowledge about the investigated process. DCBR treats these algorithms as data 

processing modules. The results from these modules are considered as the features of a 

number of non-physical (artificially defined) index variables, namely composite index 

variables. These non-physical variables are applied in case indexes in the same way as the 

physical index variables. Since the composite index features are more knowledge 

intensive, they can improve the reasoning efficiency o f DCBR.

Consider a Kalman filter-based fault diagnostic algorithm as an example (Chapter 6 ). 

A bank o f Kalman filters KFt is constructed with respect to potential fault modes H( 

(/ = 0 ,1, ). The probability that fault Ht is true, p £ k ) ,  is calculated from the

corresponding estimation errors, and plays an important role in fault diagnosis and control 

system reorganization subsequent to a fault. DCBR can simply define M + 1 non-physical 

index variables p, (/ = 0 , 1, 2, ••*, A /). The computational results of pt(k) from the 

Kalman filter-based algorithms can then be easily applied in case-based reasoning.
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The following sections will discuss the indexing mechanism o f DCBR. Two indexing 

paths, the abnormal symptom-based index path and the problem description-based index 

path, will be introduced.

4 .4  A b n o rm a l S y m p to m - B a s e d  In d e x in g  P a th

In the previous sections, it has been pointed out that a number o f  process variables (which 

may include non-physical variables, namely composite index variables) will present 

abnormal symptoms when a process fault occurs. The design o f the abnormal symptom- 

based indexing path is based on this observation.

4.4.1 Time-tagged indexes

Because o f different dynamic behaviors (time delay and time constant), some variables 

respond to a fault very quickly, whereas the others respond slowly. The quickly 

responding variables present abnormal symptoms first, and then the slowly responding 

variables. For example, a failure of a steam control valve in the interstage bleaching and 

washing stage leads to a change in the bleaching temperature almost immediately. 

However, the interstage brightness will not change significantly until one hour later, and 

the final brightness three hours later. This fact indicates that the symptoms of a process 

fault change with time. Fig. 4.6 shows that after a fault Ft happens at time tQ, the 

symptoms will change from ^ ( l)  at to St(J) at /y, and finally 5",(«,) at .

This phenomenon makes the selection o f index variables difficult. I f  only quickly 

responding variables are selected as index variables, the fault can be identified in the early 

stages. However, the reliability and distinguishability o f case retrieval may not be 

satisfactory. To achieve the highest reliability and distinguishability, all the affected 

process variables have to be used for case indexing. Denoting the indexes of a case (a 

previously solved problem) by S  = [.T,<D], with X  representing index variables and 4> the 

corresponding index features, the case is perfectly confirmed if and only if
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X = Y cD=T (4-5)

where Y are process variables that present abnormal symptoms, and 4* are the 

corresponding symptoms. The case cannot be confirmed until the slowest responding 

index variable shows abnormal symptoms, which may take hours. Time-tagged indexes 

are proposed to solve this problem.

Symptoms

Original cause Si(l)

t= t,

Symptoms

Symptoms

t=tn;

t= tj+l
t=ti

t=t.

Fig. 4.5. Symptoms of a fault changing with time.

Time-tagged indexes classify the index variables and features according to their 

responding times. A chain of propagation cases, C{j, is defined under a principal case, C, . 

The subscript i represents the ith fault, F,, and j  represents the j  th propagation phase. 

From Fig. 4.5, it is obvious that

-* ■  C, ------------ ► C #2--------------------- ► C „ ---------------------- (4.6)

The indexes o f the propagation case Cy are

S O ) - [ * , , 0 ,0 )] (4.7)
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where X t is composed o f the index variables for case C,, and 0 , 0 )  are the 

corresponding features o f  X, in the /th  propagation phase. Denoting X t (J) c  J ,  as the 

index variables that have abnormal symptoms in d>, ( j ) ,  then X t (1) consists o f only the 

quickest responding variables, whereas X i (nt) consists o f both quickly and slowly 

responding variables; thus

X ,(1) c  X, (2 )c - . - c  * ,(/!,). (4.8)

The time-tagged indexes and the chained propagation case structure make it possible 

to achieve early and accurate fault identification. As soon as the first cycle o f abnormal 

symptoms in Arf. (1) presents, the system will assume the occurrence o f F,, though with 

low certainty. As more variables present abnormal symptoms, the system continues to 

confirm and verify the previous diagnostic results until the desired certainty level is 

achieved. Another advantage of this structure is the convenience in predicting the 

consequences o f process faults. The abnormal symptoms imply the effects o f the fault on 

the production.

4.4.2 Indexing mechanism

The indexes are made up o f four fields:

• indexed case: the case that is characterized by the indexes;

• index variables: the variables whose symptoms are employed to index the cases;

• index features: the static, dynamic and composite symptoms o f the index variables;

• similarity evaluator: the mechanism used to calculate the case similarity (to a new 

problem), a nonnegative number within [0, 1],

A similarity o f zero leads to a rejected case. At the other extreme, a similarity of one 

leads to a validated case. The effect o f an index feature on case similarity evaluation is 

either positive or negative. On the positive side, the matching of an index feature 

increases the similarity or even validates the case; on the negative side, the matching o f a 

feature decreases the similarity or even discards the case. For example, low brightness and
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high peroxide charge are the positive features of a bleaching temperature control problem. 

However, low peroxide residual is a negative feature.

From the discussions in Section 4.4.1, it is obvious that S,(J) = [X i,<bi(J)] will be 

matched if the new problem is exactly described by the propagation case CtJ. The 

matching of S ,(J) ( j  <n:) is a necessary condition to confirm the case, but not a 

sufficient condition. In the early propagation phase, e.g. j  = 1, many important symptoms 

have not yet emerged. Even if Si (1) are exactly matched, the case may not be confirmed; 

that is, the case similarity may still be less than one. To suit the chained propagation case 

structure, DCBR applies a two-step case similarity evaluation method:

Step 1: Evaluate the phase matching degree, tctj, by comparing the index features of

the propagation case Ci} with the symptoms of the new problem;

Step 2: Calculate the case similarity, by using kI} and the phase completeness,

%■

In the above formulation, Kt] represents how close the symptoms of the new problem 

are to the index features o f Ctj. tj:j is defined as the case similarity when all index features 

of CtJ are exactly matched. It is a measure o f the completeness of the propagation 

process. Obviously, ^  = 1.

Two types o f case similarity evaluators are proposed: that based on individual index 

variables, and that based on group index variables.

4.4.2.1 Similarity evaluator based on individual index variables

In the similarity evaluator based on individual index variables, each index feature is 

attached with an index strength that represents the importance o f the feature in the 

calculation of the phase matching degree. A positive index feature represents a positive
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contribution to the phase matching degree. The contribution o f an individual index feature 

does not rely on other index features. For example, if the strength of high bleach 

temperature is 0.4, the matching of this feature will increase the phase matching degree by 

0.4 no matter whether other index features are matched or not.

For the simplicity o f  similarity evaluation, the index features are given two different 

natures: equivalency feature and difference feature. An equivalency feature contributes 

the credit specified by its strength to a case if it is matched. Conversely, a difference 

feature contributes the credit if it is not matched. Before going further into the calculation 

o f case similarity, the following definition is introduced:

Definition I: The weighted equivalence function is defined as

EOWQV, <J>, Q) = £  eqw{<pk, <j>k, a k ) = £  a k ■ eq(<pk , <f>k ) (4.10)
*=I *=I

where the weighted difference function is defined as

£>/W0F,<D,n) = 'tdjw {<pk,4k,6>k) = ± o > k •df(<pk,4>k) (4.H)
fc=I i=l

where ¥  = {<pk}e 9 l ;, <D = {^}e«R ', n = {a>t }e<R;, and

,0  V©  *  6
=  { ,  =  ,

df(<p,t) = -̂ eq(<p,i
(4.12)

where -> represents the negation operator. The weighted combination function is defined

as
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Using the above definitions, the calculation of case similarity can be easily carried out.

Macchion and Vo classified the features into five types according to their contributions 

to case validation: sufficiency, necessity, exclusion, remembrance and inhibition features 

(Macchion and Vo, 1993). In DCBR the features are classified into three types:

• Sufficiency features: the matching o f a sufficiency feature leads to xrv = 1;

• Necessity features: the matching o f a necessity feature leads to a case being 

retained for consideration. In other words, the violation o f a necessity feature 

leads to tc1} = 0 ;

• Grading features: the matching o f a grading features increases or decreases K tJ.

The different types of index features can be represented by the values o f their index 

strengths. A sufficiency feature is assigned a strength +10, a necessity feature is assigned 

a strength -1 0  o f difference nature, whereas a grading feature is assigned a strength within 

(-1, +1). Considering that a case may include both equivalence and difference features, 

the indexes of case C, at theyth propagation phase can be represented by:

S ,U ) = (S,<j), % )
(4.14)

5, U) = 07, d>„ O), n„ O); xu Ul <*>* UX n* O))

where X im cz 91'', <t>ie czSJlh and Cli€ c: 9Ti are the equivalence index variables, index

features and their strengths, respectively; X td c W ': , 4>w c5R '2 and f1id cSR'i are the

difference index variables, index features and their strengths, respectively. Assume that 

X it and X id present the symptoms and 4^, under a new problem, respectively, the 

similarity o f the case C, at theyth propagation phase is then calculated as:

Kq— Min{\,\fax{Q, COM (S, (J))} (4.15)

A = * n  (416)y y * iij
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where S, (J) is S, (J) shown in Eqn. (4.14) with X it and X id substituted by and 

Wld, respectively. The function COM(•) is defined in Eqn. (4.13).

4.4.2.2 Similarity evaluator based on group variables

In the similarity evaluator based on group variables, a phase matching degree is granted to 

a case only if a group o f index variables simultaneously matches their predefined features. 

For example, low brightness in the interstage bleaching and washing stage has no means 

for similarity evaluation. Only if low brightness and low bleaching temperature occur 

simultaneously, is the case o f bleaching temperature control failure granted a phase 

matching degree o f 1.0. For the convenience of similarity calculation, the following 

functions are defined:

Definition 2. The conjoint equivalence function is defined as

/
CEOQV,<$>,p) = p-[eq{<p,, ^ ) o eq(q>2, ) o . . .o eq(<p,,#,)] = p-£eq(< pk,<(fk) (4.17)

where 'F = {pt } e 9 ? ', <P = { ^ } e 9 1 / and p  is a scalar number within [0, 1], The 

conjoint difference function is defined as

CDFi.'V,<b,p) = p  [d /(v , , A ) r ,  <«f (?>,,*,) o ... r ,  #(«>,.*,)] = *>• A d/(<p, .«>,). (4.18) 

The combined conjoint function is defined as

CCOMt'V., O ,; % , <t>„; p)  = p  • ( r» e q iy^ , fa  )) o  ( q  d f  , fa ) )  (4.19)

where *F, = { ^ } e < R \  <t>. = { f a } e  W , %  = {<P*} e 9 T , and = {fa }  elR".

The similarity evaluation can be easily obtained by applying the above definitions. The 

indexes o f the case C0 are represented by several groups o f index features, S f ( j ) ,  the

attached matching degrees, p ,* (J ) , and the phase completeness, :
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siU) = (S',0). sfO). s^O)^,,)
(4.20)

5* (j ) = (XU OX « J X  X* OX K  OX  A* GO) h  = 1, 2 ,. - ,  g 0

where g t] is the number of the index variable groups for Ct}; X*  and O* are the 

equivalence index variables and corresponding features o f group h , respectively; X*d and 

are the difference index variables and corresponding features, respectively; and p f  is 

the matching degree granted to the propagation phase if both the equivalence and 

difference features in group h  are satisfied. The phase matching degree k 0 and the case

similarity ^  can be calculated by the following equations:

k 1} = max{0 , min{l, max{CCOM (S*(j)) |h = \, 2, g^}}}  (4.21)

= Ktj ■ n,j (4-22)

where S,h ( j )  's *5’,* O ) given in Eqn. (4.20) with X*t and X ^  replaced by their 

symptoms under the new problem being investigated.

4.4.3 Case retrieval

The purpose o f case retrieval is to select and retrieve from the case memory the cases that 

serve best in problem solving. The retrieval o f cases is done in three steps: collecting 

plausible cases, searching for a perfectly matching case, and selecting the best matching

case.

The first step is to find a set o f plausible cases by pruning the case memory using 

necessity features. DCBR defines a pruning index 5,(0) that contains the necessity 

features o f case C ,. The matching of 5,(0) determines whether C, is a plausible case that 

is worthy for further evaluation. The size o f the plausible case set depends on the 

selection o f 5, (0). With multiple pruning index features in 5, (0), the case memoiy can be 

organized hierarchically, and the number of the plausible cases can be reduced.
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DCBR searches in the plausible case set for a perfectly matching case, the case whose 

sufficiency feature is matched or whose similarity is 1.0. If a perfectly matching case is 

found, DCBR will retrieve the case for problem solving. Otherwise, the similarities o f  all 

the plausible cases will be evaluated to find the best matching case.

The best matching case is the one with the greatest case similarity to the problem being 

investigated. The plausible cases are ranked in terms of their similarities. The best 

matching propagation phase p  o f case C, is determined using Eqn. (4. IS) or (4.21) if:

Kip = max{jr„,jri2 } (4.23)

The similarity o f case C, to the new problem is

4  = K,P %  • (4.24)

Case Cq is the best matching case if and only if

=max{Al,A2 (4.25)

where L is the size o f the plausible case set.

A threshold, A , is defined. Only if > A , will Cq be used for problem

solving. Otherwise, temporal reasoning is applied for further case evaluation. Comparing 

the case index features at phases p  and p+J, d>^(p) and <&„(/> +1), and denoting the

features that are different in the two phases by <&,,(/*) and <!>„(/> + 1) ,  the symptoms o f 

the investigated problem must have the change in the time interval t 'p :

(4.26)

If the symptoms o f the new problem do not have such changes, case Cq is dropped

from consideration. The second best matching case will be considered. Using this
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mechanism, temporal reasoning can be easily incorporated in further case similarity

evaluation.

4.4.4 Remembrance factor for case memory separation

Human operators have an efficient memory refreshing and forgetting capability. They 

remember recent operational problems well and remind themselves of these problems 

with priorities, but not those that are far in the past. DCBR simulates this human 

behavior by introducing a new parameter, namely the remembrance factor, to improve the 

reasoning efficiency.

The remembrance factor, x ., represents the recentness and frequency o f occurrence of 

case Q. Considering a moving window from month 1 to month M  (present time), jr. is 

defined as

where is the number of occurrences of the case in the Ath month; a  > 1 is the 

forgetting rate. It is obvious that every occurrence contributes to the remembrance factor. 

However, the past occurrences are being forgotten at a rate o f Ya ■ The forgetting rate can 

be appropriately selected according to the operational requirements.

For the convenience of updating, Eqn. (4.27) needs to be transformed into a recursive

form:

M
(4.27)

(4.28)

86

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



where tcikJ is the remembrance factor o f case C, in the Ath month after the /th 

occurrence.

The cases with very small remembrance factors have not occurred for a long time and 

may never occur again because of process innovation. In a DCBR system with a large 

case memory, these cases can be considered inactive, and can be separated from the other 

cases. The case memory is thus separated into two parts: the active case memory and the 

inactive case memory. Only if the active case memory is not amenable for problem 

solving, is the inactive case memory searched. By doing so, the case searching space can 

be significantly reduced.

The remembrance factor can also serve as an additional case selection criterion. If two 

or more cases have an equal similarity, the one with the larger remembrance factor will be 

selected as the best matching case.

4 .5  P ro b le m  D e s c r ip t io n - B a s e d  In d e x in g  P a th

One of the significant capabilities o f human operators is the application o f the experience 

obtained in one situation to another. In the BCTMP pulp production process shown in 

Fig. 4.2, there are a number of units with very similar structures, such as the three refining 

processes, the two bleaching processes, and the four washing processes. The resemblance 

in structure enables the solution for one unit to be easily adapted to another. For example, 

the knowledge about the steam control valve problem in the primary refiner can be easily 

applied to solve a similar problem in the secondary refiner. An abnormal symptom-based 

indexing path cannot recall cases that are structurally or functionally similar. A different 

indexing path is required.

DCBR applies a secondary indexing path, namely the problem description-based 

indexing path, to retrieve structurally and functionally similar cases for problem solving. 

The indexing path employs the indexes o f six fields in the form
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Index(IC, PL, PS, A V , CS, CV) . (4.29)

The physical meanings of the fields are:

• Indexed case (IC) is the case characterized by the indexes. Since the cases are 

numbered, for instance CASE #32, IC is actually an integer.

• Problem location (PL) indicates the process unit in which the problem originates. 

PL consists of two components: the type of the process unit (UNIT), and the stage 

(STAGE), as represented by the following doublet

PL (UNIT, STAGE).

According to the decomposition o f  the BCTMP process, UNIT belongs to the set 

{Impregnator, Refiner, Bleaching, Washing, Dryer}. The value of STAGE 

depends on the type of UNIT. For example, the BCTMP process has three 

refiners: primary refiner, secondary refiner and tertiary refiner. Therefore, for 

UNIT Refiner, STAGE belongs to  the set {Primary, Secondary, Tertiary}. The 

primary refiner is represented by PL (Refiner, Primary).

• Problem source (PS) gives information about the original faulty device or 

operation that causes the problem. The common devices include {Valve, Pump, 

Sensor, Controller, etc.}. PS  needs also to specify the function of the device in 

production and the trouble it has. A triple is sufficient to give this description:

PS (DEVICE, FUNCTION, FAULT).

For example, PS (Valve, Temperature, Stuck) represents that the valve for 

temperature control is stuck.

• Affected operating variable (A V) is the operating variable that is directly affected 

by the process fault. Operating 'variables have a direct influence on pulp quality 

and production profits. For example, the operating variables that affect pulp 

brightness in the bleach plant include bleaching temperature, production rate
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(retention time), pulp consistency, peroxide charge, caustic charge, silicate charge 

and DTP A, etc., as shown in Fig. 4.6. A process fault will first affect one o f these 

operating variables before it affects pulp quality. A V  can be represented by

AV(VARIABLE, STATE)

where VARIABLE belongs to {Temperature, Production rate, Consistency, 

Peroxide, etc.}. STATE belongs to {Low, Normal, High). A low bleaching 

temperature can be represented by A V  {Temperature, Low).

T o r
Index

Breaking
Length

Scatt.
Coeff.

CostBulk Opacity Yield

Caustic
Charge

Chip
Quality Consistency

Fig. 4.6. Quality variables affected by operating variables.

• Consequence {CS) indicates the main effect of the fault on production if no 

corrective action is taken. The general classification o f the consequences is shown 

in Fig. 4.7. CS can be described by

CS {EFFECT, STAGE) .

The off-range third stage brightness is represented by CS {Brightness, Thirdstage).

• Corrective operating variable {CV) is the operating variable that is adjusted to 

restore the production. If A V  is still manipulatable, the best choice o f CV  is AV  

since it implies exact restoration of the production. If  A V  is no longer
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manipulatable, other operating variables can be adjusted to compensate for the 

effect o f A V. CV  is represented by a triple

CV {VARIABLE,CHANGE)

where VARIABLE belongs to the same set as for A V, and CHANGE belongs to 

{Increase, Decrease).

Consequences

Equipment 
r damage

Increased 
»environmental 
load

Degraded
quality

kIncreased 
cost

BOD
TSS
Color
TSS
Brightness
Freeness
Bulk
Breaking length 
Burst
Tearing strength 

Raw fibers 

Chemicals

Energy

- Peroxide
-Caustic
-Silicate

-Steam
-Electricity

Fig. 4.7. Classification o f consequences.

According to the requirements o f problem solving, the system selects one or more 

fields to be the matching criteria for recalling the similar cases.

The problem description-based indexing path characterizes a case by a number of 

structural and functional definitions. The retrieval o f similar cases depends totally on the 

problem solving goal. This indexing path can be applied to solve operational problems 

that are not known exactly. In the next section, the retrieval o f cases using the problem 

description-based indexing path will be illustrated using an example.
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4.6  O p e r a t io n a l  P ro b le m  S o lv in g

Based on the discussions in the previous sections, the structure of DCBR can be sketched 

as in Fig. 4.8. The following observations can be made:

Sensory data

I .LA
Feature interpretation 

(static, dynamic, composite)

I

Case retrieval

Analytical models 
—and algorithms ^

Case indexing Indexing path
AS path PD path selection

Test/evaluation

Phase matching 
evaluator

’4
Case similarity 

calculation

Propagation
evaluator

New case 
constructor

Remembrance
calculation

Faiure driven 
learning

Indexing rules 4

Case memory
active inactive

1■ ------  --- «-!
Case adaptation 4------------- MOQ6r03S6u

reasoner 4-----— ^ >£=----------
Model base—  __

Fig. 4.8. Structure of a dynamic case-based reasoning system.
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• Not only the static features, but also the dynamic and composite features are 

interpreted from sensory data. Analytical models and algorithms can be used for 

dynamic and composite feature interpretation.

• Instead o f one indexing path, DCBR applies two indexing paths: the abnormal 

symptom (AS)-based path and the problem description (PD)-based path. 

According to the problem analysis and decomposition, DCBR automatically selects 

the appropriate indexing path for case retrieval and problem solving.

• There are two new modules to support case similarity evaluation. A phase 

matching evaluator calculates the phase matching degree of a case to the new 

problem, while a propagation evaluator employs temporal reasoning for further 

case similarity evaluation as described by Eqn. (4.26) using time tagged indexes.

• The remembrance calculation module updates the remembrance factors of existing 

cases. The case memory is divided into two parts: those with large remembrance 

factors are stored in the active memory, and the rest in the inactive memory. Only 

if the search in the active memory does not solve the problem, is the inactive 

memory searched. In this way, the search space is reduced.

When an operational problem occurs, the problem solving procedures depend on how 

well the case memory covers the problem.

4.6.1 Problem solving with perfectly matching cases

A perfectly matching case is defined in Section 4.4.3 as a case whose sufficiency feature is 

matched, or whose similarity is 1.0. If a perfectly matching case is retrieved by the 

abnormal symptom-based indexing path, the problem solving is simple. DCBR simply 

applies the explanation and solution from the perfectly matching case (that is, component 

H  in the case representation (4.1)) directly to the problem being investigated. No MBR 

activity is required for problem solving in this situation.

The operational actions required to handle an operational problem are usually 

composed of action procedures and action magnitudes. To improve the generality o f  a
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case, mathematical formulations instead of fixed values are embedded for the calculation 

o f action magnitude.

Take the correction scheme that restores pulp freeness by adjusting the specific energy 

as an example. The case solution indicates that the primary refiner requires a higher 

specific energy setting in order to obtain the desired pulp freeness. However, the next 

question is how much specific energy is required to increase. This depends on the current 

pulp freeness and the desired pulp freeness. The pulp freeness csf  in a refiner follows the 

following equation

csf  = exp(£j -  k2 • KW H ) - k A•(Caustic-  k5)+csf0 (4 30)

where kt ~ ks are the constants depending on the production rate, pulp grade, chip quality, 

plate age and plate gap, etc; KWH is the specific energy; Caustic is the chemical charge; 

and csf0 is the pulp freeness before entering the refiner. The required change in KWH can 

thus be calculated by

AKWH = - ^ - l n ( l  + Acsf-exp(-kl +k2 KWH)) .  (4.31)
2

This mathematical formulation is embedded in the case in the place of the action 

magnitude. One case is able to cover all the situations where the specific energy needs to

be adjusted.

4.6.2 Problem solving with a partially matching case

A plausible case with a best phase matching degree kv  < 1 is called a partially matching

case. The solution from a partially matching case cannot be directly applied to solve the 

problem. If  the investigated problem does not have an exact matching case, some 

adaptation is required. Research on CBR led to a few case adaptation approaches, such as 

the feasible adaptation strategy that integrates CBR with MBR proposed by Portinale and

co workers (1993).
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Partially matching is the result o f  an inconsistency between the symptoms o f the new 

problem and the indexes of the case. The description of the inconsistency is used to 

retrieve appropriate adaptation rules. The following notations are first introduce:

A  = < V  O’) - '* '  A = ^ < V ( / > )  (4.32)
£)3 = ¥-<*> /(/>) A  = A  -  A

where ¥  are the symptoms of the new problem, and <&,*(/?) and <!>,” (/?) are the

positive and negative index features o f the propagation case Cv , respectively. It is

obvious that A  represents the positive features that do not present in the symptoms of the 

investigated problem, A  represents the symptoms that are the negative features, A  

represents the symptoms that are not the positive features, and A  represents the 

symptoms that are neither the positive nor the negative features.

Strictly, a perfectly matching case must satisfy Dt = 0  for / = 1, 2, 3, 4. However, 

only £>, and D2 will affect the evaluation of the phase matching degree. Note that

A  = D2 o  A -

The possible causes o f inconsistencies include:

•  The best matching case is not the solution to the investigated problem. In this 

situation, no adaptation can be performed to remove the inconsistency. The 

second best matching case needs to be examined for problem solving. If  the 

problem is not covered by the case memory, other reasoning methods (MBR and 

RBR) will have to be applied.

•  The best matching case is the solution to the investigated problem. However, the 

case is not accurately indexed. For example, in case indexing, the index features 

are usually selected from the symptoms that will definitely present. Using a 

symptom that may or may not present as the index feature will be likely to result in 

a non-empty A  > or *n inconsistency. Inaccurate time tags for a symptom may also 

result in inconsistency. In this situation, MBR should be invoked to remove the
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inconsistency. The explanation and solution from the case can be applied directly 

to solve the problem.

• The best matching case is the solution to the investigated problem. However, there 

is a secondary problem that has occurred simultaneously. The symptoms o f the 

secondary problem are superimposed on that of the primary problem described by 

the best matching case. In this situation, MBR and/or CBR can be used to remove 

the inconsistencies. The explanation and solution from the best matching case can 

be applied directly. However, additional actions must be taken to handle the 

secondary problem.

As in Eqn. (4.1), a case is represented by C = <D, S, V, H, T, CM>. H  and CM  are 

used as the starting point of the model-based inference engine. Inconsistency removal is 

performed by the following procedures:

(1) For the inconsistent static symptoms included in D ,, check the instant dynamic 

symptoms of the index variables. If an index variable has a tendency to present the 

symptom in Z),, the inconsistency is removed. For example, ever if the variable is 

only halfway to the high limit, a positive rate of change indicates that it is going to 

reach the high limit soon. The remaining inconsistencies are denoted by £>,.

(2) Apply Dz KjDi 'u -iD, as the symptoms of a secondary problem to search for a 

case, namely secondary case, in the case memory. If a case is successfully 

retrieved and verified, the secondary problem that occurred simultaneously is 

found, and the inconsistencies are removed. The solution from both the primary 

case and the secondary case are combined to solve the problem being 

investigated. Otherwise, go to the next step. Here ->£>, represents the negation 

of the symptoms in D ,.

(3) In this situation, MBR has to be invoked. Reason forward with MBR from the 

original cause, H, of the primary case to the set of consequences: if within a 

certain time frame, the consequences do not include some of the symptoms in Z),,
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these inconsistencies are removed. The remaining inconsistencies in £>, are 

denoted by Dx; if within a certain time frame, the consequences include some o f 

the symptoms in D2 and D t , these inconsistencies are removed. The remaining 

inconsistencies are denoted by D2 and Di .

(4) Modify the indexes of the case on the basis o f the MBR results. I f  

D x = D 2 = D4 = 0 ,  all the inconsistencies are removed. The solution from the 

case can be directly applied to solve the investigated problem. Otherwise, go to 

the next step.

( 5 )  Apply D2 '^i D4 <j  - iD ,  as the problem symptoms to search for a secondary case 

in the case memory as in Step (2). If a case is successfully retrieved and verified, 

the secondary problem that occurred simultaneously is found, and the 

inconsistencies are removed. The solutions from the primary case and the 

secondary case are combined to solve the problem. Otherwise, reason backward 

with MBR from the symptoms in - D x, D 2 and D4 . If  a cause is reached to 

explain these symptoms, the inconsistencies are removed. The solution from the 

primary case can be applied. However, additional corrective actions have to be 

taken to deal with the problem found with MBR.

If the above inconsistency removal is not successful, the second best matching case 

needs to be examined using the same procedures. It is obvious from the above procedure 

that inconsistency removal is an interactive reasoning process between the human 

operator, CBR and MBR. For the problems not covered by CBR and the MBR 

knowledge base, human operators have to take actions.

4.6.3 Problem solving by case mirroring

The problem description-based indexing path is employed when the cases retrieved by the 

abnormal symptom-based indexing path do not solve the problem. Unlike the abnormal 

symptom-based indexing path, this indexing path retrieves the cases that are functionally 

or structurally similar to the new problem. Such kinds o f similar cases are called
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mirroring cases, mirroring in the structure or function. The process of retrieving the 

cases is called “case mirroring”. For example, a case concerning the failure o f  the pressate 

pump in the interstage washing and bleaching can be mirrored in structure to third stage 

washing and bleaching for solving the same problem.

Eqn. (4.29) represents the mechanism o f the problem description-based indexing path. 

To find a mirroring case, one or more fields of Index (IC, PL, PS, AV, CS, CV)  must 

be selected as the matching criterion. The following example illustrates the problem 

solving procedures using this indexing path.

Assume that a new problem presents the symptoms: PI peroxide residual is high and 

brightness is low. The indexes o f the new problem are thus

AVn = ( Peroxide_residual, High)

CSN = (Brightness, Low)

PLn -  (Bleaching, Interstage).

The mirroring cases are those represented by

CASEP = Index (*, PLp, *, AVP, CSP, *) 

with the matching criteria

AVP = AVn , PLp = (Bleaching, *), CSP = CSN

where represents any reasonable value. A case CASE p satisfying the above criteria is 

found to have the following fields:

PLp = (Bleaching, Thirdstage)

CVP = (Temperature, Increase, Thirdstage).
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Therefore, increasing the temperature in the interstage bleaching and washing is the 

solution to the new problem. To obtain a solution as how to increase the temperature in 

interstage bleaching and washing (PI bleach tower), one or more other cases matching the 

following criteria need to be retrieved:

CASEq = Index (*, PLQ, *, *, *, CVQ)

with

CVQ = ( Temperature, Increase, Interstage)

PLq = (Bleaching, Interstage).

It can be seen from this example that problem solving with case mirroring is more 

flexible. A number of cases can be combined to solve a single problem.

4 .7  C o n c lu s io n s

This chapter has investigated operation support problems in a BCTMP process. It was 

pointed out that a case-based reasoning approach is consistent with the natural problem 

solving of human operators. Considering that the industrial production processes are 

dynamic in nature, a dynamic case-based reasoning (DCBR) method was proposed. 

DCBR applies a new mechanism to reason with transient behaviors and fault propagation 

phenomena. DCBR has the advantages o f fast, accurate and flexible problem solving.

The structure of DCBR makes it convenient for the integration with other 

computational and reasoning methods. MBR and RBR are actively applied in case 

adaptation and new case creation. Through the composite features, it is easy to 

incorporate other well-established algorithms in DCBR problem solving.
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C hapter 5

INTEGRATION OF MULTI -VARIATE 
STATISTICAL CONTROL WITH 
CASE-BASED REASONING

he dynamic case-based reasoning (DCBR) method proposed in Chapter 4 has the

advantage of combining various knowledge types and reasoning methods. Integrated 

with other reasoning methods, the DCBR is efficient in solving the operation support 

problems. This chapter investigates the application of principal component analysis (PCA) 

approaches in the DCBR system. The DCBR applies PCA for dimension reduction of 

representation space. The context-depended information extracted by PCA from data set 

is used as the composite features in case indexing o f the DCBR system. Three case 

similarity evaluation mechanisms are proposed: that by using the squared prediction error 

(SPE) and principal scores, that by using the trajectory o f the accumulated scores, and that 

by using the first principal loading direction. The DCBR system applies the combination 

of the three mechanisms for case retrieval and best matching case selection, which 

compensates the low fault distinguishability o f  individual PCA approaches. Since the 

information extracted by PCA contains correlation among process variables, the problem 

solving accuracy and efficiency of the DCBR are improved.
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5.1 In troduction

Process operation support systems have been becoming an integral and important part of 

the production systems in modem process industry. Various methods have been proposed 

for the operation support related tasks, especially for the identification o f  abnormal 

conditions (Gertler, 1988; Patton et al., 1989; Frank, 1990; Hoskins et al., 1991; Iserman, 

1984; Venkatasubramanian and Chan, 1989). The dynamic case-based reasoning method 

proposed in Chapter 4 has the advantage o f integrating various knowledge types and 

reasoning methods together. It combines the static, dynamic and composite features for 

case indexing. The composite features are the problem solving results from other methods 

or systems. To improve the efficiency o f the operation support systems, the other 

effective fault identification methods are to be integrated with the dynamic case-based 

reasoning. Multivariate statistical process control (MSPC) is one o f these methods.

MSPC has been gaining increasing interest in process performance monitoring and 

fault detection (Martin and Morris, 1996). The bases of MSPC are the projection o f 

process variables on to a reduced set o f  latent variables. There are two projection 

techniques: principal component analysis (PCA) (Wold et al., 1987) and projection to 

latent structure (PLS) (Hoskuldsson, 1988) approaches. The advantage o f  MSPC is its 

dimension reduction. Instead of monitoring a large number of process variables, the 

system needs only to monitor a few projected latent variables. The most common method 

in MSPC for the performance monitoring is by using the plots of the squared prediction 

errors (SPE) and the scores in the latent variable spaces. It is assumed that a process 

malfunction will cause the SPE and scores moving to a distinctive region on the plot. This 

method is very effective to detect the deviation from the normal operation. It is able to 

classify a small number of process abnormal conditions (Kaspar and Ray, 1992; Kresta et 

al., 1991; Martin et al., 1996). However, when the number of the abnormal conditions is 

relatively large, the above method may suffer from low fault distinguishability. Besides, 

the classification o f the abnormal conditions relies on visual inspection of the scores plot. 

Zhang and his coworkers (1995a) proposed a PCA based fault signature extraction
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method to assist fault classification. A fault would cause the process measurement to be 

polarized in certain direction. The proposed method classified the fault by comparing the 

current data direction with a library o f fault direction.

MSPC approaches apply the correlation among process variables and extract the 

context-depended information from data. Even though the fault distinguishability of each 

individual approach is relatively low, the utilization of the context-depended information in 

the dynamic case-based reasoning environment will improve the efficiency of problem 

solving. This chapter investigates the extraction o f context-depended features from 

MSPC to be used in CBR systems.

5.2 P rob lem  Form ulation

5.2.1 Abnormal operating conditions

Consider a set o f measured process variables representing the system states, x(k). The 

process is governed by a set of the equality and inequality relations in the normal 

operations (Dunia et al., 1995):

G{x{k), x(*-l) x{k-nd )) = 0
H  (x(k), jc(At-I)........x{k-nd)) < 0

where x e  9t" is the n dimensional measured vector, nd is the number of the past terms 

used in the relations. The selection of nd depends on the process characteristics. In the 

normal situations, the process follows the trajectory specified by the equality relation G 

and limited by the inequality H. The process parameters are maintained at the desired 

targets or ranges by control systems. The possible variations of operating variables, which 

is the response o f the control system to normal perturbation, are limited to certain range, 

which is referred steady state behaviour. This normal steady state behavior is 

corresponding to one or more regions in the measurement space represented by the 

pattern vector, X:
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x  = (x(£)r x (k - \ f  ... x(k-nd)TY  (5 .2 )

When an abnormal condition occurs, the equality and inequality relations will be 

violated. The system moves to a new steady state governed by new relations, resulting in 

the operating data moving to a new region in the measurement space. The classification 

o f the abnormal conditions can be accomplished by identifying the regions in the 

measurement space. Since the distribution o f the measurement data in industrial processes 

are usually poor or unknown, clustering-based pattern recognition methods are 

appropriate to determine the similarity o f the operating data in the measurement space 

(Whiteley and Davis, 1994). The fault transition or migration can be simply viewed as the 

transition o f the operating conditions from one cluster to another.

The difficulty of applying the above method is the high dimension of the measurement 

space. The dimension is even higher if the past data is used to incorporate process 

dynamics, as in Eqn. (S.l). Using the initial measurement variables, the calculation 

requirement is high and the efficiency of clustering is low. The dimension reduction by 

multivariate statistical process control can be applied to solve the problem.

In an industrial process, most of the measurements are correlated. The initial space of 

measurement, X, can be mapped to a lower dimensional representation space, 0  :

X —> 0
(5.3)

t j : 0 - > X

or

' - « * >  (5.4)
x  = 77(0 ) +  e

where e is the residual that represents the difference between the initial measurement and 

the de-mapped measurement. Instead o f the initial measurement space, X, the fault 

classification or clustering can be based on the much lower dimensional representation
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space, 0 .  That is, the cluster range for the normal or abnormal operations can be 

confined by the following equations:

F '(0 (* ))  = O 
G '(0 (k ) )< 0

(5.5)

where the superscript “/” represents the presence of the /th fault, k  represents the time.

5.2.2 Introduction to  PCA m ethod

The primary multivariate statistical process control methods (MSPC) are principal 

component analysis (PCA) (Wold et al., 1987) and projection to latent structures (Geladi 

and Kowalski, 1986). Both methods have been extensively applied in process 

performance monitoring (MacGregor, 1994; MacGregor et al., 1994; Martin and Morris, 

1996). This chapter will be focused on PCA. Good survey and tutorial o f PLS approach 

can be found in the papers by MacGregor et al (1994), Geladi and Kowalski (1986), 

Hoskuldsson (1988) and Martin and Morris (1996).

Principal component analysis is an approach to map high dimensional data to lower 

dimensions without or with minimum loss of information. It has been successfully applied 

in data summarization, outlier detection, fingerprinting for fault identification, and early 

prediction o f potential malfunctions.

Assume that there are n  measured variables and N  samples, the system can be 

described by the observation matrix XeF?**'.

where x, e  R N (/ = 1,•••,//) is either a process variable or a quality variable. The PCA 

method decomposes the observation matrix, X, as follows:

X = [x , x2 ••• x j (5.6)

X  = TPr + E  = ' £ t ip* + E (5.7)
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where /, and p, is the /th score vector and loading vector, respectively; t, p ]  is the rth 

principal component; E  is the residual matrix; /  < n represents the number o f the principal 

components. The loading vector f, are defined as:

E x = X - t xp (

t2 — E x p x E 2 — £ , 2̂. Pi (5.8)

where the score vectors p t (/ = 1, 2 , •••, /) are the eigenvectors o f the covariance matrix 

of X. The first loading, p x, describes the direction of greatest variability. The first score, 

/,, a linear combination o f the columns of X , describes the greatest amount o f variability in 

X. It represents the projection of each data set onto p x. The second score, t2, represents 

the second greatest variability. The elements in a loading vector represent the contribution 

o f each variable to the corresponding component.

Because o f the process variable correlations, the first three principal components are 

usually sufficient to explain the major variances in the data. The rest represents only the 

noise or unimportant variances. Discarding these minor components will not cause major 

information loss. As a matter of fact, it may even reduce the effect o f process noise in 

modeling. Cross-validation method can be employed to determine the number o f  principal 

components required to contain most o f the information in the data (Wold, 1978).

5.2.3 Nonlinear principal analysis m ethods

Most o f the engineering problems in process industry are nonlinear in nature. Previous 

research found that linear PCA is not always adequate to solve nonlinear problems (Dong 

and McAvoy, 1996; Palus and Dvrak, 1992). The minor components may contain 

important information. For example, in the application o f PCA for chemical process
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monitoring, the minor components may provide stronger evidences o f the occurrence of a 

process upset than the principal components do (Martin, et al, 1996). Using only the 

principal components in nonlinear processes may yield erroneous results. On the other 

hand, if all the minor components are to be included, the advantage of PCA techniques 

will no longer exist. Nonlinear principal component analysis techniques (NLPCA) have 

been proposed to solve the problem.

The concept of NLPCA is similar to linear PCA. Instead of using the linear 

correlations among the process variables, NLPCA uses nonlinear correlations.

Kramer (1992) proposed a NLPCA method by applying the autoassociative neural 

network and the mapping and de-mapping concepts. The neural network has five layers: 

input, mapping, bottleneck, de-mapping and output. The mapping and de-mapping layers 

have nonlinear nodes, whereas other three layers have linear nodes (Fig. 5.1). The input, 

mapping and bottleneck layers compresses the process measurement, X, into a lower 

dimensional space, 0 ,  i.e. nonlinear principal components. The de-mapping and output

layer decompresses the principal component space to initial measurement space, X . The 

number of nodes in the mapping and de-mapping layers depends on the complexity o f the 

engineering problem. Provided that adequate number of the bottleneck layer is selected, 

no major information loss will occur. The constructed measurement, X , is roughly the 

same as the initial measurement, X.

Fig. 5.1. Autoassociative neural network for NLPCA.

105

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



The neural network is trained to minimize the following objective function:

N  n

£ = ZZ<X,-^)2 (5-9)
y=I i=i

It is difficult to determine the number o f nodes in the mapping, bottleneck and de

mapping layers. An extension to this method is the principal curve method proposed by

Hastie and Stuetzle (1989). Principal curves are the generalizations of principal 

components in which all the data points are projected orthogonally down onto the 

principal curves. For every data point, the projected point on the principal curves is the 

length along the curve, defined as the principal score.

Mathematically, the NLPCA can be represented by the following equation:

X  = '£ f , ( 0 , )  + E  (5.10)
r=!

or in a iterative way:

X  = f l (0l) + E l (5.11)

£,-i = / , ( £ , )  + £, (5.12)

where di is the /'th principal score vector, f t is the /th principal curve, or principal loading 

function. E{ is the residual of the first principal component, which is used for the 

calculation o f second principal component. The procedure continues until most o f  the 

variance is captured by the principal components. The number o f the principal 

components to be selected depends on the percent o f variance explained by the principal 

components.

The type of the nonlinear loading functions to be selected depends on the 

characteristics o f the engineering problems. Different engineering problems may require 

different principal loading functions. Dong and McAvoy (1996) proposed a neural 

network method for learning the nonlinear principal loading functions. The neural 

network for NLPCA consists of two three layer neural networks. The first one maps n-
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dimensional original data to the /-dimensional principal score, the second one maps /- 

dimensional scores to the m-dimensional corrected data set.

5.3 PCA for C a se  Index F ea tu re  Interpretation

The PCA method is to be used by the dynamic case-based reasoning method (DCBR) to 

extract context-depended information from the initial measured data. The context- 

depended information is used as the composite features defined in Chapter 4 for case 

indexing.

PCA approach is applicable to the process performance monitoring because o f the fact 

that the measured process variables are highly correlated. The PCA converts an //- 

dimensional measurement space X  into an /-dimensional principal component space 

0  (/ < /i) . The DCBR then maps the principal component space, 0 ,  to the process 

abnormal condition space, F, as shown in Fig. 5.2:

(5.13,

71: 0  —> F

where F  = (Ft, F , , • • •, Fu ) is the AY-dimensional process abnormal condition space.

Initial Principal Identified abnormal
measurement PCA components^ CBR conditions _

Fig. 5.2. Integration of PCA with CBR.

The purpose of the feature interpretation is to convert the initial //-dimensional 

measurements to the features that can be directly used for case indexing and case retrieval. 

For the efficiency o f problem solving, it is required that these features are sensitive to
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process faults and present distinctive symptoms under various abnormal conditions. The 

following features extracted by PCA approaches are considered o f these properties.

5.3.1 Squared prediction errors (SPE)

The principal component models developed from the nominal data set, as given by Eqns. 

(S.7) and (5.10), represent the correlations among the process variables in normal process 

conditions. Given the linear principal model (5.7), the predicted values can be calculated 

from each new observation:

t, (At) = x(k)p*
, (5.14)

i ( k ) = « k ) p r = i / ,  (*>/>:
/=1

where x(Ar) and x(k) is the process measurement and the prediction at time fc,

respectively; /, (k) is the /th principal score calculated using the nominal model; and p, is

the /th nominal principal loading vector. In the case o f nonlinear PCA, the predicted value

can be calculated by using the nonlinear model (5.10):

m = £ . s , «>,) (5,i5)
/=1

The squared prediction error (SPE) is defined as the squared difference between the 

predicted value and the measurement:

SPE(k) = £ ( x ,(* ) - r , (A : ))2 (5.16)
7=1

An abnormal process condition might change the correlations among the process 

variables. The principal component model developed from the nominal data will no longer 

represent the process characteristics. As a result, the SPE will increase. A significant 

increase in SPE usually indicates an abnormal condition if the data for developing the 

nominal model covers the entire normal operating conditions.
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It should be noted that not all abnormal conditions result in an increase in SPE (Martin 

and Morris, 1996). Some process faults do not change the relationship between the 

process variables. The process moves to the regions that are normally not in the operation 

ranges. However, the SPE will remain at the acceptable level.

SPE is very useful for fault detection. For the classification o f abnormal conditions, 

however, SPE has to be used with other features, such as principal scores.

5.3.2 Principal sco res

One of the common methods for performance monitoring is by using the plots of the 

squared prediction errors (SPE) and the scores in the latent variable spaces (Kaspar and 

Ray, 1992; Kresta, et al., 1991; Martin et al., 1996), as shown in Fig. 5.3. An abnormal 

process condition may change the direction o f the score movement in the latent variable 

space. When the system reaches its new steady state, the operating data will be located at 

a region that is not in the normal operation ranges. Assume that every fault causes a 

distinctive score movement, the abnormal conditions can be classified by the region at 

which the data is located.

Fig. 5.3. SPE versus score plot for performance monitoring.
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Nominal principal component model is required to calculate the principal score vector 

o f a new observation. In linear PCA, the principal score vector is calculated by Eqn. 

(5.14). In nonlinear PCA, the principal score vector is calculated by feeding the new 

observation to the input layer o f the neural network as shown in Fig. 5.1, or by using the 

nonlinear loading functions, as given in Eqns. (5.10) -  (5 .12).

Fig. 5.3 shows the plot o f SPE, first score // and second score t2. The points 

represented by ‘o ’ are the nominal data, that represented by ‘x ’ are the abnormal data that 

does not violate the correlation structure, and that represented by *+’ are the abnormal 

data that violates the nominal correlation structure.

The SPE and scores plots have been proven effective when the number of faults is 

small. The best principal components used in the plot might not be the major principal 

scores but the minor ones. However, the score movement may not be distinctive for every 

pair of abnormal conditions. For this reason, this approach is not suitable to classify the 

large number o f abnormal conditions.

5.3.3 Accumulated principal scores

The accumulated scores, A ,, are defined as follows (Zhang, et al., 1995b):

A, = 2 > , ( * ) - a ; )  (5.17)
1=1

where a, is the /th principal score, a , is the mean o f the /th nominal score.

Previous research indicated that the score movements for various abnormal situations 

are not necessarily significantly different. The abnormal conditions cannot be 

distinguished from the scores plot. However, because o f its cumulative nature, the 

accumulated scores plot can be more effective in distinguishing abnormal conditions.
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5.3.4 Principal loading vectors

The features used in the previous sections are calculated based on the nominal principal 

component model. The models developed for individual abnormal conditions can be also 

used for fault classification.

Assume that the principal component model developed from the data under the kth 

abnormal condition is given by:

X  = TtP j  +El = ’£ l l, p rf  + £ , j  = (5.18)
i=l

where M  is the number o f abnormal conditions. It was indicated by Zhang and his

coworkers (1995a) that the first principal loading, p ]X, can be used as the fault direction

extracted from the data set. Each fault has distinctive first principal loading direction. 

The fault can be identified by comparing the current data direction with the fault direction

library.

The above features have relatively low fault distinguishability. To improve the 

problem solving effectiveness when there are large number of potential abnormal 

conditions, the combination of these features as case indexes is required.

5.4 C ase  Sim ilarity E valuation  U sing PCA

The integration o f  PCA with case-based reasoning is intended to evaluate the case 

similarity by utilizing the context-depended features extracted by PCA approaches. Since 

the context-dependent features contain much more explicit information than the initial 

measured data, the problem solving accuracy and efficiency o f the dynamic case-based 

reasoning will be improved. This section discusses how the features identified in section

5.3 are used for case similarity evaluation.

i l l
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5.4.1 C ase similarity evaluation using SPE and sc o re s

As shown in Fig. S.3, the case similarity evaluation is a pattern recognition problem using 

data clustering approach. There are two basic approaches o f  pattern recognition: the 

synthetic approach (Fu, 1992; Gonzalez and Thomason, 1978) and the geometric 

approach (Duda and Hart, 1973). Three approaches are available for geometric pattern 

recognition: linear/nonlinear discriminate functions, Bayesian-based approach and 

clustering approach. In the abnormal condition identification, the prototypes for learning 

are usually not complete. Clustering approach is most appropriate since it can identify the 

situations that are not covered by the learning prototypes and treat these patterns as 

“unknown”. A certainty factor can be assigned to a pattern that is located outside all the 

learned prototypes.

The objective of the data clustering is to divide the representation space into a number 

of regions representing various operation conditions. Using the PCA, the representation 

space has the dimension o f the principal components. The representation space, as shown 

in Fig. 5.4, consists o f four types o f regions: normal operating conditions, known 

abnormal operating conditions, unknown abnormal operating conditions, and transition 

states.

Fig. 5.4. Representation space for various operating conditions.
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Normal operating conditions are the steady state process behavior maintained by 

control systems. The patterns falling to the region of representation space (marked 

“Normal” in Fig. 5.4) represent the normal process behaviour. There is often large 

amount of “normal” process data available from the data-to-day operations. However, it 

is not necessary that the available data covers the entire normal process behaviour.

The abnormal operating conditions are the results o f process or equipment faults. For 

the known abnormalities, process data are available from either the historical database or 

process simulations. Each region in the representation space marked “F I”, “F2”, and “F3” 

represents the process behaviour under a specific abnormal condition.

The transition states are the result of fault propagation. When a process evolves from 

“normal” to “abnormal”, the fault symptoms are propagated from the first affected 

variable to eventually all the other affected variables. Before the process reaches the new 

steady state, the patterns fall to the transition state regions.

In process industry, there are always some abnormal conditions that are not known or 

the data is not available. Since no patterns can be created for these situations, the 

operation support system has to declare the situation “unknown”.

In the operation support problem investigated here, the data available for clustering 

has been labeled with “normal” or a specific abnormal condition. The clustering algorithm 

is intended to identify a bounded decision region for each cluster. The size o f  the decision 

region should be large enough to included most of the training patterns but small enough 

not to include the patterns belong to other clusters.

There have been a number of methods to determine the boundary o f  a data cluster, 

such as neural network methods. A common assumption made in process industry is that 

the data in the cluster is normally distributed. The multivariate normal density function for 

theyth pattern cluster can be represented by:

/ x s h > = — F exp
( 2 » ) * k T

(5.19)
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where m] = Ej[0~\ is the mean vector of the prototypes in cluster j, 

Cj = Ej[(0 — mj)(0 - m j)r ] is the covariance matrix of the prototypes. The mean vector

is intended to capture the center o f the cluster, and the covariance to capture the shape. 

The principal axes of the hyperellipsoids (contours of equal probability density) are given 

by the eigenvectors of Cj with the eigenvalues determine the relative length o f these axes.

When / = 1, the region \9 < 2cr covers 95 percent of the prototypes, where cr is the

standard deviations.

For the purpose o f the simplicity, we apply the hyperellipsoid to represent the 

boundary o f region of a data cluster. The hyperellipsoid is represented by the following 

distance known as Mahalanobis distance:

r / = ( 0 - / i7y)r C ; '(0 - m , )  (5.20)

where my and C; is the mean and covariance calculated with the samples:

mj= ir 'Z -0‘ ( 5 ' 2 1 )

(5.22)
J  ° t e s t

where is the number o f prototypes in cluster j ,  S ; represents the set o f data in cluster

J. The contour of the cluster can be represented by:

r) = ( e - m j )TC-J' ( 9 - m J) < P J (f. ^

where is a number in the neighborhood o f 1 to be selected based on the distribution of

the data in the cluster.

The case similarity is evaluated with the following fuzzy membership:
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(9 -  mj)T C~x (9 -  mj )

if {6 — rttj )T C~x (0 — my) < (3; 

if (0 - m ])TC-i{O - m J) > p ] (5.24)

where A s is the similarity of the Case j  to a new problem. Case 0 represents the normal 

operating conditions.

5.4.2 C ase similarity evaluation using accum ulated sco res

Using the accumulated scores, the similarity o f a case in the case memory to the new 

problem is evaluated by comparing the accumulated score trajectories. Each case that 

uses the accumulated scores as index has a built-in accumulated score trajectory. The 

score that moves the most under the specific situation is selected as the primary score. 

Assume that the pih principal score is selected as the primary score, the trajectory is 

represented by:

where k  represents time. The calculated trajectory using the index in they'th case is:

1 = 1, 2 , — (5.25)

where the subscript j  represents Case j ,  i represents the /th score.

Assume that the trajectory o f the accumulated scores for the new problem is:

,4(*) = ( 4 (* M ,(* ) , . . . ,4 (* ) )

A t f )  = (A]X{ k \ A n { k ) , - ,  Ap( k ) , - ,  Aj7(k))

with

A , i k )  = S f { A , m

The similarity of Case j  to the new problem is calculated as:
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A,(*) =
£-4(rM,(r)r

r^ k -W

{ £ / f ( r ) / l ( r )rV f
\r= Jc-iV

(5.26)

\ r = k - l T

where W  is the width of the data window for case similarity calculation. It is clear that if 

the current accumulated score trajectory is exactly aligned with the calculated trajectory of

Case j ,  the case similarity X} is 1.

5.4.3 C ase similarity evaluation using principal loading

To calculate the case similarity using the first principal loading vector, each case should 

have a fault direction as its indexes. The fault direction is the first principal loading vector 

obtained using the data under the specific abnormal condition. The first principal loading 

o f the new problem is calculated from the data within a moving window of size W, i.e., 

within (k-W, k).

Denoting the first principal loading of the new problem by p x, and the fault direction

o f Case j  (jth abnormal condition) by Ms, p x and Mx will be closely aligned if the /th

abnormal condition has occurred. p \ M , will be close to 1. Similar to Eqn. (5.24), the 

case similarity is evaluated with the following fuzzy membership:

1 if p \ M j  > p s

^ — if 0 < p xM i < P i (5-27)
T  >  j  *  1 /  ~  J* ,=

where P; is a number within [0.7, 1]. Usually the larger the variation o f the data within 

the cluster, the smaller the should be selected.
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5.5  C ase-B ased  R eason ing  with PCA

For the process faults that change the relationship between the process variables, SPE is 

the best parameter to detect the abnormal condition. If the SPE increases beyond an 

acceptable range, an abnormal condition is detected. However, as pointed out in the 

previous sections, an acceptable SPE may not necessarily imply that the process is in 

normal conditions. A process abnormality may only cause one or more process variable to 

have large shift, but does not change the relationship between the process variables. In 

this situation, SPE will remain at an acceptable level. It is better to use the principal score 

movement, or the case similarity given by Eqn. (5.24), to detect such kind of abnormality.

Using Eqn. (5.24), the certainty that the system is in normal operating conditions is 

calculated as:

*0 =
1 if (0-mo)TC;'(e-mo)</3o

if ( e - m o)TC - l( 0 - m o) > f i o
(0 -  m0)Tc; ' (0 -  m0)

where the subscript 0 represents the cluster for normal operating conditions. An 

abnormality is detected if:

SPE > a, or Xq < a 2 ^  28)

where ar, and a 2 are the detection thresholds, or, is usually selected between 0.6 to 0.85.

When an abnormal condition is detected, further classification is required. The 

dynamic case-based reasoning system uses the context-depended features extracted from 

the PCA approaches to retrieve the plausible cases, and uses the case similarity evaluators 

given in Section 5.4 to determine the best matching case. The explanations and solutions 

contained in the best matching case will be used as the solution to the problem. The

details o f the problem solving process are given in Chapter 4.

As shown in Section 5.4, A case can use more than one similarity evaluation 

mechanism to calculate the case similarity. To further improve the efficiency of case
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retrieval and evaluation, the entire case memory can be organized in a hierarchical 

structure by using various indexes, as shown in Fig. 5.5.

Fig. 5.5 shows that the entire case memory is first divided into a number o f level-two 

case memories by the accumulated scores index. Each level-two case memory is divided 

into a number of level-three case memories by using the principal loading index. The SPE 

and scores are then used to index the individual cases in the level-three case memories. 

Accordingly, the problem solving process is to locate a level-two case memory first, and 

then narrow down to a level-three case memory, from there an individual case will be 

identified. This problem solving process is consistent with the process decomposition 

proposed in Chapter 2. The static features and dynamic features, together with the 

features extracted by PCA, are used for case memory decomposition.

Accumulated scores 
indexes

Pricipal loading 
indexes

SPE and scores 
indexes

Case J CaseCase CaseCase

Case memory

Level-two 
case memories

Level - three 
case memories

Individual

Fig. 5.5. Case memory in hierarchical structure.
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5.6 C o n c lu s io n s

MSPC has been gaining increasing interest in process performance monitoring and fault 

detection. The advantage of MSPC is its dimension reduction. Instead of monitoring a 

large number o f process variables, the system needs only to monitor a few projected latent 

variables. However, the individual MSPC approaches have relatively low fault 

distinguishability. The classification of the abnormal conditions mainly relies on visual 

inspection o f various plots.

This chapter proposed a method o f applying the principal component analysis (PCA) 

approaches in the dynamic case-based reasoning (DCBR) system. The PCA approaches 

were applied for dimension reduction and the extraction of the correlations between 

process variables. The DCBR applies the information extracted by PCA as the composite 

features for case indexing and evaluation, which includes the squared prediction error, 

principal scores, accumulated scores, and principal loading vectors. Accordingly, three 

case similarity evaluators were proposed. Through the application o f these context- 

depended features, together with the features obtained by other methods, DCBR is able to 

improve the fault distinguishability and problem solving efficiency.
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C hapter 6

KALMAN FILTER-BASED FAULT 
DETECTION AND FAULT-TOLERANT 
CONTROL"

This chapter presents a model-based fault detection and fault-tolerant control 

technique and its integration with the dynamic case-based reasoning (DCBR) 

system. A bank of Kalman filters is constructed corresponding to all the possible sensor 

failure modes. The possibility that a failure mode hypothesis is true is calculated using 

measurement innovation processes. The sensor failures are detected and located based on 

the calculated possibilities of the hypotheses. The controller and state estimator are 

automatically reorganized subsequent to the occurrence o f failures to ensure the stability 

and acceptable performance of the ciosed-loop system. The dynamic case-based reasoning 

system applies the calculated possibilities of the hypotheses as the composite features for 

case evaluation. The reorganization o f the controller subsequent to a failure is contained 

in the cases as the solutions to the corresponding problems. The issues of system 

hardware redundancy and computational requirement as well as implementation 

complexity are taken into account in the system design. Simulation results have shown 

satisfactory performance of the headbox control system after applying the presented 

technique.

f This chapter has been published: Xia and Rao, 1992, “Fault-tolerant control of paper machine headbox”. 
Journal o f Process Control, 2. 171-178.
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6.1 I n t r o d u c t io n

Paper machine headbox is one of the critical units o f a pulp and paper process. A good 

control of headbox is extremely important to improve pulp and paper quality and to 

increase economic profit. Many sophisticated control algorithms have been successfully 

developed for paper machine headboxes, such as adaptive control (Borisson, 1979; 

DHuster et al., 1983), nonlinear control (Gunn and Sinha, 1983), multivariable optimal 

control with a reference model (Lebeau et al., 1980), and optimal decoupling control (Xia 

et al., 1993).

Those algorithms, however, are developed under the assumption that all the system 

components are o f high reliability and will not fail. Once a failure occurs, the system 

performance will degrade and the system may even diverge. However, some components, 

especially the measurement instruments (sensors) applied in the headboxes of paper 

machines are poor in reliability. The control systems for headbox are required to deal with 

the problem of component failures.

Fault-tolerant control system can adapt to significant changes of environments. When 

all components are in normal condition, the system has desired performance. If some key 

components (e.g., sensors and actuators) fail, the system continues to maintain acceptable 

performance (Siljak, 1980). Fault-tolerant control is a challenge to the classical control 

techniques. The advances o f computer science and parallel computing technology have 

made it possible to realize the fault-tolerant control techniques. There have been extensive 

simulation and application studies of fault tolerant control in the area o f flight control 

(Deckert et al., 1977), but few have been reported in pulp and paper industry.

This chapter investigates the fault detection and fault-tolerant control o f headboxes. A 

control technique that is tolerant o f sensor failures is developed and applied to a practical 

pressurized headbox. The technique has moderate computational requirement. It is easy 

to be implemented in most industrial processes.
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6.2 P r o c e s s  S p e c i f ic a t io n

The pressurized headbox is a volume chamber. Its main purpose is to distribute the water- 

fiber suspension onto the fourdrinier wire as evenly and steadily as possible. The lower 

part o f the headbox is occupied by pulp stock and above the pulp stock is air. Inside the 

headbox is a rectifier that provides even distribution of pulp fiber onto the fourdrinier

wire.

P ressure Regulator

Hand Valve

Vacuum  Control Valve

Vacuum  Breaker

R ectifier Roll

LT
Slice Lip

Fourdrin ier W ireHT

Fan Pump

Fig. 6 .1. Schematic diagram o f the pressurized headbox.

The pulp stock is pumped into the headbox by a fan pump and flows onto the wire 

through a slice lip as a result o f the total head. The flow rate of the pulp stock into the 

headbox is controlled by the speed of a fan pump. The air is circulating in the air chamber 

of the headbox with a vacuum pump. The air pressure in the headbox is controlled by a 

vacuum valve located in the suction side of the vacuum pump. A vacuum breaker, a 

pressure regulator and a hand valve are also installed in order to protect the vacuum 

pump, limit the maximal value o f pressure in the headbox and adjust the position o f the
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vacuum control valve under normal operation condition. Fig. 6 .1 is the schematic diagram 

o f the pressurized headbox.

The two most important control objectives are:

( 1) maintaining the pulp stock level in the headbox: the optimum operation condition 

for the rectifier roll is the pulp stock level just above the top of the rectifier. 

Therefore, the level must be held constant;

(2 ) maintaining the rush/drag ratio: the term rush/drag ration refers to the ratio o f the 

velocity of the jet of slurry onto the wire to the speed o f the wire. In order to 

improve the physical properties of pulp and paper product, the ratio should be 

maintained at some specific value. For the headbox investigated here, the desired 

ratio is 1.0 2 .

The velocity of the jet of slurry is proportional to the square root o f the total head. To 

maintain a constant rush/drag ratio, the total head must be adjusted with the variation of 

wire speed (machine rate). Hence, the direct controlled variables in the headbox are total 

head and pulp stock level.

From mechanism analyses, it is obvious that the transfer functions relating pulp stock 

level to fan pump speed and that relating pressure to vacuum valve position are both first- 

order if without the interactions between the pressure and the level. It is also obvious that 

the pulp stock level variation has no steady state effect on the air pressure, and neither 

does the air pressure variation on the total head. These facts can be explained by the mass 

balance and gas axiom: the increase of the pulp stock level causes air pressure to increase 

and subsequently causes the outflow rate o f air to increase until the air pressure regains its 

original value. The steady state value of the air pressure can only be affected by the 

vacuum valve position. The total head is the summation of the air pressure and pulp stock 

level. When the air pressure increases, the total head will increase simultaneously. 

However, the increase of the total head will cause the outflow rate of pulp stock to 

increase. As a result, the level decreases, and the total head returns to its original value. 

The steady state value o f the total head can only be affected by the fan pump speed.
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G1

G3

G2
G4

Fig. 6.2. Block diagram of pressurized headbox.

According to the mechanism analyses above, the block diagram of the pressurized 

headbox can be depicted as Fig. 6.2, with L, P, ( /, and U2 representing the pulp stock 

level, air pressure, fan pump speed and vacuum valve opening, respectively (Xia et al., 

1993). The transfer functions are:

Tx sL(s) + L(s) = K XUX O) -  P(s) (6.1)

T2sP(s) + P(s) = K 2U2 (s ) + K 3T2sL(s ) (6.2)

The pressurized headbox investigated in this chapter is o f size 235 inches wide, 48 

inches deep and 57 inches high. A number of bump tests have been done on the headbox. 

Using the data obtained from the bump tests, it is calculated that K x =1.75, K 2 = 1.54,

K j =13.12, T, = 0.2308 and T2 =0.1710 . The continuous state equations are thus:

L(t) = 4.33Z.(0 -  4.33/,(0  + 7.58U, ( 0  (6  3)

P(t) = -56.81(0 -  62.7 Pit) + 99.5(7, (0  + 9.01 U2 it) (6.4)
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Discrete time steady state equations are required for the digital control o f the headbox. 

By integrating the differential Eqns. (6.3) and (6.4) over the sampling interval o f T  = 0.1 

min, the discrete equations o f the headbox are obtained:

(6.5)
L(k  +1) = 0.905L(k) -  0.0629P{k) + 0.166(7, (k) -  0.049U 2(k)

P(k  +1) = -0.825P(k) + 0.0586L{k) + 1 A4Ut (k) + 0.180t/2(Ar) (6.6)

Noting that the total head H  is the summation of L and P, we have:

H (k  + 1) = —0.0042//(£) + 0 .148£(*) + 1 .61 Ux (k) + 0.138 U2 (k) (6.7)

L(k + 1) = 0.9682L(k) -  0.0629//(k) + 0.166(7, (k) -  0.049U, (k) (6.8)

or rewrite it into state space representation by defining the state vector 

*(£) = (H(M) L(k))T, the output vector y r (k) = x(k) and the control vector

u(k)  = (Ux(k) U2(k)) T  .

x(k  + 1) =
f -  0.0042 0.148
v- 0.0629 -0 .9 6 8 ,

x(k) +
r 1.61 0.138
^0.166 -0.049

//(Ar) + w(k) (6.9)

y r(k) = x(k) (6 .10)

where w(Ar) is the process noise. The pulp stock level, air pressure and total head in the 

headbox are measured on-line. Denoting y(k) = (H{k) L(k) P(k))T, the measurement 

equation is:

y(k) =
fl.O
0.0
1.0

0.0 ^ 

1.0 
- 1.0

x(k) + v(k) (6.11)

where v(/t) is the measurement noise.
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Because o f the strong interactions between the control o f the two output variables, H  

and L, a decoupling control law is required:

u(k) = F  ■ x (k ) + G - v m(k) (6 .12)

where v^Ar) represents the setpoints.

The problem in the control of the headbox is that the measurement instruments are not 

reliable. The sensors for the pulp stock level, air pressure and total head may fail during 

operation. When any of the sensors fails, the measured data will no longer represent the 

true operation conditions o f the headbox. The control systems without considering the 

possible failures will lead to a poor performance. To improve the reliability and the 

dynamic performance of the headbox control system, failure detection and modification 

are necessary. In the subsequent sections, a new method is proposed.

6.3 F a u l t  D e te c t io n  a n d  R e o r g a n iz a t io n

To maintain acceptable performance in the case o f fault, the fault-tolerant system will 

perform two tasks:

• early and accurate process fault detection and identification;

• effective control system reorganization.

A great number of failure detection techniques have been developed in the past two 

decades, such as failure-sensitive filter, generalized likelihood ratio test and multiple 

Kalman filter with a standard multiple hypothesis testing (Montgomery and Caglayan, 

1974; Willsky, 1976). The design o f  failure detection systems for industrial processes 

involves the consideration of the following issues:

(1) Industrial processes may involve slow change and abrupt change failures. The 

failure detection schemes must be applicable to both kinds of the failures;

(2) Industrial processes usually do not possess many back-up components. The 

requirement for costly hardware redundancy should not be too high;
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(3) Industrial processes usually apply computers with relative small storage and low 

computing speed. The scheme should have reasonable computational complexity;

(4) Industrial process models are usually erroneous. The failure detection schemes are 

required to be robust to model errors;

(5) The system should be easy to be reorganized in order to retain integrity in the 

presence of failures.

According to the above requirements, a fault detection technique is developed in this 

section.

Consider the linear discrete stochastic system with the following system dynamics:

x(k +1) = A{k)x{k) + B(k)u(k) + w(*) (6  l3)

y (k) = C(k)x(k)  + \>{k) (6.14)

where x c :9 l" , and //<z9Ir ; w and v are zero-mean, independent, white

Gaussian sequences with the covariances defined by:

Eiwik)wTU)] = Q{k)S^ (615)

£[v(*)vr O0] = *(*)**

where 8 ^ is the Kronecker delta. The idea of the failure identification technique is as 

follows: assume M  (.M  < m) out o f m sensors are of poor reliability and tend to fail. 

Without the loss of generality, it is assumed that the unreliable sensors correspond to the 

7st, 2nd, ..., A/th elements o f the measurement vector, y. A number o f  measurement 

equations are constructed under various failure hypotheses, based on which Kalman filters 

are designed. Since the performance of the Kalman filters is the good indication o f sensor 

failures, the dynamic case-based reasoning system applies the performance parameters as 

the composite features (see Chapter 4 for details) for case retrieval and evaluation. The 

solution contained in the corresponding case will be used for control system 

reorganization.
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Fig. 6.3 shows the principle of the fault-tolerant control system. The pulp machine can 

be divided into four sections: pulp preparation, pressurized headbox, fourdrinier wire, and 

dryers. As pointed out in Chapter 2, to improve the problem solving flexibility and 

efficiency, the process is decomposed into a few sub-processes (sections). The DCBR 

system first applies a global case memory to locate the section that is in abnormal 

condition. It then applies the Kalman filter performance parameters as the composite 

features to find the best matching case from the local case memory for the section that is 

in abnormal condition. The solution o f the best matching case contains the control system 

reorganization scheme that modifies the control system to maintain acceptable 

performance. In this chapter, we assume it has been found that the pressurized headbox is 

in abnormal condition.

Retrieved/  Process 
/' data Global case 

memoryProcess

Process
data

faulty
subsystemProcess

data
Retrieved Local case 

memory

Identified
fault

Solution in 
selected case

State
estimation

Reorganization

Control
system

Kalman filters
Kalman filter 

"  performance

DCBR to 
reorganize control 

system

OCBR to identify 
the fault

OCBR to locate 
the faulty 

subsystem

Fig. 6.3. Principle diagram o f the fault-tolerant control.

128

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6.3.1 Scheme 1—single-failure case

In this scheme, we focus on single-failure situations, i.e., it is assumed that there will be no 

more than one sensor fails simultaneously.

For a system with M  unreliable sensors, there are M +1 hypotheses to consider: the 

normal condition and the abnormal conditions when the ith (/' = 1,2 , •••, A /) sensor has 

failed.

For the normal condition:

H 0 : y(k)  = C0 (k)x(k) + v(k) + d0 (k) (6.16)

where C0(k) = C(k) and d 0(k) = 0.

When the /'th sensor fails:

H, : y(k)  = C, (k)x(k) + v(Ar) + </, (*) i = 1,2 , • - ,  M  (6.17)

where d,(k) = (0 - 0m i(k)0-  -0)T. (Ar) is C(k) matrix with the row corresponding 

to the /'th sensor replaced by zero; m, (k) is the unknown mathematical expectation of the 

output of the /'th sensor. We shall solve the problem as if ///, (k ) were known.

There is usually analytical redundancy among dissimilar measurement instruments in 

industrial control systems. That is to say, not only the system (6.13) and (6.14) is 

observable, it remains observable when one of the unreliable sensors has failed. That is, 

(C, (k), A(k)) is observable for all /' = 0,1, •••, A/.

The selection of the most probable hypothesis is based on a finite set o f measurements, 

Y(Jc) = {y(\'),y(3.),'-,y(Jc)}. A/+1 Kalman filters, denoted by KF0 , KFt , • • •, KFM, 

respectively, are built based on the measurement equations (6.16) and (6.17):

x, (k  + 1|*) = A(Jc)xt (k ) + B(k)ti(k) (6.18)
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i ,  (k) = i ,  (k\k - I ) + K, <k)r,(k) (6 .19)

>-,(*) = y(k )  -  C, (k)i, (*|* - \ ) - d ,  (At), ,= 0 ,  1, - M  (620)

where x, (/= 0 , 1, 2, A/ )  is the state estimation under the hypothesis / / , .  The filter 

gain AT, (k ) is calculated from the following equations:

PXk + \\k) = A(k)P,(k)AT (k) + Q(k) (6.21)

K,(k) = P, (k\k -1  }C' {k)[C, (k)P1(k\k -  DC,r (*) + «(*)]-' (6.22)

/>,(*> = /> ,(*[*-l)-K ,(*)C ,’'(*)/H*|*->> (6.23)

According to Bayes' rule, p , ( k ) , the probability that / / ,  is true, can be calculated by 

the measurements using the following relation:

P.(* + ») = + (6.24)
Y .F , ( y , ( k  + \))P l(k)
1= 0

where ^(x.O^ + l)) *s the probability density of y i (k + 1) under the hypothesis H , . 

Obviously, under the condition that the hypothesis H , is true, y,(k)  is the zero-mean, 

Gaussian innovation process with the covariance as:

Vt 0k) = E(y,  0k)y ,r (k)) = C, (*)/> (A:|Ar -  l)C,r (*) + *(*) (6.25)

/ \ ( r  ( * + D) = (6.26)
(fcrftdetGK*))]*

where det( ) denotes the determinant of matrix.
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In Eqn. (6.20), the true value of m, (k)  in d t (k) is not available. It can be estimated 

from the sample mean of the output of the /th sensor. However, because o f the special 

structure o f the matrix C, (k) , the unknown mean mt (k) does not enter the filter equation.

The probability that H ( is true implies good performance o f the filter KFt . If no 

failure occurs, the innovation processes o f all the M+1 Kalman filters are zero-mean 

Gaussian processes with limited covariances. Thus p,(k)  for all / = 0 , 1, •••, A/ have a 

lower bound, i.e., p, (k) > e . Here 0 < e  < 1 is a detection threshold. When the /th sensor 

fails, H , is the only true hypothesis. The innovation processes of all Kalman filters except 

KF, will no longer be zero-mean. Their covariances will increase because o f the wrong 

measurement data. The performance of those filters will degrade dramatically. As a 

consequence, p 1 (k) decreases. Thus p , ( k ) »  Pj(k)  and p 1 (k) <e  for all j * i .

Based on these observations, a number o f cases can be built for fault identification and 

control system reorganization:

• Case # i (/ = 1,2, • • •, M ) - ith sensor fa ilu re  

Case validation conditions:

Control system reorganization:

All the Kalman filters except KF, are no more effective. Set the final state estimate 

to be the estimate of the filter KF,:

P, (k) »  Pj (k) \fj * i (6.27)

and

M ax{p0(k), • • •, (k), p l+l (k), • • •,p M(k)}<e (6.28)

*(k) = x, (k) (6.29)
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• Case # 0 — normaI condition

Case validation conditions:

There is no any /' (/' = 0) satisfies the condition (6.27) and (6.28).

Control system reorganization:

Set the final state estimate is a weighted summation o f the state estimate of all 

Kalman filters. Since p, (k) represents the relative accuracy of the state estimate of 

each Kalman filters, and noting that:

V ' i (6 3 0 >
2 > . W  = 1
1=0

p t (k ) can serve as the weighting factor in the summation. The final state estimate 

is given by:

*(*) = !> .(* > * ,(* )  (6  31)
r= 0

The detection threshold e  is selected according to the practical situation of the 

systems.

6.3.2 Scheme 2—multiple-failure case

When there are more than one sensors have failed, none o f the Kalman filters in Scheme 1 

are designed under true hypothesis. All the Kalman filters are driven by wrong 

measurements. Therefore, Scheme 1 can not be applied to multiple-failure case. In order 

to detect multiple failures, we design a bank o f filters such that each sensor failure only 

affects one filter.

Consider M + l hypotheses: the normal condition and when all the unreliable sensors 

except the /th (/ = 1, 2, • • •, M ) sensor have failed.

In the normal condition, the measurement equation is given by:
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H 0 : y(k)  = C0(k)x(k) + v(k) + d 0(k) (6.32)

where C0(k) = C(k)  and d0(k) = 0.  When all the unreliable sensors except the /th 

(/ = 1, 2 , ” -, M ) one have failed:

H ,:  y(k)=C,(k)x(k)  + v(k) + d,(k)  / = 1,2 , - , M  (6.33)

where d t(k) = (m ,(£)••• miA(k) 0 m,vl(Ar)--- mM(k) ()••• 0)r . C0(k) is C(Ar) with the 

rows corresponding to all the unreliable sensors except the /th one replaced by zero. 

njj(k) is the unknown mathematical expectation o f the output of the /th  sensor. If

(C,(k). A(k)) is observable for all /' = 0 , 1 , ,  then just as in Scheme 1, M +I  Kalman 

filters can be designed based on the system dynamics (6.13) and the measurement 

equations (6.32) and (6.33). Because o f the special structure of the matrix C, (£), the

failure o f the /th sensor only affect the filters KF0 and KFi . Multiple failures can be 

detected by evaluating the performance of the Kalman filters.

The filter equations and the calculation of p , (£) are similar to those in Scheme 1. 

Defining J  = { /,,/,,••• ,/ ',}  c: (1,2,•••,AY}, the algorithm for fault detection and state 

estimation is expressed as follows:

• Case # I - / ,  th, j z th,---, j  z th sensors have fa iled  

Case validation conditions:

A>(*)<* (6.34)

and

Pi (k) < e  V/ e y  (6  35)

Control system reorganization:

Set the final state estimate as
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(6.36)

• Case WO — normal condition 

Case validation conditions:

There is no any subset J  cr {1,2, •••, A/} satisfies (6.34) and (6.35). 

Control system reorganization:

Set the final state estimation as

Obviously, Scheme 2 requires more sensor redundancy than Scheme 1. The best 

scheme to be selected depends on the sensor redundancy and the potential of multiple 

failures.

6.3.3 Scheme 3-reduced-order technique

As pointed out in Scheme 1, the output o f the /th sensor does not participate in the state 

estimation o f the filter KF, because of the special structure of the matrix C, (k ) . For the 

sake of convenience in industrial application, it is preferable to design M  reduced-order 

Kalman filters, denoted by KF^, KF2, • • •, KFU respectively, based on the system equation 

(6.13) and measurement equation (6.38):

where y t(k) is y(k)  vector with the element corresponding the /th unreliable sensor

M
*(*) = 5 > ,  (*)*,(*) (6.37)

y,  (*) = C, (k)x(k) + V'(k) i = 1, 2 , • •., M (6.38)

A
deleted, C,(Ar) and v.(Ar) are the corresponding measurement matrix and measurement 

noise vector. The estimate error sequences y { are:
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7 i i . k ) = y , ( k ) - C ixi(k) i = 1,2, • • •, M (6.39)

It is clear from Eqns. (6.38) and (6.39) that the dimensions o f  the measurement 

vectors have been reduced to m-1. The estimation of the mathematical expectation o f the 

output of sensors in failure is also avoided. Thus the computational requirement is 

reduced.

The multiple-filter algorithm is intended to measure how well each Kalman filter 

works. p t (k) is a convenient measure o f the performance of the Kalman filters relative to 

each other and to what they are expected to work. Since the performance of the Kalman 

filters depends on the performance of the sensors, p , (k ) is also a measure o f the accuracy

of the sensors. In the normal condition, the filter KFt) should give the best result since it 

applies the most measurement information. When any of the unreliable sensors fails, the 

performance of KF0 will degrade. Only one Kalman filter KF0 (/ *  0) will still work well. 

Thus we can use the prediction errors of the filters KF], KF2, • - •, KFM to detect failures 

and use the estimate of the filter KF0 as the final state estimate in the normal condition.

A new failure detection scheme is proposed that is a little different from Scheme 1.

Calculate p , (k ) as:

(6.40)

where

Fiiy,{k + 1)) =
(2*-)“ detOrW

(6.41)

Vt (k) = E(y, 0k)y? (k)) = C, (k)P, (*|* -  l)C,r (k) + R, (k) (6.42)
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There are differences between Eqns. (6.24)-(6.26) and Eqns. (6.40)-(6.42): In Eqn. 

(6.42), C, (Ar) and R, instead of C, (Ar) and R  are used. Here R, is the covariance o f the 

measurement noise v .; In Eqn. (6.40) the sum is from j  — 1 to M  instead o f from j  = 0

to M ; In Eqn. (6.41), ( 2 n ) ~  instead o f (2n )* is used.

The following cases are built for fault identification and system reorganization.

• Case # / (/' = 1,2, • • •, M ) - ith sensor fa ilu re  

Case validation conditions:

P, (k) »  p J (ik) Vj *. i (6.43)

Max{p0 (At), • • - , p t_t (Ar), p„} (Ar), ' \ P M{k) }<e  (6.44)

Control system reorganization:

Set the final state estimate as

*(*) = *;(*) (6.45)

• Case U 0 — norm al condition 

Case validation conditions:

There is no any /'e  {1,2, •••,M } that satisfies the conditions (6.43) and (6.44). 

Control system reorganization:

Set the final state estimate as

*(*) = *o(*) (6.46)

The p ((k:) expressed in Eqn. (6.40) may not be exactly the probability that the /th

unreliable sensor has failed since the M  Kalman filters use different measurement data.

However, this scheme does reduce the computational complexity o f state estimate and
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failure detection. It is preferable in practical application. This simplified scheme can also 

applied to the multiple-failure case by employing the results obtained in Scheme 2.

To further reduce the real-time computational requirement, the steady state Kalman 

filters can be applied for time-invariant systems. In steady state Kalman filter, K i (k) and

V~l (k) are both constant matrices and can be calculated off-line. In this way, the real

time computational requirement can be reduced to a very moderate level.

One of the most significant advantages of this technique is its inherent ability for state 

estimator reorganization subsequent to the occurrence of sensor failure.

6.4 F a u l t -T o le r a n t  C o n tro l  o f  th e  H e a d b o x

To realize the fault-tolerant control, the problem of equal importance to that of fault 

detection is the issue o f system reorganization to retain system integrity in the presence of 

failures. In the previous section, three fault detection and state estimator reorganization 

schemes have been developed. In this section, we apply Scheme 3 for the design of the 

fault-tolerant control system for the pressurized headbox.

The system dynamics and measurement equation of the pressurized headbox have been 

given in (6.9)-(6.11). As mentioned in Section 6.2, all the three sensors may fail during 

operation. There are, therefore, four hypotheses to be considered:

H o • y(k) =
1.0
0.0
1.0

0.0 N 
1.0

-1.0 J
x(k) + v(k) (6.47)

H x : y (k )  =
' 0.0

0.0

v

0.0 ^ 

1.0

1.0 - 1.0,
x(k) +d, (k) + v(k) (6.48)
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r l.O 0 . 0 >

H 2 : y (k )=  0 .0  0.0  x(k) + d 2(k) + v(k)
,1.0 -1.0,

(6.49)

' 1.0 0 .0^
H 3 : y(k)  = 0 . 0  1.0 x(Ar) + d l (k) + v(k)

,0.0 0.0,
(6.50)

where H 0 is the hypothesis for normal condition. H lt H 2 and H 3 are the hypotheses

assuming the total head sensor, stock level sensor and air pressure sensor have failed, 

respectively. For all the hypotheses, the system is completely observable.

The selection of the variance o f system noise w(k) should consider the uncertainty of 

the knowledge in the process dynamics, the relative scale of the variables and 

environmental disturbances. The selection of the variance o f measurement noise v(&) 

should consider the accuracy of the sensors. After careful investigation, the variance 

matrices are selected as Q = diag{0.0252, 0.0152) and Q = diag(0.0352, 0.022,0 .0 5 2) .

To reduce the real-time computational requirement, four steady state Kalman filters, 

denoted by KF0 -  KF3, are designed under various failure assumptions. p x (k ) ,  p 2 (k)

and p 3 (k) are calculated by Eqns. (6.40)-(6.42). If the pulp stock level sensor fails, both

p x (k ) and p 3 (k ) will be less than e . As a result, p 2 (k) will be larger than 1 — 2s .

Similar results can be obtained easily if the total head sensor or air pressure sensor fails.

The total head H  is the summation of the stock level L  and the air pressure P. Since 

the three sensors have the same scale, there is a direct relation between the output o f  the

sensors:

where y ' (/' = 1,2,3) is the /th component of the measurement vector y. When one sensor 

fails, the above relation will no longer true. Thus, Eqn. (6.51) can be applied to fault

detection.

y , (k) = y 1 - y \ k ) (6.51)
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Selecting s  = 0.005, the fault detection and system reorganization scheme can be 

outlined as follows:

Case # 1 — The norm al condition

Case validation conditions:

or Max{px (k), p 2(k ) ,p2 (£)} -  0.99

Control system reorganization:

Set the final state estimate as

* ( * )  =  * o ( * )

Case U 2 - The total head sensor fa ilure

Case validation conditions:

! / ( * ) - / ' ( * ) - / ( * ) ! >  0.15 and /?, (Ar) > 0.990

Control system reorganization:

Set the final state estimate as

x(h) = x, (k)

• Case # 3 - The stock level sensor fa ilu re

Case validation conditions:

If | / ( * ) - . r ( * ) - . y 3(*)|> 0.15 and p 2( k ) > 0.990
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Control system reorganization:

Set the final state estimate as

(654)
x(k) = x2(k)

•  Case # 4 -  The a ir  pressu re sensor fa ilu re

Case validation conditions:

If |y x (k ) - y \ k ) - y *  ( A r ) |  > 0.15 and p 3 (k) > 0.990

Control system reorganization:

Set the final state estimate as

x(k) = x3(k) (6 .55)

The decoupling control law is realized by applying the final state estimate:

u(k) = F  • x(k) + G ■ vm (k ) (6.56)

where the feedback gain F  and the feedforward gain G are synthesized using the state

feedback decoupling algorithm proposed by Gilbert (1969):

F  =

G =

For performance comparison, a decoupling controller is also implemented by applying 

the state estimate of the Kalman filter under normal assumption:

0.498 -  o.29 r
0.402 2.45 ,

'0.0731 0.260
 ̂0.247 -3 .2 0
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u(k) = F  ■ x0 (k) + G - vm (k) (6.57)

Note that in this section, the failure detection conditions (6.43) and (6.44) have been 

reduced to the simpler approximate form, p, > 1 -  (M  — l ) f , for convenience.

From (6.40), it can be seen that if p t(k) is very small, the p,(k  +1) will grow very 

slowly at best. To avoid this problem, a lower bound of 0.001 is set on the p, (k ) . If the 

calculated p, (k ) is below the lower bound, set p, (k ) to be the lower bound. Another 

problem is the divergence of the Kalman filter. When a sensor fails, the Kalman filter 

based on the incorrect hypothesis may diverge. Even after the sensor has been repaired, it 

will take a long time before the Kalman filter gives meaningful state estimation again. To 

avoid this problem, the estimate o f the potentially divergent Kalman filter is set to be 

equal to the final state estimate.

The performance of the headbox fault-tolerant control system has been studied using 

digital simulation. The initial state is assumed to be zero. The setpoint o f total head is 

increased to 1 at k = 150 and then goes back to 0 at k = 350 . The setpoint o f pulp stock 

level is increased to 1 at k = 50 and then goes back to 0 at k = 250. It is assumed that 

failures occur at k=100 and the failed sensors have a constant output, 0.2. Figs. 6.4 and 

6.5 show the responses o f the fault-tolerant control system and the normal decoupling 

control system, respectively, when the total head sensor has failed; Figs. 6 .6  and 6.7 show 

those when the stock level sensor has failed; Figs. 6.8  and 6.9 show those when the air 

pressure sensor has failed. The solid curves represent the setpoint and actual response of 

the pulp stock level. The doted curves represent that of the total head. From these figures, 

it is obvious that when any sensor has failed, the dynamic performance o f  the normal 

decoupling control system becomes very poor and the system is no longer decoupled. 

However, the fault tolerant control system maintains satisfactorily dynamic and 

decoupling performances.
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Fig. 6.4. Response of fault-tolerant control in total head sensor failure.
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Fig. 6 .6 . Response o f fault-tolerant control in pulp stock level sensor failure.
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Fig. 6.7. Response o f conventional control in pulp stock level failure.
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Fig. 6 .8 . Response o f fault-tolerant control in air pressure sensor failure.
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Fig. 6.9. Response of conventional control in air pressure sensor failure.
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6.5 C o n c lu s io n s

In this chapter, a fault-tolerant control technique that tolerates sensor failures was 

proposed. The technique includes fault detection schemes and state estimator 

reorganization schemes subsequent to the occurrence of a failure. The fault detection is 

accomplished by the dynamic case based reasoning (DCBR) system coupled with a bank 

o f Kalman filters using the analytic redundancy among dissimilar measurements. The state 

estimator is reorganized to give the most accurate state estimate in normal unfailed 

condition and when some sensor has failed. A decoupling control law is realized using the 

state estimate.

The technique has reasonable real-time computational requirement and is easy to be 

implemented. An important feature of the technique is its inherent capability of automatic 

reorganization of the system structure in the presence of the failure. Simulation results in a 

real world pressurized headbox showed satisfactory performance.
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C hapter 7

INTEGRATION OF INTELLIGENT 
OPERATION SUPPORT SYSTEM 
WITH MULTIMEDIA TECHNOLOGY1

his chapter presents the design and application of an intelligent hypermedia on-line

manual (1HOM). This research is motivated by two facts First of all, the intelligent 

operation support system (IOSS) requires a manual to be fully integrated with it and serve 

as an extension of knowledge base and a multimedia operator interface. Secondly, the 

plant operations require a manual that has more functionality than the traditional paper 

manuals. A new integration model o f intelligent system technology with multimedia 

technology is proposed. The designed IHOM has built-in knowledge base to perform 

numerical calculation and symbolic reasoning. Real time data can be embedded in the 

manual. By changing the link relationship of the intelligent link in IHOM, the IOSS is able 

to use IHOM as a multimedia operator interface that delivers operation suggestions to 

operators. By moving some of the calculation and reasoning tasks to IHOM, the IOSS is 

able to reduce the complexity of its core system. As a result, the system will have better 

user acceptance and higher efficiency. The IHOM has been applied to a bleached chemical 

thermo-mechanical pulp (BCTMP) plant.

T This chapter has been submitted for publication: Xia, Liu, Shu and Rao, 1999, “Integration of 
intelligent operation support system with multimedia technology”. Engineering Application o f  Artificial
Intelligence.
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7.1 In troduction

One o f the important problems in the intelligent operation support system (IOSS) design is 

operator interface. An operation support system monitors the production processes and 

analyses potential process and operation problems. It provides operators with operation 

suggestions. Operators take proactive and corrective actions based on the suggestions 

and their own judgment. It is crucial that the information provided by the operation 

support system is sufficient and easy-to-understand. However, the operator interface of 

traditional intelligent systems can usually only handles simple text information, which 

limits the effectiveness and user acceptability o f intelligent systems.

One o f  the requirements for operator interface is the capability of handling the 

information in multimedia forms. Multimedia information has been extensively applied in 

process operations. The operation support system should provide operation suggestions in 

the original multimedia forms instead o f converting it to a simple text form. Otherwise, 

information loss may occur during the conversion. Another requirement is the capability 

of providing detailed process and operation information as required. The modem 

production process is extremely complex. Operators may need the details o f the process 

and operation procedures to verify a process problem or evaluate a corrective plan. Such 

information is usually available in process or operation manuals. Searching through a 

traditional paper manual is inefficient, which is not desirable in a time critical situation. 

The solution to this problem is a multimedia on-line manual that is fully integrated to the 

intelligent operation support system. The on-line manual, by using the problem solving 

results o f the IOSS, has “intelligence” to help the operators to find the relevant 

information quickly. It serves as an enhanced multimedia operator interface and an 

external knowledge base. This research is intended to solve this problem.

Ragusa (1994) defined multimedia as the computer-facilitated integration o f  multiple 

information formats. He classified the multimedia to two groups according to their time 

characteristics: static media and dynamic media. Static media includes text, data, graphics 

and still images. Dynamic media includes animation, full-motion video, speech and
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nonspeech audio. The development of multimedia computers (Bailey, 1990) and 

multimedia devices such as compact disc read only memory (CD-ROM), recordable CD- 

ROM, and erasable rewritable optical discs (EROD), makes the integrated displays of 

multimedia information with computer possible (Maule, 1991; Staub and Wetherbe, 

1989). Today the integrated use of multimedia information has been considered as a new 

and efficient way to improve the training and operations.

The powerfulness of multimedia technology comes from the fast and effective 

integration and accessing of information in various media forms (Short, 1992). 

Hypermedia systems, a technology to combine various media forms in a unified 

information delivery system, have gained more and more attention in process industry.

Hypermedia is the management system for multimedia information (Paske, 1990). It 

integrates information pieces (data objects) in different media forms as nodes in a vast 

network. These nodes can be organized hierarchically or non-hierarchically according to 

the nature o f the problems. An information piece can be refereed from several sources. 

Through nonlinear links and associative links, user can interactively navigate through an 

information base and find a specific content (node) quickly. Because of its capability of 

integrating multiple information form and high efficiency in searching, hypermedia 

technology has been widely used in almost every aspect o f  our life. However, the most 

successful applications in process industry are limited to off-line activities, such as new 

operator training and presentations. Very rare are real time on-line applications. There 

has been considerable number of researches and commercial systems available in 

organizing and displaying information in multimedia formats (Raskin, 1990; Yagaer, 1991; 

Paske; 1990). However, it is difficult to integrate them with the intelligent operation 

support system.

This chapter will outline the structure of the intelligent hypermedia on-line manual 

(IHOM) and the applications to a BCTMP plant.
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7.2  P roblem  Form ulation

The development of intelligent hypermedia on-line manual (IHOM) is motivated by two 

facts. First o f  all, the IOSS requires a manual to be fully integrated with it and serve as an 

extension o f knowledge base and operator interface. Secondly, the plant operations 

require a manual that has more functionality than the traditional paper manuals (Liu et al., 

1995). Paper manuals can no longer satisfy the requirement o f modem production 

because o f its low efficiency in searching, high cost to update, and failure to incorporate 

multimedia information.

For the above purposes, IHOM has to be an electronic document that has the 

following features:

• Capable of including multimedia information: The system should be able to manage 

and deliver all the information forms used in process operations, such as animation, 

video, sounds, speech and pictures. For example, the burning processes in pulp 

production are usually video monitored.

• Efficient in searching: The IHOM is intended to help the operators to find the 

relevant information quickly by using built-in features, such as effective nonlinear 

links in the design environment and the incorporated cognitive process in arranging 

the information pieces.

• Capable of numerical calculation: The IHOM often contains formulas to calculate 

various process variables, such as production cost and bleach chemicals addition 

rate. The numerical calculation capability will also allows the IOSS to move some 

of its calculation tasks to the IHOM.

• Capable of symbolic reasoning: An inference engine is required in the IHOM for 

symbolic manipulation. Similar to the numerical calculation capability, this feature 

will allow the IOSS to move some reasoning activities to IHOM to reduce the 

complexity o f IOSS.

• Intelligent links: Unlike the associative links that connect a source to a single 

deterministic reference, the intelligent links allow a source to be connected to
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multiple references controlled by the linking conditions. With this feature, a single 

source “Suggested Corrective Actions” can be connected directly to the solution 

to an operation problem that is identified by the IOSS.

• Integration with the IOSS: Since IHOM serves as a multimedia operator interface 

and an external knowledge base of the IOSS, the integration of these two systems 

is essential.

• On-line real time: As an on-line manual, the IHOM is required to have access to 

real time production data that is commonly from a DCS or from data processing 

systems or packages, such as the management information systems.

• Visual development tool: For the easy use of nonprogrammers, the development 

tool is a visual environment, that is, what you see is what you get.

The limitation of the traditional hypermedia systems has been addressed by previous 

researches (Halasz, 1988; Ragusa, 1994). Most of the above features are difficult to be 

implemented with available hypermedia systems. These limitations have limited the 

application of the hypermedia technology in process industry.

The key to solve the problem is to embed knowledge into hypermedia systems, that is, 

to integrate the intelligent systems with the hypermedia systems. The next section will 

outline the structure of the IHOM.

7.3 IHOM System Structure

7.3.1 Integration model

The key issue is how to integrate intelligent system with multimedia information system to 

meet the requirements indicated in Section 7.2. Several integration models were proposed 

(Coyne, 1990; Maybury, 1992; Ragusa and Coyne, 1992; Sipior and Garrity, 1992). 

Ragusa (1994) classified the integration models into five categories in terms o f software 

architectures: (1) standalone, (2) translational, (3) loose coupling, (4) tight coupling, and

(5) full integration; and three categories in terms of integration orientations: ( 1) expert
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system (ES) supported by multimedia system (MM), (2) MM supported by ES, and (3) 

complementary systems. Each model has advantages and disadvantages in terms of 

maintenance effort, development speed, flexibility and potential for problem solving.

In the IOSS, we need an intelligent hypermedia system that replaces the traditional 

paper manual and serves as an extended operator interface and external knowledge base o f 

IOSS. These requirements conclude that the integration between the intelligent system 

and the multimedia system is quite complicated. On one hand, multimedia system is 

supported by intelligent system with full integration. On the other hand, intelligent system 

is supported by multimedia system with translational integration. None of the above 

integration models can meet the requirements.

In accordance with the above considerations, a new integration model is proposed for 

the IOSS as illustrated in Fig. 7 .1.

IS1
IS2

MM

Core of IOSS

IOSS

IHOM

Fig. 7.1. Integration of multimedia system with intelligent systems.

In this integration model, there are two intelligent systems and one multimedia system. 

The intelligent system IS] is fully integrated with the multimedia system (MM) and 

supports MM to become IHOM. The intelligent system IS2 is the core o f the intelligent 

operation support system (IOSS). The combination of intelligent system IS2 and IHOM 

constructs IOSS with enhance operator interface and external knowledge base. The
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integration o f IS2 and IHOM is translational. IS2 is supported by IHOM and affects 

IHOM only through data transmission. Both IS2 and IHOM can run independently.

IHOM is an MM embedded with an intelligent system. It is a graph defined by a set of 

nodes (NODE) and the link relationship (LINK) between them as well as embedded rule 

sets (RULE) and procedures (PROC):

IHOM  = {NODE, LINK, RULE, PROC)

The NODE consists o f files (FILE), topics (TOPIC) and link sources (LNSR) 

(keywords and regions) in the topics

N = {FILE,TOPIC  ^  LNSR)

IHOM is a topic-based application tool. Each topic is an information fragment, which 

consists of a tag name, static media contents, dynamic real-time data and dynamic 

variables. The dynamic real-time data is obtain from IS2 and MIS, and updated in a fixed 

time period. The dynamic variables, implemented with the embedded rule sets and 

procedures provided by ISi, fulfill numerical calculations.

The link relationship (LINK) connects information fragments. With the reasoning 

capability of IS l5 IHOM can not only implement hyperlinks, the prespecified nonlinear 

links, but also intelligent links. An intelligent link connects a single link source to different 

targets, controlled by the defined linking conditions. Based on the different conditions, 

one or none o f  the link will be activated and the source is connected to the activated 

reference.

The numerical calculation and symbolic reasoning capabilities is implemented with the 

knowledge base in IHOM. There are two ways to build a knowledge base. One is by rule 

sets (RULE), the other is by procedures (PROC). Any button, marked text or dragged 

rectangular area in a picture can be linked to a rule set or a procedure and act as a trigger. 

The rule set or procedure will be executed when its trigger is clicked. A procedure can 

also be defined as an auto-procedure which is triggered cyclically in a given time interval, 

or as a configure procedure which is triggered when entering the topic every time. Since
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the knowledge base is divided into many pieces in various topics, the efficiency of problem 

solving is high.

The integration o f the core o f IOSS, i.e., IS1, with IHOM is though data 

communications. IOSS sends the problem solving results as data to IHOM, which affects 

the reasoning procedures and intelligent links in IHOM. IOSS also receives calculated 

data from IHOM to be used in its problem solving.

7.3.2 Software environment

The IHOM development tool is developed using an object-oriented programming 

technique, Meta-COOP (Rao, et al., 1993; Shu et al., 1995). Meta-COOP is coded in 

C++, and runs under UNIX™, VMS™ and DOS™ operating systems. Meta-COOP 

adopts the object-oriented programming technique and frame-based knowledge 

representation to implement the organization, management, maintenance and applications 

o f a complex knowledge base system. It provides such distinct characteristics as the 

integration of various knowledge representations and inference methods.

Meta-COOP distributes its meta-knowledge into many knowledge units. Each 

knowledge unit is a set o f rules, operation commands or numerical models to deal with an 

operation problem and attached to a frame or an object that is dedicated to the problem. 

Frame-based or object-based knowledge representation constructs the knowledge base 

hierarchically to represent the internal relationship between the knowledge units.

To solve a complicated engineering problem, the problem domain is decomposed into 

many basic sub-problems. A sub-problem is solved independently in a slot or a frame by a 

set o f production rules, operation commands, analysis methods, external procedures 

written in any languages, and internal subroutines written in C++. Meta-COOP 

accomplishes communication and conflicting coordination between sub-problem solving 

by applying the internal relationship between the knowledge units.

IHOM is a visual development environment with hypermedia functions and embedded 

knowledge bases. User can easily create multimedia topics, create link relationship, select 

screen transitions, define topic variables and build knowledge bases.
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IHOM has the advantage of both hypermedia systems and intelligent systems. It 

allows hypermedia nodes to associate with a knowledge base o f an expert system. It 

provides a reasoning mechanism to browse the media.

Client/server computing is a paradigm in which applications, data, and even processing 

power can be distributed between a centralized server computer and all other computers 

that access it. To implement the client-server support, IHOM uses the Open Database 

Connectivity (ODBC) interface. The ODBC allows applications to access data from 

database management systems (DBMS). The interface permits maximum interoperability - 

- a single application can access diverse database management systems. User can develop, 

compile, and ship an application without targeting a specific DBMS. He can then add the 

modules called database drivers that link the application to the selected database 

management systems.

With the ODBC interface capability, IHOM supports SQL statements for DBMS 

operations. Applications can access to different DBMS products. The client-server 

architecture is shown in Fig. 7.2.

IHOM Applcation

IHOM Development

Driver Manager

Driver DriverDriver

DBMS ServerDBMS Server DBMS Server

Fig. 7.2. Client -  server architecture.

To integrate hypermedia static database and real time database, IHOM has a data 

processing system built in to process both static data, real time data and user input data.
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Because o f the special characteristics o f Meta-COOP, IHOM is an object-oriented 

development tool that makes innovative use o f object-oriented techniques to user-interface 

objects. It treats each topic as an object. A topic can combine formatted text, embedded 

graphics, video, sound, and animation together.

Two types of variables can be defined in IHOM, topic variables and global variables. 

Topic variables are valid only within the topic where they are defined. Global variables 

are shared by all topics.

The most important functions in IHOM are procedures and rule sets. A procedure or 

a rule set is a knowledge unit built in a "method" in IHOM. There are three types of 

procedures: configure procedure, auto-procedure and normal procedure. A configure 

procedure is used to describe the action when a topic is activated. An auto-procedure is 

used to describe actions after any change happens in the topic, or the topic screen is 

refreshed. Users can also create normal procedures for a link icon and it will take action 

when the link icon is activated. The function of a rule set is similar to a normal procedure. 

However the rule set can represent heuristic knowledge. A rule set can be activated by 

clicking its link icon. It can also be activated from a procedure through a function call.

Intelligent link is one o f the most important features o f IHOM. Hyperlink in a 

hypermedia system is static and fixed linkage set up when the system is developed, 

whereas intelligent link is a dynamic linking mechanism. The link destination is decided at 

the run time. The intelligent linkage is realized by using a rule set associated with the link 

source. The rule set is activated when the link source is clicked. The rule whose 

condition part is matched is executed and the destination in the action part o f the rule is 

displayed. Intelligent link provides powerful browsing mechanism. Navigation in a 

hypermedia system is much like traveling in a huge concept tree. Because o f the large 

number of levels and branches in the tree, it is quite difficult to find a destination node. 

The user has to know where he is in the network and how to enter other topics. They may 

get lost, commonly called disorientation problem. The intelligent links and other 

knowledge built in the nodes o f IHOM will greatly reduce the number o f relevant branches 

and speed up the searching process.
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7.4 IHOM Application in a BCTMP Plant

The IHOM application for a bleached chemical thermo-mechanical pulp (BCTMP) plant is 

composed of three portions:

• Process Details: the description o f process and equipment in the pulp production.

• Operation Support: operation suggestions in various abnormal situations.

• Company Overview: general introduction to the company.

This manual has been installed in the plant computer system and interconnected with 

the intelligent operation support system (IOSS).

7.4.1 Manual structure

The structure of the on-line manual is shown in Fig. 7.3. The Process Details are 

composed of 13 chapters. Each chapter consists of a number o f  sections, and each section 

is divided into a few topics. The user can go to any topic through the table of contents or 

process flowchart. The Operation Support consists of a number o f topics that describe the 

causes and corrective actions o f the identified abnormal process situations. Each topic is 

corresponding to a case in the case memory of the IOSS, and is activated by the intelligent 

operation support systems. The Company Overview consists mainly of pictures and video 

clips. These three portions are connected to each other. For example, the Operation 

Support topic for the interstage bleaching temperature control problem is directly 

connected to the process and equipment details of the interstage bleaching and washing in 

the Process Details.
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Op. Support

Chapter 1 Section 1
Topic 1 |Contents

Section jChapter i
TopicnJ

Section m

SLPC
Pictures

Video

Fig. 7.3. The structure of IHOM for the BCTMP plant.

7.4.2 Searching mechanism

To improve the efficiency and convenience of searching for relevant information, a 

number of searching methods are built in the IHOM for topic searching:

e Table of contents

• Topic index

• Process flow chart

• Link sources embedded in topics

• Intelligent link triggered by IOSS.

The table of contents is organized into a tree structure, as shown in Fig. 7.4. It gives 

the user a clear picture of the organization of the manual and allows them to find the 

content they want. There are 13 tables of contents, each for a chapter. For example, by 

clicking Principles o f Screening, the screen will be switched to the topic of the description 

of the principles of screening immediately (Fig. 7.5).
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Fig. 7.4. The table of the contents of the IHOM.

I EHe Jndex Option Help
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Screening: Principles of Screening

Fibres discharged tom the final stage of refining are stiff. Nested and curled due to the refining action 
This ts known as latency which must be removed to efficiently screen the pulp The Latency Chest 
provides latency removal treatment by diluting the pulp to 3 or 4% consistency (from 35%) using hot 
cloudy white water at 70 to 90<1S6> C and agitating for about 20 minutes. The hot wffvte water causes 
the individual fibres to relai and straighten out before being fed to the screens. ( Fio 9-2 )

The objective in the screening process is to eliminate unwanted fbres such as shrves. fibre bundles and 
other large debris. In a pressure screen system there are three basic stock Bows feed coming into the 
screen, the accepts from the screen and rejects from the screen ( Fio 9-3 ).

The incoming stock enters near the top of the unit and under pressure is forced down through the narrow 
zone between the rotating drum and the inside of the screen. Acceptable fbres pass through the screen 
plate and are discharged to the accepts stream. The rejects (shrves. fibre bundles etc.) are retained on 
the inside of the screen and discharged at the bottom.

In order to keep a mat from forming on the screen basket, the rotating drum has a number of bumps on 
its surface that pass very close to the surface of the screen. As the drum rotates, it creates a vacuum 
and turbulence around the surface of the screen and helps to break up any mat formation produced by 
fibres bridging across the scretn holes.

Dilution is also provided in order to prevent high concentration of rejects.

Fig. 7.5. Topic o f the principle of screening.
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Another primary searching method is by using the topic index. Each topic in the 

IHOM has a unique name. By using the command Index on the menu bar, all topic names 

will be popped up alphabetically. The users can find the topic of interest by typing in the 

topic name or by scrolling through the topic list.

The process flowchart searching method is mainly used by the users who are familiar 

with the process. Fig. 7.6 shows the flowchart of the BCTMP process. The regions on 

the flowchart are linked to relevant topics. By clicking any equipment in the flowchart, 

the manual will be switched to the process details of the equipment, from there the user 

can access the identified abnormal situations in the equipment.

I FUc jntfex Option Help
R a n g e r  SLPC On- l i ne  M a n ua l

LJ ' L

□

□

—i e .

Fig. 7.6. The process flowchart of the BCTMP plant.

A topic can also be accessed by clicking a link source embedded in any other topics. 

For example, by clicking the link source Fie. 9-3 in "Screening: Principles of screening" 

(See Fig. 7.5), the diagram of Screen will be shown as in Fig. 7.7.

158

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Index fifden
S L P C  O n - l i n e  M a n u a l

Fig. 9-3

Fibres discharged I 
This is known as la 
prowdss latency m 
cloudy whkt water 
the individual t in s

The object aw in the 
other large debris, 
screen, the accept1

The incoming stoci 
zone between the r 
plate and ara disch 
the inside of the sc

In order to keep a r 
its surface that pas 
and turbulence around 
fibres bridging across the screen holes.

Dilution is also prowded in order to prevent high concentration of rejects

ing action, 
ry Chest 
using hot 
rater causes

bundtes and 
mang nlo the

gh the narro 
igh the screen | 
t retained on

of bumps on 
isatracuum 

i^xoduced by

Fig. 7.7. Small window shows the referenced picture.

The linkage applied in the above searching methods can be changed at run time by the 

IOSS through modifying the values o f the topic variables and global variables in the 

IHOM.

7.4.3 Computations and real time data access

Fig. 7.8 shows an example in which the Primary Screen Reject Rate is calculated 

automatically from five input parameters: Refiner production, 1A Screen Reject Flow, 1A 

Screen Reject Consistency, IB Screen Reject Flow and IB Screen Reject Consistency. 

The calculation is implemented by auto-procedures. The IHOM obtains real time data 

through on-line data access to DCS, MIS and IOSS and performs the numerical 

calculations automatically.
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p ie  I n t o  QpUon Help

R a n g e r  S L P C  O n - l i ne  Ma nu al

Screening Detail'd Process Flow: Primary Screen Contrl

The primary screens reject rate cafculaSen 
A) Determine Refiner Production in BOT/D (From Primary refiner metering screw).
0) Calculate Reject Tonnage far screen 1A and IB:
1A Son. Reject Tonnage (BOT/D) -  (Raj. Flo«<l/in) x 1.44 x % Consistency) /100 
IB Scm. Reject Tonnage (BOT/D) = (Raj. FlowQ/m) x 1.44 x % Consistency) /100 
Total Scm. Reject Tonnage = 1A Scm Reject Tonnage ♦ IB Scm Reject Tonnage
C)Oetermine Reject Rale:
Primary Screen Reject Rata = Total Primary Scm. Reject Tannage x 100 /  Refiner Production Rale

D) Example calculation (Real time data!
a) Refiner Production
b) 1A Scm Reject Flow

1A Scm Reject Consistency 
IB Scm Reject Flow 
IB Scm Reject Consistency 
1A Reject Tonnage.
IB Reject Tonnage:
Total Reject Tonnage:

c) Primary Screen Reject Rate

SIC 175 310 BOT/D
FIC-104 1^1  I/m
NH07
FIC-124 I22Q l/m
NI-127 23% BO
48 63WgQ BOT/D = f12S1 l  1 44x?71/10Q
50 9472C0 BDT/D = (1220 x 1 44x2  91/ 100
99 53S060 BOT/D* 48 636680 » 50 947200
32 124542% = (199 586080 BOT/D) / QIQ BOT/D)) x 100

Fig. 7.8. The primary screens reject rate calculation.

7.4.4 Integration with IOSS

IHOM is required to be integrated with the intelligent operation support system (IOSS) 

and serves as a multimedia operator interface and external knowledge base. With IHOM’s 

intelligent link function, IOSS is able to control the link relationship in IHOM and bring up 

desired multimedia information fragments to operators. With IHOM’s numerical 

calculation and symbolic reasoning functions, IOSS is able to distribute simple information 

processing tasks to IHOM and thus reduce the complexity of its core system.

The integration of the IOSS with IHOM is shown in Fig. 7.9. The core system o f the 

IOSS residing in the VMS monitors the real time data from the management information 

system, MOPS. If any abnormal operation problem is identified, the IOSS sends the 

problem solving results to IHOM through MOPS EDE/2. The data from the IOSS 

changes the link relationship in IHOM and automatically brings up the information 

fragments that are relevant to the identified problem. Fig. 7.10 shows an abnormal 

condition that is identified in the IOSS but displayed in the IHOM.

160

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



r

MOPS Databases 
(CVD and HOB)

 ?----------
Intelligent Operation Support 

System (IOSS)
 1----------------

VMS

MOPS EDE/2 IHOM 
Multimedia Displays

IHOM Operation 
Support 

Information

IHOM Process 
Details

PC

Fig. 7.9. IHOM integration with IOSS.

INTI MOR MANUAL.HM
p ie  £dN Format Link Ioplcs gavigate Options {felp

yCaSKnfin fjiCaSrtR a n g e r  S L P C  On- l in e  M a n u a l

Operating Suggestions for P2 Level Low

The current P2 level is 9 5  % (It should be higher than 90%)

1. Hodfy (ha shift supervisor that tha P2 level is low becausa die potential lor brigbbmaa 
ta drop down will increase on some grades.

2. Some corrective actions may be:

(1). Slowing doeet tha fourth ttage presses 
Increasing production on tha third ttage 

(3). Shutting down lha fourth stage presses if warranted

3. Cautions lor tha fourth stage presses are shut dawn duo ta the low level In P2 tower

If the level had dropped because of a problem in the bent end where there was not going to be any 
resumed production of pulp then the P2 towe level should be brought down until either the level hds 
40% or the brightness drops below the target brightness.

As a rule never allow the bleaching retention time grater than 7 hrs. especialy on bulk runs.

Fig. 7.10. The operation support for P2 tower level problem.
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7 .5  C onclu sions

The intelligent hypermedia on-line manual (IHOM) presented in this chapter is not a 

simple replacement of traditional paper manuals. It provides functions that are required by 

the modem industrial production. Its intelligent link feature enables the user to find the 

relevant information quickly, which is especially important in the time-critical situations. 

The IHOM has built-in knowledge base and embedded real time data. It has the capability 

o f numerical calculation and symbolic reasoning. IHOM can be used not only as a 

multimedia manual, but also as a process monitoring system.

Most o f all, IHOM can be integrated with the intelligent operation support system 

(IOSS). It servers as an enhanced multimedia interface and external knowledge base of 

the IOSS. The integration of the IOSS with the IHOM significantly improves the 

efficiency and user acceptability of the IOSS.
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C hapter 8

IOSS IMPLEMENTATION ON A 
BCTMP PROCESS'

Most modem pulp companies have successfully installed distributed computer 

systems (DCS) and management information system (MIS). However, process 

operations still rely on individual operator's experience. The operators may find it difficult 

to contribute a quick solution when faced with nonroutine situations. This chapter outlines 

the implementation results of the intelligent operation support system (IOSS) in a bleached 

chemical thermo-mechanical pulp (BCTMP) plant . The IOSS applied dynamic case- 

based reasoning methods, matrix simulator and intelligent hypermedia on-line manual. The 

system fulfilled such functions as abnormal situation identification, corrective action 

planning, process simulation, and on-line process manual. It emphasized on the 

integration o f the IOSS with DCS and MIS. Implementation results showed that reduced 

off-spec product and the chemical consumption can be achieved by timely corrective 

actions. The methods proposed in the development of the system are very promising in 

process industry.

t  The sections o f this chapter have been published: Xia, Rao, Henriksson and Farzadeh, 1997, “Case- 
based reasoning for intelligent fault diagnosis and decision making in pulp processes”, Pulp & Paper 
Canada, 98(2) , 26-30.
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8.1 I n t r o d u c t io n

Pulp and paper operation is a knowledge intensive task. The numerical computation based 

control technologies are not suitable to deal with such kind of problems that require 

considerable symbolic reasoning. Intelligent system technology is an alternative that can 

capture and utilize more broadly based sources of knowledge (Dvorak and Kuipers, 

1991). The monitoring, analysis and control o f process operations can benefit from the 

improved knowledge representation schemes and advanced reasoning control strategy 

(Stephanopoulos, 1990).

Research has been done on the knowledge-based systems for pulp and paper 

processes, such as intelligent operation support system for batch digester (Rao and 

Corbin, 1992), diagnostic expert system for solving pitch problems (Kowalske, 1991), 

decision support system for pulp blending strategy (Dane and Harvey, 1992), and expert 

system for the on-line monitoring o f waster water treatment process (Lapointe et al., 

1989). The results from the research have made significant contributions to the success of 

artificial intelligence technology in process industry.

This chapter outlines the implementation o f an intelligent operation support system 

(IOSS) on a bleached chemical thermo-mechanical pulp (BCTMP) plant in Slave Lake 

Pulp Corporation (SLPC). SLPC is utilizing the best available technology to produce high 

quality pulp products. A distributed control system, Fisher Provox 2000, and a mill wide 

information system, MOPS, have been successfully installed on the plant. The benefit 

from integrating MOPS with DCS has been significant (Henriksson et al., 1992). To 

further improve the pulp production, SLPC requires an intelligent system to be integrated 

with MOPS to provide operation support functions (Xia et al., 1993).

The IOSS applies the new methods proposed in the previous chapters, including 

multilayer system structure, dynamic case based reasoning, and intelligent hypermedia on 

line manual, to improve the problem solving capability and user acceptability. Special 

emphasis is on the integration of the intelligent system with the existing plant automation

systems.
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8 .2  D e s c r ip t io n  o f  B C TM P P r o c e s s

The BCTMP process produces bleached pulp from aspen or mixture of aspen and 

softwood by using a combination of thermal energy, chemical pre-treatment, mechanical 

refining energy and hydrogen peroxide bleaching. The production process comprises of 

Chip Washing and Conditioning, Refining, Screening and Cleaning, Bleaching, Washing 

and Dewatering, as well as Flash Drying and Finishing, as shown in Fig. 8.1. This 

chapter is focused on the bleaching plant. The purpose of the bleaching operation is to 

achieve desired pulp brightness.

[W ’REGNATOR PROCESS OUEROIEU

APS 
NO. 1

HRS BIN 
NO.2

P I
BLERCH TOUERTERTIRRY

THIRD STRCE 
PRESSES

DILUTION CHES

FINAL STAGE 
PRESSES

SLAB
HOUR:

HIGH DENSITY 
STORAGE TOUER

FLASH DRYERS 
HOURS

Fig. 8.1. Overview of the BCTMP process.

The bleach plant can be divided up into four components: first stage washing, 

interstage bleaching and washing, third stage washing and bleaching, and fourth stage o f 

washing. The product quality is maintained by assuring that operating variables fluctuate
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within permissible ranges. If  operating conditions go beyond these limits, the product 

quality may be in jeopardy.

The color, or brightness, o f pulp is dependent on its light absorbing/reflecting 

properties. If a material reflects all (visible) wavelengths of light, it will be seen as white; 

if it absorbs all (visible) wavelengths, it will be seen as black. The pulp consists of 

cellulose, hemi-cellulose, lignin and some “impurities”. The cellulose, hemi-cellulose and 

lignin are essentially non-absorbers o f light. This leaves the various chemical compounds 

bonded to the lignin as the causes o f low brightness. The objective of bleaching is to 

covert these compounds to a form which will absorbe less light. Hydrogen peroxide has 

strong oxidizing capability to break chemical bonds and thereby convert compounds to 

non-absorbing forms. It is used to realize large gains in brightness.

Interstage Bleaching and Washing consists of a Transfer Chest, Wash Presses, pulp 

Conveyors and a Bleaching Tower. The Transfer Chest is a holding tank where the 

consistency of the pulp is reduced from approximately 35% to 5%. It receives pulp stock 

from the Primary Refiner. Two agitators within the transfer chest mix the hot pulp and 

dilution water together to make uniform slurry. This 5% pulp stock is pumped to two 

Andritz “Twin Wire Presses” where it is fed into a nip formed by the two traveling wires 

o f the Twin Wire Press. The pulp is sprayed with hot water and then dewatered on its 

route through the press until it is discharged at a consistency o f  approximately 38%.

The pressate from the Interstage Wash Presses is divided into two streams, one goes 

to the Interstage Pressate Tank for future use, and the other goes into the top of the 

Transfer Chest for dilution. The purpose o f the Interstage Wash Presses is to receive low 

consistency pulp stock and, spread this pulp out evenly over the surface area of the 

bottom wire so that the pulp sheet can be washed and dewatered on its pass through the 

press. The pulp is washed for three reasons:

1. Improve the bleachability of the pulp and increase bleaching efficiency.

2. Remove Dissolved Solids and DCM’s in the pulp.
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3. It is more economical to wash the pulp between Refining stages because o f the 

higher freeness.

A 38% consistency pulp sheet is discharged from the Interstage Twin Wire Press into 

a Shredder Conveyor. The purpose o f the Shredder Conveyor is to receive the pulp sheet 

and tear it up into coffee-bean size particles. It then conveys the pulp to the Discharge 

Conveyor. This Discharge Conveyor carries the pulp to the Interstage Pulp Conveyor.

Both Twin Wire Press Discharge Conveyors feed into the Interstage Pulp Conveyor 

where peroxide and other bleach chemicals are added via a Static Mixer. The Static Mixer 

is used to mix the bleach chemicals thoroughly with the peroxide before the mixture 

touches the pulp. The Interstage Pulp Conveyor carries the pulp and bleach chemicals to 

the Double-Shafted Bleach Mixer where steam is added to the pulp. Steam is added to the 

pulp and bleach chemical mixture to maintain the ideal bleaching temperature o f 55 to 60 

°C. The double Shafted Bleach Mixer mixes the pulp, the bleach chemical mixture and the 

steam together before discharging into P-l Bleach Tower.

P-l Bleach Tower is used to receive 15% pulp and acts as a pulp storage place for the 

2 to 2.5 hours while the bleach reaction is taking place. The bleach chemical consists of 

Water (H20 ), Caustic (NaOH), Silicate (Na2SiOj), Peroxide (H2O2) and DTPA (Chelating 

agent). Water carries the bleach chemical to the desired location. Caustic in the bleach 

chemical provides the necessary alkaline environment for the peroxide to react. Silicate is 

a buffer used in the bleach chemical to “protect” the bleach reaction. Silicate encourages 

the peroxide to bleach instead of decomposing. Peroxide is the active bleaching ingredient 

that is added to the bleach chemical just prior to being added to the pulp. DTPA is a 

chelating agent included in the bleach chemical because o f its ability to “tie-up” metal ions. 

Metal ions in the pulp or bleach chemical are undesirable because they cause peroxide to 

decompose.

The bleach reaction is dependent on several variables in combination:

1. pH (measure of hydrogen ion concentration): as the pH increases, more peroxide is 

converted to its active bleaching form, OOH~, which drives the bleach reaction 

harder. However, this form is very unstable. Excessive pH will result in the loss

167

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



of peroxide and cause pulp to yellow. Careful control o f the pH/peroxide 

combination is required to ensure good bleach response and maintain a peroxide 

residual at the bottom o f the tower.

2. Time/temperature: the combination o f time and temperature determines how 

complete the bleach reaction will be. The rate of the bleach reaction doubles for 

every 8 -10  °C of increased temperature. Obviously, decreasing the temperature 

from 58 °C to 50°C would require about double the retention time to get the same 

degree of bleaching. High temperature also accelerates peroxide decomposition 

reactions. A limit of about 60 °C is practical to avoid the loss o f peroxide.

3. Pulp consistency: the brightness gain, for a given amount o f peroxide, increases as 

pulp consistency increases. The maximum final brightness obtainable also 

increases with increased consistency. Increasing the bleaching consistency means 

that the peroxide (in OOH~ form) is in a more concentrated, and more intimate 

contact with the fibers. High consistency bleaching requires very good mixing.

4. Impurities: metal ions such as iron, copper and manganese cause peroxide to 

decompose into water and oxygen. This is a direct cost to the production as the 

lost peroxide must be replaced. Metal ions are removed by complexing them with 

DTPA. The DTPA forms a very stable, water soluble complex with metal ions. 

This complex can then be pressed out o f the pulp with the white water. The 

amount of these complexes carried forward to the bleach plant is dependent on the 

amount of white water (consistency o f  pulp) carried forward. This is important 

because under the high pH conditions o f bleaching some o f  the complexes will 

break down releasing metal ions which will decompose peroxide. It is very 

important to press up to high consistency and remove these metal complexes prior 

to bleaching.

5. Wood: Species and chip age also influence the brightness response. Fresh cut 

aspen chips are preferred.

The operating conditions in the bleach plant affect also the other pulp quality variables 

as well, such as freeness, bulk, breaking length, tear index, burst index, opacity and yield.
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For such a complex process, an operation support system will help operators to make 

timely decision and consistent operations.

8.3  I n t r o d u c t io n  to  M O P S

MOPS, the Mill wide information and Optimization System, is an integrated software 

package developed exclusively for pulp and paper industry by MoDo-Chemetics. By 

providing real-time operations monitoring and mill-wide information management, MOPS 

helps mill personnel improve quality, reduce cost and increase environmental awareness 

(MoDo Chemetics, 1990).

DCS Forte Lab Input Man Input

! .

Trends — 
Displays — 
Reports — 

SPC -  
Quality — 

Materials — 
Costing — 

Inventory — 
Data Rec. — 

Bale Inv. —

MOPS
HDB CVD RDB

BQIS
Quality analysis 
Cost analysis 
Inventory 
Customer

Fig. 8.2 MOPS data flow.

Fig. 8.2 shows the principle diagram of MOPS data flow. The integrated database 

technology is the core o f MOPS. MOPS collects thousands of points about process, 

production, quality and business planning from various sources, such as DCS, other plant 

systems, lab test data, manually entered data and calculated data. The data is then saved
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in several databases. Data sources may be synchronously sampled, event-driven or 

synchronously requested on demand.

The following are two internal databases in MOPS that are utilized in IOSS:

• Current-Value Database (CVD): The CVD can store all types o f plant data 

including numbers, text, status information, mathematical expressions and records. 

It collects all o f the current data from every MOPS communications point in the 

plant.

• Historical Database (HDB): This database maintains a historical record o f plant 

operations. The HDB receives plant information from CVD and then compresses 

the data before they are stored to reduce the storage requirement. All compressed 

data can be instantly recreated for analysis or display. The HDB is optimized for 

speed, to provide ultra-high system performance and immediate operator response.

The primary functions o f MOPS include display handling, trend handling, material 

tracking, statistical process control and cost reports. MOPS collects data from local or 

remote computes, process the data and adds values to the data through calculations, 

analysis and formatting using the above functions. It stores the value added information 

and makes the results available to the users on the network. These functions help 

operators as well as managers to check the status of the plant operations quickly, make 

decisions efficiently, and access the operating conditions for new production o f repeated 

grades.

8.4 IO S S  Im p le m e n ta t io n

We apply a hybrid object-oriented intelligent system building tool, Meta-COOP, which is 

developed in the Intelligence Engineering Laboratory at the University of Alberta, to 

implement the IOSS. The distinct characteristics o f Meta-COOP make the 

implementation of the functional modules o f IOSS possible.
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8.4.1 Introduction to M eta-COOP

Meta-COOP is a hybrid system which permits the combination o f a number o f problem 

solving techniques. These techniques include the use of frames, rule, and a powerful 

programming language, C++.

Meta-COOP distributes its knowledge into a number o f knowledge bases. Each 

knowledge base is basic object within the Meta-COOP environment called a unit. Each 

unit has an arbitrary number o f  slots, in which the attributes o f the unit are described. 

Each slot represents one attribute of the unit and has several facets, in which the attributes 

are specified in more detail. There are two types of units: class units and member units. 

Member units describe individual objects; class units group several objects with the 

common attributes into a single class. Therefore, member units are "instances" o f the class 

units. Unlike member units, class units can be defined as a superclass or subclass of 

another unit. The knowledge units are organized in a hierarchy with inheritance 

properties. With these characteristics, we can apply process hierarchical decomposition 

techniques to reduce a complex engineering problem to a number of less complex 

problems.

As a hybrid system, Meta-COOP allows the integration of various knowledge 

representations and inference methods, such as frame-based, rule based and method based, 

external procedures written in any other language, and internal subroutines written in C++.

8.4.2 Hardware layout

Fig. 8.3 illustrates the hardware layout and data flow of the IOSS in plant automation 

network.

The information collection systems include DCS (Fisher Provox 2000), Power 

Monitoring System (PAWS) and Bale Finishing System (FORTE). DCS collects the main 

stream process data and controls most production equipment. PAWS and FORTE are PC 

based systems. PAWS monitors and controls the energy usage in the main mill equipment. 

FORTE performs measurement and control of moisture and basis weight for each bale in 

the finishing line.

171

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Ethernet

PCs
for

Engineer
Printer

DCS
Universal
Station

DCS

PCs
for

Managers
PCs
for

Operator

ALPHA
Server
1000

Windows
NTServer

PC
ALPHA

3000PC

Micro VAX 3400 j DEC Sever 2000

FISHER PRO VOX FORTE PAWS MOPS IOSS M0PS
(FP 2000) BQIS io ss

Fig. 8.3. Hardware layout and data flow.

The management information system, MOPS, manipulates and stores data from FP- 

2000, PAWS, FORTE, and laboratory entry in a current value database (CVD) and a 

historical database (HDB). The Bale Quality Information System (BQIS) stores bale 

quality information in Oracle RDB™. MOPS and BQIS provide all the process 

information that is required for IOSS.

The core o f IOSS is written in C++ and resides in a Digital Alpha 3000 workstation 

running Open VMS 1.5. Some user programs, however, reside in PCs called IOSS 

clients. The intelligent on-line hypermedia system, IHOM also resides in NT. IOSS in 

Digital Alpha 3000 communicates with MOPS and BQIS using a DECNet. Since the end 

users of IOSS are PC-based, IOSS communicates with end users using two different 

routines. One is achieved by applying MOPS user program. The other is achieved by using 

IOSS server written in C++ employing TCP/IP. These two routines allow us choose to 

display operation support results either on user familiar MOPS operator consoles or new 

IOSS operator consoles. As has been indicated in Chapter 7, IHOM is used as the 

enhanced operator interface.
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Using MOPS user program modules in Open VMS environment, the routines are 

developed within IOSS to access data from MOPS Current Value Database (CVD) and 

Historical Database (HDB). IOSS server is executed as a detached process in Alpha

3000.

8.4.3 Interface with MOPS

Since MOPS has been performing important role in the plant operations, a stand-alone 

intelligent system cannot be used efficiently. The successful intelligent system must be 

fully connected to MOPS and DCS, and make fully use o f the available plant facilities. In 

this way, the companies' previous investment can be protected. IOSS is therefore 

designed as a real time intelligent system upon the existing MOPS system. It receives data 

from MOPS CVD and HDB. The system monitors these value-added data to evaluate the 

operating conditions and to give suggestions for improving the production. The 

evaluation results are then sent to MOPS for graphical display and to DCS for necessary 

automatic handling. The interactions and data flow between IOSS and MOPS are 

controlled by a system interface.

Since MOPS is installed in VMS but displayed in PCs, IOSS is required to 

communicate with both VMS and PCs.

IOSS communication within VMS. This is achieved by adding two functional routines 

to IOSS. The first function is called "getdata", which is responsible for getting requested 

data from the MOPS database. The second function is called "putdata", which is 

responsible for putting the requested data to the MOPS database.

IOSS communication with PCs: These are the steps taken to embed IOSS into 

MOPS:

Step 1 IOSS is activated in every monitoring time interval or on the request of 

operators. Then matdsp routine gets activated.

Step 2 MOPS gives the static part o f the user displays and returns the control to IOSS 

by executing usinit function.
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Step 3 IOSS gets all the required information from MOPS database with usgepn 

routine.

Step 4 IOSS does its reasoning and decision making, then uses usput to put the 

reasoning results in MOPS database and informs MOPS with uscomp routine. 

The results include the dynamic part of the matrix simulator, explanations 

about the current production status, operation suggestions to operators, etc.

Step 5 MOPS sends these results to PCs and displays them on PCs MOPS displays or 

in IHOM. Operators are able to browse though IHOM to find out more 

detailed information as required.

Step 6  IOSS sleeps until next monitoring time comes or a user requests using usgtcm 

command, and then go to step 1.

8.4.4 Implementation results

Fig. 8.4 shows the working principle o f IOSS. The blocks with shadow are parts of 

the intelligent operation support system.

Most modules have been addressed in the previous chapters, except Matrix Simulator. 

The Matrix Simulator is a process simulation package and graphical tool built in IOSS 

(Farzadeh et al., 1995). In the Matrix Simulator, process variables are divided into two 

groups: action variables and result variables. Action variables are those that affect the 

product quality and can be changed to correct the process conditions. Result variables, 

which are affected by the action variables, are either product qualities or those used to 

evaluate the performance of the production processes. The Matrix Simulator provides the 

relationship between result variables and action variables.
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Fig. 8.4. Principle diagram of the IOSS.

The Matrix Simulator is a functional and structural model base o f the production 

process. In order to improve the flexibility of the Matrix Simulator, the BCTMP process 

is divided into a number of units. The action and result variables are defined for each unit. 

The Matrix Simulator integrates the relationships in each unit according to material and 

signal flow. Normal operating conditions are defined using grades and production range. 

A grade defines the final quality of a particular product. The production range is used to 

incorporate different relationship between variables when the process operates at different 

speed and load. For each grade, the target, maximum and minimum limits are also 

defined. The Matrix Simulator receives process data from MOPS and identifies the 

normal operating conditions (product grades and production ranges). According to the 

normal operating conditions, one relationship between the action variables and result 

variables is selected. Fig. 8 .S gives an illustration of the Matrix Simulator.
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Fig. 8.5. Illustration of the Matrix Simulator.

The operating displays of the Matrix Simulator consist o f many squares as shown in 

Fig. 8 .6 . The bargraphs display the relationship between action and result variables. If a 

bargraph is in the positive side of the zero line, an increase in the action variable will cause 

an increase in the result variable. If the bargraph is negative, an increase in the action 

variable will push the result variable towards zero line. The other boxes, besides action 

and result variables, display trend curves, target, and minimum and maximum limits. The 

other important information on the matrix simulator displays is:
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Fig. 8 .6 . Matrix Simulator user display.
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• Grade information shows the target grade of the final product.

• Grade recipe id informs operators which operating conditions are currently

selected.

• There are three bargraphs for each result variable:

-  The current value bargraph displays the current situation. The target, 

maximum and minimum values are also shown beside this graph.

-  The simulated bargraph displays the effect o f a change in an action variable on 

a result variable.

-  The dynamics bargraph displays the predicted value of this result variable when 

the next sample is taken from the process. Hence, it takes into account the 

dynamics and retention time of the process.

• For each action variable, its trend curve and two values are displayed. One value 

is the actual current value of the action variable. The other one is the value of the 

change introduced to the variable for simulation.

The Matrix Simulator is used for two purposes: (1) IOSS utilizes the Matrix Simulator 

for process simulation in decision making; (2 ) the operators can introduce changes in 

action variables to simulate an operation action. By observing the corresponding changes 

in result variables from the graphical displays, he will be able to decide quantitatively how 

much change he should introduce to the current operating conditions in order to push the 

quality variables to the desired targets.

The dynamic case-based reasoning method (Chapter 4) is applied for abnormal 

problem identification and correction action planning. The cases built in the operation 

support system cover the following operational problems:

• Poor wood chip quality • Insufficient bleach chemical supply

• Steam mixer blocked up • Sensor drift or failure

• Pulp conveyor blocked up • Pump failure

• Loss of pressates • Incorrect control loop settings
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• Insufficient steam supply • etc.

These problems will first affect the following operating variables before they affect 

pulp quality:

• Low/high bleaching temperature in P 1 • Low/high bleaching consistency in P2

• Low/high bleaching consistency in PI • Low 3rd wash incoming temperature.

In the above list, PI is the bleach tower in the interstage washing and bleaching; P2 is 

that in the third stage washing and bleaching. Table 8.1 illustrates some of the process 

knowledge collected. The case indexes apply the static and dynamic features o f a number 

of crucial variables, which include:

• Brightnesses incoming and leaving PI

• Residual peroxide in P 1

• Residual alkali (pH) in PI

• Brightnesses incoming and leaving P2

• Incoming temperature to P2

• Residual peroxide in P2

• Residual alkali (pH) in P2

• Energy consumption of the pulp conveyors and mixers

• Bleaching temperatures, consistencies, bleach tower levels, chemical flows, etc.

•  Setpoint deviations of the relevant regulatory control loops.

• Low/high peroxide charge in PI

• Low/high silicate charge in PI

• Low/high alkaline charge in PI

• Low level (retention time) in PI

• Low DTPA charge • Low/high peroxide charge in P2

• Low/high alkali charge in P2

• Low/high silicate charge in P2

• Low level (retention time) in P2

• Low/high bleaching temperature in P2
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EXAMPLE OF PROCESS KNOWLEDGE: CAUSES FOR LOW BRIGHTNESS OUT FROM P2

DISTURBANCE Poor DTPA PI OPERATION P2 OPERATION

vO

wood charge Lowpx Low ilk Lowlvl Low Lowpx Lowalk Very LowSil Nosil Lowlvl Low Low Too high Incoming

quality charge charge (time) temp. charge charge high charge charge (time) temp. bleach bleach temp

alk conscy concsy

charge

-50-75% 15-25% 15-25% 40-50% -5-10 C 5-10% 5-10 % 10-20% -10-20 -100 -15-25% -5-I0C 3rd wash

SYMPROM PI

Incoming brightness 0; -3 0 0 0 0 0

Residual peroxide 0 - I ; -2 • I ; -3 +I.+3 -i; -3 + I.+3

Residual alkali, pH 0 0 0 •l;-3 +1; +3 ♦ I; +2

Leaving brightness - i ; -3 -i; -2 -1.-3 -li-3 -i;-3 -1; -2 0 0 0 0 (-1; -2) 0 0 0 0 0

SYMPTOM P2

Incoming brightness -l: -3 -i;*2 -l; -3 -1; -3 -1; -3 -l;-2 0 0 0 0 0 0 0 0 0 0

Incoming temperature 0 0 0 0 0 0 0 0 0 +3; +5

Residual peroxide 0 -5,-6 -i;-2 + 1; +3 •1,-3 • 1; -2 • I ; -5 l;+ 8 -5;-8 -1; *2 -5;-8 +1; +3 + 1; +5 + 1; +3 -5;-8 -5;-8

Residual alkali, pH 0 +2; +6 0 -i; -3 -li-3 -1; -2 1; +5 I; -8 +2; +8 -1; -2 +2; +6 0; +3 0; +5 0; +3 +2; +8 +2; +8

Temperature increase 0 ♦3; +8 0 (-t> 0 0 0; -2 0;-5 +3; +10 0,-2 +3; +7 -li-3 -1; -5 -l;-3 + 3; +10 +3; +10

Leaving brightness •2; -5 -4,-8 0;-1 -li-3 -1; -3 • I ; -2 -2; -8 •2;-8 -4;-10 0. -2 •4; -8 •2;-6 •2; -4 •2;-5 •4; -10 •4; -10

If High No High High High

decomp decomp decomp decomp decomp decomp

DHTtrmct from target 

•3 -  halfWay to low limit 

•5 -  on or just M ow low limit 

-10 -  f»r W ow low limit

O ther rauMt:

Proems disturbances Shut down and start third presses 

Broke inmix. Broke of low quality 

Dryer brightness loa  

Washing /  water balance

Table 8.1. Causes o f P2 low brightness.



Summary Pages are designed to show the summary information about the process 

operations. Fig. 8.7 is a Summary Page for the bleach plant. The Summary Pages show 

the low, high, target and actual values of all the important operating variables. If a 

process variable is out o f normal limits, the background of the box for its actual value 

will be in red. With the Summary Pages, operators can have a quick bird view of the 

current operation conditions, which will aid him in decision making.

PROCESS STATUS BLEACHING 
G r a d e :  A6E

la p r« ^ n « tio n < Lou T a rg e t A ctual H igh
C a u s t ic  a d d i t io n *  NAOH K y t 6 .6 9 8 .8 8 7&.6B 1 .8 8
DTPA a d d i t io n *  < in c l  t r s f > K D 't 9 .3 6 8 .6 8 9 .8 8 9 .6 S
L iq u o r  i p t d t r a 3 ^ t 0 . ( 5 8 .7 4 8 .8 8 1 .1 5
DTPA t o  s c r e e n  r c om * g / t 6 .3 5 8 .4 8 8 .4 8 9 .5 8
B rig h tn e s s *  lA-'B CCC21 > z 48 .00 4 9 .2 8 4 9 .7 7 5 5 .8 8

B l««ch  p l a n t  cfw w i'cal c t n r y s i a t e PI P2
T o ta l p e ro x id e  c h a rg e K ^ t 7 .8 8 7 .8 8 6 .8 8 1 2 .8 8 4 6 .9 4 8 .9 *:15»5 3 5 .6
C a u s t ic  c h a rg e fcg^t 19 .88 28 .8 8 18.88 2 1 .8 8 3 3 .9 3 4 .8 1 6 .8 3 5 .6
Si 1 i e a t a  c h a rg e k g ^ t 8 .8 8 8 .8 8 8 .8 8 1 .8 8 2 4 .9 2 5 .6 15 .8 2 6 .8
L euel z 8 8 .8 8 5 .8 7 9 .6 1 8 8 .8 9 5 .9 9 .9 9 9 .8 188 .8
T a o p e ra tv ro  • a i x a r  .  exh c 5 8 .8 8 8 .8 6 4 .5 8 5 .8 4 8 .6 4 9 .9 6 2 .6 5 2 .9

to p c 6 8 .6 6 .9 66*4 7 8 .9
b o t to n c 5 7 .8 8 .8 6 8 .9 6 6 .8 7 3 .6 6 .6 7 8 .5 7 7 .8

R e te n t io n  t i a a *  HOPS •  in 8 5 .8 8 .9 8 8 .8 1 2 8 .8 158 .6 8 .8 198 .4 25 8 .6
Incom ing b r ig h t n e s s Z 4 8 .8 8 .8 4 9 .9 5 5 .8 6 5 .6 8 .8 6 3 .6 6 9 .6
O u tgo ing  b r ig h t n e s s z 8 4 .8 9 .9 * * 4 .3 , 6 8 .6 • 4 .5 8 .6 • 3 .7 6 5 .5

T o ta l p ro c a s s  c a u s t i c  c h a rg e Kg/'t 5 3 .8 54 .8 t<*6*8 ■ 3 5 .8
S u l p n r i c  a c id Kg^t 9 .5 8 6 .8 8 6 .5 8 6 .6 6
pH* d i l u t i o n  d a s t 6 .9 8 6 .8 8 7 .3 5
pH* P5T 6 .8 8 6 .8 8 7 .2 8 7 .4 3
R es id u a l p e ro x id e *  PST 9 ^ 8 .2 5 9 .8 8 9 .4 5 1 .58 8.88 9 .6 7 3 .8 8
R e s id u a l p e ro x id e Rg^t 5 .5 8 8.88 12 .88
R e s id u a l a l k a l i n i t y g/V 2 7 5 .6 6 .9 9 .8 3 8 5 .6

K y u . j l c  <® trT_jNFo' UtTH n a T T P tn . ; P f «  -  _ f v r . r  * h v p . t t v t  r * r r e :x  ' ; r Plr(T ; s& m

to * *  lib; strep u a ; i- 1 [sjprarr ■; j: y tcaa  ■ j ; pt kelp \ n  i>ro j ! e « t r r  ;

Fig. 8.7. Displays for the Summary Pages.

The system compares the new problem features with the indexes o f the relevant cases 

in case memory. The cases whose features are matched will be accessed and the 

similarity (or confidence) is calculated using the mechanism in each case. The priority o f 

the retrieved cases are ordered according to the confidence, critical rate, last occurrence 

time and the frequency. The operator interface provides the detail information about all 

the retrieved cases. Fig. 8.8  presents the diagnostic results and suggested solution to an 

operation problem.
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INCIOENT MUMMER: CASE012 I I OCCURENCE T E E : 1 1133:49 0923MS

c o n f id e n c e : o jo  |  j CRITICAL RATE: I RRREOiATE a c t io n s

ROOT CAUSE: THE CONTROL LOOP FOR THE TEMERATURE M PI tS OUT O f OROER

SYMPTOMtS: THE BRIGHTNESS M 2A M  IS LOWER THAN NORMAL
THE TEMPERATURE AFTER IMPCO STEAM MIXER IS LOWER THAN NORMAL

VERIFICATION:
CHECK THE MOOE O f THE CONTROL LOOP B31TC3B7 
CHECK THE SET PORTT O f THE CONTROL LOOP C31TC397 
CHECK THE CONTROL VALVE

CONCEQUENCES:
THE BRIGHTNESS O f THE FINAL PULP WILL BE LOWER THAN NORMAL
WILL RESULT IN O ff  SPCOflCATION PULP PROOUCT
MAY CAUSE EXCESSIVE CONSUMPTION O f BLEACH CHEMCALS

MMEDIATE
OPERATOR

ACTIONS:

CONTROL ROOM:
RESET THE TEMPERATURE CONTROL LOOP S31TC3B7 
F  AUTOMATIC CONTROL IS NO MORE IN FUNCTION. USE MANUAL CONTROL

FIELD:
CHECK THE CONTROL VALVE AND THE STEAM SUPPLY
HELP CONTROL ROOM OPERATOR FOR ANY REQUREO STTE ACTIONS

FT »CLP FT tlT O W O T 1 * 1 1 0 0 4 1

Fig. 8 .8 . Operator interface for problem solution.

The implementation results showed that IOSS was very promising in process 

operations. For the operational problems covered by the case memory, the operation 

support system was able to provide an early identification with satisfactory accuracy 

before the pulp quality went off-specification. By taking the corrective actions, operators 

were able to reduce the off-spec product, reduce the chemical consumption, and minimize 

production loss. Knowledge updating was convenient in the operation support system. A 

new case can be easily created and added to the case memory. With the operation 

support system, better production can be achieved through more consistent and timely 

operation.
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8 .5  C o n c lu s io n s

The operation support system technology is demanded by process industry. This chapter 

presented the implementation results o f an intelligent operation support system (IOSS) on 

a BCTMP process. The IOSS is designed based on the analysis o f production requirement 

and human operator’s recognition behavior. It is integrated with existing plant automation 

systems and adds "intelligence" to the existing systems, which makes the IOSS more 

efficient than stand alone systems. The easy-to-use operator interface and the intelligent 

hypermedia on-line manual improve the acceptability o f the intelligent system. Operators 

are actively involved in the decision making instead o f being replaced by the machine.
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C hapter 9

CONCLUSIONS AND 
RECOMMENDATIONS

9.1 C o n c l u s i o n s

The main contribution o f this thesis is a group o f new methods for the intelligent operation 

support system theory and design. These methods provide efficient problem solving, easy 

knowledge acquisition and good operator acceptability.

The thesis investigates the operation support problems from the operator’s recognition 

behavior and process operation characterization. It emphasizes on the integration of 

various knowledge representations and reasoning methods to provide improved reasoning 

efficiency and problem solving flexibility. The results obtained in this research represent 

one step advance to the success o f intelligent operation support system applications to 

process industry. The main advantages of the proposed methods can be summarized as 

follows:

1. In t e g r a t e d  E n v ir o n m e n t . The proposed methods provide an effective 

environment to integrate various methods and technologies. The dynamic case- 

based reasoning method (DCBR) is integrated with other reasoning methods, 

including model-based reasoning (MBR) and rule-based reasoning (RBR), to 

achieve maximum problem solving efficiency. The integration with principal 

component analysis and Kalman-filter based approaches are also developed.
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Multimedia system technology is integrated to the intelligent operation support 

system to enable multimedia information handling and representation. The system 

is also integrated with the exiting plant automation systems, such as distributed 

control systems (DCS) and management information systems (MIS), to take full 

advantage o f the existing plant facilities.

2. E r g o n o m ic a l  a n d  System atic  d e sig n . The analyses o f human recognition 

behavior in problem solving reveal many psychological issues that are significant in 

process operations. The new problem solving model, which incorporates not oniy 

the human recognition behaviors but also the system requirements, is applied as the 

basis o f operation support system design. The multilayer modularity architecture 

achieves the decomposition and coordination of functionality, process and 

methodology, as well as the separation of general and specific knowledge. The 

results provide a methodology for ergonomical and systematic design of high 

performance operation support systems.

3. E ffic ien t  P r o b l e m  Solving. Process operation is a time critical situation. 

Reasoning efficiency is crucial for an operation support system. The DCBR 

applies time-tagged indexes, dynamic features and composite features to extend 

the traditional CBR to the dynamic problems and lead to more accurate and timely 

problem solving. It uses the case based reasoning as the principal reasoning 

paradigm and other approaches as the supplemental reasoning paradigms to 

compensate the limitations of each individual approach. Improved efficiency is 

also achieved by applying task decomposition and process decomposition to break 

up a complex operation support problem into a number o f simpler problems.

4. Fu l l  u s e  o f  OPERATION k n o w le d g e . Knowledge acquisition has long been 

identified as the bottleneck in developing intelligent systems. Knowledge in 

process industry exists in various levels and types. With the hybrid reasoning 

structure, rich knowledge representations can be used.

5. Pr o b l e m  So l v in g  Flexibility . The multiple indexing paths in DCBR 

significantly improve problem solving coverage and adaptation capability of CBR.
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A new problem can be solved by the combination o f a  few cases that are 

structurally or functionally similar to it. The problem solving flexibility is also 

represented by the fact that various reasoning methods can be selected to suite the 

engineering requirements.

6. E c o n o m ic  S o l u t io n s . The method of actuator and sensor design is based on the 

new fault distances and objective trees that represent instrumentation requirement 

of operation support systems. It generates the scheme o f  actuator and sensor 

locations that ensure satisfactory system performance and the least instrumentation 

investment.

7. M u ltim ed ia  In fo r m a tio n . Multimedia information has been extensively used in 

process operations. The intelligent hypermedia on-line manual (IHOM) provides 

the operation support system with the capability o f handling multimedia 

information.

8. Go o d  O pe r a t o r  a c cepta bility . The proposed intelligent operation support 

system (IOSS) has an underlying reasoning mechanism that is consistent with 

operator’s problem solving. The IHOM serves as a multimedia operator interface 

to provide operator with on-line detail information in its original multimedia form. 

It greatly improves the operator acceptance o f the system.

9. Pr a c t ic a l . The new methods developed in this thesis are feasible for industrial 

applications. A prototype intelligent operation support system has been developed 

for a bleached chemical thermo-mechanical pulp plant. The system have been 

implemented in the plant computer system and tested with real-time plant 

operations. The results were very encouraging. With the help of the operation 

support system, operators were able to identify the undesirable conditions earlier 

and reduce off-spec product and production cost.
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9 .2  R e c o m m e n d a t io n s

Intelligent operation support systems have been becoming increasingly important in 

process industry. The distributed control systems (DCS) and management information 

systems (MIS) can no longer satisfy the requirements of the modem industrial production. 

The industry requires a new technology that helps operators with decision making in 

abnormal or nonroutine operations.

The methods developed in this thesis have many features that are desirable to industrial 

applications. Future extension with the developed methods can be focused on the 

following capacities:

1. O n -L in e  L e a r n in g . Because o f the complexity o f the production processes, it is 

impossible to develop a knowledge base that covers all the abnormal conditions. 

On-line updating of knowledge base is required. However, on-line learning is a 

very difficult problem. The DCBR is integrated with MBR for case adaptation and 

with other types of methods for problem solving. By properly configuring the 

system and developing a component for automatic knowledge acquisitions, the 

new case can be created and the knowledge base can be eventually expanded in the 

course o f the operation. If a new process condition is not covered by either the 

case memory or the model-based knowledge base, a new case can be created and 

added to the case memory by generating the features from process data with the 

interaction with human experts.

2. In t e g r a t io n  w ith  Oth er  P r o v e n  M e t h o d s . The emphasis o f this thesis in on 

the integration of various methods to achieve high problem solving efficiency. The 

integration o f DCBR with a few reasoning methods, including MBR, RBR, PCA 

and Kalman-filter based methods has been included in this thesis. Other proven 

methods, such as qualitative simulations, should be also integrated to further 

improve system performance. Once again, the DCBR provides an effective 

integration environment with all types of problem solving methods.
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