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Abstract

A Primary Separation Vessel (PSV), used in the oil sands industry, is an important

process equipment, where Bitumen is separated from the oil sand using a density

based separation process. The interface level between a bitumen rich layer (froth)

and a layer that has moderate amounts of bitumen in it (middling), controls the

efficiency of the separation process. Traditional sensors for detecting this interface

level, like Differential Pressure (DP) cells, or nucleonic profilers, get easily clogged

up due to the nature of the phases inside the PSV. Thus, in recent years, computer

vision has been employed to track this interface level by making use of the sight

glasses present on the PSV walls, which show the location of the interface level inside

the tank.

Most of the existing computer vision algorithms use manual feature extraction tech-

niques, like frame differencing or edge detection, to infer the level of the interface.

Due to the nature of the techniques used, the currently used algorithms are not able

to deal with noise and occlusions well. In the present work, machine learning for

image processing, namely Convolutional Neural Network (CNN), and its extension,

Fully-Convolutional Networks (FCNs), are used for the task of tracking the interface

level, with special focus on novel techniques to handle occlusions and noise.

The thesis starts off with a more detailed description of the problem statement, fol-

lowed by some basic introduction to computer vision and image processing in chap-

ter 2. In chapter 3, an algorithm utilizing CNNs and state estimation through a

Kalman filter, is proposed. A dynamic model of the PSV tank, obtained through the

techniques of process identification is used to infer the level of the interface, when
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the image data of the PSV sight glass is not reliable (noise or obstructions). When

image is reliable, CNNs give excellent performance and accuracy in tracking the in-

terface. The inferred levels from the obtained dynamic model and the image data are

combined through the Kalman filter.

Recognizing that dynamic system models can sometimes be difficult to obtain for a

gravity based process like the PSV, chapter 4 proposes a purely image-based novel

algorithm utilizing FCNs with region growing. For accurate selection of seed points,

required for region growing, a Gaussian Mixture Model (GMM) is also utilized in the

proposed algorithm. This method gives similar accuracy to that of the Kalman filter

based CNN, without requiring any dynamic model of the PSV, making it feasible to

be easily applied on any industrial set-up of he PSV.

Finally, in chapter 5, a method based on manual feature extraction and ensemble

Extreme Learning Machines(ELMs) is proposed. Owing to its accurate tracking of

the interface level in a scenario of no occlusions in images, the proposed approach

can also be used for preliminary labelling of the images in the PSV unit for large

data-sets, which is much easier and faster. Large labelled data-sets can then be used

to train the more data hungry CNNs and FCNs, giving an even greater degree of

accuracy.
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Chapter 1

Introduction

1.1 Motivation and Problem Statement

Oil sands are sand deposits that contain a naturally occurring mixture of sand, clay,

and water, soaked with a dense and extremely viscous form of petroleum, called

bitumen. In the oil sands industry, bitumen is separated from the sand using a water-

based gravity separation process. The Primary Separation Vessel (PSV) is an example

of such a processing unit where 90% of the bitumen is recovered. In this process,

bitumen floats to the top as froth and is then transported further downstream to

produce lighter oils [7]. The sand settles to the bottom in these vessels due to density

difference as shown in Figure 1.1. Therefore, three different phases are developed

in the PSV, based on density [1]: 1) Froth Layer, which is composed primarily of

Bitumen (50-60%), and a moderate amount of solids and water (10% solids and 30%

water), which is extracted from the top of the PSV, 2) Tailings Layer, which is

the bottom layer of the PSV and primarily contains solids with only minor traces of

Bitumen, 3) Middlings Layer, which forms between the Froath and Tailings layer,

has a moderate amount of Bitumen (24%) but is primarily composed of water and

solids (59% water and 17% solids).

A highly efficient PSV has a maximum recovery of bitumen in the froth layer relative

to the middlings and tailings layer, which helps in minimizing the energy required to

remove the solids and water in the later stages of processing. Optimal operation of the

PSV can help in achieving better economic efficiency and reducing the environmental

impact of the oil sands industry. Therefore, the separation interface between the froth

and the middlings layer is an important parameter to control for optimal operation
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Figure 1.1: Overview of the Primary Separation Vessel, taken from [1]

of the PSV unit. If the separation interface is too high in the PSV, some of the solids

from the middlings layer get carried over in the Bitumen froth extraction stream at

the top, resulting in poor Bitumen quality. In the other case i.e., if the interface is

too low, Bitumen will be pumped along with the solids to the tailings treatment unit,

resulting in degradation of the Bitumen extraction [8, 9, 10, 11].

Several attempts have been made to achieve the objective of controlling this interface

level. Differential Pressure Cells (DP Cells) and Nucleonic profilers are widely used to

detect the level of the interface, which is then used to control the interface level [12].

However, DP cells are not very accurate and can get choked up, leading to long

downtimes. While being more accurate than the DP cell, nucleonic profilers are

installed inside the PSV and because of the nature of the slurry inside the tank, can

also get easily choked up and lead to inaccuracies and down-time [13]. Therefore,

measuring the interface level accurately is a challenge with the use of traditional

instruments.

The interface level can also be monitored and controlled manually by operators with

the help of sight glasses installed on the PSV. These sight glasses are located in the

region where the interface is usually present during normal operation as shown in Fig-

ure 1.2. When the nucleonic-profiler/ DP-cell is not working as expected, the level

in the sight glass can be monitored manually by a camera pointed directly on the

sight glass. Owing to its low maintenance cost, Computer vision has gained a lot of
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popularity in recent years and has been used to automate this monitoring [14, 15, 16].

Unlike DP cells or nucleonic profilers, this visual-based method does not lose its ac-

curacy over time, as the camera does not come in direct contact with the sand in the

PSV. The level can be automatically inferred using computer vision, which can then

be used to adjust the flow of the tailings pump accordingly, to control the interface

level. Several techniques have been applied to achieve the objective of automatic con-

trol using computer vision, which depending on the nature of the construction of the

sight glasses, can face challenges including the interface level disappearing between

sight glasses (in case of non-overlapping sight glasses), false interface detection due

to staining etc. Other external factors like illumination variation can also pose chal-

lenges. Some of the previous works for applying computer vision for these problems

is discussed below.

Figure 1.2: Sight Glass Image from Camera

In the framework of computer vision for inferring the interface level, the authors

in [14] used manual feature extractors and particle filters. However, particle filtering

is computationally expensive and the method of extracting feature vectors manually

from the image can affect its performance significantly. Frame differencing was applied

on a continuous stream of images from the camera to detect the moving interface

in [16]. In this method of frame differencing, sequential images are subtracted from

each other in a pixel-wise manner. This distinguishes moving regions in the images

from stationary regions. Frame differencing, however, has some inherent drawbacks:

a) Since tracking is based on the movement of the interface over multiple frames,

vibration of the camera/PSV, which is common in an industrial setting, will lead to

3



incorrect detection, b) For the same reasons, any sort of obstruction or significant

noise like lighting changes may cause frame differencing to fail.

In [15], the authors used Markov Random Field (MRF) based segmentation techniques

to differentiate between the two phases of the PSV. This method is also computation-

ally expensive as it requires several iterations of the segmentation algorithm during

level detection. The authors in [9] proposed an idea of using the outputs of different

convolutional filters and combining them to reduce the detection of spurious edges.

An Extended Kalman filter (EKF) was then proposed to smooth out the measure-

ments of this combined output. The authors in [17] proposed image differentiation to

find confidence values for level estimation. This method, however, does not handle

noise adequately enough. Many of the methods discussed above make use of the tem-

poral continuity of the interface level. That is, the interface level is usually constant

over many time-steps of the images, even if the frequency of image capture from the

sight glass is low (1 second). The interface level moves appreciably quickly only in the

presence of process abnormalities. This property is also made use of in the current

work for modeling purposes, which will be discussed further in Sec. 1.2.

The current work tries to address some of the drawbacks mentioned above, in partic-

ular, dealing with noise, vibrations of the PSV, and occlusions. Occlusions refer to

the blockage of the object of interest (the interface, in this thesis), also known as a

foreground object, by a background object. A background object is defined as the one

which is not of interest. This background object sometimes blocks specific features

of the foreground object, which makes it difficult to perform tasks such as tracking.

Occlusions can be of different types. When the occluding object completely blocks the

foreground object, it is known as a full occlusion. When the view of the foreground

object is not fully blocked, it is known as partial occlusion. Based on the type of

occlusion, different techniques are required to detect the object. In the case of full

occlusions, methods that use a dynamic model of the foreground object need to be

devised, as only image processing techniques to detect the object in such cases are

not feasible. For partial occlusions, there are different techniques available in the

literature to detect the object.

Consequently, this thesis proposes two different techniques to track the interface level

inside a PSV: A dynamic model-based method, presented in Chapter 3, which can

track the interface even under conditions of full occlusion, and a model-free method,

presented in Chapter 4, whose main advantage is not requiring a dynamic model of
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the PSV to track the interface level. The disadvantage with the second method lies

in its inability to track the interface level, when the level of occlusion exceeds 80%,

found based on experiments.

In the next section, details on the PSV experimental set-up in the Computer Process

Control (CPC) lab at the University of Alberta, is presented. All the algorithms

proposed in this thesis were tested on this experimental set-up.

1.2 PSV Experimental Set-Up

An experimental set-up of PSV is shown in Figure 1.3, which aims to simulate the

operation of an actual PSV in the industry. The total length of this experimental

set-up tank is around 120 cm from the bottom, with a diameter of around 60 cm.

In this set-up, the flow of two liquids i.e., oil and water into a tank, is considered.

Due to density differences, the two liquids separate into layers, and the objective of

this thesis is to track the interface level between the two layers. The oil phase can

be related to the froth layer in an industrial PSV, while the water layer simulates

the middling layer. The algorithms that can be applied to track the interface level

on such an experimental set-up can also be easily applied to a PSV set-up in the

industry.

Figure 1.3: Experimental Set-Up
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The interface level in this system can be manipulated by 4 different streams of inputs

and outputs - the inlet feed consisting of a mixture of froth (oil) and middling (water)

from their respective holding tanks, and the output discharge of froth and middling,

from near the top and the bottom of the PSV tank, respectively. This is also designed

similarly to the industrial control of a PSV. Flow meters are also present in all the

inlet and outlet streams, which can be used to model the dynamic interface of the

tank, as will be described in detail in chapter 3.

The PSV experiment can be run using the MATLAB software through Simulink as

shown in Figure 1.4. The process pumps are connected through an OPC Opto22

server to the network on which the above Simulink model is run. The Opto OPC

server facilitates the communication of information between the PSV experiment and

the computer software. The input tags for this communication are the flow rate

measurements of the four pumps, and the output tags are the pump control signals.

Figure 1.4: Manipulation of interface level through MATLAB

In Figure 1.4, the constant ‘0’ denotes the set point of the speed of the pumps. A

setpoint of 0 indicates that the pump is switched off and that there is no flow through

that respective pump. This can be manipulated to different values, up to a maximum

of 5, to increase or decrease flows into and out of the PSV.
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It can be noted that there will be mixing in the inlet stream of the froth and middling

layer. This mixing can also happen in the discharge of the PSV if, for instance, the

interface level in the tank is high. In such a case, some of the water can get carried

by the froth discharge pump into the froth holding tank. This mixing makes the

modeling of the interface difficult from a first-principles basis. It can also affect the

quality of the interface in the tank i.e., the interface can become blurry. This is

used to simulate a common scenario in industries when the feed quality is poor (low

bitumen content and quality), which leads to special challenges for image processing

algorithms. For example, in Figure 1.5, the color of the oil layer can change and be

more similar to the color of the water layer on mixing, leading to a blurry interface

level.

Figure 1.5: PSV Set-Up

Another common scenario that can lead to a blurry interface is the ’sloshing’ effect.

This is due to high flow rates into the PSV. Large quantities of feed to the tank at

once can agitate the interface, making it more difficult to observe. This can also be

simulated in the experiment by increasing the inlet pump flow rates to a high level.

Abnormalities like the above result in special challenges for image processing algo-

rithms, and a detailed description of how the proposed algorithms can overcome the

aforementioned challenges while simultaneously enabling a continuous and accurate

tracking of interface level is provided in the subsequent chapters.
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Data Collection

For the experimental work presented in the thesis, data is collected from the PSV

experiment, and the algorithms presented are tested on the data set. As machine

learning algorithms generally require large amounts of data, extensive runs of the

PSV are carried out. To further use the data collected for efficient training, data aug-

mentation is used during training, the details of which are given in the corresponding

chapters.

The data is collected by the following procedure:

1. A camera is first set-up pointing directly at the PSV experiment. This camera

communicates through an IP address to a server, where the video taken by the

camera can be stored.

2. The PSV experiment is then started, with all the pumps being in an ‘off’ posi-

tion.

3. The pump speeds are then manipulated using multi-step signals for achieving

the task of process identification. A multi-step signal was chosen as it causes the

least amount of process disturbance and at the same time provided flexibility in

exploring different operating regions. The motivation here was to infer whether

a sufficiently accurate model for the system can be obtained, by creating the

least amount of process disruption. The flow rates from the pumps were stored

at a frequency of one second. This procedure was carried out for a total of four

hours.

4. The video from the camera server was sampled at a frequency of one second too,

and labeling for the images from the video was done according to the procedure

described in Section 3.4.1. Thus, the input-output data at a frequency of one

second for a PSV experimental setup can be obtained. The flow rates from

the pumps, as well as the interface level are assumed piece-wise constant over

the one-second time period, exploiting the temporal continuity of the interface

level, discussed earlier. Based on this data, a linear model for the system was

identified as described in Section 3.4.

5. Now to train/test the computer vision algorithms, a different data-set is gen-

erated by following a procedure similar to the one described in steps 3 and 4

above but the pump speeds were manipulated randomly i.e., the interface level
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will be moved up and down to cover as much as possible, of the whole height

of the PSV setup. The experiment was run at stretches of 30 minutes with

a frequency of capture of images at every second. Thus, for each run, 1800

data points (images along with the pump flow rates) were captured. For most

of these runs, occlusions were introduced, in the form of a human stepping in

front of the camera, to partially block the view of the interface level. This also

caused natural illumination changes. Illumination change was also introduced

manually by changing the aperture of the camera, casting shadows on the PSV

tank, etc.

6. Finally, 8 different runs of Step 5 were performed (corresponding to a total of

14400 data points) to obtain a training data set, and for the validation data set,

4 different runs (for a total of 7200 data points) of Step 5 were performed. A

total of 4 such data-sets were obtained from the experimental set-up and these

data-sets have different percentages of images that have occlusions and changes

in illumination. Further details about the validation data-sets are provided in

Table 1.1 and the results of the proposed algorithms are demonstrated using

these data-sets in the subsequent chapters.

Table 1.1: Details of Validation data-set

Percentage of
images with
occlusions

Percentage of
images with
illumination

variation

Maximum
Occlusion

Data-set 1 0% 16.94% 0%
Data-set 2 0% 17.94% 0%
Data-set 3 32.45% 46.72% 78%
Data-set 4 30.00% 42.11% 74%

1.3 Thesis Organization and Contributions

The remainder of the thesis is organized as follows.

The essential fundamentals of image processing are discussed in detail in Chapter 2.

This is required to have a functional understanding of the algorithms proposed in this

thesis.

In Chapter 3, a dynamic model based Convolutional Neural Network (CNN) is pro-
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posed to track the interface level. This work is based on and is an extension of the

work presented in [18]. The main contributions of this chapter include devising an

improved novel sequential training procedure, different from the training procedure

done in [18], which helps avoid the scenario of over-training. An online training frame-

work is also proposed, which enables the algorithm to learn to detect the interface

level more accurately, even in presence of occlusions for which the algorithm is not

trained for. The contributions of this chapter have been submitted to the journal

’IEEE Transactions on Instrumentation and Measurement’, and is currently under

review.

In Chapter 4, a model-free method is proposed by utilizing Fully-Convolutional Net-

works (FCNs) and region-growing methods. The main contributions of this chapter

are as follows. A novel algorithm that can effectively handle several issues such as

vibration, noise , and occlusions while detecting the interface level in a PSV is pro-

posed. The proposed approach relies only on images and hence no modeling of the

interface is required to track the level even under abnormal situations, which makes

the algorithm feasible to implement in any industrial setup of PSV. This is a coarse-

to-fine approach, where the FCN acts as a course level detector, while region-growing

method further refines this coarse predicted level. Also, the algorithm does not need

to be trained on the different types of occlusions that might arise during the course

of normal operation, as the algorithm can handle these occlusions well without being

trained specifically for it. The contributions of this chapter have been submitted

to the journal ’IEEE Transactions on Industrial Electronics’, and is currently under

review.

In Chapter 5, a method using ensemble ELMs and several feature extractors for semi-

supervised labeling of large data-sets is presented. The main advantage of this work

comes with the fact of utilizing small labeled data-sets for easy and accurate labeling of

large data-sets in a PSV unit which can then be fed to CNNs and/or FCNs for further

improvement. The main contributions of the chapter include utilizing ensemble ELMs

on manually extracted feature vectors for regression tasks. The feature descriptors

are required to extract the features in such a way, so as to maintain the spatial

information that will be required for tracking the object.

Finally, the conclusions along with the possible future directions of this thesis are

presented in Chapter 6.
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Chapter 2

Introduction to Image Processing

2.1 Introduction

2.1.1 Image Representation

A digital image is a collection of pixels, each of which has an intensity value associated

with them. These pixel values, depending upon the data type used, can range from a

minimum of 0 to a maximum of 255 (or 1, if standardized), for an 8-bit data type. The

higher the intensity value is, the higher is the “brightness” of the pixel. Thus, images

can be thought of as a function, ‘I’, with I(x, y) giving the pixel value intensity

at (x, y). A grayscale (or black-and-white) representation of an image is shown in

Figure 2.1. As can be seen that the highest intensity pixels (with values of 255) are

completely white while the pixels with a value of 0 are completely dark.

Figure 2.1: Grayscale image representation. Taken from [2]
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For a color image, on the other hand, there are different types of representation. The

most common and simplest of these is the RGB (Red-Green-Blue) color space. Unlike

a grayscale image, color images can only be represented by at least a 3-dimensional

collection of pixels. In the RGB color scheme, we have a matrix of pixel values for each

of the three color channels - red, green, and blue. The relative intensities of the pixel

values in the three color channels result in different colors that we observe. Thus, a

color image can be thought of as a merging of three functions together (Eq. (2.1)).

As shown in Figure 2.2, this can be visualized as a coordinate system with the three

color channels as the axes. A color like orange can then be represented by a region

of this space with values of [1, 0.5, 0].

I(x, y) =

R(x, y)
G(x, y)
B(x, y)

 (2.1)

Figure 2.2: RGB image representation visualized as a cube. Taken from [3]

2.1.2 Histograms

Since images are a digitzed representation of the pixel values, a frequency graph of

the image pixel values, referred to as histogram can be constructed. The histogram

can be calculated as,
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ni =
Number of occurrences of pixel value in bin i

Total number of pixels
, for i = 1, ..., (number of bins)

(2.2)

Here, the number of bins (N) refers to the degree of quantization of the pixel value

space. If N = 32, then the pixel values between 0 and 8 can be considered as belonging

to the first bin, and so on. A higher N means that more information can be captured

from the image using histograms. However, very high values can also lead to noise

etc.

Figure 2.3 shows that the calculated values of each bin can then be plotted to obtain

a graphical summary of the information present in the image. Figure 2.3(b) and

Figure 2.3(c) show the difference in histograms based on the choice of N . As can

be seen, for larger N values, more information can be captured but it is also noisy.

Histograms are used for many purposes which will be discussed in subsequent sections.

(a) Original Image

(b) Histogram with N = 16 (c) Histogram with N = 256

Figure 2.3: Histogram in the three color channels
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2.1.3 Color Spaces

The RGB color scheme, however, discussed in section 2.1.1, has some inherent draw-

backs, the primary one being that it is not robust to illumination variance. For the

same object, the values of the pixels in the three color channels can shift dramatically,

if for instance, the object is slightly occluded by a shadow, or if the lighting condition

changes.

Other color spaces, like HSV (Hue-Saturation-Value), L*u*v etc.,. aim to address

these drawbacks. Since RGB is a cube color space, the pixel values in the three color

channels are highly correlated. Color spaces like the HSV and L*u*v space try to

reduce these correlations by separating the “chromatic” component (H & S in HSV, L

in L*u*v) from the “luminance” (L) component. This separation enables these color

spaces to achieve a certain degree of illumination invariance, which can be useful for

image processing tasks.

The RGB color space can be converted to these other color spaces. These conversions

are carried out in such a way, so as to ensure that perceptually similar colors, regard-

less of the lighting conditions (red color under normal illumination vs red color under

darkness, for example, have very different RGB values), result in similar chromaticity

values in the illumination invariant feature space. Unlike RGB, the HSV color space

can be represented as a cylinder, as shown in Figure 2.4.

Figure 2.4: HSV image representation. Taken from [4]

14



2.1.4 Image Data Types

Image pixel values are usually represented by unsigned 8-bit (uint8) or 16-bit (uint16)

integer values. With uint16, intensity values are between 0 and 216 = 65535, while

for uint8, the values range between 0 and 28 = 256, as discussed earlier. While 16-bit

images preserve more accuracy and can distinguish tonality better than uint8, they

occupy much more space. The images used in the work presented by the thesis all

use uint8 as the data type.

2.2 Operations of Image Processing

In this section, different operations that will be applied to an image during image

processing are detailed.

2.2.1 Convolution

Convolution is one of the most basic and important operations in image processing.

It is used extensively for different purposes like filtering, feature extraction etc.

Figure 2.5: Convolution Operation

For a grayscale image I and a filter/kernel K(x, y), the convolution operation at pixel
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I(x, y), as shown in Figure 2.5, is defined as:

O(i, j) = I(x, y) ∗K(x, y) =
m∑
k=1

n∑
l=1

I(i+ k − 1, j + l − 1)K(k, l) (2.3)

where, M denotes number of rows in the image, N indicates number of columns in

the image, m represents number of rows in the filter, n denotes number of columns

in the filter, and i = 1 : M −m+ 1, j = 1 : N − n+ 1.

For a color image, i.e. an image of three channels with size M × N × 3, the filter

is convolved over each of the 3 separate channels of the image. In classical image

processing techniques, the filter values are manually decided on, depending on the

desired nature of the operation. The size of the filter is also based upon the domain-

specific problem.

2.2.2 Low-level image processing tasks using convolution

Using the filtering/convolution operation described above, functions like de-noising

or sharpening an image can be carried out. This is done using specific values of the

elements inside the kernel K.

a. Mean Filtering

Image noise can be modeled as,

IE(x, y) = I(x, y) + ε (2.4)

where, IE(x, y) is the noisy image that arises due to the original image I(x, y) being

corrupted by a noise ε. The noise is most commonly assumed to belong to a Gaussian

distribution i.e. ε ∼ N (0, σ). This means that individual pixels can have sudden

changes in pixel values due to the added noise, compared to their neighboring pixels.

However, since images mostly contain homogeneous regions of roughly similar pixel

values, except at edges and boundaries between objects, this property can be used to

remove such type of noise in the image.

The simplest way to remove noise then, is to simply replace each pixel value with the

average of the pixel value of its neighbors. This can be achieved by the convolution

operation described above, as

I ′(x, y) = IE(x, y) ∗

1
9

1
9

1
9

1
9

1
9

1
9

1
9

1
9

1
9

 (2.5)
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Here, the value of each pixel is replaced by the mean of its 8-nearest neighbors.

This can be changed by increasing the filter size further to consider more pixels as

neighbors. This results in a greater noise reduction, but can also result in loss of some

spatial information, especially at the edges. See Figures 2.6(c) and 2.6(d), where the

loss of some finer details like edges in the original image can be easily observed.

b. Median Filtering

As the name implies, the pixel is replaced by the median of values of its surrounding

neighbors in this approach. Median filtering is thus a non-linear operation. Due to

the nature of medians, the output from a median filter is less affected by sudden sharp

noises than mean filtering and is hence generally preferred to mean filtering.

c. Gaussian Filtering

Gaussian filtering is based on the Gaussian kernel defined by,

G(x, y) =
1√

2πσ2
exp−

x2+y2

2σ2 (2.6)

where, σ is the spread of the Gaussian kernel.

Since the image is a discrete function, I(x, y), the Gaussian distribution has to be

converted into a discrete kernel. While a Gaussian function has infinite spread, 99%

of the data represented by a Gaussian function lies within a 3σ deviation of the

mean. Thus, to convert it into a discrete filter, as long as the filter contains values

corresponding to a 3σ deviation from the mean, the discretized Gaussian filter can

be convolved with images for reducing noise.

The kernel is obtained by assigning the central element in the kernel, a co-ordinate

of 0 (x, y = 0), and then expanding outward using Eq. (2.6). After this, the filter

elements are standardized to sum to 1. This is done in order to ensure that no energy

is removed or added to the image after the convolution operation. The convolution

operation using a Gaussian kernel can be thought of as performing a weighted mean

of the neighboring pixels, based on the distance of the neighboring pixels from the

pixel of interest. For a 5x5 kernel, de-noising using a Gaussian kernel with µ = 0 and

σ = 1 is carried out as,
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I ′(x, y) = IE(x, y) ∗ 1

273


1 4 7 4 1
4 16 26 16 4
7 26 41 26 7
4 16 26 16 4
1 4 7 4 1

 (2.7)

The Gaussian kernel is a non-uniform low pass filter. The higher the value of σ, the

greater is the noise reduction, at the expense of some higher frequency components

in the image.

The results of the different de-noising filters are shown in Figure 2.6. Here, the added

noise to the image is a salt & pepper noise, which is also known as impulse noise.

This is commonly observed in images due to sharp disturbances in the image signal,

where, a small proportion of pixels in the image will have sudden very high changes

(impulse noise) in their intensity values. As is evident from the figure, a median filter

performs the best out of all the filters, since it only considers median values, thus

disregarding the small number of pixels having a large error.

When the image sensor itself is poor, a commonly observed type of image noise is

Gaussian in nature, as described in Eq. (2.4). This is shown in Figure 2.7. Here,

the Gaussian kernel performs much better, as the noise is continuously and randomly

present in the image, and taking weighted mean values is the best approach. Thus,

depending on the type of noise, different filtering kernels can be employed. However,

in general, Gaussian de-noising is very versatile for many different types of noise

and is extensively used. For our work, we used a Gaussian kernel to pre-process the

data-sets before using them for training and testing.

d. Sharpening

Contrary to noise removal, which produces a smoothing effect, with the edges being

blurred, images sometimes need to be sharpened in order to enhance the edges present

in the image, thus making it easier to extract these features. This is known as

sharpening an image. Instead of averaging the pixel value over a neighborhood, here

the derivative of the pixel with respect to its neighborhood pixels is found, which

replaces the original pixel value. The response of the derivative will be higher in

areas of discontinuities, like at edges, while in uniform regions, it will be lower. This

emphasizes the discontinuities present in the image, thus behaving as a low-pass filter.
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(a) Original image (b) Original image corrupted by salt & pep-
per noise

(c) Mean filtering with a 3× 3 kernel (d) Mean filtering with a 9× 9 kernel

(e) Median filtering with a 3× 3 kernel (f) Gaussian filtering with a 3×3 kernel with
σ = 0

Figure 2.6: De-noising operations using convolutions

The second derivative of a function I(x, y) is defined as,

∇2I =
∂2I(x, y)

∂x2
+
∂2I(x, y)

∂y2
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(a) Figure 2.6(a) corrupted by Gaussian noise

(b) Gaussian filtering with a 5× 5 filter (c) Median filtering with a 5× 5 filter

Figure 2.7: Comparison of performance of Gaussian and median filtering to de-noise
an image corrupted by Gaussian noise.

In discrete form, this evaluates to,

∇2I = I(x+ 1, y) + I(x− 1, y)− 2I(x, y) + I(x, y + 1) + I(x, y − 1)− 2I(x, y)

= I(x+ 1, y) + I(x− 1, y) + I(x, y + 1) + I(x, y − 1)− 4I(x, y)

Thus, an operation like in Eq. (2.8), will produce a mask, E(x, y), with the disconti-

nuities in the original image showing up as bright pixels on a featureless background,

as shown in Figure 2.8(b).

E(x, y) = I(x, y) ∗

0 1 0
1 −4 0
0 1 0

 (2.8)

I ′(x, y) = I(x, y) + E(x, y) (2.9)

This mask can then be added to the original image (Eq. (2.9)) to produce the same
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(a) Original Image

(b) E(x, y) from Eq. (2.8) (c) Sharpened output. I ′(x, y) from
Eq. (2.9)

Figure 2.8: Sharpening an image

input image, but with the edges sharpened, I ′(x, y), as shown in Figure 2.8(c).

2.3 Feature Extraction

Feature extraction is a dimensionality reduction process, where the most important

pieces of information from an image is extracted for further processing. Image data

is usually very large. For example, for a 480p image, which usually has dimensions

of 640 × 480, we have 307200 data points. However, most of these data points do

not contain a significant amount of information and are highly correlated with each

other.

Most of the information in an image is captured by high-frequency components. Dis-

continuities, like edges, or a combination of edges in a certain pattern to form textures,

are what convey the most information about the type of objects present in the image.
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This is intuitively understood, as the human vision also looks at shapes etc. to infer

the properties of the image.

Before the rise of machine learning and Convolutional Neural Networks (CNN), which

will be discussed in sec. 2.4, feature extraction is a manual process. That is, based on

the domain of application, the most relevant features from the image were manually

extracted and combined using convolution operations. One of the most common ways

of extracting features from an image is through edge detection.

2.3.1 Edge Detection

Edge detection is one of the feature extraction methods which is used to find bound-

aries of objects in an image. It is similar to the concept of sharpening an image,

which is discussed previously. As mentioned, the pixel intensity values remain largely

similar across a region space of the same type of objects. They change significantly

only at the boundaries of objects, where sharp changes can be observed. Calculating

∇I, pixels at which these sharp changes occur can then be easily found.

∇I =
∂I(x, y)

∂x
+
∂I(x, y)

∂y
(2.10)

= I(x+ 1, y)− I(x− 1, y) + I(x, y + 1)− I(x, y − 1) (2.11)

Thus, a suitable convolution filter for performing edge detection would be,

E(x, y) = I(x, y) ∗

 0 −1 0
−1 0 1
0 1 0


For most practical applications, however, the region of neighborhood pixels which are

used to compute the gradient is increased. More weight is given to the pixels closest

in the neighborhood, and it is ensured that the sum of the filter elements equals to

1. For example, the most commonly used, Sobel edge detector, uses two filters, one

for calculating gradient in the horizontal direction, and one for calculating it in the

vertical direction,

∇xI = I(x, y) ∗

−1 0 1
−2 0 2
−1 0 1

 (2.12)

∇yI = I(x, y) ∗

 1 2 1
0 0 0
−1 −2 −1

 (2.13)
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The total gradient can then simply be computed as,

∇I =
√
∇xI2 +∇yI2 (2.14)

If this magnitude is greater than a certain threshold value, the value of the pixel for

which it meets this condition is set to 255 (or 1), otherwise, it is set to zero. The

obtained output is known as a feature map, as it contains information about the

distinguishing features present in the original image, while simultaneously discarding

other low-frequency data. Subsequently, the extracted edge pixels in an image can

then be used for further processing in classification/regression tasks. The results of

edge detection using Eqs. (2.12)-(2.14) are shown in Figure 2.9.

(a) Original Image (b) Output feature map after edge detection

Figure 2.9: Edge Detection

Other than the first-order derivative based edge detectors, like the Sobel mentioned

above, second-order derivative filters can also be applied. These are less sensitive

to noise in comparison to first order detectors, however, they could also be prone to

missing some edges, if it is not strongly present in the original image. An example of

the effect of second-order derivative filters can be observed in Figure 2.8(b). There

are many different techniques of edge detection in literature, which can be selected

based on the nature of the task at hand [19].

2.3.2 Other feature extractors

Other than edge detection, there are also many different types of manual feature ex-

tractors such as Linear binary patterns, Gabor filters, Histogram of oriented gradients

available in the literature. The details of these other feature extractors are provided
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in Section 5.2.3. The choice of feature extractor to use depends on the nature of the

problem and its complexity. For simple tasks, simple edge detection techniques will

suffice. For more complicated tasks, combining the found edges into closed contours

is another common technique. However, for many real-world imagery, the problem

of extracting the relevant features becomes more and more complex. For this reason,

Convolutional Neural Networks (CNNs) are gaining popularity in recent years for

computer vision.

2.4 Convolutional Neural Network

A Convolutional Neural Network (CNN) is a class of deep neural networks, most

commonly used for analyzing visual imagery. Unlike a feed-forward neural network,

where each element in the input vector has its own independent set of weights, CNN

works by sharing parameters over the input pixels.

As we know, each individual pixel in an image by itself does not contribute signifi-

cantly to new information. Instead, it is regions of pixels and the difference between

them that is of particular importance. By parameter sharing, a reduction in the

number of parameters can be achieved and the relationships between the different

regions can be identified. It is able to achieve this parameter sharing by convolving

the input image with multiple filters to obtain multiple output feature maps. These

feature maps are then again convolved with a different set of filters to obtain a new

set of feature maps, which contain information from the feature maps at the first step

as well. This process can be repeated.

The objective of CNN then is to learn the elements of the filter, that when convolved

with the input image gives the best estimate of the non-linear relationship between

the image data and the desired output. Thus, CNNs are similar to feedforward

neural networks except that instead of linear matrix multiplication, CNNs perform

convolutions. For this reason, feed-forward neural networks for images have fallen out

of favor, as for other than very small images, the number of parameters to be trained

can quickly explode.

A typical architecture of CNN is shown in Figure 2.10. The input image is fed into

a convolutional layer, where several kernels are convolved with the input image. The

results of each of these convolutions are known as feature maps. These generated

feature maps represent features like edges, corners, color representation etc. that

the filter learns to extract from the image. Thus, the CNN behaves like an auto-
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matic feature extractor, which is a major difference from classical image processing

techniques where the feature extractors have to be manually handcrafted. These

extracted features are utilized for tasks like classification, regression etc. Once the

feature map is extracted from the final convolutional layer, it is flattened out into a

1-D vector and then fed to Fully-Connected (FC) layers. These FC layers are similar

to conventional Multi-Layer Perceptrons (MLPs). The convolutional layers are thus,

used to extract low-level and high-level features from the image and distill them into

a lower-dimensional feature space. The objective of FC layers is then to learn the

non-linear relationship between the points in this feature space and the final output.

Figure 2.10: Convolutional Neural Network Overview

The final output layer will be designed according to the problem at hand. For example,

for a binary classification task, we can have 2 output neurons in the output layer.

The output of each of the two neurons will represent the probability of the image

belonging to the two classes, respectively. For the case of interface level tracking,

there will be one output neuron in the final layer, which will give the interface level

in the tank from the image. Some of the salient features of a CNN, and why it has

gained so much popularity, can be summarized as follows:

1. It enables parameter sharing, thus significantly reducing the number of trainable

parameters for image-specific applications of neural networks.

2. The CNN can be trained for domain-specific tasks easily. A label for the image

data is all that is required, and the results from this domain-specific training has
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been found to outdo all classical techniques in image processing, which involved

manual feature extraction.

3. Due to the repeated convolutions on the feature maps, the CNNs are able to

learn highly complicated shapes and features in the input image, that would

normally be very difficult to quantify when done manually.

4. CNNs can also be used just as feature extractors, producing feature maps, which

can then be used for any other further applications.

2.5 Summary

In this chapter, some important concepts of image processing which are essential

in understanding the algorithms that are discussed in the subsequent chapters are

presented. Further, a detailed description of convolution, which is the most important

operation in image processing is given. Using the convolution operation, some basic

image tasks like the removal of noise and image sharpening is demonstrated. De-

noising is an important pre-processing task for many image processing algorithms

to make them more robust and similar operations are used in this work as well.

Feature extraction, which distills high-dimensional data like an image, into a lower-

dimensional vector which represents the defining features (like edges, textures) of

the object(s) in the image, is detailed. Finally, convolutional neural networks, which

have recently exploded in use, and are being used for most of the successful image

processing algorithms, are also discussed.
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Chapter 3

Kalman filter Based Convolutional
Neural Network for Tracking of
Froth-Middling Interface in a
Primary Separation Vessel in
Presence of Occlusion

3.1 Introduction

Computer vision is a branch of image analysis that can automate tasks like interface

tracking from the sight glass in PSV unit and has gained a lot of popularity in recent

years due to its low maintenance cost [14, 15, 16]. This has been applied extensively

to perform interface level detection in a PSV unit in the industry. As mentioned in

Section 1.1, the accuracy of the interface detection is largely impacted by the noise

in images, vibrations of the PSV, and occlusions.

Dealing with occlusions while tracking an object has been efficiently handled in re-

cent literature by the use of depth analysis [20, 21], where a depth model for the

object of interest is found. Since the object of interest will be further away from the

occluding object and will have greater depth, the objects can be differentiated and

tracked. However, depth analysis methods require either a special camera or informa-

tion about the camera height and viewpoint beforehand. Thus, they are not suitable

to perform the task of tracking the interface in the PSV in an industrial setting. An-

other approach is to combine the motion model with the appearance model by using

either a linear [22] or non-linear [23] dynamic model with filtering algorithms like the
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Kalman filter or the particle filter.

The current work is a model-based approach to track the interface under occlusion, i.e.

a dynamic model of the system is required in order to effectively track the interface

under situations of partial or complete occlusion. Combining state estimation with

image analysis has traditionally been applied sequentially. That is, computer vision

algorithms are used to first make an estimate of the state of the system directly from

the images, followed by the application of the Kalman filter to further refine this

predicted state.

In the work done by [18], the authors combined CNN with a state-estimator (Kalman

filter) for the task of robot localization in a 3D environment. The authors here,

combined the CNN with a Kalman filter in such a way, that the training of both the

CNN and the Kalman filter (its parameters) can be done simultaneously, enabling

end-to-end learning from the data. The main idea is to have two branches that arise

from the feature maps produced by convolutional layers, with one branch learning

to detect the object from the image, while the other branch quantifies the amount

of noise in the image. Then, the amount of information that is being considered

from the first branch versus the dynamic model prediction is balanced out, based on

the amount of noise in the image, to infer the final result. A simultaneous training

procedure is followed to train both the branches in the method using a Recurrent

Neural Network (RNN).

The work of this chapter is based on and is an extension of the work presented in [18].

Although their method handles the scenario of noise and occlusions in images, it is

observed that, with simultaneous training of the two branches, as is done in the

original paper, the first branch is over-trained when there is significant uncertainty in

the model of the system, which is a common scenario with industrial processes (See

Section 3.3.1 for more details).

In view of the aforementioned points, the main objective of the current work is to

track the interface level of the PSV unit in presence of occlusions and noise. The main

contributions of this work are as follows. A different training procedure, improved

from the one used in [18], is developed in the current chapter. In particular, a novel

sequential training procedure is followed in order to avoid the scenario of over-training.

In this case, the branch of the architecture that infers the level directly from images

is trained first on non-obstructed images, followed by the branch that quantifies the

amount of noise, and then again, the branch that infers the level is retrained but this
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time on noisy images. See Section 3.3.1 for more details. It is noted that this type of

sequential training provides better training for the two branches of the algorithm than

simultaneous training. This step is referred to as the offline stage in this chapter. For

adapting the algorithm to new occlusions that were not present in the training data

during the offline stage, an online stage is also proposed in this work. Thereby, the

accuracy of the algorithm in presence of different types of occlusions is increased over

time. The contributions of this chapter have been submitted to the journal ’IEEE

Transactions on Instrumentation and Measurement’, and is currently under review.

The rest of the chapter is organized as follows. In Section 3.2, a brief description of

the Kalman filter and the concept of Kullback-Leibler (KL) Divergence is presented.

The proposed method of Kalman filter based CNN with the online framework is

detailed in Section 3.3. The accuracy of the proposed method is demonstrated using

an experimental case study in Section 3.4 followed by conclusions in Section 3.5.

3.2 Preliminaries

3.2.1 Kalman filter

In this section, a brief description of Kalman filter (KF) is presented by considering

a linear dynamical system of the form:

xt+1 = Axt +But + wt (3.1)

where, xt ∈ Rn is the state of system, ut ∈ Rm is the input, A ∈ Rn×n is the

state transition matrix, B ∈ Rn×m is the input matrix, and wt ∈ Rn is the process

noise vector that is assumed to follow the Gaussian distribution with zero-mean and

covariance Q, i.e. wt ∼ N (0, Q).

The measurement model is defined as,

yt = Cxt +Dut + vt (3.2)

Where, yt ∈ Rl is the measured output from the system, C ∈ Rl×n the measurement

matrix and D ∈ Rl×m is a feed-forward matrix and vt ∈ Rl is a zero-mean Gaussian

distribution with covariance R i.e. vt ∼ N (0, R)

Kalman filter (KF) is a technique used for estimating the state of a given stochastic

system (Eqs. (3.1) and (3.2)) in a statistically optimal manner. It is well known that

this optimal estimate is generally expressed as state-reconstruction error conditioned
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on the available measurements. Therefore, the KF recursively estimates the state

using a prediction and update steps as shown in Figure 3.1.

Figure 3.1: State Estimation

The prediction and the updating steps are defined as:

Prediction:

x̂t+1|t = Ax̂t|t +But

Pt+1|t = APt|tA
T +Q

Updating:

x̂t+1|t+1 = x̂t+1|t +Kt+1

(
yt+1 − Cx̂t+1|t −Dut+1

)
Pt+1|t+1 = (I −Kt+1C)Pt+1|t

Kt+1 = Pt+1|tC
T
(
CPt+1|tC

T +R
)−1

Here, x̂t+1|t and x̂t+1|t+1 denote the predicted and the updated state estimates re-

spectively. The main difference is that all the measurements till time t are utilized

in finding the predicted state, whereas the updated state estimate also includes in-

formation from the measurement at time t + 1. The matrix P denotes the estimate

covariance i.e. the degree of confidence in the dynamical state equation of the system,

S denotes the innovation covariance, i.e. the covariance in the difference between the

actual measurement from the sensor and the predicted measurement from the dy-

namic model of the system, and ‘K’ is the Kalman gain which denotes the degree

of confidence in the measurement from the sensor as compared to the prediction
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from the state equation. The larger the Kalman Gain is, the more influence the new

measurement has on the predicted state.

‘R’ and ‘Q’ can be considered as tuning parameters that tell the filter how much

trust we have in our measurement and system models. If ‘R’ is large, the KF trusts

the prediction of the state equation (dynamic model) more than the measurement. If

‘Q’ is large, the KF trusts the sensor measurements more than the state prediction.

Together with the state estimate covariance ‘P ’, the Kalman filter can then give the

best possible estimate of the state in the presence of uncertainties.

3.2.2 Kullback-Leibler (KL) Divergence

KL divergence is a measure of how one probability distribution differs from another.

For two probability distributions P and Q, defined on the same probability space π,

the KL divergence from Q to P is defined as:

DKL(P ||Q) =
∑
x∈π

P (x)log

(
P (x)

Q(x)

)
(3.3)

A KL divergence of 0 indicates that the two probability distributions are identical.

The larger the KL divergence is between two probability distributions, the greater is

the difference between the probability distributions P and Q. The KL divergence is

asymmetric, i.e. DKL(P ||Q) 6= DKL(Q||P ). This is because, in terms of information

theory, a KL divergence DKL(P ||Q) indicates how much information is lost when

the probability distribution Q(x) is used to approximate the probability distribution

P (x). This quantity will be different when P (x) is used to approximate Q(x). Thus,

the KL divergence is not a true metric distance measure, as distances are required

to be symmetrical. It can, however, be used to measure dissimilarity between two

distributions.

KL divergence can also be used to check dissimilarity between images by using the

concept of image histograms. Images are a collection of pixel intensity values. Since

image data is discrete, a frequency table can be constructed comprising of the number

of times a particular pixel value occurs in the image, as discussed in Section 2.1.2.

This frequency table is called an image histogram, which can be plotted, and an

example of such a histogram is shown in Figure 3.2.

The histogram can be converted into a probability distribution by scaling the count of

the pixels to sum to 1. KL divergence can then used to find the dissimilarity between
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Figure 3.2: Image Histogram

the histograms of two images, and by extension, the dissimilarity between the two

images can be inferred.

3.3 Kalman filter Based CNN

CNN is a class of deep neural networks, most commonly used for analyzing image

data. Though CNN by itself is efficient and has many advantages for processing

image data, the final results may be substandard in the presence of image noise (poor

quality, partial or full obstructions etc.). Due to sudden changes in illumination,

workers working in the general vicinity of the sight glass, or due to the vibrations in

the PSV vessel because of large flow rates, it is hard to train CNNs to account for

all possible scenarios of noise/occlusions that might arise while tracking the interface

inside the sight glass. Most of the previous image processing algorithms mentioned

earlier also fail in the detection of interface level for PSV in these noisy scenarios.

In order to address this challenge, the ideas of filtering theory can be used. In

particular, the Kalman filter is combined with CNN to correct for errors in level

tracking in the current Chapter. This combination of state estimation with the image

data enables us to use estimates from the state prediction as well as the image data in

the most optimal way. In order to account for tracking in the presence of noise that

it has not been trained for, an online stage is also proposed in the current chapter.
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Therefore, the proposed approach of interface level detection contains two stages - the

offline stage, and the online stage. In the offline stage, the algorithm is trained using

the data-sets comprising of images of the sight glass. The online stage is implemented

after the offline training in order to ensure that the algorithm is able to adapt to new

noises/occlusions that it has not seen before. Further details on both the stages are

described in the following sections.

3.3.1 Offline Stage

An overview of the offline stage is shown in Figure 3.3. Input image at time,‘t’, is

fed to the convolutional layers. The convolutional layers extract feature maps from

the image. These feature maps are then fed into two different fully connected layers.

The first branch gives zt, which is a measurement of the level from image data.

Figure 3.3: Algorithm (Offline) Overview

The output of the second branch is Rt, which is a parameter in the Kalman filter that

signifies the accuracy of the sensor measurement (in this case, the detected interface

level from the image data). Here, the fully connected layers of the second branch

learn to give different ‘Rt’s depending on the amount of noise/occlusion in the image.

Let xPosteriort−1 be the prediction of the level from the image (It−1) fed at time step

‘t − 1’ using the proposed method. Let an image It is fed to the algorithm at time

step t, then the predicted value of the level from the CNN is considered to be zt.

This level prediction is only based on the image data and the Kalman filter is utilized

to improve the accuracy of the prediction. From the prediction stage of the Kalman

filter using the time-invariant state transition matrices A and B is given by,

xPriort = AxPosteriort−1 +But−1 (3.4)

where, ut−1 is the inlet and outlet flows into and out of the PSV at time-step ‘t− 1’.

33



In the update stage, the prior prediction xPriort is improved by using the predicted

value of level from the CNN (image data) to give xPosteriort , which is considered as the

final prediction of the level from the algorithm. Let x̄t = xPosteriort − xPriort , denoting

the amount of correction applied to the prior state prediction using data from the

sensor (image). Then from the update equations of the Kalman filter, we have

xPosteriort = xPriort +Kt(zt − CxPriort −Dut) (3.5)

x̄t = Kt(zt − CxPriort −Dut) (3.6)

Kt = P Prior
t CT (CP Prior

t CT +Rt)
−1 (3.7)

Thus, from Eqs. (3.5) and (3.7), the greater Rt is, the lesser the prior prediction of

the Kalman filter is corrected by the incoming measurement from the image sensor

(camera, zt). Traditionally, the noise covariances, Rt and Qt, are constant in the

Kalman Filter, and tuning these parameters is a challenging task. Moreover, fixing

the image noise covariance for the current application is not suitable as images can

be of good quality for extended periods of time and may have obstructions/noise only

for short periods of time. Therefore, in the proposed algorithm, the value of ‘Rt’ is

given by the CNN directly based on the quality of the image at each time step.

In the case of an occlusion of the interface, the algorithm gives a large ‘Rt’ (can be seen

from Figure 3.4), which forces the Kalman filter to rely more on the state equation i.e.

the prior prediction of the level at time ‘t’ is not corrected by the measurement from

the image. For relatively noise-free images, the value of Rt is smaller, and hence the

posterior prediction of the level is more dependent on the image date at that time step

‘t’. The switch between the two level estimates (prediction from the state equation

and image data) and the degree to which this switch should happen is optimally

taken care of by the Kalman filter, based on the outputs of the two branches from the

extracted feature maps, and the estimation of the prediction covariance i.e., ‘P Prior
t ’

from the previous time-step.

Though this idea follows the same lines as the one presented in [18], the training

procedure used here is different. This is due to the fact that the training procedure

described in [18] is found to result in difficulties while learning the parameters when

the state-space model of the system is not accurate. This is because, in the case of

significant uncertainties in the model, the prediction from the state equation is usually

more inaccurate compared to the image data. Thus, during training, the algorithm

learns to return a small ‘Rt’ for all images (with or without obstructions). This leads
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to an over-dependence on the zt branch, with the Rt branch not serving the function

it is supposed to. As it is not generally possible to achieve a very good model estimate

for chemical processes due to large uncertainties and/or varying model parameters, a

different training procedure is proposed in this chapter and the details of this training

procedure are explained below.

Let θc denote a set of trainable parameters in the convolutional layer as shown

in Figure 3.3 i.e., θc will contain the elements of all the filters or kernels, F =

{f1, f2, · · · , fI}, used in the convolutional layers, along with the biases applied during

the convolutional operation by the filters on the image. Similarly, let θz denote the

parameters in the fully-connected layers in Figure 3.3 which output a level prediction

z, and let θr denote a different set of parameters in the fully-connected layers which

output R at a given time, t. The training procedure, is then, described as follows:

1. In the first step, initial training is done for estimating the parameters θc and θz.

During this step, the Kalman filter block and the fully-connected layers of the

Rt branch were not added to the algorithm. The training is standard as usually

done for a simple feed-forward CNN and a loss function as defined in Eq. (3.8)

is used.

arg min
θc,θz

1

N − 1

N∑
i=1

‖yi − zi‖22 (3.8)

where yi, i = 1, 2, · · · , N represents the actual measurement (level reading)

and ‘N ’ is the batch size used during training. A standard back-propagation

algorithm called the ADAM optimizer [24] is used to obtain the parameters in

θc and θz. In this step, the training is performed only on non-occluded images.

2. In the next step, the Rt branch, with parameters θr, and the Kalman Filter

block are added as shown in Figure 3.3. Instead of using batches of images, now

the images are fed sequentially to the algorithm due to the temporal nature of

learning the parameters using Kalman Filters. This training data-set now also

contains noisy/occluded images along with noiseless/non-occluded images. A

mean square error loss as given in Eq. (3.9) is used:

arg min
θr

‖yt − CxPosteriort −Dut‖22 (3.9)

where,

xPosteriort = xPriort +Kt(zt − CxPriort −Dut−1)
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where ‘Kt’ denotes the Kalman gain of the filter at time step ‘t’. A stochastic

gradient descent method is used in this step where the parameter θr is updated

at each time step. It should be noted that in this step the training is carried

out only for θr. Therefore, the Rt branch learns to distinguish between images

which have no occlusions and the images which have occlusions/noise. Thus

it can also be considered as an indicator of the sensor (image) quality at each

time-step, as can be seen in Figure 3.4.

An important challenge in this step is the initialization of Kalman filter block

and to achieve this, the initial latent state xPosterior0 , is estimated by minimizing

the one-step ahead prediction error on the entire training data-set. Subsequent

initialization during the testing phase is done by providing the interface level

(y0) in the initial frame. Consider the measurement equation at initial frame

as,

y0 = CxPosterior0 +Du0 (3.10)

Since the initial input u0 is known, the initial state of the system can be calcu-

lated as

xPosterior0 = C† × (y0 −Du0) (3.11)

3. Finally, the above two steps are repeated again, but this time the training for

θc, θz and θr is carried out on the data-set containing both occluded and non-

occluded images, with the objective function given in Eq. (3.8), but with a

much lower learning rate (around 1/10th of that used originally). This is done,

in order to improve the performance of the CNN on occluded images, and also so

that the Rt branch learns to recognize which types of occlusions the algorithm

has already encountered during training, and outputting a relatively lower Rt

in such cases.

The whole training procedure described above enables the algorithm to recognize the

presence of occlusions or noise in the input image. This ensures that the algorithm

relies more on the predictions from the state equation in such situations and thus

enables continuous and accurate tracking of the interface level.

3.3.2 Online Stage

The algorithm explained in Section 3.3.1 is accurate in tracking the interface in the

presence of occlusions (shape, color etc. of the occlusion) that is present in the training

set. However, for new types of occlusions that the algorithm has not been trained for,
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Figure 3.4: Variation in Rt with the change in image quality. Threshold selection for
online stage is based on the results of different experiments.

the accuracy of the level estimate from the sensor (zt branch) may be poor, thereby

the accuracy of the overall algorithm may be affected. This issue can be handled

effectively when the parameters in θz and θc are trained on a variety of occlusions

that might arise during the course of normal operation. However, as is evident in

practice, it is infeasible to anticipate all the different types of obstructions possible.

Thus, an online extension of the algorithm is proposed in this section, which increases

the overall accuracy of the algorithm over time. This online framework enables the

advantage of training parameters in θz further during online operation, thus improving

the overall performance.

For the implementation of this framework, a relatively noiseless obstruction-free im-

age, Iref, is chosen as a reference. The histogram of this image is computed by plotting

the frequency of the pixel intensity values in the three color channels (Red, Green,

and Blue). If Href denotes the histogram of this reference image, then the histogram

is converted into a probability distribution for the three color channels as

Href,channel(i) = 1−
(

max(Href, channel)−Href, channel(i)

max(Href, channel)

)
, for i = 0,1,. . . ,255 (3.12)

When a new image, It is fed, the Rt value for this new image is computed by forward

propagation of the algorithm. If this is greater than a certain chosen threshold (>
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Figure 3.5: KL divergence of noisy image from a relatively noise-free reference image
in the three color channels. Threshold is selected based on the results of different
experiments.

Rthreshold), the histogram Ht is computed for It and is converted into a probability

distribution using Eq. (3.12). The KL divergence between Href and Ht is calculated

as,

KLt(Href,channel||Ht,channel) =
∑

i∈{0,1,...255}

Href, channel(i)× log

(
Href, channel(i)

Ht,channel(i)

)
(3.13)

If the value of this KL divergence is also higher than a chosen threshold (> KLthreshold,

see Figure 3.5), the algorithm enters into training mode, detailed below.

Train Mode : In train mode, the θz and θr parameters are re-trained by sequentially

applying the following equations.

arg min
θz

‖zt − CxPosteriort−N −Dut−N‖ (3.14)

arg min
θr

‖yPosteriort − CxPosteriort−N −Dut−N‖ (3.15)

N = N + 1 (3.16)

where, xPosteriort−N denotes the posterior state prediction from the previous (N + 1)th

time-step, zt represents the level prediction directly from the CNN at the current

time-step, yPosteriort is the posterior prediction of the level at the current time-step
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after the Kalman filter, i.e. yPosteriort = CxPosteriort + Dut−1, and N denotes the

consecutive iterations in training mode (= 0, 1, ... < N threshold)

Firstly, θz is trained (one forward and backward pass) using Eq. (3.14), and then

θr is trained using Eq. (3.15) (one forward and backward pass). The prediction of

the algorithm from the previous (N + 1)th time-step is taken as the ground truth for

re-training θz. A very small learning rate (around 1/100th of that originally used)

is chosen for this re-training step to ensure the stability of the parameters. Here, N

denotes the number of consecutive times the algorithm runs in train mode i.e., the

algorithm continues to run in train mode, until

Rt < Rthreshold or KLt < KLthreshold or N = N threshold (3.17)

This procedure can be followed due to the nature of the slow-moving interface. The

slow learning rate ensures that θz remains relatively stable and does not diverge

quickly in case of any abnormalities in the dynamics of this slow-moving interface.

Around 5 consecutive time steps of the image sequence (N threshold = 5) is found to

not adversely affect the accuracy of the labels in re-training the algorithm. If any

of the conditions in Eq. (3.17) is met, the algorithm enters into the normal mode of

operation.

Normal Mode: As the name implies, the algorithm is run as normal in the feed-

forward direction with the posterior prediction each time step.

A high Rt could be due to two reasons - occlusions in the image, or when the interface

disappears between sight glasses. In the latter case, image data is not useful for

detecting the interface as the interface is not visible. Re-training the θz branch here

causes the algorithm to lose its accuracy. In such cases, KLt < KLthreshold, as there

are no significant obstructions present in the image, or any other significant noise. On

the other hand, both Rt > Rthreshold and KLt > KLthreshold signifies that obstruction

has been encountered in the image, and thus re-training can be done according to the

above steps.

In this way, the direct prediction of the level from the image improves, even in the

case of unknown obstructions, thus improving the overall accuracy of the algorithm.

The steps involved in the online framework is summarized in Algorithm 1.
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Algorithm 1: Online Framework

Result: xPosteriort for t = 0,1,2,...
initialization : New Image It, N = 0;
while It for t = 0, 1, 2, ... do

Find Rt for It and KL divergence (KL) of It wrt. Iref ;
if Rt > Rthreshold and KL > KLthreshold and N < N threshold then

run algorithm in train mode;
N = N + 1;

else
run algorithm in normal mode;
N = 0;

end

end

3.4 Experimental Validation

3.4.1 Training Description

The proposed algorithm is tested on the PSV experimental set-up at the University

of Alberta as described in Section 1.2. The primary objective here is to detect the

interface between the two phases inside the tank. The clarity of this interface depends

on factors such as settling time, inlet and outlet flow, and the amount of mixing

between the oil and water fluids. This simulates the variable clarity of the interface

present in an industrial setting.

For training the algorithm, images from the experiment were taken at intervals of

one second. For labeling the image, the pixel location of the interface in the vertical

direction (x-coordinate of the pixel) is recorded for each training image by selecting

(mouse-click) the location of the interface, as shown in Figure 3.6. The level of the

interface is then calculated by assigning the pixel near the top of the vessel as a level

of 100% and the pixel near the bottom as a level of 0%. Thus the training label is

the level of the interface in percentage.

Since a dynamic model is essential to perform Kalman filtering, a state-space model

is identified using a subspace identification algorithm [25] where the oil and water

flow rates are considered as inputs and the level of the interface inside the tank will

be the output. The identified state-space model has an average Normalized Mean

Root Square Error (NRMSE) fit of 77% (See Figure 3.7).

Since the algorithm relies on both the image data and state estimation, greater accu-
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Figure 3.6: Labelling of image using mouse-click at the location of the interface.

(a) Fit for test data-set 1 (b) Fit for test data-set 1

(c) Fit for test data-set 3 (d) Fit for test data-set 4

Figure 3.7: Modelling of the PSV tank

racy is not essential in general and it is generally difficult to obtain a highly accurate

empirical model for chemical processes anyways. An assumption of the flow rate be-

ing constant between sampling instants is made as the sampling rate is relatively high

and the flow rate is continuous.

For training the network, extensive data augmentation is carried out in order to make

the algorithm more robust to conditions like lighting changes, rotation variance etc.,

and also to avoid over-fitting, as shown in Figure 3.8. During the testing phase,
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occlusions in the form of either a human stepping in front of the camera and partially

blocking the interface or synthetically generated obstructions (up to 80% blockage)

is introduced in the data-set.

(a) Image corrupted by Gaus-
sian noise

(b) Change in illumination (c) Change in illumination 2

(d) Change in contrast (e) Change in contrast and
brightness

(f) Image smoothed with
gaussian kernel to simulate
low quality image

Figure 3.8: Data Augmentation

3.4.2 Results and Discussions for Offline Stage

The testing data-set is comprised of around 8,000 images of the PSV, along with the

flow rates into the PSV tank. Approximately 20% of these images contain blockage

near the interface, as shown in Figure 3.9. The degree of blockage of the interface

is varied (up to 80% blockage). As mentioned earlier, variations in the illumination,

as well as a Gaussian noise, is added to images in order to test the robustness of

the algorithm. The offline stage results for the whole data-set are summarized in

Table 3.1 by the Mean Square Error (MSE) loss of the predictions.

Table 3.1: Mean Square Error (MSE) Losses for Q = 0.001

Data-Set zt branch (Image Data Only) MSE State Equation Only Prediction MSE Algorithm Prediction MSE
Obstruction-Free 2.73 2.95 2.65

Obstructed Interface 4.56 3.02 3.44
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Figure 3.9: Example obstruction of the interface using synthetically generated block-
age

a. Obstruction Free Data-set

The results for the data-sets in which the interface is not occluded, but is subject to

natural noise and slight variations in illumination are shown in Figures 3.10 and 3.12.

For test data-set 1, as can be seen from Figure 3.10, the algorithm gives better pre-

dictions combined than either the CNN measurement or predictions from the system

model on their own. Based on the uncertainty in the interface location from the image

of the PSV tank, which is given by the Rt values from the algorithm, the Kalman

filter is able to combine the sensor (image) measurement and the model of the system

very well. Similar results can be seen for test data-set 2 in Figure 3.12.

Figure 3.10(c) and Figure 3.12(c) shows the variation in the output of the Rt at

each time step. Even when there is no occlusion of the interface, the presence of the

interface might be uncertain in certain images, due to the presence of illumination

changes, noise or other factors like the interface being blurry and not very sharp (See

Figure 3.11). The algorithm is able to account for these factors, based on the training,

and hence, the variations in Rt can be clearly seen.

b. Noisy and Obstructed Data-Set

The results for the data-set with both occluded and non-occluded interface images

are shown in Figure 3.13 and Fig 3.14.

For the test data-set 3, it can be seen from Figure 3.13 that depending on the occlu-
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(a) True level vs. System model prediction vs. CNN prediction (zt)

(b) True level vs. Algorithm prediction (xPosteriort )

(c) R value from algorithm at each time-step. RThreshold shows the threshold value decided
for online training

Figure 3.10: Result on data-set 1
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(a) Blurry interface due to sloshing effect (b) Sharp interface

Figure 3.11: Interface Quality

sions in the images the algorithm adapts itself by relying more on the prediction from

the state equation, than from the prediction of the CNN. Figure 3.13(a) shows the

points of time during which the interface is occluded and it’s corresponding predic-

tions from CNN. From this figure, it can be observed that the CNN predictions have

high variance and can be inaccurate for the case when the interface gets blocked. This

can be especially seen around image indices 500 and 700 in Figure 3.13(a). However,

due to relying on the model system, the proposed algorithm is able to provide accu-

rate tracking of the interface. This can also be reflected from the high Rt value of the

algorithm as given in Figure 3.13(c). Conversely, when the image quality is good, the

Rt values are low and the proposed algorithm relies more on the predictions of the

CNN.

For the test data-set 4, as shown in Figure 3.14, similar conclusions can be drawn.

Here, the prediction from the model is of lower accuracy than the previous case (with

an NRMSE of 0.67). Even in this case, the algorithm maintains its accuracy by

using the model of the system. This can be clearly seen around image index 600 in

Figure 3.14(a). The CNN predictions become very inaccurate, but the algorithm is

able to handle this and provide accurate tracking of the interface.

c. Tuning Q

The algorithm can be tuned further using the Q parameter of the Kalman filter. This

is a fixed value, and as discussed earlier, provides the information of uncertainty in

the model of the system to the Kalman filter.
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(a) True level vs. System model prediction vs. CNN prediction (zt)

(b) True level vs. Algorithm prediction (xPosteriort )

(c) R value from algorithm at each time-step. RThreshold shows the threshold value decided
for online training

Figure 3.12: Result on data-set 2
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(a) True level vs. System model prediction vs. CNN prediction (zt)

(b) True level vs. Algorithm prediction (xPosteriort )

(c) R value from algorithm at each time-step. RThreshold shows the threshold value decided
for online training

Figure 3.13: Result on data-set 3
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(a) True level vs. System model prediction vs. CNN prediction (zt)

(b) True level vs. Algorithm prediction (xPosteriort )

(c) R value from algorithm at each time-step. RThreshold shows the threshold value decided
for online training

Figure 3.14: Result on data-set 4
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If the model quality is high, the Q can be set to a low value, and the algorithm will

give a larger weight to the prediction from the state-space model. However, in the

current case study, as the image prediction is usually more reliable except in the case

of occlusions in images, it is important to tune the Q value depending on the specific

data-set that we have.

Figure 3.15 shows the difference in the response of the algorithm based on the choice

of Q. It can be seen from Figure 3.15 that with the increase in the value of Q,

the algorithm relies more and more on the CNN predictions until it relies almost

completely on the CNN predictions (as shown in Figure 3.15(c)). Hence the selection

of Q-value is considered as a tuning parameter and a value of Q = 0.25 is considered

for the current case study.

3.4.3 Online Results

To demonstrate the significance of the online component of the algorithm, synthetic

noises were generated for a sequence of images for which the algorithm is not trained

for, similar to Figure 3.9, but with different colors and shapes, which were not present

in the original training data-set. A typical histogram of images with synthetic noise

versus a histogram of a clean reference image is shown in Figure 3.16. This data-set

is then divided into training and testing sets, which will be referred to from hereon

as online training and online testing data-sets. To simulate the normal operation

of the algorithm when it is implemented in industry, images from this synthetically

generated online training data-set is fed to the algorithm at a frequency of one second.

All the calculations related to the online operation discussed in Section 3.3.2 were then

carried out on this image between time-steps t and t+ 1.

If images were found to be occluded with obstructions of the type not seen before

(based on details presented in Section 3.3.2, online updating of parameters is carried

out for the image at time t. At t + 1, the next image is fed and the procedure

continued.

Figure 3.17 shows the gradual decrease of the loss from only the image (zt), over time.

Here, one epoch denotes the running of the algorithm on the whole generated training

data-set once. Subsequently, the same training data-set is fed again and a new epoch

starts. The loss is a cross-validation loss showing its decrease on the online testing

data set after each epoch of the algorithm running on the online training data-set.

This shows how the accuracy of the prediction from the image increases over time on
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(a) Q = 0.1

(b) Q = 0.4

(c) Q = 0.9

Figure 3.15: Response of algorithm to different Q values

images with occlusions that were not seen before.
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Figure 3.16: Histogram of Reference Image vs Noisy Image in the Three Color Chan-
nels (Reference Image - Solid Line, Noisy Image - Dashed Line)

The results on the online testing data-set are summarized in Table 3.2. Without

online training, when a new noise blocks the interface, the prediction from the image

is inaccurate, as expected. This causes the overall accuracy of the algorithm to suffer

as well.

With online training, the θz parameters slowly learn to represent the true distribution

of the level in the presence of these new types of obstructions, as they are encountered

during the online run of the algorithm.

Comparing the results from tables 3.1 and 3.2, it can be seen that the loss of the

prediction from the re-trained zt branch is still higher for this data-set with the new

types of obstructions. While the accuracy can be increased further, by re-training the

θc parameters as well, there is a trade-off between the adaptation of the algorithm to

the new noise and the stability of the algorithm. The convolutional layers serve an

important function in extracting the relevant features from the image, and re-training

of the θc parameters can worsen its performance for normal clean image data. Hence,

only the θz parameters were re-trained.
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Table 3.2: Mean Square Error (MSE) Losses for Online Training on New Noises
Data-Set

CNN (zt branch) Loss Algorithm Loss
Before Online Training 11.23 5.33

Online Training 7.90 4.28

Figure 3.17: Decrease of Loss Over Time with Online Framework

3.5 Conclusions

In this chapter, a method based on the combination of CNN and Kalman filter to track

the interface level of a PSV unit in the presence of occlusions and noise is presented.

Since it is difficult to train the Kalman filter based CNN for all possible scenarios

of occlusions and noise, an online strategy which makes the algorithm robust to the

different types of occlusions while tracking the interface level is also detailed. The

proposed method is tested on a PSV experimental unit and it can be concluded that

the algorithm is able to track the interface level even when image data is poor with

noise and obstructions. In the case when there is no obstruction or when the image is

relatively noise-free, the proposed algorithm provides better performance than either

from the predictions of the state equation or from the CNN alone.
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Chapter 4

Fully-Convolutional Networks with
Region Growing for Tracking of
Froth-Middling Interface in a
Primary Separation Vessel

4.1 Introduction

The main motivation of this chapter is to propose a novel algorithm that can track

the interface under abnormal conditions, without requiring a motion model for the

system. It is thus, a model-free approach.

Since tracking objects involves extracting specific features of the object of interest,

and then searching for these extracted features in future frames of the video/images,

a simple template matching technique like Mean Shift [26] or histogram-based track-

ing [27, 28], which has been widely used for object tracking, fail under occlusion

conditions. This is because these features may no longer be fully visible or available

in the next frames. Other methods to track the occluded object include depth analy-

sis [20, 21]. The authors in [20] used stereo cameras to obtain a depth map, whereas

in [21], the authors projected a 3D scene onto a 2D scene using a training set of de-

tected blobs, and the probability density function is then generated. However, these

methods either require special camera set-ups or required prior information about the

camera height and viewpoints.

With the recent advances in deep neural networks, especially, Convolutional Neural

Networks (CNNs), deep learning has been extensively used for object tracking. In-
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stead of using low-level manually handcrafted features to track objects, CNNs and

their extensions work on automatic feature extraction through multiple layer non-

linear transformations [29, 30]. In [31], a deep-based stacked de-noising autoencoder

was proposed to learn image features, which were shown to be robust against appear-

ance variations. The authors in [32] proposed to use an RNN model to produce con-

fidence maps and use it with correlation filters. The trained RNN appearance model

was claimed to be robust to partial occlusions. The authors in [33] used conventional

CNNs to track human targets by predicting the foreground heat map by one-pass

forward propagation. In [34], the authors used Fully Convolutional Layers (FCNs)

for object tracking. They also proposed a background distractor-discriminator to sep-

arate the object of interest from a cluttered environment by exploiting the properties

of the extracted convolutional features.

Most of the works mentioned above do not specifically target the tracking of objects

under occlusion. To address this objective, the authors in [18] proposed the idea

of combining a CNN with a Kalman filter for the task of robot localization from

images. The CNN was used to estimate both the position of the object as well as

the uncertainty in the image quality (presence of occlusions). However, the main

drawback with the approach is that the uncertainties in the model might run into

the issue of over-fitting during training. Another drawback is the requirement of a

motion model for the system, which can sometimes be difficult to obtain accurately.

Since the PSV is a gravity-based separation process with multiple inlet and outlet

streams, the level of the interface depends on a lot of factors like the composition

of the inlet stream, the agitation of the interface due to the inlet flows, known as

’sloshing’, settling time etc. Thus, the interface is very difficult to model from a

purely first principles physics-based model. Modeling the level using the flow rate

information of streams into and out of a PSV can also be challenging. Hence, a

purely image-based level recognition algorithm that is robust to occlusions and noise

is also required besides the work presented in Chapter 3, which is the main objective

of the current work.

The main contributions of this work are as follows. A novel algorithm that can

effectively handle several issues such as vibration, noise, and occlusions while detecting

the interface level in a PSV is proposed. The proposed approach relies only on

images and hence no modeling of the interface is required to track the level even

under abnormal situations, which makes the algorithm feasible to implement in any

industrial setup of the PSV. A coarse-to-fine approach for level detection is also
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proposed in this work, where the Fully-Convolutional Network (FCN) acts as a coarse

level detector and region-growing method acts as a finer estimator of the level by

using information from the FCN. The algorithm does not need to be trained on the

different types of occlusions that might arise during the course of normal operation,

as the algorithm can handle these occlusions well without being trained specifically

for it. The proposed algorithm can accurately track the interface, even when the

data for training the FCN is limited. The contributions of this chapter have been

submitted as a paper to the journal ’IEEE Transactions on Industrial Electronics’

and is currently under review.

4.2 Preliminaries

Computer vision can be broadly used for 4 different types of applications (See Fig-

ure 4.1):

• Classification: Recognize the category of the objects in the image.

• Object Detection: Recognize and detect the objects in an image. Detec-

tion also implies specifying bounding boxes for detecting the location of the

recognized object in the image.

• Semantic Segmentation: Recognize the category of object for each individual

pixel in the image.

• Instance Segmentation: This is similar to semantic segmentation, with the

added ability to detect each individual instance of an object in the image and

distinguish these instances from one another.

An important step in any computer vision algorithm is feature extraction of an image.

Common feature extraction techniques range from classical methods such as local bi-

nary patterns, color histograms and histogram of oriented gradients [35, 36, 37] to

deep learning methods such as Convolutional Neural Networks (CNNs) and Fully

convolutional networks (FCNs) [38, 39]. Due to the availability of large and infor-

mative data sets, deep learning methods are gaining significant importance during

recent years [40].

A CNN is a class of deep neural networks as already described in Section 2.4. Unlike

conventional CNNs, FCNs do not have dense fully-connected layers in the network

(See Figure 4.2). Instead, these dense layers are replaced by an up-sampling layer
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(a) Input Image

(b) Image classification (c) Object Detection

(d) Semantic Segmentation (e) Instance Segmentation

Figure 4.1: Computer vision tasks

which transforms the intermediate-sized feature maps from the convolutional layers to

the same spatial size as the original image. FCNs can thus be viewed as an encoding-

decoding structure i.e. the convolutional layers act as encoders and the upsampling

layer acts as a decoder [41]. FCNs have several advantages over conventional CNNs

such as:

1. Variable Input Size : The dense layers in conventional CNN impose restric-
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tions on image size and require fixed image sizes. This forces the resizing of

images, which might lead to loss of some spatial information, important for

segmentation. FCNs do not have any such restrictions.

2. Loss of Spatial Information : Since the feature maps are concatenated into a 1D

vector before being fed to the dense layers in a CNN, this type of architecture

cannot be effectively used for segmentation.

Figure 4.2: Fully-Convolutional Networks. Taken from [5]

In this work, the level tracking problem is formulated in the framework of semantic

segmentation. Since semantic segmentation is able to achieve pixel-level prediction,

it enables the advantage of detecting the interface level even in the presence of ob-

structions which are blocking the interface features. Since the main objective of the

current work is to utilize FCNs for semantic segmentation, the details of the same

are presented in the next section.

4.2.1 Fully-convolutional networks for image segmentation

In this section, the main functional blocks of FCNs for semantic segmentation is

detailed.

a. Up-Sampling

In an FCN, the up-scaled feature maps obtained after the up-sampling layers corre-

spond one-to-one to the pixels in the original image and hence can be used to predict
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the probability of each pixel belonging to a particular class of object. In a binary

classification task, the pixels are classified into either a foreground object or a back-

ground object. The final output from the FCN, which is of the same size as the input,

gives the probability of each pixel in the original image belonging to the foreground

object.

To achieve the required up-sampling, several methods exist in the literature. Bi-

linear interpolation is the most commonly used method to up-sample the feature

maps. Another approach used in deep learning for up-sampling is to use transposed

convolution which is trainable in an end to end manner and can perform non-linear

up-sampling. This is known as a de-convolution operation and it is nothing but

convolution carried out with a transposed kernel on an input to increase its size,

rather than decrease it [42].

In this work, we have used bi-linear interpolation to achieve the required up-sampling,

due to its low computation cost, and also to avoid certain complications that some-

times arise when applying de-convolution, such as checkerboard artifacts [43]. In

bi-linear interpolation, four pixels close to the pixel of interest are used to perform

linear interpolation firstly in one direction and then in another direction.

To find the pixel value of a pixel, f(x, y), where x and y are the co-ordinates of the

unknown pixel, given the co-ordinates and pixel values of four other nearby pixels

f1(x1, y1), f1(x1, y2), f1(x2, y1) and f1(x2, y2), the following equations are used,

f(x, y1) =
x2 − x
x2 − x1

f(x1, y1) +
x− x1
x2 − x1

f(x2, y1) (4.1)

f(x, y2) =
x2 − x
x2 − x1

f(x1, y2) +
x− x1
x2 − x1

f(x2, y2) (4.2)

This is followed by interpolation in the y-direction to obtain,

f(x, y) =
y2 − y
y2 − y1

f(x, y1) +
y − x1
y2 − y1

f(x, y2) (4.3)

The procedure for up-sampling a 2× 2 matrix of image pixels into a 4× 4 matrix is

shown in Figure 4.3. This can be referred to as ‘2× up-sampling’.

b. Skip-Connections

While having a deep network in the encoding stage enables the network to learn

complicated and higher-level features of an object, spatial information is lost as the

network becomes deeper due to repeated convolutional and pooling operations [44].
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(a) Input 2× 2. The values in brackets rep-
resent the co-ordinates of the pixels.

(b) Output 4 × 4. Values to be calculated
are shown by fxy. Apply Eq. 4.1 — Eq. 4.3
to calculate these values using the pixels in
Figure 4.3(a) as reference

(c) Ouput

Figure 4.3: Bi-Linear interpolation

Since pixel-level prediction is required for segmentation, spatial information is valu-

able. Therefore, for segmentation, where both accuracy in spatial and semantic infor-

mation is required, the method first mentioned in [44] is used. To prevent loss of spa-

tial information, the outputs from shallower layers can be fused with the output from

deeper layers by simple element-wise addition. These are known as skip-connections.

A general FCN architecture, based on [5] is shown in Figure 4.4. In this figure, ‘S×
upsampling’ denotes the stride used for the de-convolution operation. The combina-

tion of feature maps from shallower layers and deeper layers leads to good pixel-wise

prediction capability.

A pixel-level mask of the images with each pixel representing a label of the object

category it belongs to is required to train an FCN. Once the upsampled output from
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the FCN is obtained, the pixel-wise log-loss error is calculated and back-propagated

through the network while training.

Figure 4.4: Fully-Convolutional Network. Here, only the Max-Pool layers in the
convolutional layer are shown. The density of the grids represents the resolution of
the feature maps/images. Taken from [5]

4.2.2 Gaussian Mixture Models

In the field of image processing, Gaussian Mixture Models (GMMs) are extensively

used to achieve the objective of segmentation [45, 46, 47]. In particular, they are used

to cluster data points into different groups based on their “closeness”. Instead of hard

clustering, GMMs have soft boundaries, where each data-point has an uncertainty

associated with it that is represented as a probability function of the data point

belonging to a particular group.

Since GMMs are derived on the basis of conditional independence, spatial information

is not considered in GMMs in general. As neighboring image pixels are not condition-

ally independent, spatial modeling is usually combined with GMMs to achieve better

segmentation results [15].

A Gaussian mixture model is a weighted sum of K Gaussian densities [48] as,

p(X|z) =
K∑
i=1

wiN (X | µi , σi) (4.4)

where N represents a Gaussian density function,

N (X | µ , σ) =
1

(2π)D/2(|σ|)1/2
exp

(
−1

2
(X − µ)Tσ−1(X − µ)

)
(4.5)

Each group ‘k’ in the data-set is considered to have a normal distribution with pop-

ulation mean µk and standard deviation σk. wi denotes the mixing probability that

defines the size of the ellipses of the Gaussian density function as shown in Figure 4.5.
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Figure 4.5: Fitted Gaussian Mixture Model Contours

Let ‘z’ denotes the set of parameters that completely parameterize the GMM i.e.,

z = {wi, µi, σi} i = 1, ..., K (4.6)

Then the parameters of the GMM are usually obtained by using Bayesian estimation

techniques such as Maximum Likelihood Estimation.

4.2.3 Region Growing

Region growing is another important method used for segmentation. It uses the

concept of a seed point. A seed point in this context refers to the pixel from which

the region growing operation starts. This method takes a seed point(s) pixel which

belongs to the object of interest and then grows outward based on the similarity

between the seed point and the new pixel. If the new pixel is deemed similar enough

to the seed point pixel, it becomes a new seed point and the operation is repeated

until there are no more seed points.

Region growing exploits the fact that adjacent pixels in an image usually have similar

intensity values, and sharp changes occur only at object boundaries and edges. Based

on the processing times and desired level of accuracy, there are different approaches

in region-growing. The most common are the 4-connected neighborhood and the

8-connected neighborhood approaches as shown in Figure 4.6.

In this method, a 4-connected neighborhood checks the similarity between the seed
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Figure 4.6: 4-Connected Neighbors (Left), 8-Connected Neighbors (Right)

point and each of the 4 adjacent pixels to the seed point. An 8-connected neigh-

borhood does the same for 8 adjacent pixels. It can also be noted that 4-connected

neighbors are much faster than 8-connected neighbors, but might also lead to more

dis-continuities in segmentation i.e. lesser accuracy. Therefore, the choice of the

number of connected neighborhood has to be selected based on the desired level of

accuracy and the computational cost one can allow for, while performing the task at

hand.

The most important step in region-growing is the selection of seed points. This

selection usually depends on the nature of the problem. For example, for segmenting

infra-red images, the highest intensity pixel can be considered as a seed point. If there

is no prior information available, seed points are usually chosen using histograms. In

particular, the pixels corresponding to the highest peaks in the histogram are chosen

as seed points.

4.3 FCN with Region Growing

Though FCNs are effective at semantic segmentation, since it is hard to train FCNs

to account for all possible occlusions that might arise during the operation of a unit,

the predictions may be inaccurate when there is a large amount of occlusion in the

image. Further, the predictions from the FCNs alone may result in false positives

(where a pixel is predicted as belonging to the object of interest, even though it isn’t)

or false negatives (where a pixel is predicted as not belonging to the object of interest,

even though it is) in some scenarios, because of which interface level detection is not

accurate.

Therefore, a novel approach in which FCNs are combined with a modified region

62



growing method (to deal with false negatives) and Gaussian Mixture Model filtering

(to deal with false positives) in order to achieve better accuracy in interface level

tracking is proposed in this chapter. The proposed method is a coarse-to-fine ap-

proach, where the FCN results in a coarse prediction of the location of the layer C,

with region growing fine-tuning this prediction.

The proposed approach consists of five important stages viz. fully-convolutional net-

work, Gaussian mixture model filtering, selection of seed points, region growing, and

level calculation. The overall algorithm is outlined in Figure 4.7 and each of the

stages is described in detail in the subsequent sections.

Figure 4.7: Overall Algorithm

4.3.1 Fully-Convolutional Network

In the proposed method, FCN is the first stage of the algorithm, which gives a coarse

level prediction mask of the oil layer in the PSV. The architecture of FCN used in the

current work is based on [6] as shown in Figure 4.8. The main difference between the

FCN architecture described in Section 4.2.1 and the current architecture is the use

of Pyramid Pooling Layers. In the current approach, Max-Pooling layers of different

sizes on the intermediate feature maps are used to extract features in the image at

different scales. These extracted down-sampled feature maps are then upsampled and

concatenated with the feature maps obtained from the convolutional layers. The final

convolutional layer is 1 x 1 with filter dimension 2, giving us the final prediction map

of the image, for both the foreground and the background objects.

Training

Let ‘C’ denote the object of interest in an image. The FCN is trained using a pixel-by-

pixel log-loss function. The input to the FCN is an image of the PSV, I ∈ RM×N×3.

Let ‘S’ denote the set of trainable filter weights and biases for the convolutional layers

in the FCN architecture in Figure 4.8 and let ‘G’ denotes the actual ground truth
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Figure 4.8: Pyramid scene parsing network [6]

map of the image as,

G (m , n) =

{
1, if I (m , n, :) ∈ C
0, otherwise

(4.7)

The output of an FCN is a probability map, P ∈ RMxN where each element in the

matrix, denotes the predicted probability of the corresponding pixel in I belonging

to C. Then the objective function in FCN is defined as,

min
(w , b) ∈ S

− 1

(m × n) − 1

∑
i , j

G(i , j) log(P (i , j) + (1−G(i , j)) log(1− P (i , j))

(4.8)

This minimization is carried out using the standard gradient descent algorithm, the

ADAM optimizer.

Testing

During the testing phase, the probability map, P , obtained from the FCN is converted

into a binary mask, B ∈ RMxN as,

B(m,n) = 255 ⇐⇒ P (m,n) > Prthreshold

B(m,n) = 0 ⇐⇒ P (m,n) ≤ Prthreshold

The Prthreshold is a user-defined parameter that allows the selection of an adequate

threshold for converting the predicted probability mask, P (m,n) to a binary mask,

B(m,n).
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The binary mask as shown in Figure 4.9 is thus a representation of the prediction of the

FCN. The binary mask has a value of 255, for elements (pixels) where Î(m , n) ∈ C,

denotes the prediction of the FCN. It has a value of 0 for the rest of the elements or

pixels.

(a) Original Image With Introduced Synthetic
Noise

(b) Binary Mask Prediction from FCN

Figure 4.9: Output of FCN

4.3.2 Gaussian Mixture Model Filtering

While the FCN predicts the probability class of the pixels accurately in most of the

scenarios, the output of the FCN may result in some false positives/negatives due

to the effect of noise. In order to utilize the results of FCN in the region growing

stage of the algorithm, it is essential to eliminate the false positives as they may

lead to incorrect selection of seed points. False negatives, on the other hand, can be

effectively handled by the region growing method. A simple Gaussian Mixture Model

(GMM) was found to be effective in eliminating these false positives and therefore

utilized in this work.

Training

The objective of the training is to estimate the parameters of the mixture of gaussian

distributions. To achieve this, data containing only the values of the pixels of the C

layer in the 3 color channels were used and an image histogram was constructed for

this data. Based on the constructed histogram as shown in Figure 4.10, it can be seen

that the distribution of pixel values has two clear peaks in the blue color channel.
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This is because the distribution of the pixels can change under different illumination

conditions, and the training set is comprised of the PSV under these slightly varying

lighting conditions.

Figure 4.10: Histogram for Pixel Distribution of the Oil Layer

Thus, based on the histogram, a mixture of two Gaussian distributions is considered.

Let X = {x1, x2, ..., xN} ∼ C be the N×3 flattened pixel vector containing the values

of the pixel corresponding to only the C layer. To find the parameters of the GMM,

we try to maximize the log-likelihood function,

log l(θ) =
N∑
i=1

log p(xi|θ) =
N∑
i=1

log
2∑

k=1

p(xi|zk, θ)p(zk|θ) (4.9)

where the latent variable Z = {z1, z2} is introduced, which is assumed to generate

the X pixel values from the two different Gaussians. The parameters are estimated

using the iterative Expectation-Maximization (EM) algorithm [49].

Testing

In the testing phase of the algorithm, the trained GMM model was used to filter

out the false positives from the predictions of the FCN. For x ∼ I ∈ RMxNx3, the

probability of a pixel xi belonging to C is given by the weighted probability function

of the Gaussian mixture. If fθ is the trained GMM model, then the density estimate

of a data point xi is given by,
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fθ(xi) =
K∑
k=1

wkN (xi|µk, σk) (4.10)

and the log-likelihood function of the parameters is given by,

l(θ | x) = log(fθ(xi)) (4.11)

with gθ(xi) being the desnity estimate from the trained GMM.

The trained GMM is then used to filter out the binary mask, B ∈ RMxN . Let

S = {(m,n)|B(m,n) = 255} denote the set of matrix indices for which the binary

mask has a value of 255 and Si denote the elements of this set for i = 1, 2, ..L. Then

for the set S,

B (Si) = 0 if fθ(I(Si)) < Prthresholdgmm (4.12)

Therefore, the binary mask obtained from the prediction of the FCN is filtered using

GMM applied to the original image in order to remove false positives from the predic-

tion of the FCN. An example of the obtained filtered mask is shown in Figure 4.11.

(a) Original Image (b) Predicted Binary
Mask from FCN

(c) Binary Mask after
GMM Filtering

Figure 4.11: Filtering Operation

Thus, it can be noticed from Figure 4.11 that this filtering operation helps in removing

the false positives, which provides in better selection of the seed points in the next

step of the algorithm.
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4.3.3 Selection of Seed Points

The accurate selection of seed points is an important step before region growing can

be applied. Since region growing is class agnostic, an incorrect pixel chosen as a seed

point as shown in Figure 4.12(a) can lead to the outward expansion of the segmented

pixels for the incorrect object type. For instance, if a human is blocking the PSV

sight glass, selecting a pixel belonging to the human as a seed point, will lead to

incorrect level detection in this algorithm, as the pixels selected by region growing,

are not the actual C layer that we want to track.

(a) Incorrect Seed Point Selection with No Fil-
tering

(b) Seed Point Selection on Filtered Binary
Mask

Figure 4.12: Selection of seed points

This is the main reason for applying GMM filtering as detailed in the previous step.

The chance of incorrectly selecting a seed point is reduced as shown in Figure 4.12(a).

a. Opening an Image

To further ensure the correct selection of the seed point and to remove unwanted

noise in B, morphological operations can be applied to B, namely opening of the

image [50]. This is a low-level image processing task that utilizes the concepts from

mathematical morphology.

Opening of an image is a sequence of two low level morphological operations —

erosion, followed by dilation. If a kernel or structuring element K is convolved with

the binary mask B, with E denoting the integer grid of B, then the erosion operation
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is defined as,

B 	K = {z ∈ E|Kz ⊆ B} (4.13)

where Kz is the translation of K by the vector z,

Kz = {k + z|k ∈ K}, ∀z ∈ E

The kernel or structuring element, in the context of morphological operations, refers

to a matrix that defines the pixel in the image being processed, as well as the spatial

neighborhood being used for this processing. The structuring element is convolved

with the image of interest and the Eq. 4.13 is applied.

Figure 4.13: Erosion operation with a 3× 3 structuring element

The structuring element can be of different shapes as shown in Figure 4.14. When

a structuring element is convolved with a binary image, for each of the pixels of the

structuring element having a value of 1, if the corresponding image pixel is also 1,

then the structuring element is said to ’fit’ the convolution window. If at least one

corresponding image pixel is also 1, it is said to ’intersect’ the convolution window. For

an erosion operation, if the structuring element intersects the window, the image pixel

corresponding to the origin of the structuring element is set to zero. Thus, the erosion

operation basically implies that a pixel in the original image will be considered non-

zero only if all the pixels under the kernel/structuring element is non-zero, otherwise,

it will be set to zero (erosion), as can be seen in Figure 4.13. This can be thus used

to remove small patches of noise that might remain after GMM filtering of the binary

mask B.

The size and shape of the structuring element are usually chosen to fit the size and

shape of the objects in the image that is being processed. The size of the Kernel K

can be tuned to decide the threshold for the patches to be considered small. Since the
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(a) Square shaped (b) Diamond-
shaped

(c) Cross shaped (d) Circular shaped

Figure 4.14: 5 × 5 structuring elements. The highlighted pixel is the ’origin’ of the
kernel.

interface prediction from the FCN shows up as a relatively large region of non-zero

values in the binary mask B, will be safe from erosion. However, the small patches

of false negatives that might still be remaining will be eroded away. For the current

problem, a 9 × 9 square kernel is selected as the oil layer is roughly rectangular

in shape. In Figure 4.15, we have shown the effect of the erosion operation. For

visualization purposes, a few small patches of white pixels have been added to the

binary mask B, obtained after the GMM filtering in section 4.3.2 after Eq. 4.12.

Figure 4.15: Erosion Operation (Left) An example with a binary mask in which there
are still some small patches of positive pixels that have not been filtered by the GMM
(Right) Eroded binary mask. The small patches are no longer present, and the overall
C layer pixels safe from erosion

As can be seen from Figure 4.15, due to the nature of the erosion operation, pixels

at the edge of the positive regions in the binary image corresponding to layer C will

be eroded away too. To recover these positive pixels, erosion operations are usually

followed by dilation, which is defined by,
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B ⊕K = {z ∈ E|Ks ∩B} (4.14)

where Ks is the symmetric of K,

Ks = {x ∈ E| − x ∈ K}

Here, the image pixels corresponding to the origin of the structuring element are

set to 1, if the structuring element intersects the convolutional window as shown in

Figure 4.16. This enables the positive pixels lost due to erosion, to be recovered, as

shown in Figure 4.17. The two operations in succession, erosion followed by dilation,

also known as opening, thus help to get rid of small patches of positive pixels in the

binary image B, without losing any important information.

Figure 4.16: Dilation operation with a 3× 3 structuring element

Figure 4.17: Dilation operation on eroded image.
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b. Selection of Seed Points

Considering the problem at hand, that is tracking the interface, and the sort of

blockages/occlusions that might arise, at least two seed points need to be selected.

The first seed point will be in the top left-most region of the binary mask with

non-zero values, and the other in the top right-most region of the binary mask with

non-zero values.

To make the seed point selection further robust, the row-wise average of the pixel

values in B was calculated. A Gaussian kernel of σ = 3 was then used to smooth

out the calculated row-wise average. Finally, the gradient of this smoothed row-wise

average was computed.

Ni =
1

n− 1

n∑
j=1

B(i, j) (4.15)

N smoothed
i = Kgaussian ~Ni (4.16)

Gseed
yi

=
m∑
i=3

N smoothed
i −N smoothed

i−2

2
(4.17)

max row = arg max
i

Gseed
yi

(4.18)

For finding the first seed point, we start from the leftmost column in the row cor-

responding to the calculated “max row”. The row is then searched until the first

non-zero value is found, which becomes the index of the first seed point. For finding

the second seed point, the same process is repeated, but this time the search in the

“max row” is from right to left. This gives us the second point and these selected

seed points are used for region growing.

See Figure 4.12(b) for the selection of seed point for the Binary Mask, B. Due to the

nature of the mask in this case, both the seed points will end up being the same, and

hence there will only be one seed point to be considered in the next step.

4.3.4 Region Growing

As described earlier that the two most common approaches to region-growing are the

4-connected neighborhood and the 8-connected neighborhood approaches. For our

purposes, since the region of interest is the pixels belonging to the water layer in the

vertical direction, a 3-connected neighborhood approach as shown in Figure 4.18 is

sufficient and therefore used to calculate the level. A 3-connected neighborhood is
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sufficient for our tracking problem, as we are interested in the pixels belonging to the

C layer in the positive vertical direction for calculating the level inside the PSV.

Figure 4.18: Region Growing with 3-Connected Neighbors

If S = (i, j) is the index of the seed point, from the 3-connected neighborhood ap-

proach,

I(i, j, 1)− I(i− 1, j − 1, 1) ≤ RedThreshold &

I(i, j, 2)− I(i− 1, j − 1, 2) ≤ GreenThreshold &

I(i, j, 3)− I(i− 1, j − 1, 3) ≤ BlueThreshold

→ B(i− 1, j − 1) = 255

If the above 3 conditions are satisfied, the index (i − 1, j − 1) becomes a new seed

point. This is similarly done for the other 2-connected neighbors, I(i− 1, j, 1 : 3) and

I(i− 1, j + 1, 1 : 3), and this process is repeated. This 3-neighborhood approach also

helps in decreasing the computation time, without adversely affecting the final level

calculation block significantly. Thus, as can be seen, the FCN gives the prediction of

the level at a coarse level and the region growing method is used for fine-tuning the

prediction of the level. The combination of these two techniques helps in finding an

accurate level prediction even in the presence of occlusions/obstructions.

4.3.5 Level Calculation

Once the final prediction mask after filtering and region growing is obtained as shown

in Figure 4.19, the prediction mask, B, is sent to the final level calculation block of

the algorithm.

The following operations are carried out in the level calculation block, similar to

operations for finding the seed point:
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Figure 4.19: Final Prediction Mask after Filtering and Region Growing

Mi =
1

n− 1

n∑
j=1

B(i, j) (4.19)

M smoothed
i = Kgaussian ~Mi (4.20)

Gyi =
m∑
i=3

M smoothed
i −M smoothed

i−2

2
(4.21)

Figure 4.20: Row-Wise Average

The row-wise average (Eq. (4.19)) of the pixels in the final prediction mask, B, is

first estimated (Figure 4.20). A Gausian Kernal is then applied on the mean matrix

M (Eq. (4.20)), to smooth the pixels. This is done in order to remove sudden sharp

peaks in the mean matrix so that the gradient calculation in the next step does not
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Figure 4.21: Smoothed Row-Wise Average

encounter sudden peaks and troughs (Figure 4.21). A Gaussian kernel with a standard

deviation of σ = 3 was chosen for this purpose. Thus,

Kgaussian = [0.0633 0.0931 0.1226 0.1446 0.1528

0.1446 0.1226 0.0931 0.06333]

Finally, the gradient of this smoothed row-wise average matrix, M smoothed, is then

computed. It is a second-order central difference gradient calculation (Eq. (4.21)).

The above 3 steps above ensure that the peak obtained in the matrix Gy corresponds

to a certain minimum number of pixels in a row of B being actually predicted as

belonging to C. It helps in discarding random noises (a few pixels here and there

appearing as a positive in B) as the interface level.

Finally, Gyi is plotted and the row number corresponding to the first peak in the plot

gives us the level of the interface (Figure 4.22). The peak should have a minimum

height of
1

l − 1

∑
i

Gsmoothed
yi

,∀Gsmoothed
yi

6= 0

to disregard small noises that might still remain after all the steps above.
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Figure 4.22: Gradient Plot

4.4 Case Study

4.4.1 Training Description

The proposed algorithm was tested on the PSV experimental set-up at the University

of Alberta as described in Section 1.2. The primary objective here is to detect the

interface between the two phases inside the tank. The clarity of this interface depends

on factors such as settling time, inlet and outlet flow, and the amount of mixing

between the oil and water fluids. This simulates the variable clarity of the interface

present in an industrial setting.

For training the algorithm, images from the experiment were taken at intervals of

one second and the open-source labeling tool CVAT was used to generate pixel-level

ground truths. The water layer pixels were set to a positive value in the ground truth

map, while the rest of the pixels were set to zero, as shown in Figure 4.23.

Thus, the algorithm was trained to only find pixels in the image corresponding to the

water layer, disregarding the oil layer or other objects present in the image (another

vessel etc.). This enables easier labeling of the data-set, while not causing the per-

formance of the algorithm to suffer, as we are interested in finding the water layer

pixels only.

No images with obstructions were used during the training of FCN, to test the ro-

bustness of the algorithm against any type of occlusion that might arise during the

course of normal operation i.e. the algorithm was trained only on obstruction-free,

relatively less noisy images. This was in accordance with one of the main objectives
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(a) Original Image (b) Groud truth for training. The red pixels
correspond to a value of 1, while the rest are
zero.

Figure 4.23: Training Data-Sets

of the work, which was to be able to deal with the occlusion even if the algorithm has

not seen it before in the training set.

For training the GMM, pixels from only the water layer, for all the images in the

training set, were chosen, and a GMM was fit to the distribution of these pixels with

K = 2. This choice of K was based on the histogram of the pixel distribution in the

3 channels of the color image, which showed 2 sharp peaks in the histogram of the

’blue’ channel of the color image. These two different peaks can be explained by the

slight change in the color of the water layer pixels due to the illumination variation

caused by someone stepping in front of the camera.

Extensive data augmentation was also carried out before feeding the images for train-

ing to the FCN, as shown in Figure 4.24. Data augmentation in the form of random

crops of part of the image to simulate only part of the oil layer pixels being visible,

random contrast and brightness to simulate the changing illumination, and added ran-

dom Gaussian noise to simulate a noisy camera set-up was done. Random rotations

were also introduced in the data-set to help achieve robustness to change in camera

angles and achieve rotation invariance. Extensive data augmentation also helps avoid
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the problems of over-fitting, as our data-set is limited in size in comparison to the

number of parameters that are being trained in the FCN architecture.

(a) Training Image (b) Image corrupted
by Gaussian noise

(c) Change in illu-
mination

(d) Change in illu-
mination 2

(e) Change in con-
trast

(f) Change in con-
trast and brightness

(g) Image cropped (h) Image smoothed
with gaussian ker-
nel to simulate low
quality image

Figure 4.24: Data Augmentation

During the testing phase, occlusions in the form of either a human stepping in front

of the camera and partially blocking the interface or synthetically generated obstruc-

tions (up to 80% blockage) was introduced in the data-set. Please note that these

obstructions were not something that the algorithm had been trained on beforehand.

Gaussian noise was also introduced in the testing data-set for individual pixels.

4.4.2 Results and Discussions

The testing data-set is comprised of around 8,000 images of the PSV. 20% of these

images have the presence of blockage of the interface. As mentioned earlier, variations

in the illumination, as well as a Gaussian noise, is added to images in order to test

the robustness of the algorithm. The results for the whole data-set are summarized

in Table 4.1 by the Mean Square Error (MSE) loss of the predictions.
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Table 4.1: Mean Square Error (MSE)

Data-Set Loss value
Occlusion Free Images 1.2

Occluded Images with Noise and Lighting Changes 3.6

a. Noisy and Obstructed Data-Set

As can be seen from Figure 4.26 and Figure 4.27, the algorithm is adept at handling

occlusions. The very few outlier predictions usually arose when there was a combi-

nation of both occlusions as well as significant illumination variations that arise due

to an obstruction stepping in front of the camera (as shown in Figure 4.25). In such

cases, it was found that due to the significant illumination variation, the distributions

of the pixels changed significantly, and thus, GMM was not able to filter out the noise

from the binary prediction mask of the FCN. This led to incorrect selection of seed

points, which hindered level detection. However, this was observed in very rare cases,

and for the most part, the occlusions as well as the illumination changes were handled

well by the algorithm.

Figure 4.25: Significant illumination variation with obstructed oil layer
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Figure 4.26: Results of interface level detection from the proposed method on test
set 1 (with obstructions and noise)

Figure 4.27: Results of interface level detection from the proposed method on test
set 2 (with obstructions and noise)

b. Obstruction Free Data-set

For images with no obstructions, the FCN on its own is able to predict the oil pixels

accurately, as shown in Figure 4.28(b). For such images, the GMM filtered mask

will be very similar to the original prediction of the FCN (Figure 4.28(c)) due to

the absence of obstructions and the accuracy of the FCN prediction. Region-growing

here plays a small role in further fine-tuning the level prediction, but the change in

predictions of level from the FCN only, and from FCN with region-growing is not
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very significant, as shown in Figure 4.29(b).

(a) Occlusion free image (b) FCN prediction mask for
obstruction free image

(c) GMM filtered mask for ob-
struction free image (same as
the FCN prediction mask)

Figure 4.28: Prediction Masks for occlusion free images

(a) Seed point selection (b) Final prediction mask

Figure 4.29: Region growing for obstruction free image

The results on this data-set are shown in Figure 4.30 and Figure 4.31. As can be

seen, the accuracy of the algorithm improves slightly. This can be observed by the

absence of outlier predictions from the algorithm. Even when the separation between
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the oil layer and water layer is not clear, i.e. the interface between the two is not

sharp, the algorithm was able to predict the level fairly accurately.

Figure 4.30: Results of interface level detection from the proposed method on test
set 3 (with no obstructions)

Figure 4.31: Results of interface level detection from the proposed method on test
set 4 (with no obstructions)

Some of the salient points about implementation details are discussed below:

c. Selection of Threshold

Although there are a few thresholds to select for the implementation of the algorithm

such as Prthresholdgmm , Redthreshold etc., it was found that the selection of these thresholds
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was not difficult as the distinction between pixel distribution of the oil layer, and

the pixel distribution of other noise/obstructions was large enough to give us a good

margin of error for the selection of these thresholds. Even with the images being

corrupted by slightly changing lighting conditions, different sorts of occlusions etc.,

the threshold values once decided, did not need to be adjusted to account for the

varying nature of corruption of the PSV image that was introduced in the testing

data-set.

d. Speed

Speed is of paramount importance for tracking level in an industrial scenario. Region-

growing is the bottleneck for the implementation of this algorithm as it involves

iterative looping calculations. Since the 8-connected neighborhood is very slow for

real time tracking, a 3-connected neighborhood as previously described was used for

region-growing. This was found to achieve a good compromise between speed and

accuracy. GPU was utilized to carry out region growing calculations to speed up

computation. After testing, it was found that the maximum time required for any

region-growing operation was around 2 seconds. Since the interface is slow-moving, a

latency of around 5 seconds can be afforded for correct interface predictions and the

speed of the algorithm easily falls within the tolerance limit for the maximum time

allowed.

4.5 Conclusions

In this paper, a method based on combining FCNs with region growing to track the

interface level in a PSV in the presence of occlusions and noise is presented. In this

method, the FCN acts as a coarse level estimator, and region-growing is used to

refine the predictions of the FCN. Since no motion model is utilized, the proposed

algorithm is feasible to implement in any industrial setup very easily. The accuracy of

the proposed method is demonstrated on a PSV experimental set-up and the results

show that the algorithm is adept at handling abnormal scenarios like occlusions and

noise from the camera, and the interface level can be tracked accurately even under

such scenarios.
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Chapter 5

Extreme Machine Learning for
Semi-Supervised Labelling of a
Large Data-Set

5.1 Introduction

Training a Convolutional Neural Network (CNN) requires large amounts of labeled

data, as the number of trainable parameters in a CNN can easily exceed millions, for

a deeper network [51]. In our work in Chapter 2, the number of trainable parameters

in our network is around 150,000, for just a two-layer deep network. In order to avoid

over-fitting and poor generalization from CNN, we thus need copious amounts of data

available.

While video data from the PSV can be captured for an extended period of time,

leading to a large data set of images, labeling of data in the way described in Sec. 3.4.1

and Sec. 4.4, requires a lot of time and effort, and is hence challenging. Therefore, an

efficient technique of labeling the data (which also provides the tracking of interface

level) will provide the advantage of utilizing the large amount of available image data.

For this purpose, in this chapter, we propose an idea of combining several feature

extractors as explained in Section 2.3 with Extreme Learning Machines (ELMs),

which are a type of feed-forward neural networks. Thereby, an initial estimate of

the level for these images using a relatively small training data-set can be obtained.

These estimates can be later refined, the details of which will be presented in this

chapter.
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For a single hidden layer feed-forward neural network (SLFN), the concept of ELMs as

detailed in [52] is used to train the network. The main idea involved in ELMs is that

the input weights and biases to the single hidden layer are randomly generated [53]

and the output weights and biases (between the hidden layer and the output layer)

are trained by utilizing the available data-set. Due to this, there will be a drastic

reduction in the number of parameters to be trained in an ELM when compared to

a normal SLFN. Since the only objective is to train the parameters in the output

layer, the optimization problem can be formulated as a least-squares method. Hence,

gradient-based techniques, common for optimization in CNNs, are not required. Fur-

ther, a good generalization performance can also be observed with ELMs [53]. For

the case with images as inputs, the features of the images can be extracted by using

several feature extractors and these extracted features can be considered as inputs

while training the ELMs.

Therefore, some of the major advantages of feature extraction based ELMs over CNNs

are: reduction in the number of parameters to be trained leading to a reduction in

training data requirements, fast training speed due to optimization done by the least-

squares method, better performance on imbalanced data-set, and simpler implemen-

tation. The major drawback of ELMs, however, is that given enough data, due to

their ability to extract complex features from the input data, feed-forward neural

networks/CNNs will generally perform better and more accurately over ELMs. We

thus propose to use the work of this chapter only to provide a preliminary estimate

of the interface level thereby all the available training data-set can be labeled eas-

ily. These labeled data-sets can then be used to train the deep-learning algorithms

(CNNs/FCNs) that are detailed in the earlier chapters.

Due to the random initialization, sub-optimal weights and biases might be introduced

while training an ELM which may result in unstable, non-optimal, and inaccurate out-

put on the given data-set. To ensure more accurate and stable results, the concept

of an ensemble of ELMs has been proposed in literature [54, 55, 56]. As the name

implies, an ensemble of ELMs consists of multiple ELMs, and the final output of this

ensemble ELM is obtained by using the information from the individual ELMs. An

ensemble ELM has been found to perform better than a single ELM for classifica-

tion/regression tasks [57].

To extract the final output from the results of individual ELMs, different approaches

exist in literature. These approaches include voting-based criteria in ensemble ELM [58],

for classification tasks, where the classification score for each object category is added
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up and the final output is the category of the object with the maximum score. In [59],

two techniques based on bagging and AdaBoost were proposed. An average score

based method is proposed in [60]. Due to its simplicity and better accuracy, the con-

cept of average score based method detailed in [60] is used in this chapter to perform

the task of finding the interface level for labeling. For extracting lower-dimensional

feature vectors from the images, feature extractors such as edge detection, histogram

of oriented gradients, local binary patterns, etc.,. are used, the details of which are

presented in this chapter.

5.2 Preliminaries

5.2.1 Extreme Machine Learning

A single hidden layer feed forward neural network is shown in Figure 5.1. In such

a network, let the input data be denoted by a feature vector X ∈ RN×M , i.e. X =

{x1, x2, ..., xN}. Here, M is the number of features extracted, N is the number of

samples and xj ∈ R1×M

Figure 5.1: ELM schematic
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Let L be the number of neurons in the hidden layer and C be the number of neurons

in the output layer. Then, the output of such network at a given data point j is,

fj(X, β) =
L∑
i=1

βig(wix
T
j + bi) (5.1)

where, g(.) is the activation function used, wi ∈ R1×M denotes the weight vector

connecting the i-th neuron in the hidden layer to the input layer, bi ∈ R is the bias

applied to the output of the i-th neuron, and βi ∈ R is the weight vector connecting

the i-th neuron to the output layer. Different activation functions like sigmoid, tanh

etc. can be applied [61]. In the case of ELMs, the weights and biases i.e., wi and bi

are randomly generated and hence training of these parameters is not required.

For multiple data points i.e., when j = 1, ..., N , the minimization problem for esti-

mating the parameters is given as

min
βββ

N∑
j=1

||Yj − fj(X, β)||22 (5.2)

where, Y ∈ RN contains the training labels for the ELM and βββ ∈ RL is the vector of

weights between the hidden layer and the output neurons. Further to have smaller

weights, a regularization/penalty term is usually added, which leads to the following

objective function.

min
βββ
||βββ||22 + α

N∑
j=1

||Yj − fj(X, β)||22 (5.3)

where, α is a regularization parameter. Since the problem is in the form of least

squares, an analytical solution can be obtained and is given as,

βββ = HT

(
I

α
+HHT

)−1
Y (5.4)

with,

H =

g(w1x1 + b1) g(w2x1 + b2) . . . g(wLx1 + bL)
...

. . .

g(w1xN + b1) g(w2xN + b2) . . . g(wLXN + bL)

 ∈ RN×L (5.5)

Once the ELM is trained, the output of the ELM on a test data-set, T , can be then

be calculated using Eq. (5.1).
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5.2.2 Ensemble ELMs

It can be noted from the training of ELMs detailed in Section 5.2.1, that random

selection of parameters in the hidden layer may lead to sub-optimal weights and biases

thereby resulting in an unstable and non-optimal output. To avoid this issue, the

most popular approach is to consider an ensemble of ELMs i.e., considering multiple

ELMs rather than a single one. Each of these individual ELMs is trained separately

using Eq. (5.4) and the final output will be obtained by aggregating the information

from the results of individual ELMs. As mentioned earlier, an average-score-based

aggregation method is considered in this chapter i.e., the outputs from each ELM are

stored on the training data set and a weighted-average scheme is used to obtain the

combined results.

Since the objective of this chapter is to find the interface level from the images,

thereby achieving the task of labeling of images, the high dimensional image data has

to be first converted into a lower-dimensional vector before being fed to an ensemble

ELM for training. There are several ways to extract this feature vector and 4 different

feature extractors are used in this work, the details of which are given in the next

section.

5.2.3 Methods of feature extraction

Feature extraction is a dimensionality reduction process, where the most important

pieces of information from an image are extracted for further processing. Before the

rise of machine learning and Convolutional Neural Networks (CNN), feature extrac-

tion is a manual process. That is, based on the domain of application, the most

relevant features from the image were manually extracted. In this section, several

such manual feature extraction methods are discussed in detail.

a. Edge Detection

As discussed in Sec. 2.3.1, edge detection refers to finding boundaries of objects in

images. This is achieved by convolving the image with specific filters that are capable

of extracting these edges. Canny edge detector [62, 63] is one of the most widely used

techniques for edge detection and hence considered in this chapter.

In a Canny edge detector, the input image is first smoothed with a Gaussian 5 × 5

kernel (Refer to Sec. 2.2.2). This is due to the fact that edge detection is sensitive to

noise in the image, and hence such noise needs to be first removed. After applying
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the Gaussian kernel, the image is convolved with a Sobel edge detector, as discussed

in Sec. 2.3.1. In this step, the gradient magnitude and direction at each pixel location

are calculated as,

∇I(x, y) =
√
∇2
xI(x, y) +∇2

yI(x, y) (5.6)

θ(x, y) = tan−1
(
∇yI(x, y)

∇xI(x, y)

)
(5.7)

where, ∇xI(x, y) and ∇yI(x, y) are the magnitudes of gradient in the horizontal and

vertical directions at a pixel I(x, y), respectively.

As gradient direction is perpendicular to edge direction, the θ is rounded to one

of the four angles representing vertical, horizontal and diagonal directions i.e., θ ∈
{(0◦, 45◦, 90◦, 135◦}. After this, each pixel in the gradient image is compared to the

neighboring pixels in the direction (both in the positive and negative i.e., θ and

-θ) of its gradient. If the pixel’s gradient magnitude is a local maximum in the

neighborhood, it is considered as an edge pixel candidate.

Finally, all the edge pixel candidate’s gradient magnitudes are tested against two

threshold values, a max value and a min threshold value. If, ∇I(x, y) > maxthreshold,

then I(x, y) is considered an edge point and if ∇I(x, y) < minthreshold, then I(x, y) is

not considered as an edge point. However if, minthreshold < ∇I(x, y) < maxthreshold,

then the pixel I(x, y) is considered an edge point only if it is directly connected to a

pixel which satisfies the condition of ∇I(x, y) > maxthreshold.

Canny edge detectors are effective at detecting edges in a cluttered environment with

multiple edges, while also discarding noisy edges that may arise otherwise. The result

of Canny edge detection on the PSV tank is shown in Figure 5.2. As can be seen,

while the interface level shows up in the feature map output, there are also other

undesirable edges in the output image.

b. Histogram of Oriented Gradients (HoG)

HoG [64] computes the histogram of gradient orientations over regions of the image

and utilizes this histogram as a feature vector, which can then be used for classi-

fication/regression. Similar to that of edge detection, the steps of computation of

gradient magnitudes and directions are also performed in HoG. However, HoG com-

putes this gradient over localized cells of pixel regions, and also uses local contrast

normalization for greater accuracy.
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(a) Original greyscale image (b) Canny edge detector output

Figure 5.2: Canny edge detector

HoG makes use of both the magnitude and direction of gradients to construct these

histograms and feature vectors. In Canny edge detection, however, as mentioned

above, this information is only used to determine a binary value for the pixel (edge

pixel or not). HoG stores information about the edge magnitude and direction as

well.

To understand the procedure, the image is first divided into cells of 8 × 8 to find

gradient orientations and their gradients over small regions of the image. The gradient

directions are discretized into bins from 0◦ to 180◦ (0◦, 20◦, ...160◦). For each pixel in

a cell, based on the gradient direction of that pixel, the gradient magnitude of the

pixel is used as the count of occurrence of the gradient direction histogram. Thus,

for each cell, a 9 × 1 column vector of histogram is obtained. The 8 × 8 cells are

combined to form 16× 16 blocks. The pixel values in the blocks are normalized using

only the pixel values in that block, and finally, the blocks are combined for the whole

image to obtain a final feature vector. Figure 5.3 shows the gradient magnitude and

direction calculated for each of the pixels in the image, which is then used to compute

the histogram.

c. Local Binary Patterns (LBP)

LBP is one of the methods of feature extraction, that is first introduced in [65]

for extracting information from images based on the texture of pixels. It is mostly

popularized by the work done in [66] and has been widely used to perform tasks like
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(a) Original greyscale image (b) HoG extracted gradients

Figure 5.3: HoG operation

facial recognition [67] prior to the development of CNNs.

The main principle in LBP is based on the fact that surface textures can be described

by two complementary measures: the local spatial patterns and the gray scale con-

trast. Based on these measures, a binary code is obtained for each pixel in an image

by considering a threshold. Mathematically, the LBP is calculated as,

LBPC =
P−1∑
p=0

f(Ip − IC)2p (5.8)

(5.9)

where, IC is the pixel at which the LBP value is calculated, and IP is the neighboring

pixel value.

f(z) =

{
1, if z ≤ 0

0, otherwise

Here, the LBP value is calculated for each pixel IC using pixel values in the region of

radius R by sampling P pixel points. Most commonly, P = 8, and thus the range of

possible binary representations for a pixel IC is 28 = 256. The binary representation

is generally converted back to decimal representation by multiplying by powers of 2

as shown in Eq. (5.8), and this decimal number replaces the pixel value in the original

image.
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Once the labelled LBP values are obtained, denoted by fL(x, y), the histogram over

each region or cell is calculated by,

Hi =
∑
x,y∈R

I{fl(x, y) = i}, for i = 0, 1, ..., 255. (5.10)

This histogram is 256-d feature vector of each cell. The histograms over all the cells

are then concatenated to obtain the final feature vector. Figure 5.4 shows the LBP

image fL obtained on the PSV tank after Eq. (5.8).

(a) Original greyscale image (b) LBP image

Figure 5.4: LBP operation

d. Gabor Filters

Gabor filters [68, 69, 70, 71] are linear filters used to perform texture analysis i.e., this

filters analyze if there is any specific frequency content in the image in specific direc-

tions, the direction being given by the angle (θ) of the Gabor filter. Mathematically,

a Gabor filter is sinusoidal wave which is modulated by a Gaussian function, which

causes the sinusoidal wave to be localized within a small region given by the variance

of the Gaussian function. It has a real and imaginary part giving the orthogonal

components of the filter as,

g(x, y, θ;λ, σ, γ) = exp

[
−x

′2 + γ2y′2

2σ2

]
exp

[
i
2πx′

λ

]
(5.11)

where:
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x′ = x cos θ+ y sin θ, y′ = −x sin θ+ y cos θ, γ is the spatial aspect ratio which defines

ellipticity of Gaussian function, σ is the standard deviation of Gaussian function, and

λ and θ denote the wavelength and orientation of the Gabor filter respectively.

A Gabor filter, when convolved with an image, gives the highest response at edges

and pixels at which the texture changes, in the direction of the Gabor filter. Thus

using a Gabor filter bank, which means using a set of Gabor filters with different θ’s

depending upon the application will highlight edges and texture changes at different

angles. An illustration of the response of a Gabor filter, when convolved with the

image from a PSV tank for different orientations and wavelength of the Gabor filter,

is shown in Figs. 5.5 and 5.6.

From Figs. 5.5 and 5.6, it can be observed that the larger the wavelength of the

Gaussian function, the thicker the edges that are obtained. Also, since the objective

is to obtain the interface location, orientations of the Gabor filter for θ = 90◦ and

θ = 75◦ provide the best results in extracting this interface as can be observed from

the figures.

After obtaining the response of Gabor filters on the image, the response can be

concatenated into a feature vector using different techniques. One of the common

ways in which the Gabor filter responses for each pixel location are carried out is by

averaging the filter responses over the different filter orientations and scales, for each

pixel in the image.

5.3 Ensemble ELM for semi-supervised labelling

Since the results from single feature extractors might not be accurate, thus the idea of

combining several feature extractors with ensemble ELMs is detailed in this section.

Using the proposed methodology, an initial estimate of the label for these images

using a relatively small training data-set can be obtained. The overall algorithm of

the proposed method is shown in Figure 5.7.

In the proposed approach, the input image, I, is fed to a feature extraction block,

where different feature extractors as discussed in Sec. 5.2 are used to extract features

from the images. Feature extractors like the Canny edge detector, LBP, and Gabor fil-

ters generate feature maps, F ∈ RH×W , where W = width of I and H = Height of I.

These feature maps are concatenated into a 1-D feature vector, in such a way so as

to maintain the spatial information in the feature maps.
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(a) Original greyscale image

(b) Gabor filter for
θ = 45◦

(c) Gabor filter re-
sponse for θ = 45◦

(d) Gabor filter for
θ = 60◦

(e) Gabor filter re-
sponse for θ = 60◦

(f) Gabor filter for
θ = 75◦

(g) Gabor filter re-
sponse for θ = 75◦

(h) Gabor filter for
θ = 90◦

(i) Gabor filter re-
sponse for θ = 90◦

Figure 5.5: Gabor response for λ = 20

For Canny edge detector and Gabor filters, the pixel locations of the strongest 5

pixels in each column of F are found, that is, FVi = [fv1, fv2, fv3, fv4, fv5], for,

i = 1, ...,W . The feature vectors for each column are then concatenated into a

final vector FVFVFV ∈ RM , where M = 5 ×W denotes the number of features for the

particular image and the feature extractor. Due to the nature of the problem, if there

were more than 5 pixels with the strongest intensities, the pixels which were lower in

the PSV tank, were given preference and stored in FVi. For the HoG, the extracted

feature vector is already one-dimensional since the calculated gradient histograms

can be expressed as an array, with each element corresponding to the bin of gradient

orientation.
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(a) Gabor filter for
θ = 45◦

(b) Gabor filter re-
sponse for θ = 45◦

(c) Gabor filter for
θ = 60◦

(d) Gabor filter re-
sponse for θ = 60◦

(e) Gabor filter for
θ = 45◦

(f) Gabor filter re-
sponse for θ = 45◦

(g) Gabor filter for
θ = 60◦

(h) Gabor filter re-
sponse for θ = 60◦

Figure 5.6: Gabor response for λ = 10

Figure 5.7: Proposed method

An ensemble of ELM is trained by using the extracted feature vector from each feature

extractor. In the second level of ensemble ELM, the output from these individual

ensembles of ELMs i.e., the first level of ensemble ELM is combined to provide the

final output (in this case it is final level prediction).

Mathematically, in the first level ensemble ELM, let Ȳ ′ = {y′1, y′2, ..., y′E}, represent
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the predicted outputs from an Ensemble ELMs with ’E’ ELMs in the ensemble for a

particular feature extractor. Here, y′i ∈ R, is the predicted level from the individual

ELMs in the ensemble. Before computing the output of an ensemble, any outliers

from Ȳ ′ have to be removed. This objective is achieved by computing the z-score as

zi = 0.6745

(
y′i −median(Ȳ ′)

MAD(Ȳ )

)
, for i = 0, 1, ..., E. (5.12)

where, MAD is the Mean Absolute Deviation,

MAD(Ȳ ) =
1

E

E∑
i=1

|y′i −median(Ȳ ′)| (5.13)

The z-scores are calculated on the basis of medians because of the small data-set

Ȳ ′, as E is usually chosen to be around 40. This makes it more robust to outliers

detection based on the mean of the data-set. If zi > 2.0, the yi is discarded from Ȳ ′.

The final output from an ensemble after the removal of outliers for a particular feature

extractor (Ȳ ) is then computed by using a weighted-average based calculation i.e.,

based on the distance of yi from the mean of Ȳ , i.e.

Y =
∑
i

wiy
′
i (5.14)

where,

wi =
c

||yi −mean(Ȳ )||2
with, c denoting a normalizing factor ensuring

∑
wi = 1.

This technique is applied in order to incorporate the information from the different

ELMs in an ensemble and is similar to the idea of voting-based ELMs that is used

for the task of classification.

The outputs from each of the ensemble ELMs in the first level are then concatenated

into a 1-D vector and are fed to the second level of ensemble ELMs for computing the

final output. Eqs. (5.12) -(5.14) are applied again to the prediction vector obtained

from each of the ELMs in the second level of the ensemble, as before, to obtain a final

predicted output level from the algorithm. This predicted level can then be used for

performing several tasks such as labeling the images in the data-set, classification of

images.
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Since the predictions of the different feature extractors are used to make a final

decision on the level, the prediction capability of the algorithm will be improved as

different feature extractors perform better in certain situations than others. The

final ensemble of ELMs, which are fed the predictions from the different feature

extractors, are able to learn and give more weight to certain feature extractors, based

on the condition of the image, i.e. the clarity of the interface in the image, change of

lighting conditions etc.,.

5.4 Experimental Case Study

In this section, the proposed method is used to perform the task of interface level

detection in an experimental PSV unit. The training set used for this work consists

of around 2000 images from the training data-set as discussed in chapter 1. The

images used were un-occluded and relatively noise-free. A small data-set is used in

training in order to exploit the capability of ELMs to learn from small data-sets. For

testing, small subsets from the data-sets 1 and data-sets 2 as discussed in Sec. 1.2

are used. The final result of interface level detection and the results of each of the

feature extractors on these data-sets are detailed in the following sections.

5.4.1 Results from different image extractors

This section demonstrates the performance of the different feature extractors for

the different image conditions present in the data-sets. To extract the final results,

Eqs. (5.12)-(5.14) are applied to the individual ensemble ELM outputs for each of the

feature extractor.

a. Edge Detection

Otsu’s method [72] is used to calculate the minthreshold and maxthreshold for the Canny

edge detection that is discussed in Sec. 5.2.3. σ = 1.0 is used for the Gaussian

smoothing parameter. After obtaining the edge feature map, the feature map is

converted into a 1-D vector and is fed to an ensemble ELM for the prediction of the

interface level. The prediction of level from this feature extractor for the data-set 2

is shown in Figure 5.8.

b. Histogram of Oriented Gradients

For HoG, the image is initially divided into cells of 9 × 9, over which the histogram

of oriented gradients is calculated. The cells are then combined into blocks of 2× 2,
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Figure 5.8: Prediction of edge feature on data-set 2

to obtain cells of 16 × 16. The histogram is normalized and then concatenated for

all the cells in the image. The prediction of level from this feature extractor for the

data-set 2 is shown in Figure 5.9.

Figure 5.9: Prediction of HoG features on data-set 2
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c. Local Binary Patterns

For the LBP feature extraction, R = 1 and P = 8 are used to calculate the LBP

image, fL, as shown in Figure 5.4(b). fL is then converted to a 1-D feature vector,

which is then fed to an ensemble ELM. The prediction of level from this feature

extractor for the data-set 2 is shown in Figure 5.10.

Figure 5.10: Prediction of LBP features on data-set 2

d. Gabor Filters

Since the interface is mostly horizontal, the orientations of the Gabor filters used

were: θ = {75◦, 89◦, 85◦, 90◦}. For each of these angles, the frequencies used were

λ = {5.47, 8.20, 10.93}, as recommended in [73] and [74], thereby a filter bank of 12

Gabor filters is utilized. The parameter, σ, used in Eq. (5.11), is set to be σ = 1.12λ.

The prediction of level from this feature extractor for the data-set 2 is shown in

Figure 5.11.

The performance of the individual feature extractors on the two test data-sets is

shown in Table 5.1. As can be seen, the Gabor filters perform the best, while the

rest of the feature extractors show almost equal performance on the same data-sets.

Different feature extractors excel at predicting the level of the interface under different

image conditions (blurry interface, for example). Thus, the different predictions of
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Figure 5.11: Prediction of Gabor features on data-set 2

the feature extractors can be combined for better accuracy and the results are given

in the next section.

Table 5.1: Mean Square Error (MSE) for individual feature extractors on test data-set

Feature Extractor Data-set 1 Data-set 2
Edge detection 18.21 17.43

HoG 17.78 16.23
LBP 22.23 10.09

Gabor filters 13.41 7.69

5.5 Results from combined feature extractors

For the final ensemble ELM, the predictions Ȳ , obtained after Eq. (5.13) from each

of the individual feature descriptors are concatenated into a 1-D vector. Since the Ȳ

from the feature extraction will be of different sizes (based on the removal of outliers),

the rest of the elements in Ȳ are filled with the mean of Ȳ so that Ȳ ∈ RE, for each of

the descriptors. Let X ′ be the new feature vector for the second level ELM ensemble,

where X ′ ∈ RN×(E×4), i.e. the feature vector contains the concatenated predictions

from the ensemble ELMs for the different feature extractors. This is then fed to the

ELM ensemble at the second level, after which Eqs. (5.12)-(5.14) are applied to obtain

the final predicted output of the algorithm. This is the combination of the different

feature extractors on the data-set.
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Figs. 5.12 and 5.13 show the prediction of the algorithm on the two test data-sets

and Table 5.2 summarizes the mean square error loss of the predictions on the two

data-sets.

Figure 5.12: Result on data-set 1

Figure 5.13: Result on data-set 2

Comparing Tables 5.1 and 5.2, it can be seen that combining the different feature

extractors through the ELM gives better results of prediction over a single feature

extractor. This is due to the fact that depending on the method of extraction, different

feature extractors have different capabilities. For example, LBP is commonly used
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Data-set Mean-Square Error
Data-set 1 12.12
Data-set 2 6.62

Table 5.2: Mean Square Error (MSE) for the final prediction from the algorithm

for texture classification. In data-set 1, the interface becomes more blurry for images

in the image index range of around 500-900 (Figure 5.13), which means that the oil

and water layers blend into one another, without producing a sharp interface. LBP,

as it relies on the local arrangement of pixel intensities (or textures), fails to extract

the relevant features pertaining to the interface level, for such cases.

Many of the other feature extractors also struggle to capture the interface level in

such a scenario (For example, see Figure 5.14), as HoG and edge detection use fixed

filter sizes and kernels to detect such edges, and thus predict the interface level.

Gabor filters use kernels of varying frequencies, which are able to capture edges of

varying thickness, combined with the capability of looking for these edges in different

directions. This enables the Gabor filter to be able to detect the interface level

semi-accurately. Gabor filter banks, thus, are able to out-perform the other feature

extractors as seen in Table 5.1.

Figure 5.14: HoG result on data-set 1

However, in certain situations, it is found that other feature extractors performed

better than Gabor filters. This is observed especially when the interface in the tank

is at a low level, with significant staining present on the PSV tank at higher levels.
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Thus, the second level of the ELM learns to give weight to the different feature

extractors, depending on the condition of the image, and thus improve the overall

prediction of the algorithm.

Once the output predictions on the incoming new data-sets are obtained, the predic-

tions can be reviewed manually by a user, and in situations, where the prediction has

significant divergence from the true level, adjustments can be made to the predictions

by the user as described in Section 3.4.1. In this way, even for large data sets that are

essential for training certain machine learning algorithms such as CNNs/FCNs, the

proposed method can make the preliminary task of labeling the images much easier

and smoother.

5.6 Conclusions

In this chapter, a method based on using manual feature extraction methods and en-

semble ELMs to track interface level from small data-sets is presented. The accuracy

of the proposed method is demonstrated on a PSV experimental set-up. The results

of the proposed method are shown to be accurate enough for tracking the interface

level in a scenario of no occlusions in images. Hence, the proposed approach can also

be used for preliminary labeling of the images for large data-sets, which is essential

for training the machine learning algorithms proposed in earlier chapters.
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Chapter 6

Conclusions

6.1 Summary

In this thesis, the detection of interface level inside a PSV in the presence of occlu-

sions and noise is presented. Since most of the existing image-based methods are

not robust to partial or full occlusions, machine-learning-based techniques for image

processing are proposed in this thesis to handle this problem. The efficacy of the pro-

posed methods is demonstrated on a PSV experimental set-up in the IRC lab at the

University of Alberta. This experimental set-up is designed to simulate the working

of the actual PSV in an industry.

In the introduction chapter i.e., Chapter 1, details about the PSV unit and the im-

portance of tracking the interface level are discussed. Some existing implementations

of image processing are also detailed. The PSV experiment set-up is also described

and the process of data collection from this PSV tank is mapped out. Finally, details

on the validation data-set (blockage,noise etc.) are also elaborated.

In Chapter 2, some basics of image processing that are essential in understanding

the proposed algorithms are presented. The most important operation in image pro-

cessing is convolution, which is described in detail. Using the convolution operation

for some basic image tasks like the removal of noise, image sharpening is demon-

strated. De-noising is an important pre-processing task for many image processing

algorithms, to make them more robust, and similar operations are used in this work

as well. Feature extraction, which distills high-dimensional data like an image, into a

lower-dimensional vector which represents the defining features (like edges, textures)

of the object(s) in the image, is detailed. Finally, convolutional neural networks,
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which have recently exploded in use, and are being used for most of the successful

image processing algorithms, are also discussed.

In Chapter 3, an algorithm based on utilizing convolutional neural networks with

state estimation is described. A CNN is used to learn both the prediction of the

level from the image and an uncertainty parameter, Rt of the Kalman filter, which

denotes the level of correction of the result from the dynamic model by the incoming

measurement from the image sensor. In other words, the greater Rt is, the less the

prior prediction of the Kalman filter is corrected by the incoming measurement from

the image sensor. Since it is difficult to train the algorithm for all possible scenarios

of occlusions and noise, an online framework of training the algorithm in real-time

that is robust to the different types of occlusions for tracking the interface level is

also detailed.

In Chapter 4, a novel algorithm that utilizes only the image data for interface level

detection with images containing partial occlusions (up to 80%) and noise is proposed.

Fully Convolutional Networks (FCNs) produce probability maps, where each pixel

value shows the probability of the pixel belonging to the object of interest. In the

presence of occlusions, some false positives show up i.e. a high probability value arises

for some pixels which belong to the occluding object and not the object of interest.

These are filtered out through a Gaussian Mixture Model (GMM). Finally, region

growing is applied to further fine-tune the pixel-wise prediction of the algorithm.

The level of the interface can then be easily calculated.

Finally, in Chapter 5, a method based on manual feature extraction methods and

ensemble Extreme Machine Learning (ELM) architecture is proposed. In this ap-

proach, four different feature extractors are used for processing the images from the

PSV tank. Each of these individually extracted feature vector corresponding to each

feature extractor and is fed to individual ensemble ELMs, which learn to output level

predictions from the feature vectors. The level predictions from the ensembles are

concatenated into a single-dimensional vector and are fed to a second level of ensemble

ELMs. This second-level ensemble ELM learns to assign weights to the predictions

of the individual feature descriptors, based on the image conditions etc. Owing to its

accurate tracking of the interface level in a scenario of no occlusions in images, the

proposed approach can also be used for preliminary labeling of the images for large

data-sets, which is essential for training the CNN/FCN based algorithms.
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6.2 Future Work

Some of the possible directions of future work include:

1. Kalman filter based CNNs can track the interface level even when it disappears

completely from view. This can happen under conditions of full occlusion (when

something completely blocks the interface view), or when the interface crosses

between two sight glasses. However, they require a more accurate system model.

On the other hand, the FCN with region growing method overcomes the problem

of requiring a dynamic model. However, since it is purely image-based, the

algorithm cannot track the interface under conditions of full occlusion. A way

to combine the two, with the dynamic model being used sparingly, when the

interface level is completely blocked, can be devised.

2. The online framework, described in Section 3.3.2, can be made more robust and

stable. This could be achieved by storing a “data-bank” of the training data

for the algorithm. When a new unknown occlusion shows up in the image, this

can be detected using the techniques already mentioned. These new occlusions

can then be stored in the data-bank. The data-bank will also have images

corresponding to the original data, or a part thereof, and thus the algorithm

can be trained offline on this data-bank again, thus making the algorithm more

robust.
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