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Abstract 

  

  Users find information on the web via evaluating alternatives based on a 

set of preferences, and selecting the most suitable ones. However, not all of these 

preferences are equally important; some of them are more significant than the 

others. If a given alternative does not satisfy high priority preferences, it is 

discarded without checking against low priority criteria. The lexicographic 

approach allows for mimicking user’s attitude that some criteria should be 

satisfied before other criteria are considered.  

The thesis describes two different versions of web Personal Evaluation 

Tool (PET) utilizing a novel approach for selecting the most suitable alternatives 

regarding information that fit user’s needs. In both versions, the approach follows 

the concept of lexicographical preferences and combines it with a simple 

mechanism of representing user’s criterion satisfaction levels. Additionally, the 

second version incorporates customer reviews. The performed experiments show 

that the proposed approach is consistent with human-like selection processes.   
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Chapter 1 
 

Introduction 

 

1.1 Overview 

The Internet has become a multi-user, multi-source information 

repository with billions of documents available, and millions of users. Users 

are forced to deal with an overwhelming number of possibilities, and 

continuously make decisions if they want to obtain meaningful information. 

There are multiple evidences that the Internet’s focus is shifting towards 

services. Users will utilize web services to perform any tasks related to their 

work and pleasure – searching for relevant information, shopping, looking 

for entertainment, etc. 

A growing number of alternatives that users encounter every time 

they submit requests on the Internet has already triggered interest in 

developing systems equipped with algorithms supporting selection, 

recommendation and decision making activities in order to minimize users’ 

burden of making comparisons, judgments, and looking through long lists 

of alternatives. In a nutshell, the purpose of those systems, often called 

recommender systems (Resnick et al, 1994), is quite simple: they suppose to 

find an alternative – a product, a service, or a piece of information – that fits 

user’s interests. Such systems can be applied to variety of activities, from 

online shopping (Ansari et al, 2000; Tam and Ho, 2005) to service selection 

(Wang, 2007).  
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In general, those systems can be divided into two groups based on a 

type of information used for a selection process. The first group systems 

evaluate possible alternatives using history of users’ purchases and 

selections. Examples are content and collaborative filtering systems 

(Herlocker et al, 2004, Cho et al, 2007). The systems from the other group 

rely on needs explicitly provided by a user. These needs are a primary 

source of information used for evaluation of alternatives. This group is 

represented by knowledge-based recommender systems (Schafer et al, 1999, 

Burke, 2000; Burke, 2002).  

The knowledge-based recommender systems evaluate alternatives 

based on needs and preferences, referred henceforth as criteria, provided by 

a user (Lakiotaki, 2009 et al; Tam et al, 2005; Slovic, 1995; Lichtenstein 

and Slovic, 2006). The criteria represent user’s expectations set against the 

most desirable alternative (Herrera, 2001 et al; Zhang et al, 2004). The 

systems require mechanisms for estimating how well a particular alternative 

meets each of user’s criteria (Towle and Quinn, 2000; Burke, 2002; Schmitt 

and Bergmann, 1999). Once a given alternative is evaluated against each 

criterion, the results are aggregated and a single value representing 

goodness of this alternative is obtained. These processes are built based on 

diverse multi-criteria decision-making approaches suitable for aggregating 

multiple values (Adomavicius and Kwon, 2007). The very captivating issue 

is an aggregation process performed in a human-like way (Gigerenzer and 

Goldstein, 1996). Among the most popular techniques applied for this 

aggregation process that are recognized as human-like are lexicographical 

rules which allow for mimicking user’s attitude that some criteria should be 

satisfied before other criteria are considered (Hogarth and Karelaia, 2006; 

Church, 2008). 
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1.2 Statement of the Problem 

All existing recommender systems have its strengths and 

weaknesses. For the recommender systems, the collaborative and content-

based, selecting the most suitable alternatives based on user preferences 

needs to have historical information about alternatives, and users. However, 

that information is not enough in such cases – a new alternative cannot be 

recommended until it has been rated by different users. Hence, suffering 

from cold-start problem is inevitable for the collaborative and content-based 

recommender systems. In addition to this problem, the stability is another 

problem for these recommender systems. Once a user’s profile is known, it 

is hard to change user’s preferences during the recommendation process. 

For instance, a user who moves to a different city will receive 

recommendations about events taking place in the city he lived before from 

collaborative and content-based recommender systems. 

Additionally, the popular recommender systems that apply the 

concept of collaboration filtering provide alternatives to the user based on 

selections made by users that are similar in their selecting/purchasing 

patterns to the user under consideration. Those types of systems work pretty 

well for simple alternatives. However, in more complex situations – more 

sophisticated requirements of users and more complicated alternatives – 

those systems are not very effective. Finally, mimicking a human decision-

making process is considered as not a trivial undertaking.         

1.3  Solution Methodology 

In order to address those problems, an increased number of 

recommender systems – called knowledge-based systems – make use of 

knowledge about a user and alternatives. User’s preferences, and 

satisfaction levels are known to a system, and the system performs its tasks 

taking this information under consideration. Such a trend leads to 

development of systems capable of selecting alternatives which better fit 

user’s preferences.  
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In this thesis, an approach that addresses problems of making 

selection of the most suitable alternatives based on user preferences is 

presented. The process of selection takes into consideration multiple 

number of user’s requirements that could be associated with different levels 

of importance. Additionally, the process of evaluating alternatives uses a set 

of simple satisfaction-level functions that require minimal input from the 

user to represent her estimation of usability of a given alternative.  

The proposed method is based on a very simple yet effective method 

of ranking user’s criteria.  It uses the idea of a lexicographical (hierarchical) 

ordering of criteria. Our intention is to mimic the human method of making 

selections when some criteria dominate other criteria. In such case, levels of 

satisfaction of higher ranked criteria have influence on the ability of lower 

ranked criteria to contribute final decision. Such an approach leads to 

development of a human-centric system capable of selecting best 

alternatives in a more human-like manner.  

The proposed approach has been used to build a prototype system 

called Personal Evaluation Tool (PET). The prototype has two different 

versions. In both versions, the approach follows the concept of 

lexicographical preferences and combines it with a simple mechanism of 

representing user’s criterion satisfaction levels. Additionally, the second 

version incorporates customer reviews.  
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Chapter 2 
 

 Literature Review 

 

2.1  Recommender Systems 

 Web utilization increases every day. It is quite common to use the 

web for finding information, buying different alternatives, making travel 

arrangements, looking for different sorts of entertainment. The 

overwhelming amount of data available on the web boosts those activities, 

but at the same time it creates an obstacle – it becomes more and more 

difficult for users to find relevant and interesting for them things. To 

address that issue, systems and tools supporting those tasks are designed 

and developed.  

 A process of finding suitable information or a suitable service 

response translates into a process of identifying the best-fitted alternative 

among a set of responses the web provides as the result of user’s request. In 

a nutshell, the purpose of systems performing such duties – called 

recommender systems – (Resnick et al, 1994; Adomavicius and Kwon, 

2005) is quite simple: they suppose to find an alternative – a product, a 

service, or a piece of information – that fits user’s interests. Such systems 

can be applied in a variety of activities, from online shopping (Ansari et al, 

2000; Tam and Ho, 2005) to service selection (Wang et al, 2007).  

 There are multiple ways how the most suitable alternatives or 

service response can be recognized. It can be done based on 1) finding 

similarities between users based on ratings of different alternatives provided 

by them (Burke, 2002; Herlocker et al, 2004, Cho et al, 2007), or 2) 
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identifying similarities between alternatives and products that users have 

already bought, used, or liked (Pazzani, 1999; Montaner et al, 2003). Some 

of the most popular similarity measures used for recommendation purposes 

are cosine similarity, naive bayesian (NB) classifier, and Pearson correlation 

(Montaner et al, 2003). 

 In the first approach mentioned above, the similarities are estimated 

based on information about users and ratings provided by those users related 

to different alternatives (Herlocker et al 1999; Maximilien et al, 2004; Chen, 

2008). The systems built using that approach – called collaborative filtering 

systems – provide recommendations derived from preferences of a group of 

customers with similar purchasing patterns. This type of recommender 

system is one of the most popular due to its successful utilization by the 

online bookseller amazon.com (Linden et al, 2003). In the second approach, 

a building block for content-based recommender systems, similarities are 

calculated based on information about products described using attributes 

and features (Pazzani and Billsus, 1997; Choi et al, 2006). In this case, 

recommended alternatives are similar to an alternative recently bought or 

viewed. 

 Research activities in the area of recommender systems have led to 

many different variations of both types of those systems, and their 

combinations. They differ in types of information describing alternatives, 

for example, a simple value assigned to each product instance; full-text 

descriptions (Balabanovic and Shoham, 1997); attribute-value pairs such as 

brand, format, price; a critique on a specific alternative (Burke, 2000b); or 

quantitative and qualitative factors describing a product (Lee and Kwon, 

2008). In the case of implementation, the systems use memory- and model-

based algorithms (Breese et al, 1998). Memory-based approaches determine 

the most similar alternatives for the current user at runtime. Model-based, 

on the other hand, pre-compute a predictive model that is later used during 

user interaction. Those methods are more efficient in the case of large user 

bases (Sarwar et al, 2001; Linden et al, 2003). Also, different reasoning 
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schemes can be applied for determining similar alternatives. For example, a 

two-step method using k-means clustering and a CF algorithm, called 

ClustKNN (Rashid et al, 2006), nearest-neighbor method applied to 

contributions made by each individual rating is described in (Mohan et al, 

2007), graph partitioning method for CD music selection is proposed in 

(Nakahara and Morita, 2009), and different machine learning techniques to 

deal with large data sets (Takacs et al, 2009). 

 A large variety of methods and techniques, as well as a need for 

more tuned and personalized recommendations have resulted in a new set of 

interesting selection techniques focusing on matching user’s needs and 

preferences to a set of available alternatives (Burke, 2002). Systems that 

consider user’s information – such as their preferences and satisfaction 

levels, belong to the category of knowledge-based recommender systems 

(Burke, 2000; Burke, 2002). According to Schafer (1999) this kind of 

systems is “Editor’s Choice”. A knowledge-based recommender system can 

learn a profile of user’s interests implicitly based on attributes of 

alternatives rated by a user in the past (Pazzani, 1999), or it can explicitly 

gain that kind of information from a user (Zanker and Jessenitsching, 2009).  

Those systems provide recommendations based on evaluation of 

alternatives using users’ needs and preferences, referred henceforth as 

criteria (Slovic, 1995; Tam and Ho, 2005; Lichtenstein and Slovic, 2006; 

Lakiotaki et al, 2009).  

2.2 Multi-criteria Decision-Making 

 The problem of identifying the most suitable alternative in the 

presence of user’s needs is also addressed by algorithms and techniques 

originated in the domain of multi-criteria decision-making. The topic of 

finding a best alternative has already drawn a lot of attention for a number 

of years (Triantaphyllou, 2000; Power, 2007). In a nutshell, a selection 

process of multi-criteria decision-making consists of evaluating each 

alternative based on multiple measures, comparing obtained evaluations, 
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and selecting an alternative with the best (usually the highest) evaluation 

value. Different techniques and approaches address these activities (steps) 

in a number of different ways. 

 In the domain of multi-criteria decision-making, user’s needs are 

represented as preferences and criteria. Elicitation of preferences and their 

representation can be done using different techniques and methods. In some 

decision-making approaches, a user provides preferences inspecting directly 

all possible alternatives. In these approaches, preferences are given via 

identifying (Chiclana et al, 1998; Tanino, 1990):  

- preferred alternatives – a user orders all alternatives form the best to the 

worst without any supplementary information; 

- preference relations – a user supplies a binary relation over the set of 

alternatives, that relation reflects which alternative is preferred to another; 

- utility functions – a user assigns to each alternative feature a numerical 

value representing his/her evaluation of this alternative (the most popular 

utility-based decision-making strategies are the max rule, the min rule, the 

maxmin rule, and the principle of insufficient reason; in all these cases, the 

best alternative is picked based on “a utility value” that is calculated for 

each alternative (Resnik, 2002)). 

 There are ongoing research activities leading to utilization of 

different forms of preferences and building a single multi-criteria decision-

making system (Chiclana, et al 1998; Herrera et al, 2001; Zhang et al 2004). 

 Once user’s preferences are known, a multi-criteria decision-making 

system has to induce a final selection. Many approaches identifying a final 

selection, such as the ones based on the concepts of Utility Theory (Keeny 

and Raiffa, 1976), Analytic Hierarchy (Satty, 1980), and outranking 

approach (Roy, 1996), assume that a user provides preferences without any 

doubt or imprecision. Elicitation of preferences is not a trivial process and 

may cause problems in obtaining a true reflection of user’s needs. Other 

techniques, such as verbal decision analysis (Larichev and Moshkovich, 
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1997) and its variations (Ashikhmin and Furems, 2005), have been 

proposed.  

 Another representation of user’s needs is a set of criteria. Criteria 

represent principles/standards by which a user would judge alternatives. A 

user specifies criteria as “constrains” imposed on the values of alternative 

attributes1. Based on comparison of a single criterion with an attribute 

value, a criterion evaluation value is generated. That value reflects how well 

a given criterion is satisfied by a given alternative. That process is 

performed for each criterion-attribute pair. A single alternative “generates” 

a number of criterion evaluation values (one for each criterion). These 

values have to be combined to obtain a final evaluation value of alternative. 

Final evaluation values of alternatives are obtained in a step that is called an 

aggregation of evaluation results. A number of possible aggregation 

operators can be applied here. Some of most popular ones are (Smolikova 

and Wachowiak, 2002): 

- ordered weighted aggregation (OWA) operator (Yager, 1988; Yager, 

1993); 

- quasi-arithmetic means (different variations such as: quasi-linear means, 

weighted root-power mean, weighted harmonic mean, and weighted 

arithmetic mean) (Klir and Yuan, 1995; Marichal, 1999); 

- weighted median (Yager, 1994), and Sugeno interval (Sugeno, 1974). 

 Most of the above methods require weights. However, a process of 

identifying values of weights for aggregation calculations is not easy. Those 

weights represent importance of criteria. Techniques dedicated to elicitation 

of weights involve asking a decision maker to answer simple questions 

about relative importance of criteria. These responses are used to identify 

weights that are estimations of ‘true’ weights. Some of known techniques 

are the rank order centroid (Barron and Barrett, 1996), and its modification 

– the rank order distribution (Roberts and Goodwin, 2002). 

                                                 
1  An alternative is treated as a set of attributes. The values assigned to attributes 

constitute an “instance” of alternative. 
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 In the case of aggregation techniques presented above, the weights 

used for OWA, and quasi-arithmetic means are calculated using criteria and 

regular non-decreasing quantifiers. For weighted median and Sugeno 

interval, weight values are obtained via a “try and error” approach process 

of satisfying user’s criteria. 

2.3 Lexicographic-based Selection Process  

Mimicking a human decision-making process has been a subject of 

research activities for many years. A very interesting hypothesis is stated in 

(Gigerenzer and Goldstein, 1996) that “… cognitive mechanisms capable of 

successful performance in the real world do not need to satisfy the classical 

norms of rational inference.” One of the most popular techniques that fits a 

description of a human-like method and is applied for aggregation are 

lexicographical rules (Hogarth and Karelaia, 2006; Church, 2008).  

          The lexicographical-based comparison of two alternatives is 

straightforward: it relays on a simple idea of comparing alternatives using 

one criterion at a time. The criteria are sorted based on their priorities, and a 

comparison sequence starts with a criterion of the highest priority. The 

choice between two alternatives A1 and A2 is made if the first criterion can 

identify a better alternative; if not, the second criterion is used, and so on. If 

none criterion can do it, a random selection is applied.  

 Additionally, a simple formalism implementing a lexicographic-like 

approach to deal with multiple preferences is also introduced. This 

procedure implements the following idea. Let us assume that we have two 

criteria. One criterion, denoted C1, has a higher priority then another, 

denoted C2.  If two alternatives are available, a system will select the one 

that satisfies C1 to a significantly higher degree with minimum 

consideration of criterion C2, even if C2 is well satisfied.  Only when the 

two alternatives similarly satisfy C1, the criterion C2 will play more 

important role in distinguishing between the alternatives, and satisfaction 
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levels of criterion C1 will influence this importance.2  In other words, a 

system evaluates a single alternative based on just a few most important 

criteria. If these criteria are not satisfied well enough – this alternative 

obtains a very low evaluation score even if it satisfies very well criteria of a 

lower importance. 

 The method has been already applied in a number of different 

applications required simple, yet human-like decision making processes. In 

(Jee et al, 2007), the authors solve an inverse planning problems using 

lexicographic ordering as multi-criteria optimization strategy. They see 

lexicographic ordering as an intuitive and efficient way of generating a plan 

solution. In their approach the planning goals are categorized in order of 

priority, and solutions are derived at one level of priority at a time. An 

interesting research on lexicographical-like application of multiple criteria 

is presented in the literature (Houy and Tadenuma, 2007). The work focuses 

on procedures for lexicographic applications of multi criteria for decision-

making purposes.  

 Some work is also done on combining lexicographically order with 

other aggregation/selection techniques. In Ehrgott’s (1997), lexicographical 

ordering has been combined with Pareto and max-ordering approaches. The 

combined method has been applied to combinatorial optimization. 

             The “popularity” of lexicographical decision-making rules has been 

also confirmed by studies in different application areas: for brand quality 

allocation (Eiselt and Bhadury, 1999), for estimating vales of rural 

landscape attributes (Campbell and Hutchinson, 2007), or for management 

decision-making in petroleum refinery industry for distribution of oil to the 

various depots in a form of lexicographic goal programming (LGP) model 

(Sharma et al, 2004). 

                                                 
2 We emphasize that the procedure we have purposely described is a kind of "soft" 
lexicographic approach rather than a “hard/binary” lexicographic procedure described 
earlier. 
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Chapter 3 

Lexicographic-based Multi-criteria 

Selection Process 

This chapter describes a novel approach for a simple yet effective 

selection of the most suitable information and web services that fit user’s 

needs. The approach follows the concept of lexicographical preferences and 

combines it with a simple mechanism of representing user’s criterion 

satisfaction levels. The lexicographic preferences allow for mimicking 

user’s attitude that some criteria should be satisfied before other criteria are 

considered. The criterion satisfaction levels are defined with a single 

threshold that represents a boundary value between acceptable and 

unacceptable values of attributes of alternatives. 

3.1 Selection Process: Human-centric Aspects 

In a real-world scenario, humans evaluate each alternative – a book, 

a movie, or a hotel – using multiple criteria. Each criterion is related to a 

single feature of an alternative. Therefore, each feature is checked against a 

specific criterion. An alternative is evaluated when it is checked against all 

criteria. A very important criterion that influences a selection process is a 

set of customer reviews. A user uses those reviews to “work out” their own 

opinion about an alternative. An example below indicates the most 

important aspects of a human-like selection process.  

Example: booking a hotel room. A booking process starts with a user 

identifying criteria that a hotel should satisfy. For example: a price, a distance from 

a downtown, room amenities, and property amenities – a swimming pool, a 

business centre. If a hotel does not satisfy those criteria, the user is not interested. 

In order to perform an evaluation process, the user arranges criteria based on their 
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importance. Let us assume that the hotel location is the most important criterion, 

and what follow are: a room price, services (Internet access, a room service), and 

facilities (a swimming pool, a business centre). What is very interesting is the 

user’s attitude that even if there are hotels that are very cheap but their 

localizations are not right – these hotels will not be considered. Other criteria: hotel 

services and facilities are even of lower importance, and they will be considered 

only when higher priority criteria will be satisfied – at least to a specific level. In 

other words, no one who looks for an inexpensive hotel close to a downtown will 

book a room in a hotel that have all required services and facilities but is expensive 

or located far from a downtown. Additionally, the user reads customer reviews 

regarding each considered hotel. The user has their own opinion about the 

significance of customer reviews and in some imprecise manner reflects it into a 

degree of support for or against an alternative.  Finally, the user “combines” their 

evaluations of the features of the considered alternative in the light of their own 

desired criteria with the information provided by customer reviews. 

It has to be mentioned, that each human performs selection 

differently – these differences can be seen in a process of evaluating 

alternatives, and in different levels of importance of criteria. However, the 

approach of a prompt “dropping” of alternatives that do not satisfy the most 

important criteria is common for many humans. The example presented 

above indicates that a true transition of the Internet into a service-oriented 

and human-friendly environment depends on availability of systems that can 

support users in their unique way of exploring and utilizing service and 

information alternatives available on the Web. A truly human-centric 

system should: 

• meet user’s expectations regarding matching their needs against 

possible alternatives; 

• be able to handle any number of individual criteria, including 

customer reviews; 

• have a simple way of elicitation of user’s needs (criteria hierarchy 

and satisfaction levels); 
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• be able to handle a large number of alternatives, and eventually rank 

them.  

These requirements set several challenges that human-like systems 

supporting a selection process have to overcome. In order to address these 

challenges, features of human-friendly systems will be considered from the 

following aspects: individual criteria and customer ratings, criterion 

satisfaction levels, importance of criteria, and an aggregation procedure. 

3.2 Selection Process: Components 

3.2.1 Criteria Ranking 

The hotel reservation example presented above is a clear indication 

that utilization of multiple criteria does not mean that all criteria are equally 

important. Some of them can be critical, while some of them can represent 

requirements that are not essential – kind of ‘good to have” requirements. 

As discussed in (Yager, 2008) user’s behavior can be summarized in the 

following way: if the higher priority criteria are not satisfied it is irrelevant 

if lower priority criteria are satisfied or not. That attitude can be also 

observed in many other situations related to Internet activities. Thus a user 

needs a certain degree of satisfaction to their higher priority criteria before 

allowing some compensation by lower priority criteria. 

Such approach for evaluating alternatives can be implemented when 

a user provides a ranking of his/her criteria. This ranking defines an 

ordering in which evaluations are aggregated, and how evaluation values of 

different criteria contribute to the evaluation value of a given alternative 

(Yager, 2008).  

3.2.2 Threshold-based Satisfaction Levels 

The evaluation of a single alternative is an aggregation of the 

evaluations of the alternative’s satisfaction to each criterion. Therefore, it is 

essential to know how good each criterion is satisfied. In the proposed 
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approach, a user has to provide information that is used in the evaluation 

process. 

As it was mentioned earlier each alternative contains a number of 

attributes which determine its satisfaction to the criterion. An attribute 

assumes values from a specific scale. In order to evaluate an alternative 

based on attributes, a user has to identify how a value of each attribute 

satisfies his/her needs. A user has to identify a criterion satisfaction level for 

each possible value a given attribute can take. 

An important objective in our selection system is to keep the process 

of elicitation of criterion satisfaction levels as simple as possible.  Since it is 

much easier for humans to provide values of directly observable attributes 

as opposed to introspective satisfaction levels of criteria we have tried as 

much as possible to have the system make use of attribute values to 

determine criteria satisfaction   We have tried to limit the personal 

subjective introspective information required of a user to determine the 

satisfaction of a criteria. This information is a threshold value for the 

criteria’s associated attribute.   Once having this threshold, the system is 

able to generate a satisfaction level of an alternative to a criterion directly 

from the value of the associated attribute of that criterion. 

In the system proposed the user is informed about minimum and 

maximum values of an attribute, and has to specify a threshold value within 

this range.  It is explained to the user that the threshold is the attribute value 

at which they feel full satisfaction begins to deteriorate. More specifically 

for criteria whose satisfaction increases with bigger values of the attribute 

value it can be described as “the smallest value for the attribute” which 

gives full satisfaction.  For those, such as cost, in which satisfaction 

decreases with bigger values of the attribute value the threshold can be 

explained as “the biggest value for the attribute” which gives full 

satisfaction.  In Figure 3.1 we illustrate the functions used to transform 

attribute values into criteria satisfaction levels. This figure represents two 
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plots of criterion satisfaction levels – we will call them threshold-based 

satisfaction level functions. As it can be seen, the satisfaction levels below 

the threshold (Figure 3.1(a)) are equal to max_level (usually 1.0), while the 

values above the threshold are monotonically decreasing. The decrease 

represents user’s changes in criterion satisfaction levels when the values of 

attribute become larger than the threshold. The maximum attribute value is 

associated with a small, non-zero value – min_level. Equivalently the same 

concept is applied when the desired attribute values should be closer to the 

maximum (Figure 3.1(b)).  More sophisticated transformation functions can 

be accommodated if we are willing elicit more introspective information 

from a user. More about satisfaction level functions in Sections 4 and 5. 
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Figure 3.1 Graphical representation of threshold-based satisfaction level 

functions 

 

3.2.3 Lexicographical-based Aggregation Method: Concept 

The process of evaluating or scoring a single alternative based on a set 

of criteria depends on combining the following information provided by a 

user: 

• the satisfaction level of each criterion generated from the associated 

attribute values; 

• a weight associated with each criterion. 

One of the simplest ways of aggregating this information to obtain a 

score for an alternative is a weighted sum. The formula is: 
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Score = criterion _ weighti * satisfaction(attributei )
i=1

no _ of _ attributes

∑          (3-1) 

 

Each component of the sum is a product of a satisfaction level that is 

the result of application of threshold-based satisfaction level function to an 

i-th attributei and a weight associated with the equivalent criterion i – 

criterion_weighti. The weights have to be identified for each criterion, and 

should represent the user’s preference for the ability of the criteria to use its 

satisfaction level to contribute to the overall score for the alternative being 

evaluated.  One approach is to assign weights to the criteria that can be 

universally used in the determining the scores for all the different 

alternatives  

However as it can be observed from the hotel reservation example 

this universal assignment of weights independent of consideration of the 

alternative being evaluated is not sufficient.  It is possible that if the highest 

criterion is not fully satisfied, high satisfaction levels of low priority criteria 

can bring the score to the level that is higher than the score of another 

alternative satisfying the highest priority criterion but not satisfying low 

priority criteria. In such case, a selection mechanism would indicate an 

alternative with low satisfaction of highest priority criteria as a winner.  

Here a procedure proposed by Yager (2008) is used, for determining 

the criterion weights that avoids this problem.  The weights are calculated 

via a unique combination of the criteria ranking and criterion satisfaction 

levels. This leads to a schema that is very similar to lexicographic 

preferences.   The criteria weights for a given alternative are calculated 

according to the following formula: in which the term 

satisfaction(attributek) is level of satisfaction of the k-th criteria for the 

alternative being scored 



 

19 

 

    
criterion _ weighti = satisfaction(attributek )

k=1

i−1

∏               (3-2) 

 

for i=2, …, n, where n is a number of criteria. It can be observed that the 

weight of i criterion is a product of all satisfaction levels obtained for all i-1 

criteria that have a higher priority than i attribute3. For i=1 (the first 

criterion of the highest priority), its criterion_weight is equal to one. Such 

approach will prevent cases where lower priority criteria can contribute to 

the overall evaluation value so much that this alternative is more 

“attractive” than an alternative with better satisfaction of high priority 

criteria but worse satisfaction of low priority criteria. In a nutshell, the 

criteria weights in this approach will be different for each alternative as they 

have different satisfactions to the criteria. 

3.3 Lexicographic-Based Aggregation in Multi-Criteria 

Decision-Making  

The proposed method for determining an alternative’s aggregated 

score can be used in situations in which the criteria are prioritized in either 

of two different ways. The simplest one is a linear ordering of priorities. 

Such scenario arises in situations where there is has a clear and precise view 

on importance of individual criterion, and each criterion has a different 

priority level. The second way arises when there are ties between criteria 

with respect to their level of importance.  This induces a grouping of 

criteria. In this case, there are several sets/groups of criteria, and each group 

has different priority. This means that all criteria that are members of the 

same set have the same priority. 

                                                 
3 The indexing of criteria is equivalent to a hierarchy of criteria. 
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3.3.1 Multi-criteria Decision with Linear Ordering of Criteria Priorities 

Let us assume that there are n different criteria C1, C2, …, Ci,  …, Cn, 

and m different alternatives x1, x2, ..., xk, …, xm. Each alternative k has n 

attributes (or features) xk,(1), xk,(2), ..., xk,(i), …, xm,(n). For alternative k the 

satisfaction of criterion Ci is associated with the attribute xk,(i)  

We shall assume a linear ordering of the criteria according to their 

importance, and the indexing i reflects this ordering. It means that C1 is the 

most important criterion, C2 is the second most important criterion, and Cn 

is the least important criterion.  

Let Ci(xk,(i)) represents an evaluation value of criteria Ci for an 

attribute i of an alternative xk. These values are obtained when the 

alternative attribute xk,(i) is evaluated using the threshold-based satisfaction 

level function. The result – Ci(xk,(i)) – represents the user’s level of 

satisfaction of a given xk,(i). Using these satisfaction levels the overall score 

of the alternative xk can be obtained as a weighted sum of criteria values 

Ci(xk,(i)): 

Score(xk ) = wiCi (xk ,(i ))
i=1

n

∑                                    (3-3) 

 

In the above the choice of the weights wi allows us to control the way in 

which each individual criterion contributes to the overall score of the 

alternative xk.  

Let us consider the scenario where a user lexicographically ranks, 

prioritizes the criteria based on their importance levels.   Here we assume a 

linear ordering, there is no two criteria that have the same priority. In this 

case, as discussed in (Yager, 2008) the weight wi for criterion i is influenced 

by the evaluation value of the proceeding criteria. This idea is reflected in 

the values of weights – the weight of Ci depends on satisfaction levels of 

previous (in the sense of criteria ordering) criteria C1, C2, …, Ci-1.  
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Let u1, u2 … un represent pre-weights. The following approach is 

used to assign values to the pre-weights ui. 

 

u1 =1 

    u2 = C1( xk ,(1))  

    u3 = C1( xk ,(1) )* C2(xk ,(2)) = u2 * C2(xk ,(2) )                       (3-4) 

    u4 = C1( xk ,(1)) * C2(xk ,(2)) * C3(xk ,(3) ) = u3 * C3( xk ,(3)) 

… 

    un = un−1 * Cn−1(xk ,(n−1))  

 

To ensure that an alternative with complete satisfaction to all 

criteria, Ci(xk,(i))  = 1 for all igets gets a overall score of one, the values of wi 

are obtained by dividing the pre-weights ui by the total number of criteria: 

  
w i =

u i

n
 

These weights are then used to calculate score for alternative xk,, the 

weighted sum of the evaluation values obtained for all criteria Ci (i=1, 2, …, 

n).  

We should note that wi ≥ wj  if i < j.  We also observe that the set of 

weights will be different for each of the alternatives being evaluated. 

3.3.2 Multi-criteria Decision with Priority Groups 

The previous section focused on the case where the criteria are 

ordered in a linear way, each level of priority is “occupied” by a single 

criterion. However, it can happen that priorities of some criteria are 

equivalent, criteria are tied with respect to importance. It means that a user 

can have groups of criteria that have the same level of priority. 

Let us assume that there are g different groups (levels) of criteria. 

The criteria C11, C12, …, C1i,  …, C1n1
belong to the group of the most 
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important criteria, C21, C22, …, C2i,  …, C2n2
 belong to the second most 

important group, and Cg1, Cg2, …, Cgi,  …, Cgng
to the least important group 

g. In total, there are n = n1 + n2 + ...+ ng  criteria. In this case, the attributes 

of an alternative xk are indexed in the following way: xk,(11), xk,(12), ..., xk,(1i), 

…, xm,(1n1), …, xk,(21), xk,(22), ..., xk,(2i), …, xm,(2n2), …, xk,(g1), xk,(g2), ..., xk,(gi), …, 

xm,(gng) (the indexes in the brackets represents indexes of attributes, and they 

are equal to the indexes of equivalent criteria). 

Let Cij(xk,(ij)) represents a value of criteria Cij for an attribute j in the 

group priority i of an alternative xk. In the case of priority groups the 

aggregation process obeys the following formula: 

 

Score(xk ) = wijCij (xk (ij ) )
j =1

ni

∑
i=1

g

∑                                (3-5) 

 

In this case the determination of values of weights wij require a 

slight modification of the procedure used in the preceding and are obtained 

using the following procedure. Let Si represents a minimum of criteria 

values obtained for an alternative xk for a priority group i.  

 

    Si( xk ) = min{Ci1(xk ,( i1)),Ci2(xk ,( i2)),...,Cini
(xk ,( ini ) )}          (3-6) 

 

It is the value of the least satisfied criteria in i-th group. The values 

of Si are calculated for all groups and directly used in calculations of 

weights. The pre-weights for all criteria that belong to the same group are 

the same. In this case we talk about group weights instead of individual 

criteria weights. 

 

  u11 = u12 = u13 = ... = u1n1
=1 

  u21 = u22 = u23 = ... = u2n2
= S1(xk ) 
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  u31 = u32 = u33 = ... = u3n3
= S1(xk ) * S2(xk )            (3-7) 

… 

  
ug1 = ug2 = ug3 = ... = ugng

= Sp(xk )
p=1

g

∏  

 

Again to ensure that an alternative with complete satisfaction to all 

criteria gets a overall score of one, the values of the weights are obtained by 

dividing the pre-weights by the total number of criteria:  Here the total 

number of criteria is: 

  
T = n i

i=1

g

∑  

and then 

wij =
uij

T
. 

Assuming that  

  w11 = w12 = w13 = ... = w1n1
= w1 

  w21 = w22 = w23 = ... = w2n2
= w2  

  w31 = w32 = w33 = ... = w3n3
= w3                                    

… 

  
wg1 = wg2 = wg3 = ... = wgng

= wg 

 

a new form of the equation (3.5) is: 

 

Score(xk ) = wi Cij (xk (ij ))
j =1

ni

∑
i=1

g

∑  

3.3.3 Example 

In order to illustrate the lexicographical aspect of the proposed 

aggregation method let us assume that we have a user who identified four 

requirements. One of them is of the highest priority and is represented by 
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the criterion C11 (n1=1); two requirements create a less important group 

with criteria C21 and C22 (n2=2); and the least important requirement is 

represented by C31 (n3=1). Each alternative is checked against these four 

criteria.  

The assumed satisfaction levels for all four criteria for two different 

alternatives A1 and A2 are shown in 4. 

 

Table 3-1 Assumed satisfaction levels 

criterion alternative A1 alternative A2 

C11 0.7 0.6 

   

C21 0.6 0.6 

C22 0.7 0.7 

 

C31 0.5 0.9 

 

Let us start with evaluation of the alternative A1. The values Si(xk) are 

(Equation 3.5): 

 

    S1( A1) = min{C11( A1)} = 0.7 

    S2( A1) = min{C21( A1),C22( A1)} = min{0.6,0.7} = 0.6 

    S3( A1) = min{C31( A1)} = 0.5 

 

Based on the minimum values obtained for the alternative A1, we can 

calculate pre-weights (Equation 3.6): 

 

  u11 =1 

                                                 
4 The values of satisfaction levels shown in Table 1 are in the range from 0.0 to 1.0. In the 
case when satisfaction levels are binary – 0 or 1 – a proposed aggregation process works in 
the same way. 
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    u21 = u22 = 0.7 

    u31 = 0.42 

 

We can easily see that the pre-weights for the second group depend 

on the criteria values of the first group. Furthermore, the pre-weights for the 

third group depend on the criteria values obtained for both groups – the first 

and the second. This sample scenario illustrates the core of the approach – 

contributions of criteria with lower priority are “controlled” by levels of 

satisfaction obtained for criteria with higher priority.  

 

In the example, nT = n1+n2+n3 = 4, and the values of the weights are 

(Equation 3.9): 

    w11 = w1 = 0.25 

    w21 = w22 = w2 = 0.175 

    w31 = w3 = 0.105                                    

 

The score for the alternative A1 is (Equation 3.10): 

 

    

Score( A1) = w1 * C11( A1)

+ w2 * (C21( A1) + C22( A1))

+ w3 * C31( A1)

= 0.4550

 

 

The evaluation of the second alternative A2 is done in the same way. The 

values of Si(xk) are: 

 

    S1( A2) = 0.6 

    S2( A2) = 0.6 

    S3( A2) = 0.9 
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what gives the values of pre-weights: 

 

                           u11 =1 

                             u21 = u22 = 0.6 

                             u31 = 0.36 

 

It is important to compare pre-weights obtained for both alternatives. 

There is no doubt that both u11s are the same. The values of u21 and u31 are 

different. We see that a lower criterion value obtained for the highest 

priority group causes an immediate decrease in pre-weights of lower 

priority criteria. As soon as the highest priority criteria are not well satisfied 

– the pre-weights (and weights) of lower priority criteria are even smaller 

indicating that these low-priority criteria are less and less important. Once 

the weights w are calculated, Score(A2) = 0.3430. 

 

As it can be seen, the change in the satisfaction level for the highest 

priority criteria form C11(A1)=0.7 to C11(A2)=0.6 is adequate to obtaining 

the higher value of Score(A1). It is worth mentioning that the increase of the 

criteria value of the third group – from C31(A1)=0.5 to C31(A2)=0.9 did not 

cause the situation where Score(A2) is larger than Score(A1). Such situation 

would happen when a weighted sum (WS) is used as an aggregation 

operator: 

 

    
ScoreWS ( Ai) = vk * Crk

k =1

4

∑ ( Ak )  

 

where Cr1=C11, Cr2=C21, Cr3=C22, Cr4=C31, and vk is a weight associated 

with k attribute. Let us assume that the priority is represented in the 

following way: 3 for the first requirement – highest priority, 2 for the 

second and third requirements – both have the same priority, and 1 for the 

lowest priority. After normalization, these numbers give us the following 
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weights: v1=0.375, v2=0.250, v3=0.250, and v4=0.125. Applying this 

approach to evaluate both alternatives gives ScoreWS(A1)=0.6500, and 

ScoreWS(A2)=0.6625. As it can be easily seen the increase in the evaluation 

value of last criterion overcomes the decrease in the evaluation value of the 

most important criterion. 
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Chapter 4 

Personal Evaluation Tool (PET) for 

Supporting Selection Processes 

 

The proposed lexicographical-based approach supporting user’s 

selection processes is a pivotal element of a Personal Evaluation Tool 

(PET). The PET is a simple web-based system that allows its users to input 

information about priorities of criteria and values of parameters needed for 

defining satisfaction level functions. As the result, the PET provides users 

with ranked – based on data entered by users – alternatives.  

4.1 A Simple Web Based PET Architecture  

The architecture of the PET is presented in Figure 4.1. The PET consists 

of three execution components: 

Web Interaction Unit: It is a simple unit that initiates a service processing 

activity based on a query provided by the user. Based on this query, the unit 

provides the Selection Unit with a set of possible responses. Each response 

represents an alternative that is compared against users’ preferences and 

levels of satisfaction. 

Selection Unit: It is a “brain” of the PET. This is the place where each 

alternative is evaluated using threshold-based satisfaction level functions. 

This process is a full implementation of approaches described in Sections 

4.1 and 4.2. 

Browser-based User Interaction Unit: In order to utilize the presented 

priority-based approach, a web-based user interface has been developed. It 
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allows a user to rank criteria, and enter her information about different 

criteria satisfaction levels.  
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are needed to see this picture.

User Interaction 
UNIT QuickTime™ and a
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are needed to see this picture.

Selection UNIT 

QuickTime™ and a
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are needed to see this picture.Web Interaction 

UNIT 
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levels  

USER WEB 

result 

 

Figure 4.1 Architecture of the Web-based Personal Evaluation Tool (PET) 

 

The web-based interface has been developed for two services: Song 

Download, and Hotel Reservation. The interface for Song Download 

Service is presented in Figure 4.2. A selection process is based on six 

criteria: title, performer, cost of download, wait time, file format, and 

payment method. As it can be seen in Figure 4.2 (a), a user is provided with 

a simple interface to rank the criteria from the highest priority to the lowest. 

The second part of the interface, Figure 4.2 (b), is used to determine 

satisfaction levels for different criteria. This interface allows a user to 

provide the values needed to build threshold-based satisfaction level 

functions. The domains of those functions are made of attribute values of 

alternatives, and functions’ co-domains are values representing up to what 

level alternatives satisfy different criteria. The criterion title is not there 

because we do not consider a scenario where a title of a search song can be 

different when compared with the title identified by the user.  
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For example, in Figure 4.2 (b), for the criterion performer there are only 

two options “as given” and “any”. This means that a performer of the song 

has to be as indicated by the user, or it can be anyone who performs a 

particular song. In the first case, the value of satisfaction level is binary – 

yes or no, and in the second case, the value is always yes. For cost of 

download and wait time the situation is a little bit different. The user has to 

specify a threshold value, and if the cost of downloading a song for a given 

service is below the threshold then the level of satisfaction is max_level 

(1.0), otherwise (if the cost of download is above the threshold) the level of 

satisfaction is below max_level (1.0). The satisfaction level of alternatives 

with a download cost below threshold is governed by a simple linear 

function. For the cost of download as specified in Figure 4.2 (b), the 

threshold-based satisfaction level function is presented in Figure 4.3. The 

gray area represents a full satisfaction of the user (the value of satisfaction 

equals 1.0). The value of satisfaction decreases to 0.1 for the maximum 

value of criterion – $4 for cost of download, and 300 sec. for wait time. The 

values of thresholds are $1 for the cost, and 1 sec. for the wait (Figure 4.2 

(b)). For the attribute file format – the user has a choice of three alternatives: 

MP3, WMA (DRM), and/or AAC – the user can select any number of 

formats that are useful for her. Similar situation is for the attribute payment 

method. In this case – the user has two choices: credit/debit card, and/or 

PayPal.  
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(a) 

 

(b) 

Figure 4.2 Song Download – an example of the ranking page (a), and the 

criterion satisfaction levels page (b) 
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1.0 

threshold 
[$1 for cost] 
[1 sec. for wait] 

max 
[$4 for cost] 
[300 sec. for wait] 

min 
[$0 for cost] 
[0 sec. for wait] 

0.1 

 

Figure 4.3 The threshold-based satisfaction level function (the gray area 

represents a full satisfaction, once values exceed the threshold the 

satisfaction levels gradually decrease) 

 

A very similar interface is used for the second service – Hotel 

Reservation. The following criteria are identified: 

• room price; 

• location (here, we assume the distance from a hotel to the 

downtown); 

• access (central reservation or not); 

• security (personal safe, peephole, door chain); 

• services (airport shuttle, room service, high speed internet, fax, 

photocopying, laundry/dry cleaning, lounge, bar); 

• tangibles (family room, minibar, jacuzzi, parking); 

• facilities (printer, swimming pool). 

 

The user has to provide information regarding ranking and satisfaction 

levels for all criteria. Once, the user selects the Hotel Reservation service – 

the web page appears to allow her for providing ranking of criteria, Figure 

4.4. As before, the user ranks all criteria – we allow the user to identify 

more than one criterion at the same level of importance. Only relevance of 
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positions is taken into consideration, it does not matter if one or more of 

“columns” are empty. 

 

 

Figure 4.4 Hotel Reservation – an example of the filled ranking page 

 

For satisfaction levels, a user navigates to the page shown in Figure 

4.5. For the criteria: room price and location – the user is provided with 

sliders that can be moved to positions representing the border (threshold) 

between a full satisfaction and decreasing satisfaction. For the scenario 

represented in Figure 4.5 for the room price – the user is satisfied with the 

price up to $140 (the level of satisfaction for any price below the threshold 

of $140 is 1.0), any room price above that value means a decreased 

satisfaction (it is a linear decrease, similar to Figure 4.3). The same figure 

illustrates also a way of expressing location satisfaction – in this case a 

distance up to 2 km is acceptable for the user, any larger distance means 

lower level of satisfaction – the value of satisfaction reaches 0.1 for the 

distance of 5 km.   

There are also “radio button” entries that allow the user to select 

choices related to access, security, services, tangibles and facilities. Several 

sub-criteria are defined for each of them. The options provided to the user 

are “should have” and “don’t care”.  In this case the values of satisfaction 
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are binary – it equals one if an alternative hotel has that feature, or zero if it 

does not.  

 

 

 

Figure 4.5 Hotel Reservation – an example of the filled satisfaction page 
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4.2 Experiments 

4.2.1 Experiment Overview  

The proposed lexicographical-based approach for effective selection 

of the most suitable alternative in the context of a web search process is 

validated, as well as compared with another method. The validation process 

is performed via comparison of the results obtained from the prototype PET 

with a realistic human selection process. The comparison of PET’s results 

with another method is focused on finding similarities and differences 

between PET’s selections and selections provided by a simple 

lexicographic-based approach “Take-The-Best” (TTB) 

The testing procedure is composed of the following steps:  

• each person enters his/her information regarding ranking of criteria 

for each service (Figure 4.2(a) and Figure 4.4); 

• each person enters his/her levels of satisfaction (Figure 4.2(b) and 

Figure 4.5); 

• alternatives are ranked by: 

o a person, 

o the PET prototype that uses linear ordering of priorities 

approach for the Song Download Service, and priority groups 

for the Hotel Reservation Service, 

o the TTB method, this methods provides the only one, best 

alternative, it is not suitable for ranking of alternatives. 

• the results are compared (using �DPM) and analyzed. 

 

To perform the tests three different song download service alternatives 

are created (Section 4.2.2), and five different hotel alternatives (Section 

4.2.3) 
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Take-the-Best 

Our motivation for selecting another lexicographical-based method, 

called Take-the-Best, is based on a simple fact that it works surprisingly 

well when compared to statistical benchmarks (Gierenzer ,1996). The 

method uses a very strict and simple lexicographical rule. Once alternatives 

are evaluated against each criterion they are being pair-wise compared. The 

choice between two alternatives A and B is made if the first criterion can 

identify a better alternative; if not, the second criterion is used, and so on. If 

none criterion can do it, a random selection is applied. Once we have 

knowledge about priorities of criteria, they are sorted and  compared using 

sorted criteria on one at a time basis. 


ormalized Distance-based Performance Measure (
DPM) 

�DPM was proposed by Yao (1995). He developed �DPM 

theoretically, using an approach from decision and measurement theory. 

�DPM can be used to compare two different weakly-ordered rankings. 

�DPM =
2P c + Po

2P t
 

 

P
c is the number of contradictory preference relations between the system 

ranking and the user ranking. A contradictory preference relation happens 

when the system says that alternative A will be preferred to alternative B, 

and the user ranking says the opposite. P
o
 is the number of compatible 

preference relations, where the user rates alternative A higher than 

alternative B, but the system ranking has alternative A and alternative B at 

equal preference levels. Pt
 is the total number of “preferred” relationships in 

the user’s ranking (i.e. pairs of alternatives rated by the user for which one 

is rated higher than the other). This metric is comparable among different 

datasets (it is normalized), because the numerator represents the distance, 

and the denominator represents the worst possible distance. 
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Let us assume that we have a user’s ranking of alternatives: Ia, Ib, 

Ic, Id, If. For five alternatives, the value of Pt
 is ten. The value of �DPM is 

0.0 when the same ranking is compared. A single difference leads to �DPM 

equal to 0.1, two differences to 0.2. If there are ten differences – it means 

that the ranking is totally different: If, Id, Ic, Ib, Ia – the value of �DPM is 

1.0. 

�DPM has been used to evaluate the accuracy of the FAB 

recommender system (Balabanovíc, 1997). 

4.2.2 Song Download Service 

The experimental example for song download services is used to 

illustrate the process of the proposed approach. The details of calculations 

and intermediate results are shown below. 

The information about three song download services is presented in 

Table 4-1. As it can be seen, the details are provided for download price, 

average download time, file format, and payment method. The two other 

criteria – title and performer – are assumed to be the same for all three 

alternatives – it means that each service can provide a song with an 

indicated title and performer. 

 

Table 4-1 Song Download Service Alternatives 

 Site SD_1 Site SD_2 Site SD_3 

Price of Song Download $0.49 $0.99 $1.99 

Average Time of Song Download  3min 2min 1min 

Format MP3 yes yes yes 

WMA (DRM)  yes yes 

AAC  yes  

Payment 

Methods 

Credit/Debit Card yes  yes 

PayPal  yes yes 
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Each person involved in the experiment has a different set of settings used 

for defining satisfaction level functions (Figure 4.2 b). For provided 

rankings, there are some repetitions of choices. The settings for two users, 

let us name them A and B, are presented in Table 4-2. 

 

Table 4-2 Users’ Requirements 

  User A User B 

Ranking Song price 2nd 1st 

Time of download 4th 2st 

Format 1st 4th 

Payment methods 3rd 3rd 

 

Price of Single Download  

(min/threshold/max, Figure 4.3) 
$0 / $0 / $4 $0 / $0 / $4 

Average Time of Single 

Download  

(min/threshold/max, Figure 4.3) 

0min / 3min / 5min 0min / 2min / 5min 

Format MP3 x - 

 WMA (DRM) - - 

 AAC - - 

Payment          

Methods 

Credit/Debit Card x - 

PayPal x x 

 

 

 

Let us analyze User A. It can be seen that the most important 

criterion is availability of downloading songs in MP3 format. This user 

would like to download songs for free (second priority), and be able to pay 

with credit/debit cards or using PayPal. The least important for this user is 

downloading time; the user would be pleased with any download below 3 
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minutes. Such a set of criteria is used to evaluate three song download 

services: SD_1, SD_2, and SD_3.  

The results of evaluation of services are presented in Table 4-3. As 

we can see all three services scored to 1.0 (C11) in the case of availability of 

songs in MP3 format. Different situation is for the price (C21). The service 

SD_1 has the lowest price, so it scored to 0.94, while SD_3 is the most 

expensive – its score is 0.56. The criterion Payment Methods contains two 

requirements – it should be possible to pay using credit/debit cards or via 

PayPal. Only SD_3 has that available, the other two services offer only of 

those two choices. Therefore, we see in Table 4-3 that only SD_3 has scores 

of 1.0 for both requirements. The download time of all three services 

satisfies user’s criterion. The average download time is below 3 minutes. 

 

Table 4-3 Values of User A criteria for Song Download Service 

Alternatives 

Criteria  

(in descending priority) 

Site SD_1 Site SD_2 Site SD_3 

Format: MP3 C11(MP3)   =1 C11(MP3)   =1 C11(MP3)   =1 

Price:  no charge C21(0.49)    

=0.94 

C21(0.99)    

=0.78 

C21(1.99)    

=0.56 

Payment 

Methods:  

Credit/Debit Card C31(CDC)   =1 C31(CDC)   =0 C31(CDC)   =1 

PayPal C32(PP)       =0 C32(PP)       =1 C32(PP)       =1 

Download Time:  <3min C41(3min)   =1 C41(2min)   =1 C41(1min)   =1 

 

The values obtained during evaluation of services are used to 

generate weights for the aggregation process (Section 3). The weights u and 

their normalized form w are shown in Table 4-4. A quick look at the table 

illustrates the derivation process. 
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Table 4-4 Values of u and w (in brackets) for User A 

weights Site SD_1 Site SD_2 Site SD_3 

u11 = 1 1          (0.2) 1          (0.2) 1          (0.2) 

u21 = S1= C11 1          (0.2) 1          (0.2) 1          (0.2) 

u31 = u32 = S1* S2= C11*C21 0.94   (0.19) 0.78   (0.16) 0.56   (0.11) 

u41 = S1* S2* S3 = C11*C21*min{ 

C31,C32} 

0 0 0.56   (0.11) 

 

Using the equation 

Score(xk ) = wi Cij (xk (ij ))
j =1

ni

∑
i=1

g

∑  

 

and values from Table 4-4 (weights) and Table 4-3 (evaluation values), the 

following computations take place: 

 

    Score(SD _1) = 0.20 *1+ 0.20 * 0.94 + 0.19 * (1+ 0) + 0 *1 = 0.3880 

    Score(SD _2) = 0.20*1+ 0.20* 0.78 + 0.16* (0 +1) + 0 *1 = 0.3560  

    Score(SD _ 3) = 0.20*1+ 0.2* 0.56 + 0.11* (1+1) + 0.11*1 = 0.6420  

 

A rather unexpected conclusion is that the service SD_3 obtained the 

highest score. Analysis of computations confirms that this is the 

consequence of not providing both payment methods by both services SD_1 

and SD_2.  

When the TTB method is used, the results are quite different. Based 

on the first criterion, the method does not make a selection. The second 

criterion is a deciding one: the service SD_1 is selected. The selection 

finishes here, no evaluation of criteria three and four will take place. 
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The same type of analysis can be preformed for the User B. The 

evaluation and weight values are presented in Table 4-5 and Table 4-6, 

respectively. 

Table 4-5 Values of User B criteria for Song Download Service Alternatives 

Criteria  

(in descending priority) 

Site SD_1 Site SD_2 Site SD_3 

Price: no charge C11(0.49)   =0.94 C11(0.99)     =0.78 C11(1.99)    =0.56 

Download Time:  <2min C21(3min)  =0.70 C21(2min)    =1 C21(1min)   =1 

Payment Methods: PayPal C32(PP)      =0 C32(PP)        =1 C32(PP)       =1 

Format: MP3 C41(MP3)   =1 C41(MP3)     =1 C41(MP3)    =1 

 

 

Table 4-6 Values of u and w (in brackets) for User B 

weights Site SD_1 Site SD_2 Site SD_3 

u11 = 1 1        (0.25) 1        (0.25) 1        (0.25) 

u21 = S1= C11 0.94   (0.24) 0.78   (0.20) 0.56   (0.14) 

u31 = u32 = S1* S2= C11*C21 0.66   (0.17) 0.78   (0.20) 0.56   (0.14) 

u41 = S1* S2* S3 = C11*C21*C31 0 0.78   (0.20) 0.56   (0.14) 

 

 

And then: 

 

    Score(SD _1) = 0.25 * 0.94 + 0.24 * 0.70 + 0.17 * 0 + 0 *1 = 0.4030  

    Score(SD _ 2) = 0.25* 0.78 + 0.20*1+ 0.20 *1+ 0.20 *1 = 0.8000  

    Score(SD _ 3) = 0.25* 0.56 + 0.14 *1+ 0.14 *1+ 0.14 *1 = 0.5600 

 

The application of the TTB method provides a different selection. In 

this case, the first criterion is a deciding one – for the user B a low price of 

download is essential. The comparison satisfaction levels for all services 
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points to the service SD_1 as the best. The selection process finishes here, 

and no further estimation is needed. 

The results obtained for users A and B are summarized in Table 4-7. 

A general observation is that this is a simple service and the PET provided a 

perfect match with rankings provided by individuals. 

 

Table 4-7 Results for User A and User B for Song Download Service 

 Site SD_1 Site SD_2 Site SD_3 

User A 0.3880 0.3560 0.6420 

User B 0.4030 0.8000 0.5600 

 

It should be noted that the TTB method has selected SD_1 for both 

users. In this case a single criterion is used for identifying the most suitable 

alternative. It is a truly lexicographical approach – a better alternative is 

selected based on a first criterion that is able to differentiate both 

alternatives.  

 

4.2.3 Hotel Reservation Service 

The experiment with Hotel Reservation service is more complex and 

realistic then Song Download one. Therefore, it has been conducted in two 

versions. The first embraces only two users, while the other one eleven. 

The selection process for the Hotel Reservation service takes into 

accounts six different criteria: room price, location (we assumed that the 

point of interest for each user is a downtown, therefore the location 

represents a distance from a given hotel to the downtown), access, security 

services, tangibles, and facilities. Such criteria as security, additional 

services, tangibles, and leisure facilities, contain multiple sub-criteria.  

The experiment is performed with five different hotels. The detailed 

information about each hotel is presented in Table 4-8.   
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Table 4-8 Hotel Reservation Service Alternatives 

 H1 H2 H3 H4 H5 

Price (single room) $249 $199 $129 $99 $159 

Location (distance from 

downtown) 

0.5km 2.3km 1.9km 3.5km 1.0km 

Access  Central 

reservation 

x x - - - 

Security Personal safe 

in room 

x - - - x 

Peephole, door 

chain 

- - x x x 

Additional 

Services 

Airport shuttle x x - - - 

Room service x x x - x 

High speed 

internet 

x x x - - 

Fax, 

photocopying 

x x - - x 

Laundry/dry 

cleaning 

x - - - x 

Lounge or bar x x x x x 

Tangibles Family room - - - - x 

Minibar x x x - x 

Jacuzzi x x - - - 

Parking - x - x - 

Leisure 

Facilities 

Children’s 

leisure 

- - - - x 

Swimming 

pool 

x x - - - 

Golf course x - - - - 
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During the experiment each person is asked to rank those hotels 

keeping in mind the criteria and satisfaction levels he/she entered previously 

to the PET. These rankings are compared with rankings provided by PET 

for each individual, as well as with the selections obtained using TTB 

method. 

Among all experimental trails, for majority of cases the human’s and 

PET’s rankings are exactly the same, while TTD selection have some 

misses. First, let us take a look at a simple version of the experiment, and in 

particular, at two cases with some differences on the second and third 

positions (the best recommendations are the same).  

 

4.2.3.1 Results for Two Users: Subset of Hotel Features 

This experiment is performed with two users only – User_A, and 

User_B, and for the three first hotels – H1, H2, and H3. Both users have 

been concerned with only four criteria: room price, location, additional 

services, and leisure facilities.  

The rankings of those criteria, the satisfaction levels, and choices for 

both users are illustrated in Table 4-9. It can be seen that User_A assigns 

the same level of priority for both services and facilities.  

On the other hand, User_B treats room price and location with the 

same importance. The threshold values for room price and location are 

$150.00 and 3 km for User_A, and $200.00 and 2.5 km for User_B, 

respectively. 
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Table 4-9 Example of Users’ Requirements for Hotel Reservation 

 User_A User_B 

Ranking  Room price 1st 1st 

Location 2nd 1st 

Access   

Security   

Add. Services 3rd 2nd 

Tangibles   

Leisure Facilities 3rd 3rd 

Service Prov.   

    

Price (single room) $150 $200 

Location (distance from downtown) 3.0km 2.5km 

Access  Central reservation   

Security Personal safe in room   

Peephole, door chain   

Additional 

Services 

Airport shuttle x x 

Room service   

High speed internet x x 

Fax, photocopying   

Laundry/dry cleaning   

Lounge or bar   

Tangibles Family room   

Minibar   

Jacuzzi   

Parking   

Leisure 

Facilities 

Children’s leisure   

Swimming pool x  

Golf course  x 

 

 

The specific values obtained from the PET for User_A and User_B 

are shown in Table 4-9. It can be observed that for both individuals the most 

suitable hotel is the same as the hotel identified directly by a person (the 

numbers in the brackets, Table 4-10).  
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Table 4-10 Results for Hotel Reservation Service obtained from PET (the 

numbers in the brackets represent rankings identified by individuals) 

 H1 H2 H3 

User_A 0.1523 (2) 0.2353 (3) 0.3333 (1) 

User_B 0.2372 (2) 0.3750 (3) 0.3750 (1) 

 

 

User_A ranks the hotel H1 higher than the hotel H2. If we compare 

the requirements (Table 4-9) with features of the hotel H1 and hotel H2 

(Table 4-10), we see that the individual is not consistent in his/her priorities. 

The individual puts the hotel H1 ahead of the hotel H2, while PET reverses 

the sequence. During the discussion with User_A it has become oblivious 

that he/she focuses more on one of the facilities: swimming pool, and this is 

not consistent with his/her indication that price criterion is the most 

important to satisfy.  

The similar explanation can be provided for User_B. (S)he ranks the 

hotel H1 above the hotel H2 based on the criterion location. According to 

PET, the hotel H2 and hotel H3 are equally ranked. All three hotels are 

inside the identified threshold for location, therefore the only aspect that 

changes the ranking is room price. Here, the room price for the hotel H2 – 

$199.00 – is inside the threshold ($200.00), while for the hotel H1 – 

$249.00 – it is outside the threshold. The different ranking is again the result 

of person’s inconsistency with the original indications.  

4.2.3.2 Results for Multiple Users: Full Set of Hotel Features 

The next set of experiments includes eleven individuals, five hotels, 

and all hotels’ features including access, security, and tangibles. Each of 

users has identified his/her priorities, and provided information needed for 
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construction of threshold-based satisfaction level functions. Following that, 

each user has ranked all five hotels based on all features (Table 4-8).  

The analysis of the results is performed in two ways: 

• comparison of rankings provided by PET with rankings provided 

with TTB approach; 

• comparison of rankings provided by PET with rankings provided 

by users using �DPM measure. 

 

PET vs. TTB 

The TTB method (the simplest possible lexicographical-based 

selection technique) can only recommend a single hotel. The results of TTB 

are presented in the second row of Table 4-11. TTB is correct in four cases 

only. Looking at the first position of the ranking provided by the PET, the 

PET is right six times (third row, Table 4-11).  

The PET prototype provides ranking of all hotel alternatives. 

Therefore, we also compare the top-2 and top-3 “suggestions” given by PET 

with the user’s first choice. For the top-2, the PET finds the user’s top 

choice for ten users (fifth row, Table 4-11). For the top-3 recommended 

hotels, the PET system is able to identify the user’s first choice for all 

eleven individuals (sixth row, Table 4-11). 

 

Table 4-11 Results for Hotel Reservation Service obtained from PET and 

TTB when compared to the user’s first choice 

  

# of correct  # of incorrect 

TTB – first recommendation 4 7 

PET – first recommendation 6 5 

   

PET – first two recommendations 10 1 

PET – first three recommendations 11 0 
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PET vs. user using 
DPM 

A different evaluation of PET results is performed using �DPM. As 

it has been indicated in Section 4.2, the ranking of five alternatives leads to 

ten different preferences pairs. In this case the value of �DPM of 0.1 means 

that the rankings differ in one preference pair.   

The �DPM values calculated for a pair of rankings – one ranking 

given by the user, and the other offered by PET based on priorities and 

criteria entered by this user – for all eleven users are shown in Table 4-12. 

  

Table 4-12 �DPM values for Hotel Reservation Service recommendations  

obtained from PET when compared with rankings provided by the users 

User ID ;DPM value 

user_#1 0.25 

user_#1 0.25 

user_#2 0.25 

user_#3 0.15 

user_#4 0.20 

user_#5 0.10 

user_#6 0.30 

user_#7 0.60 

user_#8 0.30 

user_#9 0.55 

user_#10 0.30 

user_#11 0.25 

average: 0.30 

 

 

On average the value of �DPM is 0.3 meaning that on average the PET’s 

rankings have three pairs of preferences different from the rankings 

provided by the users. The smallest difference between the PET and the user 
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rankings is observed for the user_#5. The contradictory pair has been 

observed for positions 3 and 4 – the user’s rank of hotels is: H5, H3, H4, 

H1, H2 (from the most to the least suitable), while the PET’s ranking is: 

H5, H3, H1, H4, H2. The biggest difference is observed for the user_#7 – 

in this case, there are six contradictory preferences. The user’s ranking is: 

H5, H3, H2, H1, H4, while PET’s is: H1, H2, H5, H3, H4. A short 

discussion with the user has led to the conclusion that, as above, the user is 

not consistent – the preferences and criteria he/she has entered to the PET 

system are different than those (s)he has used to make the selection. 
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Chapter 5 

PET 2.0:                    

PET with Customer Review 

 

 

 

 

This chapter describes a modified version of the web Personal 

Evaluation Tool (PET) utilizing the concept of lexicographical preferences 

and combines user’s criteria together with customer reviews. The 

lexicographic preferences allow for mimicking user’s attitude that some 

criteria should be satisfied before other criteria are considered. The criterion 

satisfaction levels are defined with threshold-based satisfaction level 

functions built based on two thresholds representing boundaries between 

acceptable and unacceptable values of attributes of alternatives.  

5.1 PET 2.0 – Concept  

5.1.1 User’s Individual Criteria and Customer Ratings 

Every selection process starts with evaluation of all available 

alternatives against a set of criteria. Each criterion is “checked” against a 

single feature of alternative, and a level of satisfaction of that criterion is 

obtained.  

Some criteria considered by a person can relate to features that 

assume only discrete values, for example, a swimming pool. In such case, a 

given alternative can have such a feature or not, and evaluation is very 

simple – a criterion is fully satisfied, or not satisfied at all. Other criteria can 
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relate to continuous features, for example, a room price. Here, we can say 

that a criterion is satisfied to some degree, and this satisfaction degree is 

different for different users.  

Customer reviews represent information indicating how other people 

like alternatives they bought, movies they saw, books they read, and hotels 

they visited. It is very common for a single alternative to have multiple 

reviews. Therefore, a mechanism should exist to combine all reviews into a 

single value (see Section 5.1.2 for the approach proposed in the PET 2.0). 

Once a single value is obtained, the criterion satisfaction level of customer 

review can be calculated.  

5.1.2 Threshold-based Satisfaction Levels 

As we have mentioned it earlier, each alternative contains a number 

of features, and a system has to be able to identify up to what degree a value 

of each feature satisfies user’s needs.  

Since it is much easier for humans to provide values of directly 

observable attributes as opposed to introspective satisfaction levels of 

criteria, we have tried as much as possible to have a system that makes use 

of attribute values to determine criteria satisfaction levels. We have tried to 

limit the personal subjective introspective information required of a user to 

determine the satisfaction of criterion. By the contrast with Pet1.0 described 

in Section 4, this information is in forms of two threshold values for 

continuous features: room price, and location, and one threshold value for 

each feature that assume only discrete value. Moreover, the customer 

review is another continuous feature of an alternative that its satisfaction 

level function has only one threshold value. Once those thresholds are 

known, the system is able to automatically generate satisfaction levels. 

In the system proposed, a user is informed about minimum(min), 

and maximum(max) values of a continuous feature which has two threshold 

values, and has to specify these threshold values within this range (see 

Figure 5.1). Figure 5.1 illustrates functions used to transform this 
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continuous feature values into criteria satisfaction levels. As it can be seen, 

three values of satisfaction levels are pre-set: max_level representing full 

satisfaction (1.0 is set in the system proposed), min_level representing full 

dissatisfaction (0.1 is set in the system proposed), and breakpoint value 

corresponding to the second threshold value (0.25 is set in the system 

proposed). The satisfaction values within the range from max_level to 

breakpoint are monotonically decreasing as the values of the continuous 

feature between thresholds are increasing (Figure 5.1). Moreover, when the 

values of the feature become larger than the second threshold and smaller 

than the max value, graphically-illustrated function generates a satisfaction 

value within the range from breakpoint to min_level (Figure 5.1). As it is 

obvious from the Figure 5.1, there is only one difference between Figure 

5.1 a and Figure 5.1 b: the first threshold can be seen as the biggest value of 

the feature that still gives maximum value of satisfaction (Figure 5.1 a), i.e., 

any feature value smaller than the threshold means maximum satisfaction; 

or the feature value smaller than the first threshold corresponds to minimum 

satisfaction (Figure 5.1 b), that means that any feature value below that 

threshold gives minimum satisfaction. More sophisticated transformation 

functions can be accommodated if we are willing to elicit more 

introspective information from a user. 
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(b) 

Figure 5.1 Graphical representation of threshold-based satisfaction level 

functions, the difference between (a) and (b) is the value of satisfaction 

level when a feature value is smaller than the first threshold.   

 

Identifying a satisfaction level of an alternative based on customer 

reviews is an important issue. In the proposed system, a simple approach 

that requires a user to supply one threshold value is considered (Figure 5.2). 

This represents a value of overall satisfaction of customer reviews (1(poor)-

5(excellent)) an alternative should have to be considered by a user as a 

satisfactory alternative5. This information is used to build a function (see 

Figure 5.2) representing user’s satisfaction levels for different values of 

score. The score is calculated in the following way: each rating is multiplied 

by a coefficient pertinent to that rating: 5-star*5, 4-star*4, 3-star*3, 2-

star*2, and 1-star*1. Once the multiplication is done, all values are summed 

                                                 
5 An alternative is dissatisfied when its overall satisfaction of customer review is smaller 
than the supplied threshold value.  
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up and then divided by the total number of ratings. The result is the variable 

score used in the following function (Equation 5-1 and see also Figure 5.2).  

crs(score) =

(max_level − brkpt_crs)

(5 − threshold)
× (score − threshold) + brkpt_crs,     score > threshold 

                                                                                               &  threshold ≤  5

0.1,                                                                                           score =  0

(brkpt_crs - min_level)

(threshold)
× (score) + min_level                         score >  0 

                                                                                               &  score ≤  threshold

 

 

 
 
 
 
 

 

 
 
 
 
 

 

 

   (5-1) 

Let us assume that a hotel has the following customer reviews: two 

5-star ratings, two 3-star rating, and two 2-star ratings. For such reviews, the 

score is (2*5 + 1*3 + 2*2)/5 = 3.4. If the threshold, brkpt_crs, min_level 

and max_level equal to 2, 0.8, 0.1 and 1.0 respectively, the 

customer_review_satisfaction(crs) is equal to 0.894.  

max_level 

customer review 
satisfaction leve l 

 

min_level 

      5 

 
score 

 

brkpt_crs 

              threshold 

 

Figure 5.2 Graphical representation of threshold-based satisfaction level 

function for customer reviews 

 

5.1.3 Criteria Ranking 

As discussed in Yager’s study (2008), user’s behavior can be 

summarized in the following way: if the higher priority criteria are not 

satisfied it is irrelevant if lower priority criteria are satisfied or not. Such 
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approach for evaluating alternatives can be implemented when a user 

provides a ranking of their criteria. This ranking defines an ordering in 

which satisfaction values are aggregated, and how these values of different 

criteria contribute to the evaluation value of a given alternative (Yager, 

2008).  

When customer reviews are taken into consideration, a single value 

calculated using the threshold-based function (Section 5.1.2) is treated as a 

single criterion. Therefore, it can be positioned at any location in the 

priority ranking. Different users can assign to customer reviews different 

levels of importance. 

5.1.4 Architecture 

The proposed lexicographical-based aggregation method is used as 

the selection mechanism of a web Personal Evaluation Tool 2.0 (PET2.0). 

PET2.0 is a web-based on-line system supporting a user in their decision-

making processes related to selection of a most suitable alternative on the 

Internet. The architecture of PET2.0 is presented in Figure 5.3. 

The PET2.0 consists of three components:  

Web Interface Unit initiates a service processing activity based on a query 

provided by a user. The unit provides the Selection Unit with a set of 

possible responses. Each response represents an alternative.  

Browser-based User Interface Unit allows a user to rank criteria, and enter 

the threshold values about different features of alternatives. 

Selection Unit is a “brain” of the PET2.0. It contains the following sub-

units: criteria evaluation unit, customer review evaluation unit, priority 

allocation unit, and aggregation processing unit. Each alternative is 

evaluated using threshold-based satisfaction level functions. This unit is a 

full implementation of the approach described in Section 5.2.1. 

The first phase of PET2.0 utilization is its initialization. During that 

step, a user has to provide threshold values required for construction of 
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threshold-based satisfaction level functions. Another piece of information 

supplied by a user is a ranking of criteria. This information is used to sort 

and combine criteria, including customer reviews.  

The utilization phase of PET2.0 starts with obtaining information about 

alternatives. Each alternative is evaluated, i.e., information about an 

alternative is put to the criteria evaluation and customer review evaluation 

units. The results of that evaluation enter the priority allocation unit. This 

unit ranks and groups the evaluations values. Sorted evaluations are 

combined using the modified proposed lexicographical-based mechanism. 

The modification of the mechanism (Section 3) is related to the equation 3-

6. Currently, the value Si represents an average of criteria values obtained 

for an alternative xk for a priority group i (see Equation 5-2). This process is 

repeated for each alternative. The results are displayed to a user. 

)}(),...,(),({)( )(,)2(,2)1(,1 ii inkinikiikiki xCxCxCaveragexS =        (5-2)  
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Figure 5.3 Architecture of the web Personal Evaluation Tool (web PET) 
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5.2  PET2.0 for Hotel Reservation Service 

In order to illustrate web PET2.0 utilization procedure a simple 

prototype of web PET2.0 has been developed. It is a system supporting a 

decision-making process related to selection of the most suitable hotel.  

The hotel selection process is based on five criteria:  

• room price; 
• location (here, distance from current point of interest); 
• property amenities (swimming pool, parking, airport 

transportation, conference room, laundry/ dry cleaning ); 
• room amenities(air conditioning, refrigerator, coffee/tea maker, 

balcony/patio, high speed internet); 
• customer reviews. 

 

A simple two-part interface has been developed for a user to input 

their 1) ranking of criteria, 2) values of thresholds needed for defining 

threshold-based satisfaction level functions for room price, location to 

downtown, and customer reviews, and 3) required alternatives of property 

amenities and room amenities.    

The first part of the interface (see Figure 5.), allows a user to rank 

priorities of criteria used for a selection process. A user can identify more 

than one criterion to be at the same level of importance. Figure 5. shows an 

exemplar of ranking of five criteria used in the web PET2.0 for Hotel 

Reservation Service. 

The second part of the interface is used to identify threshold values 

(see Figure 5.). For the criteria: room price and location – a user provides 

two values representing thresholds: the first threshold is a border between a 

full satisfaction and decreasing satisfaction when a user is interested in 

values below the specified range (see Figure 5.1 a), otherwise it is a border 

between full dissatisfaction and decreasing satisfaction (see Figure 5.1 b).  

The second threshold is a turning point where the slope of decreasing 

satisfaction changes (Figure 5.1). On the other hand, only one threshold is 



 

 59 

 

required for the criterion customer reviews. Figure 5. is an example of 

user’s choices regarding satisfaction levels. 

Furthermore, the second part of interface allows a user to specify 

his/her choices regarding the features of property and room amenities. 

Those features are considered as binary ones what means that an alternative 

(a hotel) simply has it or not. Evaluation of the satisfaction levels of these 

features is performed in the following way: if a user includes a feature and 

an alternative has it, the value of satisfaction level is 1; if a user includes a 

feature and an alternative does not have it, the value of satisfaction level is 

0.1; and if a user excludes a feature and an alternative has it or not, the 

value of satisfaction level is 0.1. 

  

 

Figure 5.4 Hotel Reservation – an example of the filled ranking page 
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Figure 5.5 Hotel Reservation – an example of the filled satisfaction page 

 

5.3 Experimental Results 

The experiment is performed with seven different alternatives 

obtained from the web, Table 5-1. Each alternative represents a single hotel.  

Table 5-2 contains the criteria rankings, the threshold values and 

choices for four different users, let us call them User I, User II, User III, and 

User IV.  

During the experiment each person is asked to rank these hotels 

keeping in mind the criteria and satisfaction levels he/she entered previously 

to the PET2.0. We should indicate here, that the proposed approach for 

evaluating alternatives using threshold-based satisfaction level functions 

seems to be quite non-intrusive. Users have not complained about it – on the 

contrary they have been pleased with its simplicity. Providing a few 

threshold values is a straightforward process. 
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Table 5-1 Hotel Reservation Service alternatives  

 A B C D E  F G 

Room Price $143 $126 $266 $230 $110 $90 $120 

Location to  5km 6km 2km 3km 7km 8km 4km 

Property 

Amenities:     

Swimming-

Pool 

Parking 

Airport- 

Transportation 

Conference- 

Room 

Laundry/ Dry 

Cleaning         

 

 

 

 

x 

 

 

x 

 

 

 

 

x 

 

x 

 

 

 

 

x 

 

 

x 

 

x 

x 

 

x 

 

x 

 

 

x 

 

x 

 

 

x 

 

x 

 

 

x 

 

x 

 

 

x 

 

x 

 

 

 

 

x 

 

 

 

 

x 

 

 

x 

 

 

 

 

x 

 

x 

Room 

Amenities: 

Air-

Conditioning 

Refrigerator 

High-speed- 

Internet 

Coffee/Tea- 

Maker 

Balcony/Patio    

 

 

   x 

 

x 

x 

 

x 

 

 

 

 

x 

 

x 

x 

 

x 

 

x  

 

 

x 

 

x 

x 

 

x 

 

 

x 

 

x 

x 

 

x 

 

 

 

 

 

 

 

x 

 

x 

 

 

 

 

 

 

x 

x 

 

 

 

 

 

 

x 

 

 

x 

 

x 

 

 

Customer 

Reviews: 

         5 stars 

         4 stars 

         3 stars 

         2 stars 

         1 star 

 

 

29 

42 

27 

27 

27 

 

 

20 

24 

19 

16 

33 

 

 

74 

31 

4 

7 

7 

 

 

189 

42 

10 

100 

56 

 

 

56 

30 

2 

25 

45 

 

 

1 

11 

10 

9 

12 

 

 

99 

162 

40 

17 

9 
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Table 5-2 Example of Users’ Criteria for Hotel Reservation 

User  I II III IV 

Ranking Room price 1st 1st 1st 1st 

Location 3rd 3rd 3rd 2nd 

Property 

Amenities 

3rd 3rd 2nd 2nd 

Room 

Amenities 

3rd 3rd 3rd 3rd 

Customer 

review 

1st 2nd 2nd 3rd 

 

 

Room prices 

threshold1  $100 $100 $100 $100 

threshold2 $175 $120 $125 $145 

Interested in prices below  Yes No No Yes 

Location 

threshold1 3 km 2 km 3km 4km 

threshold2 5 km 3 km 5km 8km 

Customer review 

threshold 4 4 3.5 3.5 

Property Amenities 

Swimming Pool 1 - - - 

Parking - 1 1 1 

Airport Transportation 1 - - 1 

Conference Room - - - - 

Laundry/ Dry Cleaning - - - - 

Room Amenities 

Air Conditioning 1 - 1 1 

Refrigerator - 1 - 1 

High Speed Internet 1 - 1 1 

Coffee/Tea Maker - 1 - 1 

Balcony/ Patio - - 1 - 
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The hotel rankings provided by users are compared with rankings 

obtained from PET2.0 for each individual. Among all experimental trails, 

for majority of cases, users’ rankings and PET2.0’s rankings are exactly the 

same. The users who participated in the experiment have been quite pleased 

with the suggestions provided by the system. However, there are a few 

cases with some differences. Let us take a closer look at the obtained 

results. 

The values obtained from web PET2.0 for all four users are shown in 

Table 5.3. The bold entries in the table indicate the first three choices made 

by the users – those are numbers in the brackets – and first three 

recommendations provided by the PET2.0 – those are satisfaction level 

values. It can be easily seen that the first three recommendations provided 

by the PET2.0 are the same as first three choices made by the users. In the 

case of User_IV, the sequence of suggestions matches the user’s choices 

exactly. For User_I and User_II the difference is at the first and second 

positions. In the case of User_III, the user’s first choice is third on the list 

provided by the PET2.0, and for the Hotel_B and Hotel_G, in both 

selections (user’s and PET’s) the Hotel_G is a better choice than the 

Hotel_B. 
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Table 5.3 Results for Hotel Reservation Service obtained from web PET 
(numbers in the brackets represent rankings identified by the individuals) 

User\Hotel A B C D E F G 

I 0.2856 

(4) 

0.2799 

(6) 

0.2804 

(5) 

0.3240 

(3) 

0.3754 

(2) 

0.2573 

(7) 

0.3635 

(1) 

II 0.0915 

(3) 

0.0888 

(4) 

0.0632 

(7) 

0.0670 

(6) 

0.2430 

(2) 

0.0000 

(5) 

0.1054 

(1) 

III 0.0996 

(4) 

0.1025 

(2) 

0.0559 

(6) 

0.0773 

(5) 

0.2915 

(3) 

0.0000 

(7) 

0.1761 

(1) 

IV 0.1503 

(5) 

0.2548 

(4) 

0.0683 

(7) 

0.0937 

(6) 

0.3242 

(2) 

0.2638 

(3) 

0.3445 

(1) 

 

 

User_I identifies Hotel_G as his/her choice, and ranks it higher than 

Hotel_E – this is opposite what PET2.0 suggests. Let us compare the 

criteria (Table 5-2) with features of the Hotel_E and Hotel_G (Table 5-1). 

The two features which User_I identified as the most important are – room 

price and customer reviews. For both those features the values are $110 and 

$120 (room price), and 4.61 and 3.99 (average customer review), for the 

Hotel_E and Hotel_G respectively. The satisfaction level for the Hotel_E 

is 0.3754, and 0.3635 for the Hotel_G. As we can see the satisfaction values 

are very close to each other, and while a short inspection of hotels features 

would confirm Hotel_E as the first choice, the user preferred Hotel_G. 

During the discussion with User_I it become obvious that other features – 

location and air conditioning – are considered as more important than 

originally indicated (Table 5.2), and this is not consistent with his/her 

indication that the location and amenities  (property and room) are the least 

important. A similar explanation can be provided for User_II.  

An interesting scenario can be observed for User_III. The user’s 

first choice is the Hotel_G, however the PET2.0 picks the Hotel_E – the 

user has placed this hotel at the third position. User III identifies the highest 
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priority ranking for room price criterion, and then property amenities and 

customer reviews as the second most important, and location and room 

amenities as the least important. However, once he/she is confronted with 

the alternatives the two of those criteria – property amenities and customer 

reviews – do not play a significant role in the selection process. Once again, 

the different ranking is the result of person’s inconsistency with the original 

statements about criteria ranking.  

As in the case of PET (Section 4), PET 2.0 has been also evaluated 

using �DPM (Section 4.2.1). The ranking of seven hotels results in twenty-

one preferences pairs (this means that, in the approximation, the value of 0.1 

represents two mismatched pairs).  

The �DPM values calculated for a pair of rankings – one ranking 

given by the user, and the other one offered by PET2.0 based on priorities 

and criteria provided by this user – for all four users are shown in Table 5.4 

  

Table 5-4 �DPM values for PET 2.0 when  
compared with rankings provided by the users 

User ID ;DPM value 

user_I 0.14 

user_II 0.14 

user_III 0.10 

user_IV 0.00 

average: 0.10 

 

 

The average value of �DPM equal to 0.10 means that the PET2.0’s 

rankings have two pairs of preferences different from the rankings provided 

by the users. The smallest difference between the PET2.0 and the user 

rankings is observed for the User_IV – a perfect match. The User_III has 

two contradictory preference relations (<Hotel_G vs. Hotel_E>, and 

<Hotel_B vs. Hotel_E>). For users User_I and User_II there are three 
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contradictory preference relations. For User_I they are: <Hotel_G vs. 

Hotel_E>, <Hotel_F vs. Hotel_D>, and <Hotel_F vs. Hotel_C>. For 

User_II they are: <Hotel_G vs. Hotel_E>, <Hotel_A vs. Hotel_B>, and 

<Hotel_A vs. Hotel_C>. Short discussions with users have led to the 

conclusion that, as above, the users are not consistent – the preferences and 

criteria they have entered to the PET2.0 system are different than those they 

have used to make the selection. 
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Chapter 6 

Conclusions and Future Works 

 
Increased popularity of the Internet as a repository of information, and 

predicted increase in a number of service providers have triggered interest in 

development of methods and techniques supporting users’ search for relevant 

information and services. One of the most challenging requirements of such 

methods is the ability to mimic human way of making selections and 

recommendations. The process of selecting or recommending the most suitable 

choices/alternatives should satisfy user’s needs and preferences.  

6.1 Contributions 

The thesis proposes a novel technique for selecting the most suitable 

alternative based on multiple criteria. The technique combines information about 

ranking of criteria with criterion levels of satisfaction.  

The algorithm that evaluates each alternative uses the proposed 

lexicographical-based aggregation mechanism. The mechanism applies a dynamic 

approach for calculating weights associated with each criterion:  

• the value of a weight for each criterion depends on the location of this 

criterion in the criteria hierarchy provided by a user, as well as on how 

well the criteria of higher priority are satisfied.   

The proposed approach can be applied to scenarios where each criterion has a 

different priority level (Section 3.3.1), and to situations where multiple criteria are 

grouped and a priority level is assigned to each group of criteria (Section 3.3.2).  
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The proposed technique has been applied to design and implementation of 

two versions of a recommendation system: PET and PET2.0. The PET system 

(Section 4) incorporates a set of criteria that are evaluated using direct features of 

alternatives, i.e., features that an evaluated alternative possesses or not. For 

example, for the hotel selection system those criteria are: room price, location, 

access, security, services, facilities, and tangibles. Another version of the 

proposed approach – PET2.0 (Section 5) – incorporates customer reviews that 

indirectly describe an alternative. In this case, customer reviews are treated as an 

additional, single criterion with a user-defined priority. 

Multiple experiments have been preformed to verify the proposed method. 

The experiments confirmed high correlation of the rankings deduced by the PET 

and PET2.0 prototypes with the rankings provided by the users. Those 

experiments have confirmed suitability of the lexicographical-based approach for 

building systems with a human-like behavior.  

One of important conclusions of the performed comparison is a need for tracking 

changes in users’ criteria – mismatches are the consequence of users’ 

inconsistency in preferences 

6.2 Future Works 

The presented work on application of lexicographical-based approach for 

mimicking human selection processes can be treated as a foundation for more 

research. Performed experiments and careful analysis of obtained results lead into 

a number of interesting research topics: 

• Design and development of a hybrid recommender system that 

combines the proposed knowledge-based recommender system with 

other recommendation techniques. This should lead to improvement of 

recommendation process and even higher satisfaction of users. 
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• Adding tags – a concept from tagging-based social software – that users 

used to label alternatives as an additional criterion in multi-criteria 

decision-making process. 

• Performing more extensive experiments involving a larger number of 

users as well as alternatives. 

• Introduction of elements of reinforcement learning for the purpose of 

tuning parameters of satisfaction level functions. 

• Adding elements of rule-based systems that allow for more precise 

representation of users’ complex decision-making patterns.  
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