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Trad1t10nally, reserve estimates of plains coal have not
included an error analysis, either of the 1nput variables
(average net thickness, area and density) or of the
resulting tonnage. Relative sizes of the errors cah be use//-_
to choose between different sources of data or between dif-
ferent methods of calculation; the better data and method
should have_a lower error. Density and seam thjickness data

"réquire the use of French style geostatistics to determine

their ergSt3*Because they are regionalized variables. ,

Data on ‘the production for two years from the Estevan
Zone ‘at the Boundary Dam Mine in southern SaSkatchewan was’
studied’ to determine the sizes and sources of errors in the
tonnage calculatnons. The results may be appllcable to
other pla1ns coal mines.

Net” thickness is the ma1n variable stud1ed geostat1-
st1cally Unfortunately, there was not. enough density data
to estimate a'variogram, so this variable, along with the
area data, were analysed using traditional statistics.

Two sources of thickness data were available: drill

-holes (at 150 m centres)‘and detailed (30 m spacing) meas-
.urements- of the highwall. - Two methods of ‘estimating the

average thickness were considered: ordinary kriging, which

- should be close to the best (=minimum variance) method, and

the simplest, an arithmetic average. When comparing methods--

using pre-production data, the results were compared. to the

"true’ tonnage- determined from detailed in-pit measurements.
The- variogram models of the thickness were isotropic

" with two nested spherical structures and no nugget effect.

The drill hole variogram had a higher sill and a longer }
range than-the pit measurement variogram. ‘
Dens1ty and thickness contribute about equally 96 the

error of the tonnage. If the error in the area is con-
trolled by the amount of ground that can be opened in one
year, then the error of the area is an order of magnitude -
larger than the other errors. 1In this case, ‘it does.ndbt

. matter what data or what method is used.

The drill holes produce a biased estimate, low by 6%, ‘of

"the thickness when compared to the plt'measurements. This

is because the geological seam was logged in.the holes not
the seam as it would be mined. Better data to use is
hlghwall measurements from an opened pit near the projected
pit; the resulti estimate 1s¢unb1ased with a sl1ghtly

" lower estzmatlon variance. .

The seam is so regular that the estimation errors are
very small (1% to 5%). This means that the krige variance
is only slightly smaller than the variance of the arithmetic
average, which suggests that the extra effort required for
geostat15t1cal estimating is not justified. 1In this mine
geostat:stlcs is only useful for determ1n1ng the proper
variance of the thlckness.

e

o R : .
. . . ) . .
H ) _ ! .
N\ . .
Y . .
B )



‘ ACKNOWLEDGMENTS
1.yill be forever grateful to the foTT%wing for their
help in produc1ng th1s the51s |
1. Dr. G. D wllllams, my thesls advisor.

2." R.W. Forbes and the staff at the BouQsary am Mine of

the Manltoba and Saskatchewan Coal Co.\and Luscar Ltd.

for lettlng me use portlons of the aé\a that they have

been collectlné at the mine.

. 3. Esso Mlnerals,'who provzded the research funds.

4. Petro-Canada; fef giving me timeeoff and materials td
finish writing this. | '

5. All the llttle elves who kept- the Amdahl 580/5860 up and
_runnlng most of the time. . |

6. .Most 1mpor&antly, Pam, wit ut whose constant support

and gentle proddlng this effo t would still be a dream.

vi



Wi, ."- o ~ N

.7. ' ) . Table of Contents .
’ : Chapter - g ‘ o . . Page

w2

DEDICATION ..‘..‘...........V......'...-v............-...........IV
\bB,STRACT ‘.'. LI ) .l ® & 8 0 0 5 s 0 .‘ I. L l ® » 6 &6 & 0 0 & ‘. 8 & ¢ s s ".. ® @ & 9 0 8 & & & » 0 & 5 v
; ‘ ACKNOWLEDGMENTS -l s e ) c 'o P I N NN R E R R N '- R vi .

LISt Of TADleS 4evuvnvrvnnnnenaneeenseeennseensennssennnes Xiv

"vf Lis; Of Figures ..c.iuediiideniienenenerneasncnnanneosssaXVi

ﬂist;of Symbols ..... .......f.......m;.:.;.,.:...;:..;;..xx{

| 1. INTRODUCTION «.nvessetensanessannansnenensenennenenes]

I.Iv OBJECTIVES OF THIS STUDY ,...:..v.{.......;:.....1

R © 1.2 OUTLINE 44
1.3 PREVIOUS WORK. R

' 1.3.1 Prev:ous Geostat1st1cal WO;k B

. T 1.3.2 Prev1o$§ Geologlcal Work: ....,;..;..}.;9

. 1.4 REGIONAL, LOCAL AND MINE GEOLOGY 10
e 4.1‘Regiona1'GeoIogy ,...I..,.m..I;:;...,...;KIO
1.4.M.1 ﬁégional stratig:aphyi..g....;.u;}10
1;4.1;2«Regional strocﬁure ....;..;.......13

1,4.2 Local Geology ............................15
1 4.2.1 Local stratlgraphy ...............15

1.4.2.2 Local structure .;;...,...;.;..n.{21

’ 3 M1ne Geology ................g..;.........zi |
<1/A 1.4.3.1 Stratlgraphy at the mine .........25.

1.4.3.2 Structure at the mine .....}....;.34 -

1.5 COAL MINING IN SOUTHERN SASKATCHEWAN "ﬂ;':';’I'34

2.. DATA ACQUISITION AND PRELIMINARY ANALYSIS ceisesesses3B

»l,/\ . . 201 DATA SOURCE .Q.0'.0.......!!.'.!‘.!."......l...l..3"8»l

_ vii



2.2 CLASSICAL STATISTICAL ANALYSIS Y &

2.2;1 Statistics of the Net Thickness ......;...42

2.2.1.1 Distributioné of the thickneéses .42

: W e 2.2.1.2 Mean and variance of the
."\ ‘ tthkneSS -..oo-oo.tnnnnn‘ooo0-01-147

'2,2;2'Location of ﬁhe,Samples Y -

-

o

3.  STRUCTURAL ANALYSIS OF THE DATA .ev..e..vv.deuis.....53
3.1 VARIABLES USED IN THIS!STUDY ....evunavnn.ess...53

3.2 /bRIFT ANALYSIS .\uivevinnndeavinnsennnnnsesnns. 58
/ .

3.3 | VARIOGRAM ANALYSTS .h;,,....;.......;...; ...... .54

/
3.3.1 Calculatlng the Raw and Experlmental

Var1ogram ........,..........“m...........56

'3.3.2\Modelrng the Fundameﬁtal Variogram eee...56

3.3.2.2 NUGGet FeCt wruvenenraninnenson .63

o S

'.3.3.3-Structura1 Inferpretation of the Model ,..67
3.3.3.1 Interpretatlon of the model .
PArametersS .....ceces000000v00ees0sb7
»

\
3.3, 3. 2 Interpretation of the structures .70

3 3.4 Comparlson of the Models From This Study
With Fllnt s models v....%..s.. ceesessesasll

'\\'SAMPLE SPACING | STRATEGY P RO £
4 1 METHOD . LI ] ‘. v..v. LN 2 .'. ¢ o & 0 ; .‘. e & &6 0 0o " O 0 8 0 PV S S S e . LN . L] 77
: E 4‘ . 2 ' RESULTS L] " L ] .' LN '. . .. Ll ; ® & & 0 v .- . ‘. . o ® o 0800 .. e & s & 0 0 0 0 0 7 9

5L CALCULATIONS .OF PRODUCTION AND RESERVES .......0.....83

5.1 GENERAL'METHOD ....;.........J;.....Q..........;83

5.1. 1 Calculation of the Tonnage Estlmate ‘and

Its Varlarme ..-'-0.o¢'o..coo.oo-nco¢-..o.83'

5 1.2 Calculatlon Methods Used at the Boundary
Daline 'I.I...I...l.I....l.’.......’.....84

-

\
\

V111

3.3.2.1 Variogram models .....v.e0v0eu....59



. " A - ‘ . ;‘
5.1.3 Calculation of the Den51ty Estimate and
" Its Varlance Ceesarteastseeassecananene .85

5.2 IN-PLACE COAL AND PRODUCTION FOR THIS éEARf....,BB
5.2.1 Domains Chosen DY 1
5.2.2 Calculating the Average Thickness....,.}.;89‘

.  5.2.3 Area of the Domains .‘92

5.274—Gaiéu%at&on—of—fhe—Tonnage'.;.......L.....96
5.2,5 Calculation bf‘thevRecovery ...... ..... .....981
5.3 RESéRVES AND PRODUQTION FOR-NEXT YEAR,.........102'
‘5.3,1 Domains ChoSen ....cvieeerecsnscesnnenssal02
- 5.3.2 Calculation of the Thi €55 sesvereesa..103
\ . 5L3.2.T Next jear‘s éé;tzness using . ,
; drill holes ......ovevenenen....104

5.3.2.2 Next year's thickness using pit
measurements ....ecevsesssccsesssl06

5.3.3 Area of the Domains}....}........;i......109

‘ 5;3.4 Calculation of fhe Tonn;gé ,..}.;..;;..:.110

6. SUMMARY, CONCLUSIONS AND RECpMMENDATIONS'}.....{;;..114
6.1 SUMMARY OF RESULTS ;;;;.....,....,..;...,.}L.;‘114

6.1. 1 Classmcal Statistics ...........;...;....114f

i 6 1 2 Geostat\lstICS 2 5 @ 5 & 4 ¢ ¢ 8 6 5 0 6 9 C Ve S O P e s .115
. 6.1.3 Drizkt lee spéclng SErategy .veeeeeveeee 116
‘ \;75’/‘ . ’ 6-,1.;ﬁ\fuTOnnag'e"€alCUlatlonS o s 0 0 0 olo .3. e o9 0 8 00 0 00 1 17
% o 1 4 ‘1 In- place coal and .recovery for }
B thl s year . ® & ¢ 0 & & B & 5 O B 6 e OGP e P e 1 18
e f/ gD,y v ’
LR - 6. 1 4.2 Reserves and productlon for nemt . . -
) - -‘-—“&"\% . . oa year * o @ . S & ¢ o & ® & s 0 0 . ” s o 0 9 @ . e e 0 o8 1 19 ’
) v ,.-—.:"/‘§ . ;‘r\} . . \
Q& - Q 6 2- JC'ONCLUSIONS OF THIS STUDY ..........;..........119
:‘9’:‘ 6 3 RECOMNDATI ONS * ’ . . L BN ) . ® & 0 » 0.0 8 0 0 v 0 00 .\l e o o . . LN } .\1 22
ix S i ’ ,;\;_\;;;/*;



, \ ‘ \
6.3.1 Further Research ........... R I3

6.3.1.1 Detailed research to extend this
SEUAY .+ e ea122

6.3.1;2 General geostatlstlcal research .124

6.3.2 Suggestions For The M1ne'Eng1neers‘..{.L.fzaA'

REFERENCES l...;......;.f..{;.;....... ...... e 131
APPENDI X : [

‘OUTLINE OF THE THEORY OF STRUCTURAL ANALYSIS ...... .. 134 .

i,

1.1 INTRODUCTION -..0...‘..‘ul...-I."-l‘ototlioobiconoui134
1.1.1 Regionalized Variables ..... veeenan cedeea134

‘1.1f2 Fundamental Measurements in Geostatl-

SEICS tevvennvennansons Teseseeceaseannan <. 136
1.7.3 The Intrihsic Hypothesis ..... ....;r.....T36,‘
1.2 DRIFT .evnenvnnnnn. J.;;......,,....}..i.,..;...137
r1,3’fVARIOGRAM PO ';&..;.....;....}..,;..;;..,.139
3.1 Conveﬁilons Used to Illustrate Varlo-: | _
: grams .....cecenedecann """""f°"7'7]39
1.3.2 Anisotropic Variograms ....a..... R D

1.3,3.Estimatibn Errors-for the'Variogram R V'Y
.3.3.1 Reqularization of the variogram .143
1.3.3.2 Grouping of the data ..f.....;,:;143

1.3.4 Behav1our of the Varlogram Near the

Orlgln~....-....A-......-....-.--...J.‘...._146 .

-4.335.Conf1dence Intervals on the Fundamental

4

1.3'6 V_i'riogram Mo.dels.v.....I‘.......‘...I'...'..'...‘.149

-jj.3.7 Robustness of the Model .veeerrrnenessesa156

APBENDIX 2 , R ‘
PRELIMINARY DATA- ANALYSIS .......,..,.1...:..........158

2.1 CLEANING THE DATA +vvevvvvnnnnnnensenennnensensl58

Vaflogram c-.oc.coo..o.oo.t-o.cuuu.oono'-|148ﬁ



2.1.1 Location of 'the Samples e ereeneeeiie..M58

2.1.2 Th1cknesses of the Seams and Partings ...158

2.2 METHOD TO ESTIMATE NET THICKNESS . ....vevevn... 159

APPENDIX 3 . "’ o
. SELECTING: HOMOGENOUS REGIONS FOR ANALYSIS teseenssasa165

3.1 SELECTION CRITERIA evuevuncneensoneonennsonss 165

3.2 SELECTING HOMOGENEOUS PIT REGIONS .............168

©3.2.1 Geology of the Pit Regions ..............168
‘3.2;2-Classiéal'étatistics of the ;it Rggions .168
3.2.3 Gebstatistics of the Pit RegionsI..ﬂ..;..172
3.2.4 Homogeneous Pit Reg1ons ................;I72

3 3 'SELECTING HOMOGENEOUS DRILL HOLE REGIONS ...3..179

APPENDIX 4
. DERIVATION OF THE FORMULAS FOR A MIXED MEAN AND L]

VARIANCE ...'...l"....l.l-l..‘.......'.............l.187

. r
4.1 MIXEDMEAN .l‘....tttﬁl.l.‘..'.;..l..I'.;l...l...187

...l..ll.vl.;'l.otlttl0.0.-..!..188

4.2 .MIXED VARIANCE

APPENDIX 5 . |
CALCULATING THE EXPE IMENTAL VARIOGRAM Cereeeseadiee.a190

,5_1 CALCULATING TH‘ RAW VARIOGRAM ...............\;190

'5.2 ACORRECTION OF THE RAW VARIOGRAM TO FORM THE -
. . EXPERIMENTAL VARIOGRAM --o‘coocn'ooo.oon07'o.----'193

5. 3 ANISOTROPY'OF_THE EXPERIMENTAL VARIOGRAM ......197

e

APPENDIX 6 ' ' :

VARIOGRAM MODELLING METHOD +i.ievesessscscsssnansassss 98

' .. APPENDIX 7 ' S N

OUTLINE OF THE THEORY OF KRIGING ceeessrennsesesnsass 199

7.1 VARIETIES OF KRIG‘ING .0....":ﬂ.‘_...‘..l.‘.,...‘..’”..1'99 .

7.2 . OUTLINE OF THE THEORY OF ORDINARY KRIGING veoes. 199

,

! ‘ - .
~ 7.2.1 General Problem: to Find the BLUE .......200

X1



e

~

7.2.2 Aux111ary Functlons L

APPENDIX 8.
' DESCRI

8;1'
8.2

7.2.4 The Estlmacors ‘and The1r ‘'Variances ......203

-

PTION OF THE KRIGING PROGRAM ...........,,.,...204

‘OPERATION OF THE KRIGINGWPROGRAM o

MODIFICATIONS TO FLINT'S KRIGING PROGRAM .:....204

le

INPUT/OUT: UT OF THE KRIGING/PROGRAM ...........205

8.3.1‘Iﬁput Parameters and Data for the
Kriging Program ...eeicecsacsiassnenessss205

0

8.3.2 Output From the Kriging Program '.........206

SENSITIVITY OF THE KRIGING RESULTS TO THE

INPUT PARAMETERS «revenvnenenneneneedesonsess 207

8.4.1 Number of Samples to be Kriged cereeesees207

' 8.4.2 Accuracy of the Variogram. Model

"PAramMELerS +u:ivivteseranvassssocsasnaeasa2l2

843C€ll Slze‘...‘....-......la.....-..‘........212

INACCURACY OF THE RESULTS DUE TO NUMERICAL

APPROXIMATIONS .........;................;..214

8.5.1 Inaccurac1es ‘Due to Numerical

APPENDIX 9
FORMUL

9. 1

9.2

Integratlon ..."t'l»'l.ll'.l.l~ll.l....l‘l214

8.5{2'Iﬁaccuracies'Dué,to Maﬁrix Inversion ....219

AS FOR THE PROPAGATION OF 'ERRORS ..;.ﬁ....;....218

ESTIMATE AND VARIANCE’WHEN THE INPUT VARIABLES
ARE UNCORRELATED "....".l.......'l..'.....’.‘...218

ESTIMATE AND VARIANCE WHEN THE INPUT VARIABLES
ARECORRE.LAT.ED 'A.."...‘.'._..‘..'.....‘........,‘220

9.2.1 Mean.of the Recovery ....e.oeveianreneasa220

- 9.2.2 Vagiance of the Recovery ceesessnessasesalll

APPENDIX 1
VARIAN

0 4 : .
CE OF THE. AREA OF PROJECTED PRODUCTION ........222

xii

T7.2.3 ] Kr1glng System of Equatlons .............2371

o



10.1 DIRECTLY MEASURING THE AREA OPENED UP. .........222

10.2 VOLUME AND LENGTH OF THE AREA OPENED UP .......223

10.3 REGRESSION OF THE LENGTH OF THE AREA OPENED UP 223

APPENDIX 11

SAMPLE OF DATA .+ evvvveeennennenoesneoeneennennn

11.1 SAMPLE OE;QATA FROM PIT 2A ...;.......;..

11.2 SAMPLE OF DRILL HOLE DATA ..............

APPENDIX 12 , o
‘SAMPLE OF COMPUTER PROGRAM OUTPUT ....cveviaes

12.1 OUTPUT FROM THE VARIOGRAM PROGRAM .......

e..230

«..230

.4..231

cee.232

ver.232

12.2 OUTPUT FROM THE KRIGING PROGRAM B



| 4 _ List of Tables

Table , : ' : Page

\

\ - _
AY

1.1 \\Typical proximate analysis of the coal
from the Estevan Coal Field ....icviemscnnenensenesal?

2.1 Summary statistics of the thickness for
each pit and the drill holeS ... veveeececnososesnsadl

3.1 Variogram model parameters ........ccoeeeesncecneasssb2

3.2 Comparison of the short ranges of the
» variogram models with the sample spacings ..........71

3.3 Comparison of the variogram model parame-
ters from Flint (1978) ‘with the drill
hole model from this Study s.vivveeeeeoscennsonceanasll

5.1 Data and statistics for the density esti- _
mate and e R R R . .87

5.2 Estlmates and variances of the average
seam thickness for this year's in-place
N o < Y- S . “

5.3 Areas of the domains used in the ,
“calculations t.ciieencrsncscsnrarrasanns cestesesasens 94

5.4 Tonfiages of this year's in-plece coal ... iieeveia.97

5.5 Tonnages of coal-loaded-out frem the mine
'fecords o.n-coononcooc'o--ol-o-ol-n‘.-.--'-nnoo-. ------ o99

5.6 Comparison of -the percent recovery
calculated by the mine personnel with the
percent recovery estimated in this study ..........101

5.7 'Compar1son of the 'true' thickness with
the estimated thickness for next year,
calculated using drill hole data ....ceveeeeveeesn. 105

5.8. Comparison of the. 'true' thickness with
" the estimated thickness for next year, _
calculated using nearby pit data ceeeereaeaaagaa... 108
5,9 Comparison of the 'true' tonnage with the
estimated tonnage for next year,
calculated using drill hole data ... ceeeeencooeaeslll

a S

- , :  xiwv



Table

5.10

) o Page

Comparison of the 'true' tonnage with the

estimated—tonnage—fornext—year;

calculated using nearby pit data ..... ... 000000 L1112

Comparison of the summary statistics of
the thickness for the pits and the drill _
holes BT S <Y
Comparison of the summary statistics of
the thickness for the north, middle and

south areas of pit data ............ .o R &

101
10.2

10.3

Comparison of the summary statistics of
the thickness for the areas and subareas ,
of pit data R R B X

Summary statlstics of the thickness for .
the homogeneous regions of pit data .... R R 210

Summary statistics of tne ‘thickness for

‘the drill holes; subdivided by the number
. of splits .{....... P S I I -2

Comparison of the summary statistics of

"the thickness for the drill holes,.

subdivided by the number of splits ................182

Comparison of the summary statistics of

‘the thickness for the drill hole -areas ............185.

Sample ‘size and aureole distance required, :
to produce a stable estimate ............00iniinn, 211

Robustness of kriéing with respect to the
variogram model pParametersS c.veeeececeesccancannseaslll

Coefficients of Variation of the bench _ y
length and bench volume ...iieiedecieeccnonceensassan224

Regre551on parameters of the bench length o
with the time to dig the bench reereeeeeceeiee e n227

StatyStics- of the-bench length, width and

area ...‘.......-.....-.o.o-....-.5........'-.......;229

Xv



List of Figures

Figurex _ - ' ; . Page
1.1 LocaAt-i-‘on—ma»p—n—,-.-ﬁ—‘-;'—‘—.—}n—r»rﬁ-a—n--.—'.-n-.-;—,—i-i—.—,—.,—‘—,—,-.—.-.‘,-r2
1.2 R#gional geology ....;........}...;;...........;,...11
1.3 Regional stratigraphy .....ceieeeeeiennnenennnnsnaso12
h.4 .Coa}fiélds in the Ravenscrag Formation .............14
1.5 Local geoiogy.........;......; ..... e aanee _....;;.16
1.6 Locai\strafigraphy S SO e ‘;17
1.7 Coal éones of the Ravenscrag' Formation.in -

the Es\evan Coal-Field ...ieevrerennnnnnnnass cevessasl19
1.8 ‘Shallow\coal subcrop in the Es;eQanvarFa .;........;29
1.9  Local cross section et et ....22 :
1.10 Location gj fhe majdf paleochénnels in .

_ the Estevan.'Zone .............n. K |
1.11 Pits used ingthe s;Udy C et reeese ettt .. 24
1.12 Stratigraphié\column of the Estevan Zone g}

~in the Boundary Dam Mine .......... B IR A
1.13 1Isopach of th;\mjned zone, net thiC;neSs'.;.,.;.;;..QB
1.14 Stfatigraphic.cdﬂumn‘for'the'study'area:....;.......30
1.15 ﬂbcation<of the paftings in the study ~
Ar88 ...eeeeerrnsabsonnsonseasanns teesssecressosnosseadl
1;16-‘Cross'séction through the study area B
1:?%w Location of the'palegthahnels'ih the pits
-~ of the study area R R R R R IR X
1.18 Cross section thrbugh‘t e miné'..:.;........Q.w....;35
1.19 :Operating-QOallminéé in aékatéhewan ;.;.;.;..g.,.r.36
2.1 Location of the pit data . e ieiiineei.n39
2.2 Location of the drill hole Y I
 kvi




) )
Figure , oo . , Page

2.3 Best fit normal and gamma cumulative dis-

tribution__ ﬁunctlons_ﬁor pit 1 data ...ocoeneeeee....44

2.4 Best fit Cauchy cumulabqve distribution
function for pit 1 data c....ieveerniennnnn. veesies. .45

2.5 Cumulative normal probability curves for .
all Of the pit data ‘l'l.ll....'.‘ll'..'.’....'.l.l».l..’46

. 2.6 Cumulative normal probablllty curve for

the drill hole data .......c... e PP 1
2.7 Comparison of the pit-and drill hole : ' %
cumulative normal probability curves ..........0....49

2,8 'Location of the partings in the drill
» hOle data ‘..--...-.-..-....-.....-'-.-7..-............350

3.1 Drift:of drlll hole data and the combined
pit data. .........................................,.55

3.2 Experimental variograms of the pit data ............57

3.3 Experimental variogram of the drill hole .
data ....0.....’.a‘tl‘ol.b.o.oo...ub’-.. ----- .okn-. nnnnnn 58

'3.4 ‘'Variograms and models of the.pit data ,........Q....60

3.5 Variogram and model of the drill hole ‘
" data~.-...--.......--............-.._. ------ ‘o.-.‘oo.3061

3.6 Variogrjam and model of- all the’ p1t data _ X
groupe together R ...........;.;..64

3.7 Pit va 1ograms, parallel and ¢ _
perpendicular to the major paleochannel R -1

3.8 . Drill hole variograms,. parallel and ,
o ~perpe dicular to the major paleochannel R 1|

4.1 Thickness estlmatlon varlance versus »
. dril .hole spacing’.l."....'-...l'.l..l.'..............80

4.2 " Tonn ge error versus drlll hole spac1ng ....;.......81

"Bn 1 ~Loc tion of the domains . for thlS year s :
in-place coal and production ....,...,.......,;,.;:;90

5.2 Idealized distribution of the errors for
| most geostatistical estimates ....iceeneciinenanns.a93

s

Coxvii.



Figure

5.3

6t

1.5

1.6

Page

Benches used to estimate next year S. in- :
place coal and productlon theceonanana e 1V
Genetal&zeé-llnear modeL—rrrrirﬁnﬁnﬁﬂwhﬂﬂnn%nﬁﬂﬁﬁ.428

Examples of the drift and. varlogram,from
data with a large drift P K1

A transition varlogram, spherlcal model ...........140

Types of var1ogram anusotropy ............;...;....142
[} .

Effect of regular12at1oncon a spherical
varlogram .................................;.......144

Grouplng of. the data for calculatlng a

Varlogram ooocuo.-o.-o-unUu'oo.t--cooo..--a--"--oeo-o145'

Types of variogram ‘behaviour near the

Orlgln .oo.‘l0..0.Q....O.I.l...l..’o....‘lt.l....'o..‘147

An example of a- varlo%ram with a hole

effect ;.,.......................%u..,.};.g;,;.!L,.151‘

Common types of ‘transition model: - , -

spherical, exponential, gaussian .....J;.,.:L...Z.:152N

The sine model, an example of a =« /

transition hole effect model ........5;.;;g..;...,.154

Two nested models ......;........(..,.;;...:L.K;};.155

i
K

Comparison of an eprnentiai'and tﬁo °
nested spher1ca1 models ceeseecannecnonset J......157

Comp rison of the gross and net th1ckness o " =
vario ra ~the pit data'.................%.....TGO

Compar;:on of the gross and net th1cknesslv{' w -
varlog ms for 'the dr111 hole datad ceeieeersennenaes161

L]

(3

Varlogram of the EOF partlng ......................162

Varlograms for the north area, subdlv1ded

: stratlgraphlcally ........................;...;..Q;163'

Comparlson of the pit and drill hole
variogram modéls .L................................167

xviii



~ N ot
. Lt Goo i .
Figure ° Page
3.2 Cumulative nOrmal“probablllty~curves from -
the north, mlddle andisouth areas of pit
data ......“:‘-.'i‘.'....,._........-.-.....-....-.-....‘....170
3.3 Locatlon of the areas ahd subareas of the i
pit data ceven @a..................,....,.. ..... ees 173
3.4 vComparlson of the varlograms for the -
' north areas of the p1t data B I A
3.5~»'Comparlscn of theévarlograms for the
s :jsouth areas of the p1t (o= - P A
3.6 Locatlon of the homogenepus regions of o v
' plt data .ll.’l’..........I‘......'.‘..‘0... . .0.....177
b ' '
3.7 _Varlograms of the homogeneous reglons of WY
plt data'..........._.‘....-.-.-...---...'..‘.- .’0..6.178“
3.8 ‘Locatlon of the north and south.areas of o
“the drill hole data T -1
3.9 cComparlson of. the varlograms from the . ‘
L ;_north and south areag’of drill hole data ..v.vvee.. 186 1
s . . &
5,1;wahange in the varbogram from.pit 3. due to :
A a change 1n lag ........,...............u... ceeeea 191
5.2 # Changein the - &arlogram for the drill _
P " holes due to a change Ain. lag S cree.. 192 -
5.3 Change in ﬂhe varlogram ‘from pit 3 due to : =
‘ ,a changevln U oZeennns ..7,,................;......,;194
¢o . -
foo, - %5.4 Change in the variogram for the drill :
3 - . “holes due to a. change in ¢ ...........,;.,;; ceees.185
2 .w “ - . ‘
- 5.5 Anlsotroplc varlograms from pit 3, due.to .
d" dtlle measurement methOdS o....-o.\-o.co-;n.--. of?s-‘¢|196
PN N -“\ '
8.1 '.Aureoles of data used. to determine the A
L best number of samples for krlg1ng eesesescsvenesssl08
-,8.2 .- ThHickness: estlmate and’ standa;d dev1at10n o
' +"versus the aureole size -for p1t QA A LY
1 8.5\g Calculatlon error of the,krlge estimate
......215

versus. the number of grid cells ... ........n.

xix



Figure Page : .

o 8.4 Calculation error of the krige variance .
- versus the number of grid cells ...................216

' -10.1 Regression of the bench length against :
t h e—trim e—t o—d-i»g—th E——be n C~h'—-—u—uju “l‘l‘l_l‘-'i_l'_l“‘i"i‘i"‘l"i_i_l_i_O‘OMC_U_U_I‘2‘2“5‘——_——“
‘ [}
“
. A ) ////” . . ¢
; & P .
S| )
jvl“‘ . . . . - . \
" \w&_ - A S \
o ‘
- VoA '
Y
q -
A
: \
xx . : s s
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welght 1n a llnear comblnatlon as well as the range of a

unravel the formulas.

List of Symbols

Geostatistical papers are notor1ous for loose notatlon,
using a system which is unique to geostatistNcs. It can:
change several times within one’ paper,. and sbmetimes the 7 -

n
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-1.. INTRODUCTION

e,
e

Matheron (1971; p{5) defines geostatistics as "---the

application'of the theory of the regionalized variables to

the

estimation of m1neral deposits::+" Geostatistical

estimates of coal reserves have been made for the Boundary

Dam Mine at Estevan in southern Saskatchewan (Flgure 1. 1)

ol

In thls m1ne llgnite is stripped from the Estevan Zone of\

the

1.1

Paleocene Ravenscrag Formation.

OBJECTIVES OF THIS STUDY

’ -\ - . ) .- ! . ' . 3
The objective of this study-is to examine the methods

of determlnlng reserve estimates in plalns coal mines. The

"basic formula is:

‘The

_Tonnagé = average thickness x area x density

overall objective is divided into two major portfonsf

Study the.optimum drill hole spacing. It may be that

rhole separation'could be increased for a leSS»expensiveA
.sampllng program ylth llttle loss in accuracy Y
-,Study the methods used to estlmate reserves, 1n partlcu-

‘lar:

AL Qhoose.the'better-of the two sources of data availa-v

bie on the average seam thlckness over an. area to .be
mlned The cho1ce 1s between hlqhwall measurements
from a nearby p1t and dr111 holes into the proposed

1 w-

”:pit.

'B." Test geostatistically-determined estimates to see if
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they are useful or better than the traditional

.methods. Geostatistical estimates are theoretically

supposed to be the best, but usually at a

Determlnlng the accuracy and errors above requires

N

considerable—cost—in—effort——There-may-be-little
accuracy lost in using simpler methods, simpler even
' . i

than the methods preséntly used at the mine.

. Determine the size of the ‘errors in the tonnage

_estimates and recovery estimates. This will indi-

cate how much confidence to place in the nqmbers;
how detailed to make any future calculations, and
whether 'a given change in the recovery is real or

just .a statistical fluctuation.

. *Outline the major sources.of the érro;,in'the

‘

tonnage figures. _This should show where to concen-
trate eifort if the accuracy of the estimates is to

be refined. If the error of the reserves is

‘dominated by the error of one input variable, say

'area', then improving the accurady of that one will

increaSe\the accurééy of the estimate the most.

{
f .

statistical analy51s and because den51ty and thickness are -

reglonallzed varlablesT, geostatlstlcal analy51s is

‘reguired.

j All geostatlstlcs must begin w1th varlogram anal—

ysis, so a prellmlnary objectlve 1s to determ1ne the experl-

" mental variogram and to model it.

- + See Appendix41.1.] £or a definition of a regionalized'darf-

iable.



1.2 OUTLINE
A complete geostatistigal study is done in several
stagesj'beginning with a crude preiiminary'study, making

many assumptlons' f1n1sh1ng by refinements, correcting for

TN

each of the assumptions made in the flrst stage., This study
is only the flrst stage, but the. results were clear e ough
that the objectives were achieved without having to ¢ \rrect
for all of the assumptionsa ;

Tonnage (T) is calculated from the averageT net

thickness (Z)i,'density of. the coal (d) and area of the pit
. ) o - . \ ' o

.~

(A) using:

T = Zid-A - .. R , o {1.1}

Recovery (R) is calculated from the tonnage‘and.theﬂ%oal4

loaded-out (CLO) using:

R = 100-CLO/T L . o :(“" {1.2)

The main type of data is th1ckness measurements of the
;seam, which have two sources-‘dally measurements ‘in the p1t
 and'dr1ll hole measurements.v Most calculat1ons were done |
"with both to determlne ‘the best data to use. The other

-input varlables (den51ty, area and coal loaded- out) are from'_

ot Average in this study,'ls rarely used - the tradltlonal

sense of an arithmetic mean, but in the more general meaning
~of the"best'551ngle number -with which to replace all the.
numbers in a subset of the data.
- Tradltlonally 1n geostatlstlcs Z refers to a reglonallzed

-varlable. . s . ‘ » . \



‘the mine records.
Only thickness was. analysed geostatistically. ‘Although

density is regionalized, there is not enough data to esti-

&

mate the varlogram.. Instead ordlnary (or. cla551cal)
statistics were ‘used to analyse the den51ty, and :also the
area and, coal- loaded- out Geostatlstlcal analy51s along

with tonnage estimation form the bulk of this study

Any statistical analysis begins with,exploration of the
,_data; that is, estimating the_basiCIStatistical properties-
of the data. For'the thickness, these 1nclude drlft and
Varlogram ana1y51s because geostatlstlcs is used N Varlogram
: analy51s beglns Wlth the calculatlon of the raw variogram,
correcting 1t to form the exper1mental var1ogram, whlch 1sl

,modelled- The varlogram model should closely estlmate the -

- true varlogram that is requ1red to detemmlne the est1mat10n a

variances.
| Optlmum drlll h s'acing was'considered in this studj'
»only as a trade off of the expense of more closely spaced
;holes for a more‘accurate~reserve estlmate.» In practlce,‘,
other con51derat10ns also affect the ch01ce of hole spac1ng n
:The-trade-off was 1llustrated w1th a curve of the estlmatlon
varlance agalnst the. spac1ng in the dr1111ng grld This'
curve shows at ‘what ‘spacing (70 to 220 m) there is a trade-:

off w1th the Teserve accuracy. The partlcular balance.

L S A\



“between the two within this range must‘be left to the
Judgement of the m1ne engineer. The curve was calculated
for a representatlve pit, approx1mately two year s produc—

t1on, and using a square gr1d of drlll holes that was

'expanded for each succe551ve p01nt on the grapht

i

Coal tonnages, and 1n some-cases recoderles, were’
‘estlmated in several ways forrseveral m1ned areas represent-
1ng productlon for one month to two years. Tonnage and‘the
resultlng recoverles are most strongly affected by the aver-
age net thzckness, on which most of the effort was spent
‘Tonnages for the area were calculated -using the thlckness
determlned in two ways- krlg1ng, the best method from a geo-
-statlstlcal poznt of v1ew, and an ar1thmet1c average,’the"

szmplest method Whenever an’ estlmate was made, 1t5‘

'.,varlance was determlned in order to compare the accuracy of

the dlfferent methods. F1nally, the error of the 1nput var- -
iables was used to ‘determine the® sources ofrthe tonnage and,:
recovery errors.

Two types oT tonnage were calculated- 1n place coal and'
-‘_reserves.' The 1n place coal 1s the amount of coal that was
1n a bench prlor “to strlpplng and was estlmated u51ng
thlcknesses measured on' the hlghwall after removal of the.
coalrl Itkwas used, along with the coal loaded out. to
fdetermine_the*recoyery; 'Reserves, on the other hand, ~were
'festimated_foruseveral.locations after:they were mined obt,f



L

but u51ng only pre-production data, either drill. hole or
nearby hlghwall measurements. These two numbers were

compared'torthe.ftrue' reserve figure, which was estlmated .

-from;post—production measurements of the highwall.

2. var[a] > 0.

.1s geologlcal

 The error of the'reserveS'for.locations not‘yet mined

~depends’ heav11y on the error of the area (VAR[A]) to be
_exposed. Two cases were con51dered |

1. VAR[AT

The first case is when the'area is-given,*such as'a lease
11m1t and corresponds more closely ‘to the strict meanlng of

geologlcal reserves. In the second case, the area is deter—.

‘mined by the amount: of ground that can be- exposed in a g1venf

un1t of tlme, and so 1s h1ghly varlable.

1.3 PREVIOUS WORK . - - . -

L1ttle prev1ous geostat15t1ca1 work has been done thatp

?-applles d1rectly to’ thls study Most of the prev1ous work

-

111 3 1 Prev1ous Geostatzstlcal Work

Technlques of geostatlstlcs have only 1n the last f1ve_,:

:~-to ten years slowly made thelr way 1nto North Amerlca after .
' twenty to th1rty years development in France and South
’“;Afrlca.' Journel and Hu13bregts (1978) and Dav1d (1977) have

'the most exten51ve b1bllograph1es of case studles. vThese



two, along with Clark (1979a), g1ve the best’ practlcal

descrlptlons of the methodolqu in Engllsh Matheron (1971)
descrlbes the theory beh1nd the appllcatlons. o |

ﬁ ' C _.‘II

Over“200 dep051ts have been analysed by geostat1st1cs,

i

(David, 1977, P- 70), but there are few prev1ous studies: sim- . .
ilar to thxs one. Journel and Hu1jbregts (1978 P. 595) llstj |
.36 deposits.that‘they used as examples of geostatlstleal-
’analysfs; 'Of-theSe, half the studles are'on‘tabularb
deposits of three types. bedded re51dualisoil and veins

Half of these tabular dep051ts are bedded but only use. R
,thlckness of the strata ‘in conjunct1on with the accumula-"

tlonT, never'alone. None deals WIth the geostatlstlcs of a
coal mine. | .

B ﬁhat“work'has been done on coal ‘mines has:for'the'most:
Vpart been done on coal quallty .‘The only’personltofhave-.
done a geostatlstlcal study of plalns coal was Fllnt (1978)
He 1s referred to often 1n thlS study,'so»when no yearnls f

E ‘\ .
"sufflxed 1t should be taken to refer to hlS M. Sc. thes}s,.-

"~f‘F11nt (1978) He estlmated the resources and thelr'y_p L

fvarlances for three coal zones (1nclud1ng the Estevan Zone)
in the Ravenscrag Formatlon, two of whlch are present over

"the ent1re Estevan Fleld

+ Accumulatlon is the average grade of an ore 1ntersect10n
._t1mes the length of the 1ntersect10n.» : : S

vf



F11nt found the net coal thxckness to be. statlonary and

isotropic. The varlogram model was spherlcal with ranges of

2003m,-800'm-to 1000.m ‘and 4000 m to 6000 m; and a-falrly»

large nugget effect. ‘The coefficient of'variation of'the'

{

/

tonnngge was about 20%' Wlth over two thirds of the error
:derrved;frOm error in the determlnatlon of the area
underlarn»by,COal, The error in the.den51ty contrlbuted a
"minor amountr‘ | | | | .
Sabourln (1975) examlned the sulphur content 1n the
Llngan Coal M1ne of . Cape Breton Rendu and David (1979)

rstudled the calorlflc value of the Hat Creek coal depos1t of

B. C. They 1ntroduced a new method of - u51ng geostat1st1cs

’ .kfor studylng th1ck sedlmentary dep051ts by treatzng the}

'dep051t more llke an 1rregular ore body than a regular
.dstrata bound coal dep051t Irv1ne et a7 (1978) have
'descrlbed a detalled coal resource 1nventory of the

“Ravenscrag Formatlon, u51ng computerlzed tradltlonal methods7

1nvolv1ng SURFACE IIT and arbltrary dlstance proportlonal

so

_welgh?s, rather than geostatlstlcs.‘

1. 3 2 Prev1ous Geolog1ca1 Work 'c'l' -';_f? SRR
Prev1ous geologlcal work 1nmthe area is exten51ve,g'
- o '
'hbeglnn1ng Wlth prellmlnary studles done for the Palllser '

'expedltlon 1n 1&57 G, M Dawson d1d the f1rst serlous geo- -

loglcal 1nvestlgat10ns in 1875 but most of the geologxcal

;‘hT SURFACE 11 is a grld manlpulatlon and contourlng package
i _(Sampson, 1978) Vi , . ,
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work was done in the f1rst thlrd of thls century on

.outcrops. More work has been done in the late 51xt1es and:

learly seventies u51ng drill hole data. An account of‘preylﬁ

ous work is deta1led 1n Flint (1978, p.11). The mostk

exten51ve b1bllograph1es of the prev1ous work are in Irv1ne

-phy51ograph1c region of central North Amerlca. The

1s near the northern r1m of ‘the Wllllston Ba51n

1 4.1 Reg1onal Geology

etaal (1978) and Flint (1978)

1.4 REGIONAL, 'LOCAL AND MINE GEOLOGY

The Boundary Dam M1ne 1s located in the plalns

hd

.topography 1s mostly flat w1th low roll1ng h1lls w1th deep

and ‘sometimes broad valleys. Geologlcally, the study area»T
[eA

o

N LT

The follow1ng dlscu551on applles to the part of

southern Saskatchewan underlaln by the Ravenscrag Formatlon

'y(Flgure.l.2)t if& 'Jul-"y .:Qi - l

;*Church1111an basement

1.4. 1 1 Regxonal strat1graphy

Pale0201c depos1ts, approxlmately 2000 m th1ck are

/

}domlnantly shelf carbonates, evaporltes and ba51nal shales

Aof Cambrlan to M1551551p1an age (Flgure 1 3) depos1ted over e

T -
-/'_ - \v

o

A major unconformlty separates M1551551p1an strata from‘

\,-the Jura551c bed- Several transgre551ons and regre551ons
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~during the Me50201c resulted the dep051t10n of approx1mate1y

.‘1500 m of clastlcs, both marlne and ‘non- marlne, shed largely

from the Cord1lleran orogen to the west.

L -

Cenozoic deposits are largely non—marine'clastics

‘conta1n1ng several unconform1t1es and one thin marine un1t

) "

j"coalf1elds (Flgure 1. 4) S o ‘\

'above the Ravenscrag Formatlon. A. th1n veneer of Plelsto—

cene glac1al depos1ts caps the sequenpe. o

“(F1gure 1. 2 p 11)

the- Cannonball Formatlon, whlch occurrs malnly in the

adjacent Un1ted States The Ravenscrag Formatlon of

aearllest Tertlary age (Danhian and p0551b1y a llttle later)
'wasVdep051ted over the central port1on of the Williston .

,_Ba51n The Ravenscrag coal measures are found in four-

14.“Cypress,

2. Wood Mountain,
~3."Willow'Bunch,-
4. Estevan.

V‘Occa51onally patchy Eocene to Pllocene dep051ts are found

'4 /-‘J
o
\\_

1. 4 1. 2 Reg1onal structure ,/// '5 L o .

The strata form a broad sync11ne, wh1ch plunges gently

at approx1mately 3 m/km to the south 1nto ‘the Wllllston
"Ba51n. Locally th;s pattern 1s mod1f1ed by solut1on of

"evaporltes in the Pra1r1e Formatlon (Mlddle Devonlan) and'f

0

',hcollapse of the overlylng strata to form gentle syncl1nés
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1.4.2 Local‘Geoldgy

This description below applies to the Estevan Coal

\)

15

2
?
K

- Field (Figure 1.5).

1.4. 2 ‘1 Local stratigraphy
Marlne shales of the- R1d1ng Mountain and Bearpaw
Formations (Figure 1.6) are‘oberlain~by‘the.marginal marine’

Eastend Formation which in turn is overlainlby the gptest

‘Cretaceous .non-marine Frenchman Formation. The Cretaceous-
" Tertiary.boundary is‘usually placed at the contact”betueen
fthe Frenchman and Ravenscrag Formatlons, though there is’

some dlsagreement.' Total thlckness of Cretaceous strata in

the area is about 1000 m.
~The Ravenscrag Formation may be as much as 550 m thick.
The lower cdntadt“df'the-Ravenscrag»Formation is eOnformable

and usually deflned as ‘the base of the flrst toaly materlal'

'above the Bearpaw or R1d1ng Mountaln shale. The upper

’ «contact 1s everywhere er051onal

9

-~ Equ1valents to the Ravenscrag Formatxon are parts of the-:v

'“Wlllow Creek and Porcuplne ‘Hills: (Paskapoo) Format1ons in
SN :
vAlberta, and the Fort Union Group in thepUnlted States."

~The lithology of‘the Ravenscrag Formation is

”

‘o-cgreyv\ .

wmand buff weatherlng shales, fine‘sandstones,usiltstenes and

 sandy shales--r"v(Fllnt, 1978 p 16) usually pborly.

r
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Alberta . “Saskatchewan : North Dakota

BOUNDARY DAM MINE

Paleocene -

‘Bearpaw Fm. Eastend Fm.

Uppeerretaceous

Riding'Mountain_Fm.

SSTEVAN' ZONE |

Frenchman Fm.

Non-marine

Mixed

Marine

‘Modified ifter'lrviné'et al. (1978, Figure 6, p.21).

N\

Figure 1.6 Local stratigraphy
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consolidated, eommonly‘cdntaining lignite seams in up to 19 -

zones. - \ o - N

The depositidnal_environnent has.been interpreted'as an
aliuvial plain covered by forests, swamps and marshes in a

;humid'temperate climate (Elint,‘1978,‘p.17).

Irvine et al (1978 p 49)'have divided the'coal ZOnes
‘in_the Estevan Coal Fleld 1nto two groups (Flgure 1. 7) |
fourteenyzones of deep.coal too deep to m1ne at present?
.and . f1ve zones of shallow coal whlch can'be, or are belng-
-mlned at . present.; The shallow coal zones (Flgure 1 7 p 13
and'F;gure 1.8), '1n stratlgraphlc order from the top down
arerw' vi ' '
1. éhOrt"Qreek,bf :.!~
2. Roch Percée, '

’3;'dSburis,‘ |
- f4. dEstevan;;‘
5. iBoundary’ -
U"‘_The Estevan and Boundary Zones; are the thlckest nQSt5

_gw1despread and most heav11y m1ned

The Ravenscrag Format1on 1n the study area. 1s BEERE
erratlcally overlaln by unconsol1dated sands and gravels of

rhrthe Pl1o Ple1stocene Empress Group.. The whole area- 1s" :

-covered by Plelstocene till- except where it has been removed g

by fluv1a1 er051on.‘_
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RAVENSCRAG FORMATION

'VBOUndary_

100
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- Study area

53" W.

‘102°

T T e T T u.s.AL
‘Roche. Percée Zone . et . L -
o ™. . o s

. Souris Zone" ‘ |
| . . . kilometres

. ESTEVAN ZONE . .
' ‘Boundary zone =~ % g | f |
' 'M§d1fied aftef~1rvine»et-algf{jgjgi'Plaﬁg“7)‘ |
. Figure 1.8 - Shallow coal subcrop in the Estevan area



1 4 2. 2 Local structure

ﬂ

o The Ravenscrag Formatlon d1ps gently towards the

southeast but superlmposed on 1t are a. few very shallow

southeast plunglng undulat1ons (Flgure 1 w9 Solutlon of
-Ithe Pra1r1e Evaporlte ‘Formation has produced local collapse

. . 4 .
features.vv -

In places the poorly consolldated Ravenscrag Formatlon B

vdf’has been structurally dlsturbed by thrustlng from a Plelsto—

cene ‘ice sheet ThlS dlsturbance takes the form of e1theri'
ldlsorganlzed strata or 1mbr1cate thrust sheets, usually

'-w1th1n 25 m of. the bedrock surface, though 1t can go deeper_:
\jFlgnt,i1978,3p;153).; Most 1ce push features occur beyond a

‘jthe‘studykarea‘to;the northeastwy‘

1.4. 3 Mlne Geology .
The Boundary Dam Mlne is located at 103° 00' West

bLongltude, 49°'05' North Lat1tude or Range 8 on the boundary;fb

\

- _between Townshlps 1 and 2 West of the Second Merldlan

"i(Flgure 1. 8 p 20) : The m1ne 1s approxlmately 3 to 7 km
“bsouth of the town of Estevan and 8 to.12 km north. of the

'AU S. border.' ‘It 1s bordered on the north by the Sourls

”'Z'Rlver Valley and on the west by the valley of Long Creek

rboth of wh1ch cut through the Estevan Coal Zone.inhe
fvsoutheast boundary 1s formed by th1nn1ng of the coal towards

Car major northeast trendlng, sand fllled paleochannel cut

-

e 1nto the seam (Flgure 1. 10) The study area (Flgure 1. 11)b
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40°

' 1.03.°
102°

W

, ,f_ o | _ESTEVAN ZONE - ~
Estevan -
_Figure 111
© 'Study area

o ::*:_ ?fﬂ:?fw
SR AN a‘yAqdR;?ALEQQHANNEt;

s al
L

At .the level of the E seam . . . U.SaA.

L & . & M ) B .
— —t - . \

- kilometres . e

~ Prom Irvine et al. (1978, Figure 37, p.62)

3 ?igure‘1¢1Oj‘ 5 l'deatidh'5f the majp: pé1ebchahnels'in_the;?m

’Estévah'Zoné L '3[:\;;;}g“. L



: - -'.“SeC".3~TVP-2 Rge.8 W2M —

-~

“Figure 1.11 ° . ° Pits used in the study.

.

. <«——Sec.34 Twp.1 Rge.8 W2M ——»

Tmetres .



25

encompasses the three pltS actlve in the m1ne from 1977 to
1978 along w1th the surroundlng dr1ll holes.

[

'Topography oVer'the'mine’iS'flat'with about 5 m relief

“__““_rbutmlnc1sed by“the Sourls—Rlverwin a broad glac1al~meltwater"
o channel and Long Creek 1n ‘a narrow Holocene rav1ne, both

. uaboutSSO m deep.
_l.;JB.l Stratigraphyaat the‘mlne;
dverbnrden; ¥5 to 20 ‘m th1ck 1s composed of glac1al
till succe551vely underlaln by dlSCOﬂtlDUOUS dep051ts of
vT sand and gravel of the Empress Group and poorly consolldated '

_ grey 51lty clay of the Ravenscrag Formatlon. | liw."
\‘ E . - e . . Lo B e ‘.

.:1 ‘ W
| Seams ln the Estevan Zone (Flgure‘ 1.12) areznamedxh to H
from the top down (nomenclature 15 after Irvine et al
1978 p 60) ‘Seams A and B are th1n, usually occurrlng asr.
. part of the flll 1n the major paleochannel Seam Cis a
r1der seam, too th1n to mine in the Boundary Dam Mine.
Seams D,,E F and G are mlned whlle seam H is. a th1n, ‘-
dlscont1nuous r1der at the base of the zone.r | | |
.1 Maceral content of the coal 1sv65% to 85% humlnlte,\lp%"
“to! 25% 1nert1n1te and 5% to 15% ex1n1te (Irv1ne et al.,\ |
1978 Flgure 13 p 46) ' The average proxlmate analys1s of o
AT coal from the seam 1s llsted in’ Table T.t. Average gross -

N

vthlckhess.ls,3.9_m_and_average\net,thlckneSS'ls 3.3 m-'t

v
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rable 1.1  Typical proximate analysis of the coal from

" the Estevan Coal Field

7 s ‘ . : ey

»M9isfufe '_" f - |  ,‘ B 37:5%""
-‘Asr'i S s | : 3.1‘,{% . }
‘V§la;ilébmatper :  : ,: 5 ” v  ;24;§% 4 ‘

Calorific‘value; Co c : ”A15.]00 kJd/kg
Rank_‘ S o . ':”Lighitegi

Csulphur . 0.3%

This data is from Adamcewicz (1963, p.101):
TREERS T ST TR

I
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(Figure 1.13). The descriptions below refer primarily to
the portion of the mine studied in this- project. Two maln_

-'part1ngsT of grey and. brownlsh clay are recognlzed by mine

s

surveyors in—the— study area-(F1gureaﬂ144)--The—upperT—prob-
-ably D- E partlng 1s present in ‘the southern part of the
study\area, wedges out towards ‘the north (Flgure 1.15 and

. Fiqure 1 16) and is 0 3 m thick and 0.9 m from the top of*

the mined coal. The lower part1ng, probably E-F, occurs 1n“

: 4.;.,,:

thefnorth’ wedg1ng out towards the south and is 0 4 m thlo g‘

Y

and 2.1 m from the top of the mined coal The Fe G partlngr..

may have ‘been measured in a few places in the 'south .end of'%;'

- -

pit 3;‘hIf so, it is 0. 1m th1ck and 0.8 m from the base of

RN

the seam.

Theopattern of splitsirandvpartings;seen by geologistsﬁ
in the drill holes from the study area'is not guite the same

as'that seen by the mine?surveyors. Different geologlsts.

seem to have the1r own cr1ter1a for" 1dent1fy1ng a partlng |

b A

and consequently, holes w1th one number of spl1ts can be
_surrounded by infill holes w1th a dlfferent nun?er of |
ﬁ‘spl1ts.‘ The floor con51sts of poorly consol1dated grey
'pclay. o R

' ' |

A few 11near areas (Flgure 1. 17) occur in the p1t data o

'where the part1ng and/or coal is thlckLr or th1nner than it .

J

-'ﬂlf ‘A partlng is -a layer. of rock w1th1n L-coal seam. - =
o i A spl1t is a suhg1v1s1on of-a seam t at is separated by a.

partlng from aﬁ%@@ér spl1t. TN

-

& T f o i_ . PRI i

i BRI ,
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Note: -

The rider seams
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‘Figure'1.14 _’Stgatiérépth'coiumn for fhenstudy area
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Sections. are shown on Figure 1.16

jFiéure 1.15 " ' Location of tbgﬁpaﬁtiﬁgs in the studyvareé )
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1. 4 3 2 Structure at the mine

._Shdﬁldfbe."These areas,are’probably minor paleochannels.

The coal zone d1ps gently to . the southeast w1th minor

1

*1 5 COAL MINING IN. SOUTHERN SASKATCHEWAN

undulatlons (Flgure 1. 18)r. No salt solutlon tectonlcs have

"been f0und but there has been some collapseylnto a few'of:

the old underground m1nes, part1cularly near the Sourls

.Valley, outs1de;and north of the study area.’

Mlnlﬁg from small underground worklngs in: the walls of

hthe maJOr r1ver valleys began in the early 1870 s.i The
A{f1rst open p1t m1ne started in 1927 and consolldatlon of
ltthe many small underground mines occurred about the tlme of
'.xtAe Second World War vith the conver51on to str1p m1n1ng»

Jcomplete by 1955 Slx mrnes-(Flgure _ 19) operate 1n.the |

area at present._ Seventy percent of the coal m1ned 1n

'3

‘pSaskatchewan 1s used for power generatlon and most of theﬁv'

.

frest is used. 1n pulp and. paper m1lls and for brlquettlng,

'<used exclu51vely by the Saskatchewan Power Corp 1n the ';

'm1ne mouth Boundary Dam Power Statlon. ‘A detalled hlstory

of coal m1n1ng 1n Saskatchewan may be found in Irv1ne et al

*

(1978 P- 131)

'T The mine is owned by the Manltoba and Saskatchewan Coal

-Co.,'wh1ch is- owned by Luscar Ltd

'(Adamcew1cz,.1982 p 105) Coal from ‘the Boundary Dam .T_Q:'”i

iMlneT, w1th a nomlnal annual capac1ty of 1 8x10s tonnes,fls;7r
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'BOUNDARY' DAM MINE

Souris River

UL . "'"V'fSTEVAN ZQNE.t

1.9

_TQ
Section A'A' R

' Figure:

" ——300 ma.s. l-—

o
s

' Vertical'exéggeration 8331»“
————t——t—— n;'~Looking-nOEtheast'

kllometres P L : 7
' Sectlon located -on Flgures 1 5 and 1. 8 |

metres -

1Modified;éfte{'Irvfneﬁet_al (1978 Plate 8)::

_ Figure 1.18 - Cross. section through.the mine - R

-
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The Boundary Dam operatlon, like all those in
4 ‘Saskatchewan, uses str1p m1n1ng technlques. Walk1ng
v dragl1nes, worklng from a prepared surfacej remove the

\
.overburden in one: pass and cast the sp01l bnto the adjacent

N

_bench from whlch the coal ‘has been remﬂyed .Scrapers and

‘graders clean off the surface of- the: seam and remove any »
:partlngs thlcker than about 1/3 m.‘ Partlngs less than thls
]are ‘not select1vely m1ned F1nally, the coal is. loaded 1nto
trucks by’ electrlc shovels for transportatlon dlrectly to |

.athegpower statlon.rv

(W
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2. 'DATA ACQUI_SITION_‘AND .PRELIMINARY ANALYSIS }

2.1 DATA SOURCE.
Data for thlS study was acqu1red from the Boundary Dam

'Mlne of the Man1toba and Saskatchewan Coal Company Most of

"y:attached HP2648a graphlcs termlnal All thlcknesses

. hthe data con51sts of seams and parting thlcknesses, but also

1ncluded-are some mine records of coal‘den51ty and coal

'b"actually“loadedyout~of a p1t durlng a partlcular t1me “
‘,lnterwal;,.The.thicknesses'have'two sources: . '

1{ 'baily measurements Ofythe:mlned seamsiin theipit_;“w

'highwalls by the-mlne surveygrs (Figure'2 1). These 1s

- nomlnally 30 m apart along each bench 'whlch are approx—'

1mately 30 m w1de. Data was collected from the three:

n\

Cpits (1 ‘2A and 3) that were actlve in 1977 and 1978

. 2,FyProduct10n drlll1ng on 100 150 and 200 m grlds f

x(F;gure‘Z;Z) coverlng three sectlons that sur(ound the .

‘In both cases the or1g1na1 blue llne draw1ngs of the m1ne,‘

if7p1ans w1th data locatlon and - thlcknesses were xeroxed

because the or1g1nal draw;ngs were too large to f1t on the

' dlgltlZlng tablet a Summagraphlcs B1t Pad h The X and Y

\.

mcoordlnates of: each data locatlon were d1g1tlzed and the

o thlcknesses entered 51multaneously on the keyboard of the
. St '

'pertalnlng to the coal were entered both partlngs and
'spllts.3 The p1t measurements e1ther had no partlngs or one

':partlng,orarely as many«as two- whereas the drlll holes had'
. : a2 s «
y
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dlgltlzed at p01nts no. further than 30 m apart

‘41,. :

up to five partings. A program that calculated map

coordlnates from the pad coordlnates also calculated net and

'gross coal thlckness See Appendlx‘11 for an example of the

result1ng data set Outllnes for the- p1ts were alsolp,“'

2.2 CLASSICAL STATISTICAL. ANALYSIS e

C1a551cal stat1st1cs is non- geostatlstlcal statlst1cs

or what is usually referred to as 51mply statlstlcs andr

'whlch dOes not deal with any reg1onallzed varlables + Any ,

. statlstlcal analy51s must use data that 1s as- free as poss1—

ble from all m1stakes, 'so the data was cleaned .as outl;ned

in Appendlx 2.1.

Before -any geostatlstlcal analy51s can be done, ‘the data;

must be explored w1th cla551cal statlstlcs. Not only is 1t.1

ﬂ‘good practlce,:but the geostatlstlcs used in thls study make'

two assumptlons that can be checked only w1th cla551cal

statlst1cs.j These assumptlons are . that the data 1s from onep

"populatlon that is’ normally dlstrlbuted In addltlon, the
.Values of some cla551ca1 statlstlcal parameters affect some

_of those 1n geostatlst1cs.; The varlogram 5111 1s

theoret1cally equal to the populatlon varlance, and the

3spat1al dlstrlbutlon of the data determlnes how unblased the s

:arlthmetlc average is for a reserve estlmate._,

3

t Brlefly, a- reg&onallzed varlable is a" varlable whose'

- statistics are affected by its locat1on.v -See Append1x 1. 1 1
for a more complete def1n1t10n..~'- S .
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2,2;1'5tatisticsfo£‘the Net Thickness
Tonnages ard calculated from the product of the
den51ty, area and the average net thlckness of the m1ned
seam. . The last var1able can be calculated by taking the net
thlckness before or after averaglng The latter is the ‘fn

better way of determlnlng the average net thickness, as

outlrned~1n Appendlx 2.2. To~do this the net thickness is

a

' required at'each.samplef‘point - Three classicalistatistlcal

ypropert;es of the ‘net thlckness vere . examlned its’distribur'

© tion, mean and variance.

" 2,2, l 1vDistributionsvot‘the thlcknesses J,

| ’ If the tthkDeSS dlStIlbUthﬂS are lognormal then
dlSjUﬂCtlve kr1glng w1th de Wl]Slan varlogram models should ‘w
be used ' If the populatlon 1s normal then ‘more common
"varlograms and "’ krlglng can be used All the net thlckness
"dlstrlbutlons are- approx1mately normal except for some
:fm1x1ng of populatlons. Two methods were used to analyse the
'l'dlstrlbutlons- STPK and normal probablllty graphs. -~-'i‘ Y
B . : ' ’
N STPK 1s an 1nteract1ve stat15t1cs package that can com—
“'pare the emp1r1ca1 quantlles of the data to the best flt, :
iltheoretlcal quantlles for any of ‘the - follow1ng cumulatlve

5ﬂdlstr1but10n funct1ons- normal gamma, Chl squared F,

. fStudent s t beta, Cauchy, Welbull half_normal_ unlform,

3

"t 'Sample” is used in. thls study to refer to any . measurement
‘of the seam thlckness, e1ther in a drill hole or on the

'_hlghwall : o .
. VRN



- “»#’binomial, Poisson, geometric, and hYper‘geometrlc.
pid y '. . o : L

AN

. e e . . .
' L3 L : P B

“The f1t of the data was comgared v1sually w1tn each of

v_@ the above dlstrlbutlons. The only good f1ts were the normal
- R :
and gamma dlstrlbutlons (?1gure 2. 3) Only one pit 1s

1llustrated due to data l1m1tat10ns in STPK but the other'

- s

p1ts show a 51m11ar pattern;f’The gamma functlon f1ts a
11ttle better because it 'is a three parameter functlon and

so «can ﬁ kewed« A"‘I-Ygu&&er, &*’dlfference 1s negl1g1ble, so
tmal. The, next best flt

o '#‘; ‘aﬂ

LTy
e, PR vy ! I ' S - t o
- R .

e ’

: «worse. I . :}'-‘h‘ :
T
!

o A program was wrltten that plots the data on a 2, "

K

4#» all the rest were much ;

.Acumulat‘be normal probablllty graph both to v1sually estl-‘i

Y

; mate the normallty of the data, _and to f1nd any m1x1ng of’
e . R *
o populatlons. Data from one normal populatxon wlll»plot on a:
™~

stralght 11ne w1th 1ts locat1on determ1ned by-the mean and

v1ts slope by the var1ance. Multxple normal populat1ons w111

A\» plot on stralght l1ne segments.’.All the,p1t data plots onﬁ

' reasonably stralght llnes except for talls towand the th1n

0y p

 values (F1gure 2. 5) Th1s 1nd1cates a sllght ﬁb modenate

“-

-

skewness to the left (negatlve) The poxnts in the ta1l are

2
z

from dlscrete ‘areas”in, the seam that are dlstlnctly th1nner ,'F

7

thgn usual (Flgure 1. 16 p. 32), areally assoc1ated=and often

o l1near (Flgure 1. 17 p 33), suggest1ng the effect of small
~ paleochannels. . L “ ‘ﬁ‘ e 'qu,v- . ;?'

ks . . : . . . R
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The overall dlstrlbutlon of the data may be three param-.
,eter'lognormal. However, an adequate 1nterpretat10n is that

there 1s a mlxture of two populat1ons..

1. most of the area, normally dlstr1buted
2: channelled areas, probably normally dlstrlbuted
.'«The p1t data was§cons1dered to be one populatlon sznce the'

' 'departure from one popuiatlon is small. and the - channelled

ra

“-areas could not be subd1v1ded out and handled separately

e

These areas;are too small to be. treated on their own, as
"fthey contaln less . than. the 30 to 50 sample m1n1mum for
,_calculatlng a varlogram:;:-ff‘h. L |
| The drill data also plots as stralght l1ne segments;
'.(Flgure 2..6) but shows a much larger ta1l than the p1t data
v(Flgure'2;7), This longer ta1l is. probably due to. the |
larger sambled area hav1ng portlons of the seam too severely
‘channelled 5;3 thln to mlne.v The two populatlons in the ,,i'

drlll hole data were too 1nt1mately m1xed over the study

garea (Flgure 2 8) to separate 1nto 51mple areas.' B

.fz.z 1. 2 Mean -and variance of the‘thickness'”
The mean of the net thlqkness of all the p1t data 1s

’3 6 m and of the dr1ll hole data s 3.3m (Table 2. 1) _e_‘_

HLdrlll hole average 1s less because some holes were drllled

4,.

_fwheresthe;c‘"l was too th1n to mlne, generally in; the west
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" Table 2.1 Summary statistics of the thickness for each’

. pit and the drill holes

e |

nt Mean - 7 ‘Varianée ' Standard .
e ‘thickness - (m?) ~ ° deviation .. .
(m) = S - (m) S
©oopit 1. 272 °. 3,57 . . 0.084 0.29 |
LPit 2a 201 . 0.036 0.19

o 0.063 .0.25

. 0.073. o D.27

RO\ AN,

. Drill holes 336 - - 3.29 . 0.278  0.53

3T:n*%‘£he[nu@berlbf sahples;'
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. N .' i A o . ‘
In @eostatistics,, populat1on varlance 1s'the same as

'variance' in cla551cal statlst1cs., The overall varlance of

‘the p1t thlckness data 1s 0. 073 m* and of the drlll hole
‘data.is 0 278 m? The dr111 hole var1ance is larger for WO .
reasons;b Flrstly, the geologlsts would be less l1ke1y to
_compare the measurements for con51stency between holes
IWhereas; the surveyors may make the p1t thlcknesses more .

f
cons1stent and less varlable"51nce they are usually done
»sequent1ally,‘1n both t1me and space, on .a contlnuous‘expo?
.sure. Secondly,vthere are more- spllts in the drlll data (up
'to four partlngs) than 1n the‘plt data (rarely more than onev’
part1ng) ‘ The extraapart1ngsﬂw1ll remove a more;varlable vuf-3<”

amount‘from thevthe tthkﬂ&SS‘Of the drlll hole data.'

2 2. 2 Locat1on of the Samples'-‘ o .
The spatlal dlstrlbutxbn,of<the data'was'deterninedfby

th1sual 1nspect10n of the data post1ngT, wh1ch shows that ther

'f.p1t samples are on- a sem1 regular gr1d at approxlmately 30 m"

h‘spac1ng w1th a few large areas é?' 551ng nodes (Flgure 2

"rp 39) Postzngs of ‘the. drlll data show that the holes are

Aon three regular gr1ds w1th several small areas of m1sszng _fr"
, holes (Flgure 2. 2 p 40) 3 The ba51c pattern 1s a 200 m-
‘ﬁsquare gr1d that has been 1nf111ed to a 100 ‘m-: square grzd in©

the northeast and a 150 m square gr1d 1n_the southeast.

t Posting was done with SURFACE. 11 (Sampson, 1978). ~ ~ «O
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3. STRUCTURAL ANRLYSIS OF THE DATA e
v S ) A \ e L

.

The term 'structural' is used in thls study 1n the geo—

.statistical sense° it has’ nothlng to ‘do’ w1th faults or

3.1 VARIABLES USED IN THIS STUDY EE

folds~ The“statrstrcal—structure—of—a“regtonalrzed—variable—
is its Spatial variability, namely its drift andvparticu-:
larly its var{ogram. The theory ofwstructural analysis is

outlined in Appendix 1.

-

The tonnages 1n thls study are calculated by the'

‘product of three varlables' thlckness, den51ty and area.

’

K "‘3. ' o . ) . )
Th1ckness satlsfles the - cond1tlons in Append1x 1.1 1 for‘ .

a varlable to be anaiysegibyegeostatlstlcs and is the ma1n

lcont1nuous, dlstrlbuted in three d1men51onal space and any

'used

'geostatlst1cal varlable in thls.studyg Thlckness is a

) 'contlnuous varlable dlstr1buted 1n,two d1mens1onal space and»

;any 11near comblnatlon of thlcknesses is also a thlckness.

Den51ty also satlsfles the same condltlons-’it.is

r -

'11near comb1natlon of den51t1es 1s also a den51ty However,

e'only three den51t1es were determlned ‘and at’ least 30 to 50

measurements are requlred for geostatlstlcal appllcatlons.

;Thus, even though den51ty 1s reglonallzed and should be

_‘analysed by geostat1st§cs, cla551cal statlstlcs had to be

-
.

07
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Area is not a reglonallzed varlable. It is, not defined
=

at a p01nt and so does not meet the necessary cond1t1ons in.

Appendix 1.1. 1. As a- result it was analysed u51ng cla551ca1f

.3 2 DRIFT ANALYSIS

Ordlnary krlglng,vas used in. thlS study, assumes that

f"’

¢

‘there 1s no drlft ThlS assumptlon was tesﬂed by plott1ng f“' ‘,

‘on Flgure 3 1 the one. dlmen51onalT drlft values estlmated by’

the varlogram program.,

The drlft curves do not rlse contlnually and have low

ymaxlma of 0 12 m (3% of the’ average thlckness) for the p1t

hdata and 0 14'm (4%) for the dr1ll hole data.y Furthermore5>

”:Q]the var1ograms (Flgures 5.1 and 5. 2 in Appendlx 5 1) are.

‘-fbound}andggo.showﬂno drlft effect."Both:§ets_of_data,shou-
'f:llttleror novdf{ttv so ordinary_rather,fhan:unlversali'
kr1g1ng will sufflce. vAnyismall”drifttthat‘iswpresent:
should not affect the reserves estlmates 51nce Dav1d (1977
1'p 114) states that the est1mat10n is véry robust w1th -

. respect to a dr1ft.-’- R ﬁ“%f.vva.:

3. 3 VARIOGRAM ANALYSIS o BRI S
| Analy51ng the varlogram is- by ‘far- the larger and more SR

'>wamportant ‘part of structural analy51s, 1f there 1s no drlft

Varlograms should only be estlmated over a homogeneous

~t A descr1pt1on of how a one d1men51onal functlon ‘can . be f '
.iestlmated 1s in Appendlx 1.3. 3 2, L e :
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reg1on, whlch is an area of- unlform geologlcal .statistical

: and gepstat15t1cal propertles., The p1t data has two'

homogeneous reglons- a north reglon con51st1ng of plts 1 and

'3, and a south reglon formed from p1t 2A whlle the drlll
: . [

Wholes ‘had only one region. These reglons are determined. in

v

3. modelllng of the experlmental varlogramr

"3 3 2 Mode11ng the Fundamental Var1ogram

‘ﬁucess of'flttlng a mathematlcal curve to_the,calculated

Appendix<3;. Usually variogram,analysishiszdone'in three .
stages: s |

1) calculation of the raw’ varlogram,

Qr“"regularlzatlon ot correctlon of the raw varlogram to.

form the experlmental varlogram,,

w T

h
' 3 3. 1 Calculatxng the Raw and Exper1mental Var1ogram

'_: The raw. varlograms were calculated w1th the parameters

”_di5cussed 1n\Append1x 5 1 and drawn u51ng the conventlons.U

.llsted in Appendlx 1.3.1. Regularlzatlon 1s too small to be:

Y

corgected for (Appendﬂ*as 2) - 80 the raw varlograms are also».‘d
A f:;’“ :

" the experlmenta}

: wh1ch were used%or modelllng After modellmg, they ;_'

'f”jams (Flgure 3 2" and Fzgure ‘3. 3)

-

Aresultlng varlogram models were used as an 1nput to the

krlglng program. , (;;F
‘l . ._.-": ._‘2 -, o
B

.. ¢

e

';ihpu~ to the krlglng program- ‘a mathematlcal expre551on

rather than the raw. p01nts 1s needed Modellrngjls the pro—

: Experlmental p01nt varlograms are too ragged to use aS‘};'”
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f;i p01nts. It is, largely an art because therefare no N
algor1thms to make a bes§ f1t of an ideal curve to the |
¢ . ."v'” »- {; N ‘ "
: experlmental varlograml Fortunately, “g--a v15ual fit - 1s e,

otas

ﬂ;f‘ USUalHy suff1c1ent---" accord1ng to Dade (1977, p.122)1
“ m‘
J, Parameters are chosen and a curve is. calculated and compared

o

“to the experlmental varlogram. Then,'the-parameters are- B e

adjusted and the procegs repeated untll a reasonable f1t is | _1ff§mh

»

: achleveﬁ. Fllnt 01978)M%;dte a program "to- dOathlS ' —.:3 .:'w 8.

‘lﬂ Alnteractlvely, 1ts operatlon‘rs brlefly outllned in Appendlx Qﬂ R

ce 6. _Some sem1 automatlc programs are on the market but none ‘ -

\ .
‘. Y

1soava1lable on the Un1vers1ty of Alberta computer.-

:»y\' . W ,upif L . .
.j::, Prel1m1nary 1nspectg0n of the experlmental varx

ﬁa o
for both the p1t (Flgure 3. 2 p 57) and drlll hole data . IR

X

(F;gure 3 3 p 58) shows that tH@W odels are £rom the

tran51t10n class., For the reasons llsted 1n Appendlx ;3}6

o e

the spherlcal model was chosennfor thls study.~ The progrags_l"'

. .

for caIculatlngﬁthe varlograms, modelllng them and for . 4ﬁ°

1..._ : . -

bl

krlglng,are based on the spher1cal mod.el0 Extra prograﬁmlng s

B ' effort would have been needed‘to use gny oﬁ the other two. ;5.

"l;fg. p9551b1e models ment1oned below, thh llttle prospect of - ' _‘ '

R I f,xms'ﬁ\ : o cE e - : .‘i”f fif
:1ncrea§ed accuracy ;_?u“-»"‘ . : -

rd
Ry

£
Ry

1sot¥op1c spherlcal models Lflgure'a 4 and

25y, i SRR

_5)‘ w?th go nugget effect are used for the modelled% s

- SERLRREY 5
ir paramebérs areﬁglsted oﬁ%Table 3 1” The TR
R SR '»“"':_.j . ST TR RO
R T ,"Vé_f‘rﬂ
T ST RS D CRR T .
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Table 3.1

Parameter

.
el

o

. . - B ] \ ’
.South pit - North pits.

Variogram model para@eters

All pits-

82

ot

e

'S11l,. C,

. overall’' .
sill, Ct .

Nugget - 0.0

- effect, Co

B

. - -Short -range structure

‘Rahge, a, . 50 m#

-

‘Long range structure"
sill, C, - -0.0158 m?  0.035'm?

'f'?ahge, a; ~ 180 m

0.02 m?

0.045 m*

50 mt

@
3

450 W

0.0358 m? = 0.080 m? |

0.0%Y,

0,035 m?.

SO‘mi*-

R

Do

0.035 m? -
o500 W

prill holes

EEEN



fit is goodeithin.the limitations_of.geostatisticai;,* T
. ‘ . . : . o . ‘ ‘ ’ . o ».‘.{',v " -
modelling, but it is possible that a-‘combinatiom of a hole. '
' efﬁect,model-plus a short r&éﬁe spherical model would also

LN

A hole effect model (Flgure 1 9 in Appendlx 1 3 6) wasw
'not used for the follow1ng reasons.
11,gVThe Spherlcal model fits well over the7distances used'in
the‘krlglng calculatlons- a few hundreds of metres for
the p1ts and about 1000 m for the drlll hole data

2; The hole effect model would only 1mprove the f1t beyond _' . .

= these dlstances.d” = “_:' L 'LA-' |
t3. Journel and ﬂhljbregts (1978 p 172.1) state that "For‘ Lfn A
: estlmatlon purposes, an experlmental hole effect that 1s’ S f
open to: doubtful 1nterp;etat10n, Sr not very marked :can;fl
; | 51mply be 1gnored- . .1 -' & | * | o :.} .»vf‘;
f:;_4. ‘The modelllng and kr1g1ng programs would have to'belbilﬁiff”iﬁhpf
?ﬁ‘gh" exten51ve1y modlfled to handle 1t e d”“d°:;j -
f3 3 2 2 Nugget effect ; Bt &l | '.lg ; ;fjﬁ . )
fi “'None of the models has'3¢{égéﬁiéé"hﬁg%§tfef%éétt';Tﬁefjngq
1ntersect1on of‘:;ﬁ l1ne éhrough .the first two p01nt;'with f'idﬁth%y:

the vertlcal ax1s was use%_ge‘estlmate Co._ The north p1ts

o .
; Pp.60)- and all thﬁ-pxts together (Flgure 3. 6) EE

' }
;3§{ i;QHmay have a small nugget gffect“of about 0 01 ‘m? f%e south

s p1t and the dr@ll*hole vagrograms (Flgure 3. 2 p 57 and

. ma v“ .

ﬁlgure 3‘3 p 58) Lﬁ%ersect the-horlzontal %gls,;which

& . 'zfl;_ .. L - - . ) C J
AL - S ,:l;g:&‘ . % w
" . e Y -2 RN - "
2 X oo T : -
% S ™ o »
. \.“‘ ,
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suggests parabollc behaviour near the or1gln._§

Lo ." o i wl(' (b&.‘n \ '

A nugget effect can have two causes: human nugget effect
o ; - )

, and a structural nugget effect ) K o }W'

David‘(1977 p '99) defines a nugget effect as ":--the

uncertalnty on the vaﬂue of the sample ;tself. A human .

5

.'nugget effect though small, ceptalnly exists in this mine.
All readlngs, pit and arill hole, were nominally taken to - | -
the nearest 0 1 ft (0.03 m) .whiﬁﬁ has an.error‘of“10.015 m,

'The mean- square error 1s then- : s

_(0.015.m$?,='0.000225gm2 o _ ,

’;..

. "'”1963 p 29) Slnce ;P l ft 1s the best that the ‘mihe

3 : : .,;'_5 4 : ; ‘

_ .sﬁrveyors can hopehthdo it is a- lower 11m1t : . |

B B srhv e . Sme e
SR —_— | T . BRI -

In practlce %ﬂ%g surveyors and m1ne geologlsts vere not:
. - .
wialways able to measure to the nearest 0.1 £t but sometlmes"

“ix. . had to round to the nearest 0. 2 ;0 0, 5 ft or.1 ft when ‘the . e

T T
prec1se p051t10n of the contacts was uncerta;n. If all R

~ ﬂ, : ; . ’

. AN

igireadlngs were accurate to %1 ft then the human nugget '

)

effect would be 0. 0225 m ghlch is an upper llmlt.

!
LI

iffl“'vi ' The true human nuggetﬂ%fgect w1ll be somewhere between,

0 0002 m? and 0. 02 m f The geometrlc mean of these two

”; numbers, approxlmately:0‘001 m é’1s %Kreasonable order of 1f'




ay

magnitude estimate of the human:nugget effegt.” A more

precise‘Value of 0.0017 m= was calculated from estimates of

.+ the. number of each type of approxlmatlon (0.2 ft, iO 5 ft.

and *1 ft) that the surveyors made., ThlS value 1s too small

to model because the n01se 1n “the experlmental varlogram is

larger by at least.an order-of magnitude.

A structural'nuggetfeffect probably doeS“not exist; The

drlll hole data mayqbe parabollc near the. orlg1n, whlch

s 1mp11es no' nugget effect The pit varlograms also probably

-

have no structural nugget effect for two reasons. .Flrstly,

o

both p1t varlograms seem to have the same " type of v1s1ble
structure, both short and long range,,even if the parameters.,_»,JA
vary' Therefore, 1t is llkely that any 1nv151ble (nugget)

structure would also be the same - for both var1ograms. K

However, one . p1t var1ogram 1s parabollc whlle the other has
e

an apparent nugget effect Thls dlégerence 1s probably

random fluctuatlon wzth both tnue var1ograms hav1ng a i1mple, L
-\,_.” . _\ o * fk N .

“linear behav1our near. the or1g1n.

~effect would be due to a short rang*fJ

) means the thlckness would va:“
#S??‘? dlstance of 30 m. ThlS sortf

the contlhuous exposure along “he hlghwall

b

v‘o

ot o is used here and elsewhere in this. study as. an. }?.g'
lgv abrev1at1on for the standard devxatlon.- . R
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[; o 1
3.3.3 Structural Interpretatlon of the Model o d,‘vhi_ B e
A Structural 1nterpretat10n 1s the 1nterpretation of the .
4 . \“. '
var1ogram model parameters in geologlcal terms., o : S
‘ ' ..
o e '
3. 3 3.1 Interpretat1on of the model parameters
Tran51t10n models usually apply to phenomena that are
‘fairly regular and 'well behaved'f as sedlmentary a
thlcknesses often are. The spatlal structure 1ncludes a- - - RN
A ST : -
zone of 1nfluence, 1n51de Wthh the data 1s better correla-", E
;'ted the closer they are to each other and beyond wh1ch the.’ 3
data 1s 1ndependent Such data has a f1n1te populatlon'f 'fi,, U
: o 3
o varlance, which 1s usually the case w1th thlckness var104§ S i
o ' SY T AN e E
. CoL e T e Ty L o
. ) s T ’ \-""“:': .?:‘- . 1
ES The variograms show no anlsotrop15h”- han the e

sllght effect due to measurement technlques 1n ’d

dlscussed 1n Appendlx 5 3 . Most geologlcal a:lsot;oples rn

%& a tectonlcally und1sturbed area w1ll allgn w1th thg;l“

f,preferred paleo env1ronmental dlrectlon5° 1n thlS case,

°sf»’major paleochannel (F1gure 1 10 p 23) Neékh%r the p1t

(Flgure 3 7) nor | the dr111 hole var1ograms€)

change depend q on the d1rect10n w1th respect to the major
_paleochanmel . ThlS 1s probably because there 1s no. sé;on@ly |
’th_rpreferred dlrectlon of dep051t10n 1n an essent1ally flat

3-swamp : However, some anlsotropy could be present nearer the,‘.:ft”

vlpaleochannel,,or 1n other varlables such asqash contenfa
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v.ally equal to the populat1on varlance.v The'long range

a
As'expecﬁed the overall sill is. well deﬁlned and gener-\
N LN
<~A&"
Rl

”A

structure 'is probably due to the dep051t10na1 hlstory of the "-
zoneb' When two drlll holes are greater than 1500 m apart |
the thlcknesses are poorly correlated because they w1ll tend i

to be 1n .areas 1nfluenced by dlfferent partlngs

AN )

' sample spac1ng are because the ranges af

- 4’1‘.

‘Q'. . hd

) w: ‘

The overall 5111 is, larger fbr the drlll hole model than' ¢

for the p1t models because of the dlfferences in the

SR
populatlon varlance llsted on page 52. The structures of

the p1t§dat% are p@pbably dszerent becat . of dlfferentf’f

deposfgional m1cro envrronments assoc1ated w1th the two

partlngs. The‘%hll is h1gher on the north va?1ogram because :
of all the small paleochannels, wh1ch W1ll 1ncrea5e the

populatlon varlance.“ '7; ,'g' , _
T . > S : } .. : ) e \)",{" e

A . o - . L AR ¥
B @ ‘ Srw
. - v . R

3 3 3 2 Interpr tatxon of the structuresﬁ'

' The short range models may be aue to the method of

Ju

o measurement or dep051tlon.’-In all three cases, the short

range 1s approxlmately equal to the sample spac1ng
i

i

(Table,3 2) The dlfferences between thg range and the'

fpnly a rough estl-;ﬁ
/ . ,/ ‘.“,t‘ % . g . .;A
mate uszng one to two p01nt§~{rom t e erperlmental var10-~- o
. e

gram, whlle a good estlmate requ1res at least three to foun
o . : %

po;nts. On the other hand the short range 5111 (E ) 1s J*r

. . 4 .

always approxlmately equal to the long range 5111 (C )

(Table 3 1 p 62) whlch suggests thab the shorturange v;;f?‘

..;’.
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, Table 3.2

N

I

710

- . : B

Comparison of the'shq;t\fanges of‘the‘vario—\\ L

”graﬁ models with the sample spaéiﬂgs'

i Area . ;;‘- Shoft‘tangéT
_ _ S (m) 3

“ North'pits = - ., - 50t .

.

southpit . sox

(‘) -l

w

. 'Dfil1fhol¢s“"

.'T Frém Table Q}ly pf§2{ 

..Nomfnal. ;i' |
sample!spacing .
(m) .

 £¢30~
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structures .are also. due to deposition rather than measure-

ment effects. S - ‘ i

The short_range_structure,othhe_drlll_hole model is

approxlmately the same as- the long range structures of thev

‘p1t models, taklng into account the very dlffererent sources.

of ‘the data. The dlscrepancy may be due to an error in the®

1drrll hole short range, which was. estlmated from only one-
point. "The- 51lls are\also moderately close',0l17 m? and.

r

035 mi

e
Nugget effects (Co ) are not apparent on any of the
'avarlograms because the measurement errors are too small

. about O OO] m? ,and there 1s no visible structure with a

_range~less ‘than the sample spac1ng_1n the pits.

‘\T1\3L3.4rComparlson of the Models From.Thiertudy With'Flint's_
- models | | -
Fllnt (1978, pp 107 and 108) modelled the varlogram for
the net’ thlckness of coal over the full extent of the
Estevan Zone.:,H1s model was 1sotmoplc, spherlcal and_nested
with the.parameterS”listed'iana 1é_3;3.
It should- be p0551ble to correlate the overlapp1ng
structures for two reasons. Flrstly,'the‘same varlable was -

.studled the net thlckness of the Estevan Coal ZOne as

measured 1n drill holes. . Secondly, the magnitude of sample

’
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Comparison of the variogram model parameters

Nugget effect,

Sill, C,

" Range, a,

$il1, C,

Range, az

'Sill, C,

Range, a;

Short_range,strucfure
Co 0.092 m?
0.17 m?

<250 mt f¥ 150 m -

Intermediate structure

0.37 m? ‘0.22.m?
1000 m 1500 m
Long range structure

'0.51 m?
4000 m

+ From Flint (1978, p-107).

+ From Table 3.1,
+f This is the approxlmate minimum sample spacing and
- therefore, the maximum range for any‘short range structures.

p.62.

Table 3.3
A Y
from Flint (1978) with the drill hole model .
from this study )
' Parameter Flint's modelt This studyt .
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separation overlaps: 250/m to 34 km in Flint's study aﬁd
30 m to 3600 m in this st . The ‘only structures that -

overlap are Flint's short range structure and the long range

structure from this study. Both the rang e,s_(_l_0,0rO_m_a nd_
1500 m) and siils (0.37 m? and 0.22 mz)‘are‘comparable.
“Flint's nugéet effect eerresponds to the’short range struc—
ture of this study.' Discrepancies in the correlation could
be caused by the ragged nature of exper1menta1 var1ograms,
particularly Flint's, which means that there will be some

14

- scope for estimating the parameters.

~ As a result of the comparison, an overall model for the
Estevan Zone can be assembled from the models listed 1n‘
Table 3.3, p. 73 and Table 3 ' p.62. Model structures
chosen as closest to the real structures were elways from
the more cloSely spaced data when there is a choice, since
they are better estimates of the true structure. The best
'structures are the followlng . |
‘1. ‘short. range model of the pit data,
2. iong‘range-model of all pit data groubed'together,
. 3. longxrange model of the drill holes from this’ study,
\4. Flint's long range modei.
These structures have ranges of 50 m, 500 m, 1500 m and
4000 m. The last three are in an approximate geometric
progression, each about one third the next larger. The.

\
e*ceptlon is the first one (50 m) which is 10 t1mes smaller

-~

tﬂ%n 500 m, Th1s dlscrepancy may be due to the smallest

|
\

\
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structure being a measurement rather than depositional
effect, as outlined on page 70 above. It could also be due
to the pit data having a different progression than the

drill hole data; in which case, thefSOO'm'structure,is also

spurious and there is no geometric progression.

Serra (1968) studied thé variability of ifon concenfra-
tion in thé>Lorraine basin of France from the scale 6f
petrographic slides to the whole basin. He also found the
model's to be spherical_wipﬁ ranges in a geometric
progression. This effect may be common in data that can ge
modelled over a wide variety of‘scales.

If all the gagges in the Estevan Zone .are in a geometric
progression,.thén the néxt larger one should be*q;fabouf
12 km.” Flint's experimental variogram (p.108)zshows'a pos-*
siblertructure at this‘range, Eut this is not certain
becaus; the data prgsented on the graph end at 14 km,
leaving only a short d}stance to determihe if it truly is
‘another‘structure. In additibn, the va;iogram is becoming

unstable with large fluctuation errors, since L = 34 km, so

“that 12 km = L/2.8 ;\

I
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4. SAMPLE SPACING STRATEGY
When estimating reserves, the usual objective is to

obtain the most pre{ise.estimaté for the -least expénse. In .

this study the precision of the-estimate is measured in
terms Qf its variance; the lower the estimation.varlancg,

the better the estimate.t The expense of an estimate is

‘usually controlled by the number of sampies, particularly

when drilling, and the number of samples is determined: by

the sample spacing chosen. 1In general, the estimation

ggfiance‘will decrease in a nonlinear fashion} as the sample:

'ISpacing decreases with the precise relationship depending on

-

the variogram alone. - . , 4 "

Since the variogram is known'in tﬁis study, the effect
of a sampling program on the estimation variance can be
calculated prior to furéher sampling. For instancé, it may
be possibie to reduce the amount of planned drilling with
only a slight increase in thejvaniance of the reserves esti-
mate, depending on the form of the function betwqeq:;he

estimation variance and the sample spacing. This function

- was determined by kriging the estimation variance for . sev-

eral sets of data with different sample spacings, then
plotting the results. The variance versus sample-spacing

curve could have been. determined exactly using auxiliary

\
+ This asssumes that the reserve estimate is unbiased.

% Non-linearity is due tq'the dimishing returns of more
samples. - - aoe Y L

76
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functions; instead, th@*numarical approximation by the

computer program was used to demonstrate how this curve can

be derived when the requirements of auxiliary functions are

not met; namely irreqular domains and sample locations.

Pt B A .
N <, . '

The estlmatxon variance depends solely on the varlogram

.and’ the sample locatlons, or sample spac1ng if the data is

on a regular grzd;- The sample values themselves dé not
affect the variance (see Equations {7.12},and {7.14} in

Appendix 7.2.4), which is why,the,variance‘caﬁ‘bewdetermined

“prior to drilling, once the variogram is known. For, this

study, as in most, the Qariogram was determined in another
part of -the deposit and'the intrinsic hypothesis assumeafto
be true. | .
4.1 r.u:'rao'n’ : '_ T -' ps

The variaace versus samplewspating_turve was calculatéd
only for the drill holes, not the pit data. Measuring the
hlghwall 15 cheap, so maximizing thls sample spaczng 1s not -
as cr1t1ca1 as for the drilling. 1In addlt;oqr using the.

several hundred_plt measurements-requireG'(see Appendi&

8.4.1) to calculate the curve by computer would be very

S

T . : . . S
expensive, and by‘:auxiliary functions, awkward.and very

tedious.

The data set used was artificially constructed with the

sample locations on a perfectly reguiar square grid. This,—

e
S0
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.

.

rather than an actual drilling pattern, was used so that the
results would not be affected by the idiosyncracies of a
particular grid. The data values were arbitrarily set to .

one, ‘singe theylhaa no effect. 'The theory of kriging and

the operation of the kriging program are outlined in
Appendik 7 and Appendix B8 respecti;ely. Folfoﬁing are the
input parameters gor the krigipg progfah. | .
1." The domainvﬁas.rectangula;, 300 by SOQ'm; approximately
the size and shape of pit 2A or a little over 'two years
‘of., production. o
2. The artificial drill hole grid Qas Square: centred on,
. and aliéned with the domain.
3. The variogram model used was the drill hole model in
Table 3.1, p. | |
The krige and éxpen ;on variances for a given saﬁple spacing
were computed using the modified kfﬁging program with the
best calculation parameters as deﬁermined‘in Appendix B8.4.
.The calculations were repeagéd for other sample spacingé
‘between 50 and 500 m by multiplying the sample coordinates
~in the oriéinal axgificial data set by a scalé factor. The

artificial data and domain simplified this conversion.

RY

[ 4

This curve has.been calculated for the thickness
estimation variancé, so that it woglé not be dependent on a
particuléf density or area va;iance. The overall Shépe of -
tﬁe curve wili ﬁot change from the one for the tonnage, |
since deﬁsity (for thié study) and area are not‘?egionalized-

v
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and their variances are not/ functions of the sample spacing.

N

»  The results of the calculations are plotted on .

Figure 4.1 and Figure 4.2, which show, as expected, the

“.wvariance increasing with the spacing. The first figure is

the general case for a seam with the same variogram; the

second one is a particular case, which may be easier to use.

-
The krige variance is always less than the extension
variancet, except where both are essentially zero at sample

spacings less than 50 m. This means that a kriged.estfmqte

is always more accurate than the arithmetic mean, down to

50 m spacing. - , A . ' - kA

1f the‘arithmetic mean is used, which closely
approx{metes the calculation method used at fhe minef, then
there is ‘a reletively faﬁid improvement in the'reserves
estimate as the hole spac1ng\1s decreased from 220 to 70 m.
Within thlS dlstance the spac1ng can be chosen to trade ofi
costs against estimate precision.

\

. The optimum spacing drill hole spacing must.be chosen by

the mine engineer using this curve and how much he is

willing to pay for a reserve estlmate of a glven prec151on.

+ The .extension varlance is the variance of the extension
estimate, which is the arithmetic mean of the data.

¥ See Section 5.1.2 for a descr1pt1on of the reserves
calculatlon method used at the mine.

+



80

0001

<

008 - . 009

(w) .mcmumam.mﬁo:.ﬁﬂmha.

00%

Bbutoeds ayoy TT1AP SNSI9A 3IDUBLIEA UOTIIRWILSA ssauyoTyy

NOISNALX3

1'% @anbrg
0
0

«12°0°0

-3

=

[

. a

4+0°0 7

o

)]

) )1}

. =490°0 &

ct

[N

=]

o

48070 L.

0

o]

_ %.

J‘oﬁ.o -

.

o

. =)

®

=21°0 ~

5,
B R
-49t°0



J'ﬂ.‘“

81

¥

’

N

’

Pd

. ' .,.lmcﬁumaw aToy TTtIp Sns1aa 10119 abeuuoy’ .N“..o 8anbrgy
- (w) ‘Butroeds afoH TTTIQ@ . - g
Dt .
000! 008 009 00% - g0z 0
¥ Y Y T T T T T y 0 .
W §9°E€  SSIUNDTYL - >
0 LW L0LXE0"L. ea1y .
. - 4
3 (cW/S3UU0]) (OLXGE'P nE\ww,E\ou Byl mu_ﬂmwc_mo 23
, . souetaep 9jewtisy 3
tsuotjdunsse uoirjernoTeR) 1° -
: , "
. o
-8
[+
9
..I-
o
o 3
‘6\\ -
: Sa

- Q lo}
oo
] -

< 0!

- NOISNALYE .
‘ A = K13



\

\ o \
82
At the drill hole spacing of 100 to 150 m used in the mine
- (Figure 2.2; p.40), the extension estimate has about ten
‘times the variance of the krige estimate with the same hole

. ) - ~ ) 13 ’ .
spacing.- The same accuracy as the extension can be achieved

o

. . N FE—
by kriging samples approximately four times further apart,

“at 400 to 800 m spacing.

Minimizing the estimation variance is not the only

criterion for choosing the hole separation. Closely spaced

drilling is reduired at the Boundary Dam Mine to find -and

delineate coal lost ‘to paleochannels and unrecorded SN

»

hndergtound mines along the Souris River Valley.
& |
| . . ,’ '
The_variaﬁce/sample spacing curvé depends only on the
| . ) Co :

variogram. Tﬁe drill hole variogram is only defined for

h < deo;m (Fiqure 3.5,{p.61),-so this variance/sample spac- &
’ [ A . j y . ;

ing.curve says nothing about sample spacings beyond 2000 m.

In fact'iﬁ must rise, otherwise oné drill hole would give as -

. . . _‘ N c . o ,. L
good an estimation variance ’as a 2000 m grid of holes. | *



5. .CALCULATIONS OF PRODUCTION AND RESERVES
5.1 GENERAL METHOD -

In this study calculations were done on two sets of
\ , : _

—;-Q——iétonnage—reser#esa I ‘
1. this year's in-place coal, or the amount mined this
year, which is used to estimate the coal recovery,
2. nethYeaf's in-place coal, or the amount to be mined
next year, which is used to estinate reserves and futugej
productian. |
?L : In both cases the krige estimate (Z}) and the extension
E estimate,(zﬁ)»were calculated and the resultsfcompared to
" determine if the extra effort invelved in geostatistical
calculatiens is worth the increaee?in aécutacy{l Bdtn.
tonnages were eStimated for the same domain to ebmpare the
actual productlon with the forecast productlon. Finally,
the sources and the relatlve sizes of the errors were deter—
- mined. .
. R 5;1 1 Calculation of the Fonnage Estimate and Its Vartance
" The tonnage (T) is the product of the area, the dens1tx .

'and the average th1ckness, or:

T = A:dez% | . o - {s.1}
! ' ' -
Where: - )
A = the area of the domain for which the.t%nnage is
calculated. A

. .
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P .
qul“égthevaverage.densitonf the coal. :
: %f':,the“average'net thickness of theiSeami*either Zr or Z%..
e ‘The variance of the tonnage is needed.for several
L B S

reasons: ’ |
1. comparlngtthe accurac§“of'different_nethgds:fofi:ll
fcalculatlng the tonnage,~;5 ‘. : V'l. h
”:.:23 determlnlng the sources and 51zes of the errors 1d the s

tonnage calculatlons,_-

.
.

3. 'determlnlng the range w1th1n wthh to expect next year s

o

productlon to fall

The tonrnage variance]is:estimated'by:‘

LN

VAR[T) = 22*2VAR[A] + A%2*?VAR[d] + A%d?vaR[z"]  {5.2] °

'f_.Where:. 1 Han o f"'-

VAR[Z 1 = of or‘df”depending onrﬁhether A édi:dor Z;;«h

- o

Thrs equatlon is- developed 1n Appendlx 9 1

5 1, 2 Calculatxon Methods Used at the Boundary Dam M1ne‘f
135 | Reserves at the mine are calculated by the polygonv
method u51ng dr111 hole data., In th1s method the seam 1slk'
broken down into polygons of 1nf1uence around\each hole,;
_ w1th all the polygons meetlng halfway between the holes.
The seam is assumed to be the sane th1%kne55'throughoutvthel
I.polygon as at the hole.. Totalwcoal volume‘is'the sumﬂof the“
products of the area and thlckness for each dr1ll hole-

polygon."



In—place coal is Calculated using the'highwall

' thicknesses and‘a modification of the polygon method. The

‘drill hole polygons are used, but the polygon thickness is
an aQerage oanll the pit measurements'inside the polygon,
rather than the drlll hole thlckness. From there,.the
4.method is the same as ‘for the dr111 holes. Recovery is

_calculated as the percent ratlo of the coal- loaded out to

'-vthe in- place coal

The”calculation method used in this study is:similar to

the ﬁethod used at'the.mine,lexcept that the,averagef
"thicknesé:in,th}sfstudy is estimated twice (2} and 2z%) and
':cthe¥internediate step involving the polygon of influence is
hzhypassed Slnce the- p1t data is galrly regularly dlStrlbU'
lted (Flgure 2. 1, p 39) and since the miner's average 1s
.welghted on the areas of the polygons, the extension estl—

mate (zx) will glve essentlally the -same answer as the

'method used by the m1ne englneers.

] -

"5.1.3”Calculation"of theeDensity'Estimate and Its Variance

The mine personnel have’ determlned a 'tonnage correc-

'jjtlon factor' of 24 ft’/ton, wh1ch is the rec1procal of the

'w'_density (1.48" tonnes/m ) but they have not calculated the

. error of this-number;p

The -error in this denSity'valpe was determined‘by
u\recalculating the density using. the original.data'collected
v ' ’ '
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" by ‘the mihé‘éngineers. They obtained these numbers by

carefully meésuring the volume and tonnage of the coal-

loaded-out from three small (1x10° tonnes) sections of
benchésAscattéred over the mine. The varianée of this data
vas estimated usiné classical statistics and weighting by
the tonnage of each sample. Thé density énd its error is in

Taﬁle 5.1,

,‘TheAcoefficient of;variation, sometimes called the
'rélative standard deviation, is the square-footnbf the
relétive variance, or the estiﬁafe aivided by the estimation
‘'standard déviatibn, éna.always expressed as'a‘peg?ent in
this study. Since it is dimensionless, ‘it is a stréight

: fbfward Qay to Eompare the error in,oné'qﬁantity to the:

error 'in another quantity with a different dimension.

Density is aAregionaligéd variable, so ﬁroper analysis
“would éstimate its meaﬁ and v;riance using geostatiStiésﬁ
'Unfortunately, the amount ofvda;a‘is far shoft of the : . _
reQﬁired hinimﬁm of 30 samplesT énd~barely;enough to to do

classical statistics. As result, ﬁhe variance estimated

 above'is probably»too<high,-since the method makes an

implicit assumption of a pure'nugget Effe?t model for the

Variograp.

t For a brief discussion of this limit see Appendix 5.1.
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Table 5.1 Data and statistics for the %ensity estimate

and error

De?sity data

Location : ' Weight - Volume . Density

" A . ~ (tonnes) (m?) (tonnes/m?)
Pit 1, cut 32, 4723 3133 - 1.51
bottom coal o :
. Pit 1, cut 32, ' . 14894 ° 10192 . 1.46
" top coal ‘
Pit 3, cut QT. o 9570 " 6375 _ '].50

Density statistics |

!

Mean: o ”; — 1.48 tonnes/m
Variance: - . . 0.000435. (tonnes/m ): )
Coefficient of variation: 1.41% 5
Relative variance: - S - 0.020%

t..A th1n (0.1 m) parting was removed from the volume and
weight of p1t 3, cut 4.

7
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The density is assumed to be constant over the whole

study area, so the same value is used for both this year's

aod next year's tonnages. In fact, it will not be constant,
due to varying ash content, but there is not enough data to
determinelits spatial variability.

5.2 Iﬁ-PLACE{ﬁ‘ COAL AND PRODUCTIdN FOR 'i‘HIS YEAR

Thls yeaT s in-place coal is needed to calculate the
"coal recovery \whlch is used by the-mlne staff to measure
vthe eff1c1ency\of the operet1dn.

| \
o
5.2.1 Domains Choéen
\

The domalns for calculatlng thls year's in- place coal
and recovery vere seﬂected on the avallablllty of coal
recovery data from the mlne. Several sections of tﬁe'mrne
had data on the coal-1 aded-out as well as ;it measurements,
but the area of the domain could be determined accurately

for only some of these. Datesyon;the mine plan,'ehowing the

~location of some of the bench.édvances, often did not corre-

spond tO'dates_tabulated for rhe coai—loaded—ootvand
thereforey for most‘benches,' .direct .comparison was not
possiblecw'ﬁnfortunately, the-r te -of advance'of’the ﬁace-isc
too erratlc to make an accurate 1nterpolat1on. For the '
'remalnder, a trlal recovery was ca culated -whlch should be
in che‘rénge of about\?O%}to 100%. The recoveries fell into

. two groups: one within this range and\the - - -- grossly dif-

feJent.- The second group was either lqisvrudn 50% or, more

\ )
\
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commonly, far more than 100%, 1nd1cat1ng that the wrong

limits of the benches must have been. USed consequently,

these caloulatlons were ignored. The following locations
(Figure 5.1) had recoveries between B0% and 100% and
therefore, 'were used for this study:‘

1. pit 1, 1977 benches,
2. pit 1, 1978 benches,

3. pit 2A, 1977 and 1978 benches less the hox cut,

4. pit 3, bench 9.

5.2.2 Calculating the Average Thickness

The program modified from Flint (1978) calculatedtboth
a kriged average thickness and an arlthmetic average
thickness from the pit measurements; each is listed in B
Table 5.2. The averagevdifference between the two estimates
is about 1%, which is close to the si;e of the coefficlent
of variation of the estimates. Also the calculationferror

in'theﬁestimation variance (about‘10%) is not much smaller

[
]

than [the difference betWeen the coeff1c1ents of var1atlon
for ;he two estimates, As a result, the krlge_est1mate does

not make,a,large 1mprovement over the'extension’estimate..

The percent error of the krige estinate due to numerical

ap rox1matlons (that is the probable maxlmum difference

'be ween the calCulated and the true value of .the krlge aver-
age) is about 0.05% (see Appendix 8.5). Such'small‘errors
f approxihation almost two orders of magnltude less than

the estimation error, can be 1gnored
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@ , PIT 3, CUT 9 )
1Y I ‘Jy
4
-PIT 1, 1977
PIT 1} 1978
. Box cut ®
' v}
) .
vy 5; 2 .
. . ﬂ
PIT 2A, L1977& 1978 . @, v,
0. 500 e
—t— 4 { -
metres < &

Figure 5,1

~

Location of the-domains for this year's in-

place coal and production

v
v
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Table 5.2 -

DY ;

Y Vo
. d

thickness fot! this y

- _914 e i

Estimates-and variances of the average seam
4 B , k i
-';:lt?

ear's in-place coal

e

o
[ .
o '-J'f:i,

X

5;:1

Domain

[

Estiméfeﬂ(m)

. ,;','g

: Krigef, Ext.t
Pit 1, 1977  3.50 . 3,51
T PR SeRl s 2, o

Pit 1, 1978 3,61 .
- , ' ¥ f .
#

Pit: 2a,

1977 & 1978 ¢ -

s ¢ G
? | k'

Pita."3", ] ’

-

 .-Avg. cogfficientfof variation

¢ , .
% , s
.- )
f . @
ll

2

©

t Krigé estimate of thickness.
¥ Extension estimate of thickness.

0.4%

Coefficﬁent of
"variation

Krige EXt. .

0.62% - 0.62% .

J ¢

0.44% - 1.0%

3.0%

1.0%
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The coefficient of variation of a kriged estimate cannot

be interpreted as it would be in classical statistics where,

facton.of about two.

giyen_a_ngxmal_dibtxibutipnq_theftxue_yalue_xilk_ﬁall;iithln
1o of the estimate two thirds of the time. The experimental
distribution of‘ertors in geostatistics'ugually_haefa non-
normal distrlbution,ﬁwith la;ger tails than the Caussian.
distrihution (Figure 5.2). Nevertheless, the usual'20
limits -have generaliy been found to include the usual 95% of

errors, according to Joutrnel and Huijbregts (1978, p.50).

The error in the estimates for pit 2A are larger than

the others because the model used had a'ndgget effect

instead of a short: range strncture.; The. model was changed
®, . //

in order to experlment with the effect of a dlfferent
structural 1nterpr@tat1on. The estlmate is largely

™ : 1(
unchanged but the estlmatlon varlance is 1ncreased by a

S

. - N . K

5. 2&3 Area of the Domalns

f
The area of each domaln is also calculated by the

kriglng program. "It ‘takes as 1nput the X and Y coordlnates
of the verf1ces of a.- polygon deflnlng the domain. of 1nterest_

and. calculates the area of thzs domaln exactly. " The areas -

' ofvthevdomalnsVare“lzsted in Table 5.3.

| .The only source of error in the areais in the errors of

digitizing the;vertices,Aabout 1 m +to, which is discussed
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Experimental distribution of errors
¢
A\

’} I

| A |
-2 0 . mean +2 0o
&\‘ .

‘.’ ..

Normal distribution
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Table 5.3 | Areas of the domains‘uSed in the
a | calculations s
S
Domain - Area _Apprdximaté"
(m?) + ~ production
(x10°%) ~'time
. (yr)
_Pit 1, 1977 benches 2.583 1
Pit 1,'1978:behches'u 1,253 1
Pit 1, total .3.836 .2
CBit2a, . 2,023 2
1977 & 1978 benches S '
Pit 3, bench 9 0.2539 - /8
" 'Pvi_t : 3, total - 1,555 1 't _
,x\'
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in hppendix'2 .1. The relatlonshlp expressing the error of

the area as a fUﬂCthﬂ of the errors of the vertlces was not

usedm—butwenstead—-—subjecttve‘guess~at—the—error~waS“made
‘-The precise error was not necessary since it 15 very much

smaller than the errors in: qhe den51ty and thlckness.

lIt!js poSsible to put an upper limit_on the error of"the
‘area.' Ifdone assumes'that the errors'at all yertices are'
,_perfectly correlated and act together to make.the polygon‘

'1arger or smaller at the same tlme, then. the coeff1c1ent of

7variation.of the atea of a typlcal domaln in thlS study is
abouth%. But the errors at the vertlces should be ‘
'independent lnot correlated _ Most polygons 1n thlS study
'have about 100 vertlces and th1s number of 1ndependent
?errors w1ll tend to cancel maklng the error in the area
nmuch smaller than the upper l1m1t glven above ‘In actUal7-
‘mlne practlce, the error of the area would be less than the:h
estlmates in. thlS study 51nce there would be no dlgltlZlng |
errors, only surveyor s errors, whlch should be much
smaller. ;»4: | ‘bﬂc‘f. |

In order to determlne'the error of the area more

'y closely, a subjectlve guess at the order of magnltude of the f
,coeff1c1ent of var1atlon was made A conservatlve e’\\mate of
0.1% was’ chosen, whlch probably overestlmates‘the‘true.
;value. Th1s produces a relat1ve varlance of 1x10'“% effec-;f

. t1ve1y zero when compared to the other relatlve varlances,
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-'which are u5uallyiof the order of 1%. ‘Therefore,

equation {5.2}, p.B4 reduces to:

vVA}TQI['T]/T_z = VAR[d]/d? + VAR[Z‘"]/Z"—? T '{5.3} :

;S.é.4 Calculation of the Tonnage : ';,_ ; , N

. The tonnage is calculated with equat1on {5.1}, p.B3,
using " = 7% oé Z:, dependlng on whether the krlge or
.exten51on estlmate is used. The tonnage waraance is
estlmated with equatlon {5.3}, p.96 §l1ghtly rearrangéd. :
The results of the calculatlons are llsted in- Table 5.4.
?'As w1th the thlckness jthere is no real dlfference between

»:fthe tonnages estlmated u51nS§the %rlge thlckness and the

. . exten51on estlmate.

.:Usinéhthe{kriged7averagé:of.thiCknees thé coefficient of
jVariation'of the‘tonnage is 1.9%. U51ng the’ arlthmetlc
. . - } N

average, the coeff1c1ent of varlatlon 1s 2. 3% The o

'-dlfference between these two numbers (O 4%) is close to the

‘approx1matlon error so krlglng is barely more accurate than o

‘the arlthmetlc average.

The relat1ve var1ance of the tonnage is. the sum. of the
*relatlve variances of the thlckness and the den51ty

(equatlon {5. 3} p 96) The area contr1butes essentlally

'nothlng 51nce 1ts varlance 1s so small The den51ty

o .
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A

Table 5.4 ~ ~ Tonnages of this year's) in-place coal
Domain Estimate o .Coefficient of
' (tonnes x10°%) .~ | _ variation
Kriget = - Fxt.i Krige . Ext. _
. T } ~ : k) E ‘ '
Pit 1, 1977 13.4 ‘ 13.4 - 1.5% 1.5% E
Pit 1, 1978 6.51 6.69 Cs%. 1.7%
Pit 2a, 0.9 10.9 ©2.9% 3.3%
1977 & 1978 o |
. . b -
. ' & o ' ) o \..' Y ‘
Pit 3, 1.32 1,36 1.5% 2.7%
" bench 9 . T : S .
o R Y R o
AVg.'COefticient of variatidh,' - S 1.9% : 2.3%

-t Calculated u51ng the kriged estlmate of thlckness _
-~ Calculated us1ng the exten51on estlmate of thlckness,

e o
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contributes\BO% of the relative variance of the-tonnage

u51ng the krlge estlmate and 30% to 60% of the relatlve

varlance of the exten51on tonnage Thlckness accounts for

~the_ restT__Plt 2A-has—-a— largenestlmat1on«error—because of—a

change.ln the var1ogram model as explained on page 92L
S : ‘ i

S.Z.S‘Calculation of the Recovery - : . »

The recovery (R) is the- percentage ratlo of - the coal—'

" loaded-out to the coal measured by the pit data T It is

calculated bf: '
R = 100-CLO/T - L . {5.4}

N

t

'Where;'

. CLo" thercoal—loaded—out
The coal- loaded- out is the tonnage of coal comlng out of .the
mine as welghed at the scales. Values for the benches used
in thlS sectlon are listed in Table 5 5. The~formula aboue-

is dlscussed further in Appendlx S. 2 1 >

o
N

The‘relative variance of the-recoVery estimate is:
‘estimated by:
VAR[R]/R? s'v/?x.R['r]/jr'2 R "'{5.5}

‘which is developed in Appendlx 9.2.2. ThlS equat1on means

that the relatlve varlance and the coeﬁf1c1ent of var1at1on-

t The mine- englneers also calculate recoverles u51ng the
drill holes. . But these were not considered, other than to-
note that they were genera.lv worse- (more varlable and often
over’ 100%). than the recoverles using the pit measurements '
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Table 5.5 . Tonhageé of coal—ioaded—out from the mine
F'records,
R RN
Domain a | '  'Coal:1oaded-Qut
' (tonnes)
Pit 1, 1977 benches . 1108 567
Pit 1, 1978 benches . . 587 774
Pit 2A, 1977 & 1978 benches - 1092 569
' Pit 3, bench 9. S 128760 . 4
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are phé.same for both the recovery and the tonnage of .
. reserves. Thus; all the remarks above about the error of.

the tonnage also apply to the recovery.

_Thé récovéries from thi§ study are listed in Tabie 5.6,
wHicﬁ aiSo hasta coﬁparison of ‘the recoveries calculated by .
the mine personnel. The percent recovery averageéfabout 90%
according'to all methods of éaiculation; The recovery
calculated by the mine personnel using traditional methodé

is offen within 1o of the geostatistical estimétgé‘ahd B
alQaYs‘within 2&, except for pit 2A pecéuse of,the.nugget '
_ effeEtVQsed'ih'the_vériogram quel. Aéaiq,'there is little
imprévément using a krige estimate except,fbr aﬁslight
reduction of about 0.4% in-the qbeffic;enﬁ of Qariation.‘
Even fhe rélatively.simﬁle calculation mehod_ﬁsed'at‘the
‘mine is moré‘cémplicated than necessary sinqe’there is
little difference between their results'and‘a simple aver-

age.

Pit 1'is 50 (1978) to 100 (1977) below 100%, so almost
certaihly‘the fecovery is not perfect. The other two.pits
: o T
are within 1 or 20 'of 100% so all the coal may have been .
A . .

,recoveréd. The recovery from pif 27 is slightly ab6ve 100%

due to statistical fluctuation.



Comparison of the percent recovery
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"+ From the mine records as calcultaed by the mine engineers. -

‘¥ Calculated using the kriged estimate of thickness.

Tt Calculated using the extension estimate of thickness.

“

‘Table 5.6
| calculated by the mine personnel with the
percent recovery estimated in this study
Domain Minet . Estimafe (%} Coefficient of
(%) ' . variation
P Krigef  Ext.tt  Krige Ext.
Pit 1, © 83.20 82.7 B82.7 1.5% 1.5%
1977 ‘ . w
. pit 1, 88. 16 90.3 87.9 1.5% 1.7%
1978 ' - B ’
. - ’ . ‘ \
Pit 2a, 90.91 100.2° 100.2 2.9% 3.3%
1977 & 1978 | - T . | o
Pit 3,7  96.62 97.5 94.7 1.5% 2.7%
bench 9 C
Avg},coeffiéieht of variation 1.9% - 2.3%

|
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5.3'RESERVES AND PRODUCTION FOR NEXT YEAR
Next year's tonnageS‘and'variance are also determined

by equation {5.1}, p. 83 and equatlon {5 2} p.84. THe

denszty—as—the same—as—that—used— for thls—year 'sTin=place
coal (estlmated on page 85 above), but the th1ckness'and

area are arrived at differently.

o The reserves are estimated for a domaln.already m1ned
oub but as if productlon had not yet started The -
estlmat1on used only data that would have been available
before .excavation, either pit data (from nearby benéhes) or
drill holes. These tonnage’estimafes can then be combared
with the 'true' values, whlch are estlmated by the best

method possible (using krlged thlcknesses of the hlghwall in

the p1t) Lo , e

5.3.1 Domalns Chosen
The dcmains used whenvestimafing with the drill holes.

are all’three pits (Figure‘1 . P. 24)

1. pith1, 1977 and 1978 benches,

2. . pit 2a,

3. pit 3.

lhe doma1ns used when estlmatlng w1th the p1t measurementsh
are_the two halves of p1t 1 (F1gure 5,1,19.90). i |
1. pit 1, 1977 benches only, c -
- 2. ~pit'1 1978 benches only.

8

- All these domalnsvwere‘ln production:for”appfoximately_dne

Y
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year (Table 5. 3, pP.94); as a result, they demonstrate the
-errors to be expected when est1mat1ng in- place coal or pro-
ductlon for some future year. ‘

B

\
5 3.2 Calculatxon of the Thickness
The average net thlckness used to estlmate next.year s
productlon can come from two sources- e1ther drill holes
into and around the pro:ected p1t, or pit.measurements from
a‘highvall:beside or near;the projected pit. Estimates |
usinﬂ'drillvholésﬂhave the follovlng a pnioni‘advantages.
1.'ﬁAny,drift'vill affect the results less since the
‘restlmates are interpolated rather than extrapolated as
‘the p1t measurements must be.
2. The estlmates can be made wherever there are drill
| ‘holes, not jUSt near a’ prev1ously opened pit.
.§l - There are fewer drlll holes, so‘thevcomputlng will be
cheaper. . |
Estlmétes u51ng p1t measurements.have the follow1ng a pPlOPl
advantages. ¢ |
1; They are less biased 51nce they have approxlmately the.
”same mean as the 'true value (Table 2 1, p.51), in
contrast to. the dr111 holes. .~ . . . |
2.> There are more measurements, so;the estimate may have a
lover varlance. | | ' | |
3. ‘The benches are generally advanced in a regular manner,

so. there is almost always an open ‘bench near a proposed

p1t that 1s not too far=in—the future.‘_'
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. 5.3.2.1 Next year's thickness using drill holes
The average net. thlékness for %ext year s in- place coal

is determlned from the dr1ll hole measurements that are in

Or near the proposed p1t

o

Both the kriged and egtension thickness'were calculated
and compared As for;this year's in—place coal, the 'true'
thzcknesses were determined by kriging all:the'pitrmeasuref“
-ments-taken wlthin'the pit used as arprojected domain.;
Krig&ng was used because 1t should glve the best (in a geo-
statistical sense) determlnatlon ot the. actual thlckness
agalnst which to compare the pro:ected estimates. The
coeff1c1ent of varlatlon is also tabulated to show how much."
;‘latltude there is in the 'true values; usually about ane
th1rd to one half of the var1ab111ty 1n ‘the estlmates.

_ - l ,

The resulﬂs of the thlckness calculatlons are- listed in-
‘Table 5. 7 Agaln there is llttle to ‘choose between krlge o
and extens1on estlmates except a sllght 1ncrease 1n the |

iest1mat1on_var;ance,n However, both- estlmates con51stently

'underestimate the.'true thlckness by 1. 50 to 20 or about 6%"j

.on average. The 10 range on the -6% flgure is +3% whlch

’means that the b1as 1s probably real The b1as is due to

‘the drill hole thlcknesses be1ng thlnner than the p1t meas--f;‘

'urements on average (Table 2.1, p 51)
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i Table 5.7 Comparison of the 'true’ phickness with the
| | '/ estimated thickness for néxt.year,
| célculaféd,using‘dril;‘hole data

Vi

t
/' ‘ . . : . [
I8 ) :

no

Domain ' Estimate (m) ‘Coefficient of
' . - .variation
Krige . Ext.. Krige - Ext.

Pit 1, total ,
'"True 't '.3;52 ) o ” 10.99%
Drill holes. 3.35 3.37 . 1.5% 2.8%
. \ ’
Pit 2A, 1977 & 1978 |
‘True't . 3.77 . ‘ 0.37%
Drill-holes ~ 3.60.  3.57 2.9% . 3.4%
- Pit 3,'total" | |
'"True't - 3.61 S .7 o.asy
Drill holes 3.26 3.22 ‘3"..6\75_‘ -8.8%
L Avg;;cbefficient~of'va:iafion' AN 2.7% ']3;:'f3;5%A'

' n Avgf error  ~6.3%2.9% f6.8t3§5%_"1 - -

. + 'True' thickhess_is kriged from pit measurements within
- the pit. v R LT R ‘ L

TR : ' A
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5.3.2.2 Next year's thickness using pit measurements

The same. domalns were estimated as above but thlS time

u51ng the thlckness estlmated from p1t data of the benches

'near—the domaln.

The thlcknesses of domains in pit 1 were estlmated u51ng

'two types of benches:

1. all the benches excavated in the previous'year'(thejpre-»

'-v1ous year's, p1t),
2. just one bench which was con51dered for two cases. .
A, fthe bench 1mmed1ately be51de the proposed p1t bench
| 38 Slnce thls bench straddles the p1ts for the two
B rsucce551ve years, only the half that -was out51de the'
v'proposed p1t was used | | |
'B. a bench more removed from the proposed p1t benchess

*‘36 and 39

-These benches and p1ts are shown on Flgure 5 3 : The average

. thlckness along w1th the 'true thlckness determlned from,'

7.nearby p1t data are unblased Th

- the measurements made 1n the p1t are shown in Table 5. 8

In contrast to the drlll holes, the estlmates u51ng

;factuaﬁ’examples presentedvx

'1n Table 5 8 p 108 tend to overestlmate the true thlckness

i

f;by about 2y but the 10 scatter of the estlmates (about +5%)

3

intludes'th .'true value, thus the apparent b1as 1s proba-"

-1

'blyfjust a’ random fluctuatlon. U51ng data from a\full yeare

'"_reduces the coeff1c1ent of varlatlon by only 0. 5% compared



BENCH 38
BENCH 35 -

BENCH 36

_PIT 1, 1978

500
. —

. metres . -

‘Figure 5.3 .~ E .ches used to estimate next year's in-

place :6a1@aﬁd}pfoddctiph,'f
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Table‘5.8‘ o Comparisoﬁ of the ‘true’ th1ckness with" the
. ' _ est1mated thxckness for next " year,

calculated us;ng nearby p1t~data"

‘Domain - Estimate (m) o _ - ‘Coeff1c1ent of
o o e . — " variation o
Krige Ext. . "~ Krige =~ Ext.

Pit 1, 1977 o
'Trye! t 3.50 | 'j‘jg. S o.e2x
Estlmatedvby:: ;}f . ; o -
1978 pit " 3.66 3.61 73;6%'f.j ey
Bench 38 3.81 - 3.8 2.0% - R
'i_lséﬁ¢5¢3§': 337 338 :\'f2n227 v. | 2;2% §1

Pit'1, 1978

o "True'ft- 3.51" - "1ﬂl . ,"\” Q;44% 

. lEstlmated by , e : S

'_Bench 38_”;53;75'f,,' "'3;94:' C2.0% 2.3y
© Bench 36  3.57 ©  3.58 P I Y T
‘vAvg. coeff1c1ent of-varlatlon l”3  ;'1j7%? *ff”‘fi-g%tﬂ” o

- Avg. error 3. 8+4 4% f 4 716. 6%

¥ Fron Table 5.2, p.31.

L -
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@

to the data from one bench Also,-lt makes no d1fference to

IS

'the coeff1c1ent of varlatlon 1f the bench 1s be51de (bench

=_Th1s 1nsens1t1v1ty to the loi

L

38) or. removed (benches 36.. Qnd 39) from the proposed p1t

-tlon of the data~1s because of

'.the lack of a large drlft and bec:use the dlstance

f;separatlng data from the. p“

o be estlmated is generally f ,L',if

"between the long and short range structures of the vario-

‘ gramgn ThlS portlon of the model has a low slope.'

(Flgure 3. 4 p.60);.so the ¥ terms and the resultlng estl—_

-mate’ w1ll:not3change much~w1th a-change in. sample separa—"'

N tion; Flnally, 1t makes llttle dlfference 1f the krlge or
‘exten51on estlmate 1s used s1nce the 1mprovement u5159 geo—

'hbsta 1st1cal methods is: less than I%r"..

The 10 of the d1str1but10n of actual est1mat10n errors C

'fls 5% whereas the average coeff1c1ent of varlatlon is 2%

‘for both krlge and exten51on estlmates.v These two numbers

}year s tonnage, there are two p0551b111t1es.v F1rstly1:thebg3

7~,g“should be the same° the dlfference suggests that the :g

calculated estlmatlon var1ances nderestlmate the ftrue

;~est1matlon var1ance. However, the dlscrepancy may be a,f7‘
fstat1st1ca1 fluctuatlon s1nce 1t 1s\close to the errors that
',uare lnthduced bY the calculat1on approxlmatlons. If the

H'Jd1screpancy is’ real then there could be a local drlft

35 3. 3 Area of the Doma1ns

- When con51der1ng the area and 1ts varlance for next



w, S .1‘1‘0

b

farea can be assumed to be known perfectly. That is, given a

‘domaln, not necessarlly for one year s productlon what are

/

"the reserves underlylng it? - The doma1n could be an

'arbltrary Block of land "a lease limit or some other

N

_l5 3 4 Calculatlon of the Tonnage o

"‘predeflned area.‘ This domain'would be used to estimate the

in- place coal for next year. Alternatlvely, the area is

':.j,what w111 actually be opened up next year, which'is subject
:Vto con51derable error. 'Th1s doma1n would be used to est1-‘f7“"

. mate the pro;ected productlon for next year

For the f1rst poss1b111ty, ‘the area 1s perfectly known

!

’-‘_with_no.error in partlcula VAR[A] 0. and equatlon {5 3}
- pP.96 applies;_ For the second p0551b111ty, the varlance is

‘_controlled by the eff1c1ency of the excavatlon operatlon,‘h

hence very large. How to determlne the varlance in thlS“

‘hhsecond case, is: dlscussed in: Append1x 10

3 The tonnages are calculated 1n the same manner as the'

i*tonnages for thlS year s 1n place coal ' The tonnages"

icalculated from %he drlll holes are llsted in Table 5. 9 and'
b‘lithe tonnages from the p1t measurements are in Table 5. 10f-'

:In each table, the error of the tonnages is estlmated for

--the two cases for the var1ance of the area' -

SR
_next year s in- place coal

vj;glVAR[A] when the area 1s predef1ned for_ekamplert

o -

Ty

F:Z.L VAR[A] > O when the area 1s what w1ll actually be
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Table 5.9 = Comparison of the 'frue"tpnnage with the

estimated tonnage for next year, calculated

‘ ,,'using‘drill hole data

Y

it 1, total - o -

- _"hole

,Dbméin . Estimate = = Coeff1c1ent of. varlatlon
. )

’f(tq/pés 1 x10%) VAR[A] = . VAR[A] > O
'Krlge Ext. 7 Krige . Ext. Krige & Ext.

T o

prue't 5.42 . 41.7% .. 31%

o

Drill = 5.16 % 5.18  2.1% 2.8% o 31%

Pit 2A, 1977 & 1978 e S '__'. N

'True T 1_5(80_ T 1.5% ‘ - _ | "31%

Drill 5.54 .  5.49 3.2% 3.7% Co31y
.hole ' R ' P . . .

| P%t_3 total :. T w44f1'~~,”\ -
'Drill_’;‘l 5.02 o 4,95 3.9%  s.0%. -V 31y
*;-coeff1c1ent of varlatlon o 3.0% s 3.8%~0 - 31k

. Avg.. : .
'error ~-6. 3+2 9% =6, 8+3 5% g

1
. !

% Célculatéq from Tab1e 5;7,1p}1O5;

o : o - ¥

s



Table 5.10

Domain Estimate Coefficient of variation L
: - (tonnes x10°) VAR[A] = O VAR[A] > O
. Krige Ext. Krige Ext. - - "Krige & Ext.
Pit 1, 1977
'True't 5.39 1.5% 31%
' Estimated by:
1978 pit - 5.63 5.56 2.1% 2.3% 31%
Bench 38 5.86 6.06 . . 2.4% 2.5% 31%
"Bench. 39 5.19  5.16 2.6% 2.6% 31%
Pit 1, 1978 ’h 1
'True't  5.40 . 1.5% 31%
- Estimated by: A - , . _ e
1977 pit 5.65 5.52 - 1.7% 2.0% -1
‘Bench 38 '5.77  '6.06 2.4% 2.7% o 31%
“Bench 36 5.49 5.51 - 2.2% 2.3% 31%
S T | - o A
coefficient of variation 2.2% 7 2.4% 31% - L
.{QVg. A . A ol
‘error = 3.8:4.4% 4.7%6.6%
ol
!’,,‘ :

using_neézby_pjj_data"

g

talcpiatéd from Table 5,8, p.108.

G
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Comparison of the 'true' tonnage with the

- estimated tonnage for next year, calculated
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opened up next year, or next year's production.
The 'true' tonnage is calculated from the 'true' thickness, -

1

;{-~—~¥Wh%ch+is¥krigederom—the—pit*meaaurementS‘Tnaide—the‘dOmaYn
estimated. The area used . is always the’est1mated area
»vopened up in one year, 1. 04x105 m? (see ApPpendix 10. 3)
Even though no p1t has exactly thls area, a constant area
was used so that the tonnages could be compared ea511y,
'dlfferlng only in the thickness used
The error of the progected producthon (VAR[A] > 0)
domznated by the error in the area ‘that w1ll be opened up .
;durlng the next year.. The'proportlon of the relatlve
variance of the tonnage due to both the denszty and the

” .th1ckness is so small (about 0. .5%) that v1rtually any datﬂ’

'and any calculatlon method is good enough for est1mat1ng

The error of.projected'reserveew(VAR[A] = 0)’15 eimilar,
to that for the in- place coal and recovery ﬁor thlS year.
'The den51ty contrlbutes about 20% to 40% of the relatlve
variance, but sllghtly less 1f the exten51on est1mate or the"
.u,drlll hole data is used ,51nce both have a hlgher variance.
1Also, the krlge coeff1c1ent of varlatlon 1s less than 1%

o | .
better than the exten51on coeff1c1ent of var1at10n.' Once

- again there 1s l1tt1e 1mprovement 1n the estlmates u51ng

.’geostatlstlcal methods. : (Jf



6. SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

6.1 SUMMARY OF RESULTS

6.1.1‘Classiea1 Statistics

In the Boundary Dam Mine area, seam'net-thicknese meas-
‘uremente are fairly regularly‘distributed on sguare grids of
30 m for the p1t data and and 100, 150uand ZQO m for the

drill holes.

P S |
vAverage net thickness of the seam ip the pits is 3.6 m
:but'thinner (3. 3 m) when measured in the drill. ho}es because

\.more_splite were logged ‘than were select1ve1y mlned _The
drlll,holes have,about'tw1ce the coeff1c1ent of;varlation,
:orobably duetto_more‘Variahlellogging-styleSfonbthehpart of
the drill geologisos:and-morefconSietent reporting byifhe
mine'enrveyors in:the pits. Both klnds of data are approx1—
mately normally d1str1buted w1th talls on the thln 51de,
.90551b1y due to paleochannels cuttlng 1nto the'coal" The :
Vtall on the drlll hole dlstrlbutlon 1s large enough that a.
ilthree parameter lognormal dlstrlbutlon ‘may f1t better.‘ The
7p1t data could be separated 1nto two populat1ons (controlled
"by the partlngs) prlmarlly on stat15t1ca1 ev1dence .and

'secondarlly on geology On the other hand the drlll hole~.

data ‘was one‘homogeneoos populatlon.

—_— N

“ ﬁ:;"”
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6.1.2 Geostatistics

No drift was apparent in elther set of data,‘except

‘p0551bly at dlstances greater than the largest dlstance

(about 2000 m) used in the krlg1ng

Transition varlogram models w1th no drlft were f1t to
“the data.‘ The best model of net thickness for both pit andll
drill hole data is the spherlcal model usually as two
inested structures.. A hole effect model may be a better fit

to. data that - 1ncludes the th1ckness of any’ rock, in partlcu—,:

|

© . lar, the partlngs and the gross thlckness There 1s also

‘.the p0551b111ty that a Gau551an mddel may f1t the net

thlckness Fortunately,‘krlglng is 1nsens1t1ve to the model

chosen so the spherlcal model gave’ good results.

' No nugget effect vas used, though 1t 1s p0551ble to
'model the varlograms w1th a small nugget effect  Thig"
fchange in the model has l1ttle effect on the est1mate but a

'moderately large effect on. the estlmatlon var1ah9e

| The 5111 is approxlmately 0. 07 m for the p1t measure—'
ments and about four tlmes as’ h1gh for the drlll hole meas- ii

’7‘urements., Thls h1gher var1ab111ty is probably due to the

'frandom 1nclu51on of .thin r1der seams and other d1fferences

\

1n style of 1nterpretatlon between geolog1sts logglng the o

holes.
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Ranges from this study arefof the order of several

" hundred metres. These, ‘along w1th the ranges: found by Fllnt

(1978, p. 107) form an approxlmate geometrlc progre551on.l

~d

6. 1. 3 Drill HolefspaCing°Strategy

50 m, 150 m, 1500 m, 4000 m (and 12000 m7) The structures
are probably due to depos1tlonal factors, though the 50 m

range could ‘be due ‘to measurement methods.

\

Pit variograms,Show-absmallyamount of zonal anisotrOpy

»perpendicular to'the-benchesr The anlsotropy ratio is about

2 for both the 51115 and the ranges, with the largeri

_Vvalues lylng in the d1rect10n perpendlcular to the bench

. This is probably due to the mine 5urveyors rememberlng the

last measurements they took along the bench when confronted'

w1th a gradatlonal contact The drlll hole varlograms are

\

.1sotrop1c, as is the varlogram for the aggregate of all the

"plt data._

‘.[’w
-

Sampllng strategy 1s determlned only from the p01nt of'

',v1ew of m1n1m121ng the estlmatlon varlance, wlthout

\

'h'4con51der1ng the necess1ty for outllnlng m1n1ng hazards.v‘3
vSample spac1ng 1s a. trade off between cost and est1matlon

"jerror. Surveylng the hlghwall is comparatlvely cheap, so T"

the p1t sample spac1ng was not analysed f— R : L

The error of any estlmate w1ll 1ncrease as the sample

rlspac1ng 1ncreases. Flgure 4 2, p.8t ;llustrateshth;s '

J
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relationship for the drill holes at the Boundary Dam Mine.
1f the extension»estimate is used, essentially what is done

at the mlne, then the extension . variance is only affected by

'dr1ll hole spac1ngs between 70 and 220 m.' Beyond these

11m1ts the varlance curve is flat w1th respect to spac1ng,
whlch can therefore be - max1mlzed w1th no effect on the error_
fof the estlmate;' On the other hand the krige estlmate has
a lower varlance and a steady trade off between spac1ng (or
__COst) and the error over’ the full range of practlcal sample

'spac1ng above 70 m.: n T .

o At the drlll hole spac1ng used at the mlner(lOO 150 and‘
_200 m), the exten51on estlmate has about three t1mes the |
f‘error of a krlged estlmate u51ng the same data spac1ng
'Conversely, for the same estlmatlon varlance,’krlglng
'requ1res samples four t1mes further apart than the 51mple
yaverage of the data, the exten51on estlmate. However :as
will be seen 1n the next sect1on, the percent errors are. SO
fsmall (1% to 5%) that there 1s not much practlcal d1fference’“

, between the two estlmatlon methods. Jh‘_ ‘,':,d

6. 1 4 Tonnage Calculat1ons f

Tonnages 1n thzs study were calculated two ways. by
bkr1g1ng and also by a 51mple ar1thmet1c average of the-i
v‘thlchness 51m11ar to éj@ methodT used at the mlne. As a “vfh

vresult- the conclu51on from thlS study should be appllcabler

+ The m1ne englneers use a modlflcat1on of the polygon of.
-1nfluence . : .
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to-the regular method of calculatlon used by the m1ne
englneers Tonnages were calculated both ways. for two_.

cases: tonnage of coal that was, in the p1t but is now

‘recovered and the _tonnage of coal 1n a proposed p1t )

6. 1 . 4.1 In- place coal and recovery for th1s year
Concluszons for the reserves calculatlons are the same

as those for the percent recovery,'because the coal 1oaded-4

out has neg11g1ble error The recovery\averages about 93% »

_and ranges from 83% to 100% Slnce the coeff1c1ent of vari-

Latlon for the recovery 1s about 2%, most of these are a.

j.statlstlcally szgnlflcant reductlon from complete recovery.

N

‘Onlyﬂa small.imprOVement in the‘error'cah'be'madeiwith

the more sophlstlcated methods of geostatlstzcs The

'_;exten51on estlmates (the ar1thmet1c means) have only a

:sllghtly larger error (2 4%) than the krlge estlmates_lf
(1. 9%) - In all four areas, recoverles estlmated both waysh
'fall w1th1n 1 or 20 pf each.other.» Con51der1ng the extra

_ effort of geostat1st1cs, there 1s no advantage 1n kr1g1ng..m

the,estlmate when a;slmplekarlthmetlc_average4w1ll suffrce,‘

Den51ty var1atlon contrlbutes 80% of the error-in the:‘ -
ftonnage or. recovery when a krlged estlmate is used and abouti'
"half of the error when an exten51on est1mate is used helf”

error of. the average net th1ckness contrlbutes the rest

o

1151nce the area 1s essentlally error free._
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'_6.1.4'2 ReServes and production for nékt-Year

No large advantage 1s galned by u51ng sophlstlcated

hcalculatlons of‘average~th1ckness and- tonnage»——The 51mple

iar1thmet1c mean ‘of the thlckness 1s adequate for calculatlng S

.reserves. Kr1g1ng only reduces the est1mat1on varlance to

3% or'less from about 4% for the extens1on estlmate ‘”The

reserves calculated u51ng measurements from a nearby p1t are

. an unblased estlmate of the 'true ‘tonnagetto be'expected,1n

vthe pronected p1t On the other hand the drlll holes'

vvcon51stently underest1mate the the 'true tonnnage by aboutfl'

:11v6% due to the drlll hole net thlckﬁESs be1ng thlnner on

ﬂaverage than the p1t measurements . Th "true tonnage was
| determlned by krlglng h1ghwall th1cknesses from the p1t
"The 1 rgest error by far is 1ntroduced by the varlable:
»eff1c1ency of the men and equ1pment wh1ch can expose at‘oneﬂ'
'foace somewhere between 7x10“ and 13x10“-° of ground per L
jwyear. All other sources of. error 1n the pro;ected tonnagei
h,yare negl1glble by comparlson. On the other hand 1f the

"area to be mzned 1s known w1thout error, then the den51ty ‘”7

']contrlbutes about a th1rd Of the relatlve varlance w1th the

7”yrest com1ng from the thlckness. Calculatlon errors, such as'v5g

C oy

,the numerlcal 1ntegrat10n, are mlnute compared to these two.vj“"

6. 2 concws:ons OF THIS STUDY v
: S : : o o _
, The follow1ng conclu51ons str1ctly apply only to the_

"studled portlons of the Boundary Dam Mlne (plts act1ve in-

1977 and 1978) They can be applred to other portlons of 5;"”’
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\
.the m1ne 1f the propertles of the data (partlcularly the net

thxckness varlogram) do not change too much. P0551bly the

fconclus1ons can be used at other plalns coal m1nes with s1m-

11ar data propertles, though thlS must . be’ done w1th care and
the results should be tested | | |
l.l The error of the tonnage estlmates 1ncreases when dr1llw
o hole spac1ng-1gcreases from 70 to=220 m. Below 70 m-
*’spac1ng the error. is negllglble, wh1le beyond 220 m and R
ﬁout to at least 2000 m the error 1s constant at about |
.ff10% and . unaffected by the drlll spac1ng. Between tgese
lllmlts hole spac1ng can be chosen from Flgure 4 2 p 81
'ffor the de51red error. | Other cons1derat10ns, such as
'1search1ng for potentlal m1n1ng problems, may determlne
the spac1ng actually used 1n practlce | | |
‘,v2;[fMethods of determlnlng reserve estlmates could be.t>
.faltered sl;ghtly to reduce b1as and also 51mp11f1ed _"”
gwlthout serlously 1ncrea51ng the error L
ll:~A;. Drlll holes produce a: reserve estlmate,that 1s

'“tsllghtly blased on: the low side (by about 6%) and

. w1th a larger varlance. The best data to use are'v*‘

4« "

| rthlghwall measurements from ‘a p1t or benches that areff_-y

'no more than a few hundred metres from the proposed N
Copits ” 0
fB-L'Geostatlst1cal methods of estlmatlng reserves’ of
'ﬁcoal at” the Boundary Dam M1ne ar only-marglnally
eShlch 1s arlthmetlc |

'7better ‘than the 51mplest method-

':averaglng of the data, essentlally the method used
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'at.the mine.: The main® advantage ‘of the more soph1s—

‘v

'varlance, so it is doubt@ul if the large effort of

- tonnage, but the proportlon of each clan range from

"»“If the area of. the proposed p1t 1s unknown and must

"geostatlstlcal est1mat1on is worth the minor.

' approx1mate 95% conf1dence 11m1ts, SO‘that any'

change in’ the recovery of less than 4% has only a 1

fstatlstlcal fluctuatlon.
.4rIf the area of the proposed p1t 1s glven and
,;therefore efror free, den51ty and thlckness

'.contrlbute about equally to the error of the:,

'one quarter to three quarters. Calculatlon

‘the str1pp1ng operatlon 1n one year, then the errori,
"'of ‘this area- is so large (ab?pt 30%) that it

.overwhelms all other source%(

-*adequate.;

flmprovement in the accuracy of the estlmate Geo-
 statistics are only useful 1f the est1mat10n o .
ivarlances are requ1red as they were in thlS study'
. Errors in the tonnage and recovery estlmates are,

'v.egual and very low ’about 4% to- 6% These are,

-

in. 20 chance of be1ng real rather than a random

"

i

approx1mat1ons are mlnlscule by comparlson.*

:7be estlmated from the area that can be uncovered by R

f error. In'thiS'

case, any data and any cal 'lat1on method are '
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6.3 RECOMMENDATIONS
This section containS'tuo setsrof recommendation5°

beg1nn1ng w1th further research that -could-be done in the

¢

‘area of thls study,lfollowed by suggested changes ‘to .the -
method of calculatlng reserves and recoverles at the‘g

‘;-Boundary Dam Mlne.

p6 3 1 Further Research

Research that could be done in the future falls 1nto‘

two areas. Flrstly, a more- thorough geostatlstlcal analy51s
".of thls data or of the Boundary Dam Mlne in general could be

,ﬁ “>
';done, prlmarlly to check ‘some of the assumptlons that had to

~ be made.” Secondly,‘more general geostatlstlcal work could

:bevdone. This would explore some‘of the posszb111t1es that

'fpwere not pursued in thlS study

6 3.1, 1 Deta11ed research to extend thlS study

ThlS study was detalled enough to determ1ne the best‘
;method for,calculatlng reserves and expected productlon ,;
Jnevertheless, 1t .was only a- prellmlnary analy51s of what'

: would be a more complete geostatlstlcal analy51s A much

more 1nvolved study could be done to determlne the val1d1ty-’

rof the assumpt1ons and the sen51t1v1ty of the results,vnot

’for practlcal purposes but for the 1ntellectual exerc1se._

d‘fSuggestlons for potentlal studles ‘are llsted below 4&

2

ij., Regress the drlll hole data agalnst estlmated

thlcknesses at the drlll hole locatlons. Ihemestimated j

\
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vaiue‘shouldfuse the.pit‘data'in order tofreduce the -

bias. This. regresszon could depend on;

AL the locatlon within the mlne,-

-B, _the number of spllts,f

C; the drllllng program, e1ther prellmlnary or 1nf1ll
'Controlllng for the drllllng program may conjfol for
- the dlfferent drlll geologlsts and thelr varia bleb”

‘logg1ng styles.ﬂ"

hThe drlll holes, corrected by the regre551on maY’
‘produce a less blased estlmate though the est1mat1on
varlance may not be 1mproved . | |
'Study the thlckness varlogram in, more detall .

A. Take detalled measurements 1n the plt to ellmlnate

\'_the p0551b111ty of a' nugget effect and to determlne
',_1f the parabollc behav1our at the or1g1n 1s<feal or'ﬁ

':not.”.

B. Con51der anlsotroplc models for each p1t separately o

'C;_ Use other models, such as a Gau551an or a hole

effect model

': D. Check the 1ntr1n51c hypothe51s by gathedlng and

analy51ng data from more w1dely scattered portlons
_ [
- of the mlne.f Does the varlogram depend on locatlon

| or the sedlmentology of the floor, seam or . roof?

’

;gExam1ne more closely the kr1g1ng and 1ts effect on the
-eresults by con51der1ng the other methods to estzmate the":

net th1ckness in Appendlx 2. 2

A. Use smaller domalnskw1th_mqre'1oca1“variogram__”

-
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models. For 1nstance, krlge the area underlaln by a .

51ngle spl;t and comblne several such areas.¢ Next fh_

g i

compare thls result ¢o an overall estlmate ':”

" B.. Use unlversal kr1g1ng, partlcularly spllt by spllt
rather than on_ the total’th1ckness as vas used 1n:f
thas study The 1nd1v1dUal spllts tended to show

'more drlft and a more 1nd1v1dua1 varlogram than they?'
aggregate thlckness.“}ff“;_fh | | }
:4.. Determlne the den51ty varlogram‘and evaluate more .

.‘,

prec1sely the effect of the den51ty varlance on the o

tonnage estlmates.

5. 'Determlne the varlab;ltty of the coal loaded out and 1ts-.r'
effect on. the varlablllty of the recovery ﬁi'»*;f -

‘6.,;Determ1ne exp11c1tly the error ‘in the area of a.polygon.

';‘and check that 1t really is small.” o

.6 3 1‘2 General geostat1st1cal research

Below are llsted some - of the more general toplcs that

*'could be done u51ng thlS data, w1th or: w1thout geostatlstlcs

fand WIth or w1thout the data from Fllnt (1978)

Fllnt s kr1g1ng program could be expanded to handle
,other types of kr1g1ng.1 - f',"'“jT "T; _},“‘ _*-}dhlb;"
l]j,  unlversal krlglng, in wh1ch case the drlft could be -

o compared to a trend surface analys1s,'5
":2; lognormal kr1glng, o )
§;ytpunctual'kr1g;ng, i

’
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4, random kriging,‘
5. b11tz kr1g1ng, ,

6. changlng data and/or model parameters 1nteract1vely,'

'dﬂr‘“non spher1cal models, in wh1ch case the modelllng pro-
gram would " also haJe to be altered |
Unlversal and/or lognormal kr1g1ng cou 'd be used w1th the
drlll hole data, which exhlbﬁts a drlft and may be |
lognormally dlstrlbuted If Ehe kr1g1ng capab1l1ty is

o expanded then the varlogram modellrng program should be

also.L | ‘f‘, o S S A )

The ranges of the varlogram‘model from thzs study and
Fllnt (1978 p. 107) are in an' approx1mate geometrlc ‘
progre551on, as are the. ranges for the Lorralne iron

y dep051ts in France (Journel and Hu1jbregts, 1978 p 160)

| ‘The estlmates of the ranges could be. 1mproved w1th a merged
data.set Then, 1f thlS progre551on 1s not ]USt chance, it
should be p0551ble to predlct the next larger and smaller
ranges. There 1s already a\suggestlgn of the next. larger =
',range ins Fllnt (1978 p. 108) at 12 000 m.’ These two
predlcted ranges could be checked though gatherlng the data
ybwould be dlfflcult in both cases., "Estimating the shorter‘

| range -would requ1re detalled measurements 1n the p1ts, prob-
ably at several locatlons because the 1ndeterm1nacy of the
upper and/or lower contact may depend on the immedlately

adjacent fac1es. Estlmatlng the larger range may call for

unavallable or. nonexlstent data necessitating ‘the expan51on

J4r
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1

Iz

of the variable under study to include‘other laterally

&

equivalent coal zones.

?%f

e

':” Only_one varlable,_the net_thlcknessr_was analysed geo-

'statlstlcally in. thls mlne. Varlograms could also be

'est1mated for any of the varlables 1n e1ther the prox1mate,

”s1m11ar and 1f any regularltles ‘had’ a geologlcal control

»ultlmate or. maceral analy51s.u These could be compared to

see if the model parameters, partlcularly the range, were-

1

More detalled data,'such as proxlmate anlyses, could be

cokrlgedf w1th more scattered data, such as ultlmate analy—

A

ses, to 1mprove the estimate of the latter. In partlcular

the relatlonshlp between the den51ty and the thickness could '

beﬁdetermlned BTN ‘ : SRR .

‘Anyfofuthe above analyses could be done fo; severaln‘
mines and.anyJslmllarities‘coﬁpared acrosS'zones,fformations
or. reglons.:'In particUlar‘the variogram modelﬂcould'be
compared and 1f 1t turns out xo be falrly constant then 1t
could be used for future exploratlon 1n m1nes where7£here

was 1nsuff1c1ent development to def1ne a stable varlogram.

~ S : Ex

The data set used for thﬁs study is large and qu1te

) detalled rang1ng spatlally &rom 30 to 2500 m. If 1t can be

»comb1ned w1th Fllnt s data set then the span is from 30'Eo

*14 000 m, whlch appears: to 1nclude several trans1tlon modeIS"

\.‘A

'”‘;reglenallzed varlab v'_"

|

‘T Cokrlg1ng is the ,&@%\tanqous_kr1g1ng;of<twogor more
. o h P
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whath ranges 1n a geometr1c progre551on. ‘Such'conditions can

be modelled by one. logarlthmlc scheme (Serra; 1968) and'this

could be explored The data could p0551bly be f1tted

'equally well w1th a_generallzed llnear model (Figure 6. J) of .
‘the form-' |
y(h) =ah" ; 0<n<2 . {6.1)

vahefgeneralized‘linear model with-n < 1 is the theoretical
“varlogram of an object w1th a fractal dlmen51on, where the

' power (n) 1s the non Euclldlan dlmen51on correctlon factor.~

‘ 5_A large span in order of magnltude 1s rare in most data

',sets, “but . is: necessary for any fractlonal dlmen51on analy— --/;
_s1s,rwh1ch has not apparently been calculated for a coal ' |
r;seam or any stratum 1n general ‘The var1ogram and the non—
_ euclldlah d1men51on correctlon factor are both measurlng

: )

approx1mately the same thlng* the var1ab111ty of the data.’
‘»It would be 1nterest1ng to compare the two approaches.. .

.
i,

Y
ey

6. 3 2 Suggest1ons For The Mine Englneers

ThlS sectlon contalns suggestlons to the operatlons
‘ 3 ‘ _
personnel at the Boundary Dam Mine for p0551ble changes in

oo the way reserves ‘are’ calculated These suggestlons may also-

'Zbe appllcable to other plalns coal mlnes, partlcularly 1f
'ugthey have the same varlogram.u;_ » » . ’ | | . k
?ufi Re- 1nterpret the darill hole th1cknesses to the thlckness;
'&; that wlll actually be m1ned or. determlne a correctlon

factor by regre551ng it wlth the p1t data or coal-

R
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E (h)/C

o a=ant jo<ncz

~From Clark (1979, Figure 1.6, p.9)

(Figure 6.1 . " Generalized I.ineaf}énéd@ilfw- .
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loaded—out;

When estimating.reserves, use .thicknesses measured from

.,highwalls up to 500-mrfrom the proposed pit *-Those .

numbers are less biased than the drlll holes

Include all the data 1n51de the area to be estlmated

- plus any data less than a flxed dlstance from the

o marg1ns of the. area. The dlstance is’ determlned by the

.range of the varlogram, about 500 m for the Boundary Dam

e

Mlne.'

‘Average the net thlckness over the whole seam. .It 1s

LR
not necessary to break it 1nto spllts for separate'

o ad

7calculat1ons.7

Use a 51mple arlthmetlc mean. when calculatlng the aver-

[

age thlckness of. the seam over a glven area.; Even the o

bestxmethod, krlglng, is only»a marglnal 1mprovement

over the simplest method an arlthmetlc average,»if»theﬁ

?sample 51tes are fa1rly evenly dlstrlbuted Y

‘Do not bother doxng calculatlons to a prec151on better-
‘than about 1% (other than guard dlgltS) 51nce thlS 1sl

1the lowest error 1n the 1nput data (net thlckness, area

and dens1ty) and some errors go up to 5% partlcularly'

" the area._j"
.rReflne the estlmate of the den51ty and 1ts error, since

'~.f1t contrlbutes about half of the error in. most tonnage

calculatlons Lnd 1t should be fa1rly easy to lower the

V'uncertalnty. ~j‘ \;“~_, .

a.

‘.For'projeCte¢»pr°aUCti¢h(‘refihe.¢he’EStimate ofiaveraQE_
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”man/machlne product1v1ty, or how much ground w1ll be
opened by the operat1on in a given amount of t1me Th1s

contrlbutes Yo) much varlabllaty that 1f ‘the error 1n

thls area cannot be greatly reduced then;any‘data andi
any calculatlon method is adequate. -
9. Recovery is only accurate to about +4% for 95% of the
, t1me; therefore, changes smaller than thlS are. probably
not real but random statlst1cal fluctuatlons. |
m:In general the tonnage calculatlons can be 51mp11f1ed

because the seam is so regular...
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.+ - APPENDIX 1} o |
OUTLINE OF THE THEORY OF STRUCTURAL 'ANALYS IS

: . L : oo - CUNEIN SV .
: . ) ! _ ot ] . - . . 0‘."}:\}“~ . :
-, The following is a brief,1ntroduction~toJe1ementary
variogram theory, with the emphasis on.those aspects
required for this study. David (1977) ‘gives'a good intro-

duction to the subject, while_qgupngL;andﬁﬁmjjb;egtq1(4318)

~ used invthisistUdygin_the-Frenchfsense,.--

- give a more complete description. For a definitive treat-

ment one must read the papers of Math

at Fontaihebleau;‘for:exampleﬂMathefOn (1972). -

1 1 INTRODUCTIQN o0 _

The term 'geostatistics' is used in two senses: North.
American, or more general -sense; and a French, or more

- specific sense.  The NOrthuAmerican'usage'of,the‘word is
 analogous to the definitions ‘of geophysics or geochemistry.

It means the application of..any method of statistics to.a
problem in geology. In contrast to this, 'the French usage

o

"of geostatistics refers to a particular method appliéd to a

‘particular problem. '“The method. is any application of . -

. Matheron's theory of regionalized variables. ”The“problem,is S
o to’determinejthé~best~éstimétejof‘the average of a . T
-. regiocnalized variable over some area. 'Geostatistics' ‘is '~

111 Regibhéiiz€d Variéb1és‘

A regionalized variable is one that is dist:ibuted_over 

'?aﬁrEgion_in.Space.orgtimeé;yhich:means'it exists at every.
“point in. the region.". In practical terms this means that all
samples have a-location and this location has an effect on

"”the;statist&bal“propertiesyof'ﬂheﬁvariable,,lUsuallyfthe o
- location''is in 2-or 3.dimensional space, but 'if the location .-
is in:time, then signal theory is moze commonly used. To be

--,uSablefinAgeostatisticsﬁthe-Variable”mUSt a1sb be linearly

additive;}which,meansnany3linear-combjnation:fothe variable
must have-the same meaning as the variable.. Also most of .

."the-theory;hastdnly.beed,worked out. for conginuous measures..
Thickness and density‘are regionalized, area is not. .
e L P R Cat ‘ R S - . . . : L .

"i‘Fof_th@ipﬁrpcséquthhislstudy}‘classical statistics is"'

~defined as any non-geostatistical technigue. Almost any’

statistical’study.mustkmakegassumptions;-unfbrtunately;,_”

‘classical statistics-makes'one_that,iS{almost,nqwer true ‘in’
geology. It aﬁ;umes-that the data used is independent; in
n .

other words, ‘any one data value is not correlatedt with any

"otheridataavalue;. However, 'in geology ‘the data at one loca-
- .tion is usually correlated (sometimes very:highly),with'the ]

+ "Correlated' is geheréily used ‘in its-statistié%l}“nbt_j.

v ggoldéicalﬁ-meanihg.fof-the‘remainder of .this study. -

138
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data at nearby locations. Cla551cal statlst1cs can g1ve an

"unbiased average, if the sample distribution in space is

very regular, but 1t will not be the best except by chance..

The. best average is deflned in terms of the BLUE, whlch .

‘ 1s an ~acronym for Best L1near Unblased Estlmator.

- Best means that, the variance of the est1mat10n is a.min-
imum. “This means that over the long term this estimate (z*)
will come closer to the true value (Z) than any‘other esti-
mate. The '™' 1nd1cates that the guantity is an estimate,
usudlly of the thlckness, while the symbol for- the true
value has no modlfler

Llnear means that ‘the estlmator is a llnear comb1nat1on

 of the data. Mathematlcally the llnear estlmatlon is

expressed as:

'Z"=f§aLZz- R Co e, {11}
‘Where' : 0. T ol o
L = the summationt for all i=1¢ton, n is the ' number of
R ‘samples..-' B : SRR .
a; = the i'"th weight.
z; =.the i th sample.

It is not necessary that the estimator be a lunear T PR

: ucomblnatlon it can. be.any functlon of the data, such as:

‘ Z. = f[z,, 22”23’ o’oo«' ,zn] ‘L < L . {1 2} ‘
Where:

‘f[z,, zZﬁ z3, ?;-‘,z 1 = some" arbltrarg functlon of all

» sample values. . . N ,
An arbatrary functlon will, in theory, give a better estl-
mate with a lower- varlance.; More often though a simpler

B nonllnear formula is- useds:

z-?s zf [z,] : ff‘,,’_i --»‘jv-,;_w,-' - S {1.3})
. v o S IR '
Where: o ’
filz,] = some funct1on of one sample value, the same func-o
V' . ‘tion is used for each- sample but w1th dlfferent -
\.".... . parameters..

However, this method nonllnear or dlSjunCtlve krlglng, is

difficult and the- theory is not yet fully worked out.

lenearlty is a mathematical convenlence for. ease of

computation and iwhich als® requires. fewer. assumptlons about_"

g'the stat1st1cal propertles of . the data.

"4.5 An\unblased estlmator is one that over the long term'
;_nelther over- nor underestlmates the,ugue value._ It is an

&

"+ Geostatistical convention is to use the abrev1ated form of
the summatlon sign. - - Q.

;.g,",

o

B

o
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:estlmator because .the objectlve is to statlstlcally estlmate

-an unknown average thlckness.

1. 1 2 Fundamental Measurements in Geostatlstlcs

The two most 1mportant parameters of the distribution.

N L

of a-random*variable—are the firsttwo moments, AN classical
statistics these are. _ o \

1. mean, u, o ' - '

2. variance, g?2 o

‘The.correspondlng parameters of a reglonallzed variable are:

1. drift, m(h),

2.. varlogram, 7(h) :

In geostatlstlcs these are not deflned on the var1able
directly but on its 1ncrement “Z(x+h) - z(x)., The,drlft is
defined by:. , . ’

»

 m(n) =eE[Z(x4h) - z(x)If-f", o 1)
Where: ' R o | -
"E[R] = the expected value of R. .
K] '= a deneral variable. .
X = the location expressed as a vector +. ,
' In particular: x = [u,v], u.is the eastlng and v
S _ the northing. :
Fz(x)’~»=‘the value of the reglonallzed'varlable at locat1on
S TR :
Z(x+h) = the value of the reglonallzed varlable at locatlon

x+h,which is separated from locatlon X by the
vector h. .

'The variogram, 7(h) is defined by;:_*

7(h) %VAR[z(x+h) fiZ(x)J" 1)
where" : S | | |
VAR[&] 'the vanlance of /. '

The drift and varlogram are functions of the vector between

. each sample pair.. . Usually they are presented as a graph of
,the statistic, plotted on the vertical axls, against the®

o o o
S 1 3 The Intr1ns1c Hypothes1s
S

sample separation, anng the Hérizontal axis, rather than

“the scalar representatlon used for the moments in cla551ca1 :

B

statlst1cs. S v )

ics, ‘it is always necessary to make assumptions abolit the

-mathematlcal behaviour of the real world, . The_maln assump-

.tlon made ‘in’ the geostatlstlcs used 1n thlS study 1s the

'.T The" convent1on used in. thls study is to represent any var—E

1able that can. be ‘a vector 1n bold face.

In order to model real1ty, partlcularly with athemat—'” '



~variogram remain constant over the study area.
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intrinsic hypothesis. It assumes that the

drift and the
If this hypothesis‘does‘not.hpld, then other more :
complicated methods in geostatistics must be used. In fact,

the data in this study follow the slightly stricter assump-
tion of weak, or second order stationarity, because the ‘

'variogramfhanamsiii*and*becaugéfVAR[21&71_35.def1ned.

To=ETvnes

However, only-the quasi-stationary assumption was tested
since the data is only known to be ‘'stationary within a

~neighbourhood defined by h < H. H is the maximum distance
used in the kriging equations; about 1000 m in this study.

However, for simpicity the basic assumption used will be the.
intrinsic,hypqthesis. R ‘ Co '

1.2 DRIFT

The drift ié éﬁbwn as a éraph‘of-the-ayerage.diffefeﬁce

‘[bétween all pairs of data separated by.a vector ‘plotted

against the size of the vector. As suggested by David .
(1977, p.267) the drift is estimated using: .. - S

m(h)*SY{W/N(P)}§[ZKx;fh?,le(#})J‘»: e {1.6}']

_Where: ' o .

Z(x,)
~Z(x;+h)

N(h) . ~the number of sample ‘pairs separated by h.
a sample at location x;. = -~ - ST o
a sample at location x;+h; which is removed from .

sample Z(x;) by the vector h. : S -

o u

,"Note.that;Hlike'all-basiceformulas in geost?tistics,fthé"
"formulas for the drift come in at least two varieties: a . °

definition and a estimation formula. ‘Equation {1.4}, p.136
define§ the drift, but it must be translated into . “.
equation {1.6}, p.137 to actually calculate an,estimate of
the quantity. For the intrinsic hypothesis to ‘hold the
drift must be zero,%or: - - .. T o @

mh) = 0 ; forallh. g9y

Aécofding'to‘Clark3(197Qa,‘p;23), tﬁe.édndifibn'ﬁsually ﬁSedQ'
in practice is: PRSI e e T

~om(h) =0 ; foralllh<H i)

If the intrinsic hypothésiS'does‘noffhold,fthén ofdinary

‘kriging will give'a biased estimate and universal- kriging or

‘the method of intrinsic random functions must be used to
obtain an unbiased estimate.. Examples that_have a large.

drift are shown .in Figureé.1.1. The curve of the drift moves
continously away from zeéro axis-in either the positive or

-.negative direction and with increasing slope. The vario-

grams are unbound,- which means .they have no sill or steady
horizontal portion for large h. “The unhound portion is:
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' Pafabolic

' VARIOGRAM.

| am]

Sﬁlbhﬁf'inaa ¢6a1aaéam-ff,Déad-iﬁ;aAleadjiinéamjne'
'.lﬁddifiéd.aftér‘David[0i977,nFigubé511904193,,p,268) 
r3:jEi§ure 1.]_~l:a Examples of the dr1ft and var1ogram from

}. data w1th a 1arge drlft
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~ parabolic, with the slope increasing as h-increases.

1.3 VARIOGRAM

"Varlogram is used in this study to refer to the semi-

variogram, which is defined by equation {1.5}, p.136,

- .

Sis

whereas, the variogram is defined by the same formula, less
the factor 4. Most geostatlstlcal authors use* 'Var1ogram
and a few even use both terms, when they mean 'semi-vario-_
gram' .'Amblgu1ty is rarely a problem if care is taken.
Assumlng the varlogram exlsts, a formula for est1mat1ng it

a

.Where the terms are ‘as deflned for ‘equation {1. 6} p. 137 and
7™ estimates y. By conventlon in geostatlstlcs the '*! is
usually. dropped from vy*, so y refers Jboth to the unavallable

real varlogram (7) and to the estlmate of it (7 )

Varlograms usually slope up to the rlght and a common’
behav1our is to level off after a certain dlstance-
(Figure 1.2) called the range’ (a), while the helght at which

'j_1t ‘levels off 1s the sill . (C)

!

',,W”1.3.1 Conventions:Used to Illustrate Variograms

» _ Graphs of - varlograms in th1s study generally follow sev-
~~eral conventions; one set for varlograms of the coal
_th1ckness, another for theoretlcal varlograms. i

: When the varlogram 1s of data from. this study, the units
are always the same.. The horizontal axis. (the lag or h) is
’1n metres, while the, vertlcal axis - (the variance of the :
pnetT thickness) is in metres? Standardized scales for the

axes would have fac111tated easy visual. comparlson of -vario- -
“grams between figures, unfortunately, ‘the pit variogram

would have been: too small, obscuring any" detail. -All

calculated p01nts are plotted except those" using fewer'thanf

50 sample pairs. The plotted points are connected or the

. 'model is drawn out to/L/Z beyond which there' .is no rela-:
‘ “tionship’ between the«1deal ‘and. the estimated var1ogram ¢ L
- "is the. max1mum dlstance between sample palrs.' o

when the varlogram is theoret1ca1 .such as an‘f

"flllustratlon ‘of -a model type, no data is used so the curve.
rls drawn to the 11m1ts of the graph D1rect comparlson of

ot Two varlograms also contaln a gross thlckness varlogram.
t.¢ See Append1x 1.3.3 for a dlscu551on of the var1ogram »
estlmatlon errors. v : e

)

7F(h)-=. ‘%‘{1)N(h)}Z[ZA('xv+h) . z<x.)]2 SRR {1'9}
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©1.3.2 Anisotropic Variograms

.~
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different variograms is .done by scaling the axes,:the hori-

zontal with the range (a) the vertical with the sill (C).

. histogram. 00 PR onestnuERIo 22 2 T
o : o . o S o . . . RIS )} — ”,>
. e L AT
. -b'_‘,.lv;". ’ ;;,I-//

-

. variogram as required by the_theory. Estimatin
. produces a smoothed version, that must usually.H

- sources: firstly, each Sample-almost_alwayékhaé;ééfihité P

. ,volume,.resulting‘in'a‘regularized.variograpmgfséhdqéiy,;%hév““"

- data is grouped into distance and ' ) ‘

. to, and with the same effec. as the construétion’of a.,” e
se e FLAt I MEL10h- ¢ T

[y

Anisotropy in a variogram is a substanfial differeﬁcé‘l

~in the 'shape of the variogram depending on the direction of

the vector h., ' In sedimentary variograms it is almost always.
present between the vertical and horizontal directions. -

This is because there is more variability vertically through ,
the section than along it. It is also often present between:' .

‘directions parallel and perpendicular to the depositional- =
. strike, because of greater variability down the depositional .
dip. " In variograms there can be two types of anisotropy .

(Figure 1.3): geometric an§sotropy, sometimes called affine
anisotropy; and zonal anisotZopy, sometimes called

'-straﬁifiedfaniSOtrqpy{ ZOQ§1~aqisotrqpy is the general .

case, while geometfic anisotropy is a particular case of . it. R

. Geometric anisotropy.is present when the variograms for. gf ' =

" different directions have the same-sill but different

ranges. A simple linear transformation or scale change of

‘the coordinates of the data can correct for this, following
~which kriging can he_done using an isotropic variogram. : The
‘linea:'transformatid% of the coordinates has.the effect .of

stretching and/or shrinking the different ranges to the. =~ :;_ﬁ
average 'range.” ’Variograms parallel to.the ‘depositional o N
trike often show a larger range  thah the perpendicular-

‘varidgrams. -
varrdgram )

- | . S R IR
.. Zonal anisotropy-is present when the variograms: for the -
different directions have'a different sill for bound. models’
and usually also'a different rarige qr. possibly a different

‘model altogether. 'This cannot be corrected by a simple
“-linear transformation of the data coordinates.’ Insggad it

is corrected by subdividing the data_intoigqoupﬁlthagfa;e

‘each .isotropic-or geométrically anisotropic.: Varidgrams - LT

parallel and perpendicular to the.bedding‘oftqugh@yAéonal,;

. anisotrqpy,l A Cl, i . N Sl

”'x" - B . N " . , rL.
1;3.31E5timation'Er;dr§ f3r=thé~Varipgfam~'1{ﬁC

& L ."'.,_"_‘\-‘?; BT S N R

e

1.

25 S

The‘Varibgram aSQeStﬁmafeé by the data iéa

bl
e

p“corrected

to remove the effects of the smoothing. This #MeSthing hag

- g avaE :

ALl = e L A
‘angle ‘claéses, ' &halogous 1y, 138
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. a; o ,32 L
: GEOMETRI‘C} ‘(AFFIbNB ). ANISOTROPY

e

" Figure 1.3 ~.

ZONAL' (STRATIFIED) ANISOTROPY

ITyPésgof’varibgfam anisotropy

Mod fied after Olea (1975 Fzgures 2.2.2 and 2.2.3,

p;22)w



. 1.3.3.1 Regularization of the variégram

R &

o e
U . . L -y

: A regularized variogram results when the data has a
finite support, rather than infinitesimal or point support.

el

Rt A R YT

_1 3 3. 2 Grouplng of fhe data

: if’ ‘the data 1s d;strlbuted in 2 or 3 dlmen51onal space.

Thls_meaqg_that_each datasyalpeugSmthe_average_oﬁ_the_var1a__w__;__
‘ble over some small but finite volume d?warea, for instance
. the ‘average grade of a piece of core. “Support also includes
‘the shape and orientation of ‘the sample but this does not
.apply to thickness measurements, which are made at ‘very
close to an ideal point. This smoothing. will tend to- lower
the sill_and increase the rangezof the raw variogram with
respect to the ideal point. variogram. (Figure 1.4)." The
‘effect of the regularlzatlon is measured by the ratio 1l/a, 1
"is the size of the support, and a is the range. The larger
1/a is, the more ‘the smoothing, but unless l/a > 0 1 the

' smoothlng w1ll not usually befapparent

, U .. - . . R .
Lo P Y
. Syt

\ , }
Data is often 1rregularly dlstrmbuted on a- plane, so it

~has to be grouped into classes in order -to calculate a. '

var1ogram There are two ways that data .must be grouped

(Flgure .5): ‘lag (Ah) determinés the distance classes, .and -

.psi (y) determines'the angular classes. Optienally, data

can also be grouped- 1nto directional classes, determlned by

@, _ ‘
The lag (Ah) is the linear regqularizations It is the
average separatlon between the p01nts on -the graph of a v
varlogram. It is also the width of the distance over which
h is averaged for one point on the exper1mental variogram.
A larger value of the lag will smooth the- varlogram and L
detail will be lost, partlcularly near the origin. A ‘ '
smaller value will .produce fewer data pairs-for each p01nt B
on the varlogram making 1t unstable and- unrellable R s
.,»«‘ "
/*Eegularlzatlon.- It is ‘the half -
ions of h within which data pa1rs~/m,f
are grouped to calcu'hé point on the varlogram and is- .
‘the ‘angular equivalenff towthe lag. If it is-small, then few
pairs can.be found‘® &he first pomts on the variogram,

, f Psi (y) is the angu
angular_width of the d&r}

‘and these points on thé var1ogram will not be stable. If it -~

is large, then an excessive number of. palrs ‘will be found
- for the more distant points on the. variogram, which will
increase the computlng costs. -. Largéﬁvalues w111 also tend
ato smooth any geometrlc anlsotro %: : .

V~If v = 90°, then.all palrs aréjuse hi, espgttlve of the -
‘direction of h, and the:average varicd¥®ag will' Be estimated.
Th1s varlogﬁam ig-called the one dimensional variogram, even:

BT N as‘g - . ) 2
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0 |
' To calculate the varlogram two p01nts are néaded.
A “? The flrSt po1nt is at A.  h;f‘Q; S g
?kﬂ:ztﬁ The second p01nt is any that falls 1n51de box,B. R

. "--U..'._;,-; e -'?" e
Mod1f1ed after Fllnt (1978 F1gure 20 .p459)

N k g
. . - . - R ' :
. Figure 1.5 . ° Group1ng of the data for calculatlng a 4
. e T fvar1ogram .
R L B Ty ’
- . . . J‘v_?% . )
; e
v!{.
- - ““‘)
T - s
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The : d1rect10n of the angular classes (¢) is used to
search for any anlsotropy At least two directions should
be chosen, perpendlcular and parallel to the Suspected .
anlsotropy in the data.  Good practice also suggests. examin-
ing two more directions rotated 45° from' the first two, in

case the oraglnal—¢ s—happen to blsect the anlsOtroplc axes..

-1 3.4. Behav1our of the Var1ogram Near the Or1gln

_ The varlogram ‘can have four dlfferent behav1ours at. the
~origin (Figure 1.6). 1In decrea51ng order. of probablllty of
occurance, these are: . 1. _ o

linear behav1our K

nugget effect S R R S o
‘parabolic behav1our e R N D, s
pure nugget effect ‘ , - ' R s

R WN -

"L1near behav1our ‘is the. commonest property at the‘
»orlgln. The varlogram is contlnuous, but not dlfferentlable
at the origin. This means the varlogram 1ntersects the‘
'or1g1n with a non- zero slope~ ‘ S

y(h) = O»;‘as h»o {110}
dy(h)/dh >0 aéth S0 . '.A'*"_ 2”.47{1;11}‘
rwhere-' B e A o
:_dy{(h)/dh ="the f1rst derlvatlve of 7(h) w1th respect to h.
SR . In this case it is the slope of ‘the, varlogram 1n
‘*fié?‘f, the. d1rect1on of h. , .

A nugget effectT is present when the vabﬁogram does not

- pass_through the origin as on Figure 1.2, P 1400 s .

' Theoretlcally, the varlogram always passes through the o
origin, since the covariance between a. sample “and 1tself 1s"
zero. ‘In practice, the experimental . xarlogram often does -
not. ThlS ‘paradox is resolved by stating that the value of
the variogram .at zero is not- the value of the varlogram as
mt approaches ZE€ro:. . , L ,

7(h) # 7(0) i as h > 0 .:f:'::; j., Jf.fg. o { -12} =

- The value of the varlogram as h + 0 is called the nugget R oo
effect (Co)’ 1t 1s deflned by' : - : S

/”‘i‘ Co = 7(h) ,‘as h s 0 ? o o :ﬂ | . ; o ]‘{1.13}__~

The: nugget effect is the random varlance, uncorrelated from

Et The term nugget effect' orlglnated along w1th m1n1ng geo—@?
statistics in: the goldflelds of South- Afrlca where nuggets '
.- -of gold produce thus effect on the varlogramen_»

P
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©y(h)

.LINEAR BEHAV:QUR\
b)) =0;ash =0
dv(h)/ah. >

V .

0 ; as ﬁ'évO E

NUGGET. EFFECT
'~ dy(h)/dn

v
o

Ffaé;h é 0.

' PARABOLIC BEHAVIOUR -
| 15(5)'“f_.;‘0 ; as h » 0
- ay(h)/dn

o
o

“h .

-, " PURE NUGGET‘EFFECT- 
| y(h) >0 ; as h =0
A - dy(h)/dn =io-:;a§ghi§jo

»-. . .v ‘ . . (;&.:I oo .4 ‘&

. > Mbdified.aftéf Matherén (1971;”p’5&); ‘ ‘;_, i

SN . - TR T A S

:'Figuré:t}sl“ - TYﬁéétbf*Gariqgram'Behéwioufinéar'thé.r’ b i
. . R o - - - . T o b v .

e -7 origin

N tan
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-sample to sample, whlle the rest- of the varlance is: correla‘
ted. When the nugget effect is present the slope of -the.

‘-varlogram near the variance or Y axis is non-zero, as in the/

_l1near case in equatlon {1 11} p 146. - N N

>

v

‘ - The nugget effect~adds-a—constant—to the model

irregularities-in the variable with a range shorter than the
lag-or the sample spacing. The relative nugget effect (C )

4"15 the rattodof the nugget effect to the sill:

AWhere"" g ‘ L ' JRRR R S
C. = the overall 5111 in particular:.C = Co+C +Cz eeq +C,

stics since it is the p?operty of a very regular -
“regionalized varlable. Sedlmentary thicknesses and some -

c. '»C°/C -“ Lo A o 7]“[ ! 'fryisl o

Cy can vary from 0, for no nugget effect to 1, for a pure,x

‘vnugget effect whzch is. dlscussed be10w

PR

Parabol1c behav1our near the orlgln is rare in geostatl—

o

meteorological data, accord1ng ‘to Gandin. (1965, pp.49 and

'54), can often be this regular. The variogram is- cantiyuous

-at the origin (equation :{1.10}, p.146), similar to the

'}'llnear behaviour, but unllke the llnear behav1our it has a
Tzero slope at the orlgln- L : L S

dy(h)/dh =0 ;ash >~ o o TR el f {118}

lA pure nugget effect is the 11m1t1ng model (with C"=_1) for

a transition variogram when the sample spacing is larger

- than the longest. range. - Of the several hundred dep051ts

that -have been analysed with._ geostatistics, only one showed
a- pure nugget effect.  With thlS model classical statistics:

. is as good as geostatlstlcs since it- g1ves an unbiased est1-f

,mate w1th the same m;nlmum estlmatlon varlance.‘

Q

1 3. 5 Confzdence Intervals on the Fundamental Var1ogram

“J;.. :

A The exper1mental poznt var1ogram is not the true var10~"
gram that 'is required in the kr1glng calculatlons. - The: true .

'.'varlogram is defined using every. point in an area of

infinite extent. Inqcontrast,,the experlmental variogram

(7)) estimates-the true var1ogram (y) by using (1) a sample

of all the ential data from .(2) an area of limited
-extent. TheéSe two finite approximations produce the
estimation error and fluctuation error respectively, which.
have been expl1c1tly determlned only for the case where the

t
i

- 7(h) = Co + model - B L (1,14}
Accordlng to Rendu (1978 p. 20) it can have two causes. .
The first is. due to sampllng or measurement errors, some- .»'5€3; '
times called ‘the human nugget effect. The second is = - , o
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model ‘is llnear and the. samples are normally dlstrlbuted
ﬁithls 'study the samples are close to hormally distributed,
the model is spherical rather than linear. The results,
“however, should g1ve a ‘rough 1nd1cat10n for the present ’

: data;
@ .C?

The estlmatlon error is due to a f1n1te rather- than an.
infinite number of samples. being used to calculate the
variogram. The ‘error is usually small, partlcularly when
‘the number of samples is ‘large ‘as in thlS case (n = 200 to
400) consequently,‘lt can be safely neglected ‘

cl ‘The - fluctuation- error is. due to the var1ogram being ,
e calculated over a finite area rather than an infinite are€a. .
'Thi's error can be very large. 'In the linear/normal case
‘outlined above, the error is small for small distances.

- However, when h becomes larger than about half the total
distance over which the variogram has been calculated (L),
then there istalmost no relationship between the true .and -
the experlmental var1ogram (Dav1d 1977 “p.116)

Nothlng can’ be. done’ to 1mprove the ffuctuatlon error
except  to 1gnore all -points with h > L/2 when modelllng the
‘: variogram. More conservative. geostatlst1c1ans use only the
~data with h < L/4, for unstance Clark (1979p, p 92)

. L \

'1.3.6 Variogram Models

The krlglng system of equatlons needs the value of thev
variogram calculated between many palrs of points. ‘A mathe-
‘matical expression of the variogram is needed to do this,"
‘rather ‘than the usually ragged}set of points from- the -
experlmentally determined variogranm. . Modelllng is the art
"of fitting a mathematlcally defined curve to the data, much .
‘as a hlstogram is'fitted by a probablllty den51ty function.

- Unfortunately, there. are .no automatic fitting methods. 7
‘Davis and Borgman (1979) give a teakuisr the goodness of the.
~fit of a one dimensional- varlogramTf 'ﬁ.lt is worked out in -
detail for.a test of only one. point. at a time. More useful o
cases were not described. Another method is créss , : _
validation, which is- choos1ng the model- that produces the ™
lowest estimation variance. Iterative visual f&tt1ng, the

qcommonest method was used in thlS study :

© Not all funct1ons may be used for a var1ogram model
they must be conditionally p051t1ve deflnlte, whlch has two
consequences.v Firstly, any estimation variance is greater
- than or equal to zero, and secondly, the variogram must have
less than a parabollc increase for large h, or:

llm[7(h)/h2] 0; as h + v'f'i‘ _Q'wvh-<fl.' {1 17};-

‘T*‘All the models dlscussed 1n th1s study are cond1t10nally

~on

R

e



p051t1ve def1n1te. - | -

' Var1ogram models fall into two broad classes' ‘transition.

‘models, and non-transition models. Transition models are
. bound variograms and therefore have a sill, while non-

"

transition—models—are unbound~“and lack a 5111. Prellmlnary
inspection of variograms from the Boundary Dam Mine show-

. that they are of the transition type SO non- tran51t10n

models will not be dlscussed further.

Tran51tlon models rise to a value, ‘then stay steady at -

this value (Figure 1.2, p.140). The distance from the

origin to the steady value is the range (a). 'The helght at

- which it remains steady is the sill (C), which is

,'If¥the 5111 and variance are not equal thlS can be a result
-~ of two causes: either. the presence of drlft in the’ data, or.

f'contlnuously rise above the SI:
' ~parabollcally (Flgure . 138)

Ed

C
h

_'7T The spher1cal model is occa51onally calrbd the Matheron"
~model in honour of Georges: Matheron, the father of '

theoretically equal to the population variance (¢?) and

- usually. taken to be equal to-the sample varxance (s )s . In

other words']

. \

V(o) = st o s

a hole effect in the vatlegram.

It there is a dr1ft thenﬂ§he’varlogram will
,“approx1mately

. A hole effect ‘can be produced when rlch/thlck zones'
alternate with poor/thin zones.  If theralternation is
approx1mately regular . then this per10d1c1ty will show as

.oscillations in the experimental varlogram above and below
the. populatlon varlance (Flgure 1.7). o s

There are three types of commonly used tran51t10n modely
(Flgure 1.8): . e N . . o

1. ‘spherical model;

2. ‘exponential model

3. gaussian'modél

The spherzcal modelT is by far the most commonly used
model in geostatlstlcs. Its ' formula ise - _

T

1_7(h) < C{3h/2a - h /2a3} for h S}Va | N
=c f«,.fér hea 0 {iae)
here?‘. . : R ‘jb . qf;. N
="the sill. - o R S =
='the sample separatlon. ' o SRR

a

theoretlcal geostatlstlcs. LT o

L
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'5-Figu;e 1.7

: : g o v
o .. 30 - h, metres

-

The hele effect is due to alternatlng s

\

" ‘ o r1ch and poor layers 1n a uranlum mlne. _

s&, .

5%:ff

L

‘Modified after David (1977, 1

effect

; Figupe,sg;fﬁtifi)v” R

An example of a varlogram w1th a hoLer



 Figure 1.8
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‘e{3n/2a”s h*/2a%] ; for h
. C’_v':? .v“' e )

' SPHERICAL: y(h)"

ny

-

 ‘:EXPdNéNTIAL:.1(ﬁ)§='C{j-5”exp[_h/a]]':; >
GAUSSIAN:.  7(h). ='C{1 - expl-h?/a?]} .

"' Modified after Rendu (1978, Figure 4.1, p.18)

N

g s . ST

:'jj,}‘ N - l.;:

h Y

spherical, -exponential, gaussian

< .

a

i forhza

Common types of fransiﬁiﬁdjmédel:'fﬂ[‘ B




e -

'L' fqimula° : o L R )
7(h) - mh) + mh) + mh) b +77n<vh).»‘,_ {123}

. within a sphere ).

~a = the range.
Its ubiquity is a. ‘result ‘of several ‘reasons. . Tradrtionally,
everybody has used it, so people continue doing so.

© Considerable theoret1cal work has been done on it, and as a'

1'“"'

‘result many ' of the problems:have been solved. It usually -

___seems:to fit the data_better than_ the- -other—two.—The ﬁf‘

exponentlal model rises tdo: slowly to the sill and the

gaussian model is usually too flat or parabollc near the

or1g1n. ‘David (1977, p.106) .explains the origin of the term
"spherical”. L TA process having a_spher1cal variogram can be

generated as follows. first take a random (Poisson) distri-

- bution of masses in space.  Then assign to each point of
.space a grade glven by the number of masses within. a raglus
a of-the p01nt (in other words take the number ofwmaS§§§m

_ The exponentlal model .is . more commonly used 1n‘
b1ometr1cs.w In-this. sc1ence, data tend to be more: rbgular,'
- which _.causes the varlogram to rise more slowly to the 511L
.The f%rmula is:

7(1’!) - C{1 . exp[ h/a]} | {1.20} ““. -

\ ‘Y : ‘ : " i
The gau551an model 1s rarely used 1n geostatlstacs

'“except where the parabollc behav1our at the or1g1n is- 1mpor-?'

tant The formula 1s.

@

]=7(h'te c{1‘—;exp[ hzaezlt ' *,tff S f_v’/'{i 21}

N "A‘

Occa51onally it has” been t to the var1bgram of sedlmentary‘

thicknesses, (Clark .3979b, p 94), since they are usually
‘highly ‘continuous and often parabollc near the or1g1n.,JIt
‘has also been- used.ln meteorology for sea. level pressure
(Ga din, 1965 p. 54) A B AR 9

B R
Hole effect models are another class of model elther;
tran51t10n or non- tran51t10n - They are usually  ..»* .

trlgonometrlc functions with a decaylng amplitude. A commbn
"‘and simple transitign model is the sine model (Flgure 1.9°

wh1ch 15 an 1nverted sinc. function: . = . R T
v(h) = ci1 - 51n[ﬂah]/ﬂah} Cae ﬂf_' T £ 22}

E Other hcle effect functlons are desérlbed by David (1977

p. 111) and. by Journel and Hu1jbregts (1978, pp. 252 and 169) o

i

models with 'different parameters (Figure 1.10)¢ ‘usually two
models, very rarely three,_almost never four. It.has the .

L

"*7:,' - A nested model is a llnear combination of several 51mple'
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o
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- The

sin

sine.model,

?
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an example of a transition
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e «each mode are the comb1nat1on weights. o
. g B

‘N .156

i

‘."
Nhere-

: 't e ST
"any valid varlogram model R ’ : :
Any 11near comblnatlon of cdnd1t1ona;ly p051t1ve def1n1te.
functions-.is also a cond;tlcnally positive definite~ func-
tion, so it also is a valid varlogram modelés  The. 51lls of
s
_d . . . A

" logarithmic -model,

‘tions.

— :
1.3'7 RobuStness of the Model . o ! SN P
Geostatlstlcal results are usually very ‘robust- w1th
respect to~the var1ogram model, both type and parameters :
(Journel .and Huijbregts,. 1878y p.167) Most models have . o
similar grths even thpugh theg—may have different func- = o
For “instance Jogrnelemnd'Hu1jbregts (1978 % p.246) .7 -
show some data that is fi t}eﬂ eQually well with a : »
~which* has no sxll and two nested <. .
spherical models. They also;show ¢ n page 234 how. close an-
éxponential ‘and-two nested. spherlcal ‘models .can be =
(Flgure 1. 11)_ much closer than the scatter 1n most data.

'

v .
e !
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TTTTwWege checked-for—and- corrected. Each data point, pit and | .~

"+ visually scannlng a -sorted 115t of coordlnates then

- points, wHBEe true locations were ‘known, vere: digitized" 100~r$;7
'tlmes, to give an averagé 10 error of approx1matelx_1 m.

APPENDIX. 2 W © =~ IR T
PRELIMINARY DATA An%ysre - : “

. ° .. . . - B - . » '1{'¢.j .
2.1 CLEANING THE DATA Lo mLT e e

«
-

N
‘

- Oncge the data was in machine readable form mlstakes

dri1ll hole, has three main variables: ID, locatlon and o
thickness; all of which were checked. 1D’ s not in / .

‘sequentlal ordet’ after gort1ng 1nd1cated missing data wh1ch

was red1g1tlzed SR - o . | frzr
‘} ) ) “ B - : . ‘ ‘«'4(!-:" g
. e, > S ey
2 1 1 Locat1on of the qamples _ T - S
. - - pr);‘ : . . . o .
,f Incorrect loqatlon are due to elther mlstakes or ‘ §

”errors.. Mistakessy “points d1g1tlzed at a wrong locatlon-&nd .

missing or’ dupllcat points, ‘were corrected’ in two ways.

'.‘Flrstly, the posted. ‘ata was overlaid on the original blue-'

line mine" plan then M1551ng or 1ncorrectly located data - o
redigitized.- Secondiy, duplicate points were *found by AR

, ellmlnated | ‘4;€§~f‘ o fy s o | - » R
J_ Errors in location have several sources-‘
1;“‘surveylpg errors, ' e S
*.2.. slight scale changes 1ntroduced in the blue 11ne and o s
~4 Xerox copying, or paper’ stretch; L e

3* digitizing error [-whl@’ are of three klnds- .

' A. incorrect rqgﬁstratlon or locatlon of the map on the
, table,- R

.. .B. 'not placrng the mouse dlrectly d%er the point, S
'_C.f the tablet not- recordlng the'prec1se locatlon of the

- % *“mouse. i+ o , B y ‘

L0 9 v Co. | ’ ’ - : -

g Nothnng can be done to check the surveylng errors-‘

: ,'>er, they™ are J1ikely to be at least an order of . .

Mitude less: th thé +1'm error due to ggglt121ng and- so

. .
t 4
R . ,

35' , -be - 1gnored " Scale change errors are automat;cally T _;w
cQ pensated for when reglsterlng the maps before dlglt1z1qg '

. . B I . 3 Lo —_

The dlg1t121ng ‘errors ‘could not- be. totally ignored.or 'Ej_' s

e11m1nated however, they cobuld be -measured.’  Séveral . IR

This is small enough to be" 1gnored for the var1ogram .and

-kr1glng but not " for the error, of the area, whlch 1s exam1ned

1n more deta11~bn page 92 j;L L do g R :;;v
2 1. z Th1cknesses of, the Seams andﬁgggtxngs .fhﬁ' ) g R




;_;h__l_*yere found_to_have a_peculiar— stratigraphy,—where—a—

I

I

_'Method 1 was chosen for the following reasons.
. " Calculating dlrectly is. simpler because less work is

',rllustrate varlograms 1n thls study.‘- e

159
by the mine personnel were checked by searchlng for extreme -

values. Only one. fell beyond 30 from the. mean, but it was
retained since it was 1§?an area of channelllng and rapld

: th1ckness varlatlons.

Thlcknesses that were 1ncorrectly keyed‘lnto the
computer were checked for by hand. " Six readings in pit 2A

thickness was 'recorded for the bottom coal and the partlng

~.'but not for the top coal. These were discarded. 51nce it was
.. not poss1ble to determlne the net coal. th1ckné§&

'2.2 METHOD TO ESTIMATEVNET THICKNESS

t)To calculate volume and tonnage it is necessary to
estlmate the average net’ thlckness of the seam- over'‘a glven
area or domaln - :

For the pit. data this can be done in three ways*

1. estimate average .net thickness directly, .

2.  subtract. the. average partlng thickness over- the whole
© area.from the: average gross thickness,

.dv3. - add the average thicknesses of the bottom and top coal

vahen ‘calculate a weighted" average of this and the aver-,
:,age thickness where there is ne'parting., . . " -

bwanOlved and it is less costlywas\ihe,kfiglng program is
o expen51ve to run. j
2. The net thickness: var1ograms are.. s;mpler and. better
‘behaved than the gross thickness variograms, which have.
. +a strong drift (Figure 2.1 and Flgure 2.2t). As a e
. result.the net variograms .can be modelled>more easily - .
" and. more accurately, whlch w1ll tend to produce a better,“
. * éstimate.- - '
v‘A.. Method 2- requlres use of the partlng varlogram

{Figure 2.3), 7. which. should be modelX¥ed by at least

‘“one and possibly twoMested hole- models. -3

» Bi.  Method 3. requ1res the varlograms for the bottom and o
' “top coal and for the seain- with no parting .. 5
-~ (Figure, 2, 4), all of wvhich are more ragged than- the
" 'net-: th1ckness variogram (Figure 2u1, ps 160, and .
.7 Figure 2.2, p.161) and wouldtprobably requ;re hole
"?effect models. S 5 *_mp

B O

»{? For the dr111 hole data, method 1 or 2 above ,could be
used, while method 3. would be ‘impossible’ because the study.:.

~“"area’ cannot. be éubd1v1ded i tb'51mple contiguous ‘regions" “of
. congistent stratlgraphy (Figure 2.8, p. 50), iMethod 2 would
. be very- poor practxce 51nce the partlng varlogram would :

T See’’ page 139 for a descr1pt10n'tonvent10ns uSEd{;u;A
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reflect several partlngs, not a- smgle phenomenon. . The ,
var1ogram would also have:a larger sill, which increases the
-variance of the net ‘thickness estimate. For these reasons
vplus the time and expense -involudd the drill hole net =
thlckness was also. estimated by method 1 e o

P
v

|
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L APPENDIX" 3 '
SELECTING ”HOMOGENOUS REGIONS FOR ANALYSIS
,vsa

Geostatlstlcal analy51s must be done on reglons that are

‘Zhomogeneous both’ geologlcally and statlst1cally Although 3

“statistical, in this study there are . contradlctlons whlch

“the. geologlcal evidence should have primacy over the ¢

must be. resolved

BN

ERLI

v

‘3 1 SELECTION CRI'I‘ERIA

e . . PR Setan. v

&

R R . Y

Homogeneous reglons were. selected u51ng three cr1ter1a'{ls5

. the geology must be the same, the data must .be from one

"ffboth 1ncludes and excludes a rider seam.

N

'Q1nterest were, selected;%slng these’ steps:

. See page 136’ for. a descrlptlon of: the 1nt?'«-.

i F Genefally whenever "s1gn1f1cant' is used’ §

£

’ K

pOpulatlon and the 1ntr1ns1c hypothe51sT mustwhold ovér the

I , L .
o - v‘-,. - L L R »w.

e an n““’r‘eglon. . . Lo X ,

The geology must be - unlform for the re5ults to be mean-

'1ngful For 'instance, it is not very useful to estimate the

average th1ckness of a . zone. that 1ncludes both coal and a

“'~sand channel L L : / : o Ea '**"

v

P

‘ The reg1on must also be from one statlstlcal populatlon

,\

i any statistical 1nferences dre to be made% “For. ipstance

‘it is difficult to make any 1nferences about a“ reglon that

S »
N ‘.‘,

Flnally, the geostatlst1cal analy51s assumes. that over
“the region of interest’ the intrinsic hypothesis is true. "

e

Thﬂs hypothesis. assumes that there is no drift in the data -.

nd. that the varlogram 1s ﬁonstant -over the reglon under
study :

con§idered separately for the . folIow1ng reasons.

1 *Both sets of data have dlfferéht .sources: the.h1ghwall

.and core or electric logs.”

'iZ.meoth have different: geology. ' Even though the measure-"

_ ments were made on the same. zone, they were measur1ng
‘two different. things: the mined zone: for the pit. data, '
and the geologlcal zone' for the drill holes. T

793wT<Both sets of data~are from 51gn1f1cant1yi dlfferent

rpopulatlons (Table 3.1). iy
-wThe varlograms -are- dlfferent (Flgure 3 1);.

?éFor each set of data, p1t and drill hole,;ﬁs

choose a reg;onlof un1form geology,u

T2

hypothesms._

’A{.'leve W1 be reported in'a footnote thusggg 0 05

s d

The p1t and dr1ll holeﬂdata are not. homogene0us, so were'

":._.‘

h}thlS study a: f:
-451gnr§~’§nce'test'was done, -in whieh case" the conf1dence .

Cab
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* Table 3.1 . Compar1son of the summary stat1st1cs of the :
th1ckness for the p1ts and the dr1ll holes'

Py

48

' ALl pits: 6317 . 3.6%

o F The t test for’ equal'means assumes that the variances are

~ ‘Data -~ n. - Mean . Variance Tftf‘ . F- o | ,

© 7 7 thickness. (m?) 3 e I

o (m),

13 95 U3

R

<

S . k)
; . /h.'

™ o (a""‘_= 0. 05)

equal, which is not fhe case here. However, the. variances S

- are not grossly different and the .test statlstlc is so large ..

(13.9) that: the conclu51on is probably correct. 1In either o
case the variances are significantly different, which is a =

chsuff1c1ent condltlon for the populat1ons to be dlfferent

- PR

i The7'+' on’ thlS and subsequent tables 1nd1cates that the'*e;“ﬂ:

’ 'galue ‘has been -very crudely 1nterpolated from the B

Statlst1cal tables.,g. ' o ay R S "],\;

s . .
‘ . : L3 N
o =7 : 4 ‘
N L] F'a . B .
\ . R . 2
. ’ - e e
2
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2. check that the data is from one populatlon using-
, classical statistics, |
"3, - check that the" 1ntr1ns1c hypothe51s 1s valid over. the:
e region.. -. . o ' j _ ) _
e o 4 . o »
An 1mportant assumptlon of both the t test and the F
test is: wjolated in/ ‘this. study for ‘the thickness, almost :

_always the'varlable_to be tested. _Bach— assumes-thatmthe
data samples "are random and independent. The-data has not
been selected at random, but on. regular grids (Figure 2.1,
p«39 and Figure 2.2, p.40). Neither is the thickness

© independent, it is, reglonallzed with a- variogram that cannot
- be modelled with a pure, nugget effect. The test results are
not strictly correct, but are calculated as"a rough
1nd1cat10n.

~ R tL
“~ - Ly

3. 2 SELECTING HOMOGENEOUS PIT REGIONS
3.2.1 Geology of the Pit Reg1ons

The only geologlcal data avallable from the plts is the
thickness of the coal and the partlngs The thicknesses do
not change drastically . (Flgure .13, p.28 and Figure 1,16,
p.32). The study area was subd1v1ded on\the basis of pres-
ence/absence 8f the D-E and E-F partings™(Figure 1.15,

. p.31). This resulted in three areas: .
.t. a nmorth area split by the E-F .parting,

2. 'a mlddle arta of solid coal with no partings,

3. 1a south area split by the D-E .parting. '

- Not' enough p01nts (3 to 7) are present on the F- G part1ng to
separate it OUt from the north area. .

. The mine surveyors only measure a partlng when it is .
selectlvely removed in'mining. ' It is possible that the-
partlngs extend into the. middle area but were too. thin to
separate out. 'Figure 2. 8 :P.50 shows  many holes in the
middle area ‘that have a partlng logged in them. ' The

.partlngs appear to terminate more by ‘wedging out, as

F1gure .16, p. 32 suggests, rather than by shallng out

If this is the case, then the mlddle area wlll contazn a
mixture of two or three populatlons.__ o
'\. -north.area population, _ ' ~
2. a possible overlap or gap between the two wedge edges of
_ the partings from the north and south areas, .
3. south area populatipn. . .
. The statistics of the middle area should be a mixture of the‘
'_statlstlcs of the north and- south areas. C :

5{2.2 ClassicalGStatistics of the Pit‘Regions
The cunulative normal.probability curve.of the middle



area has several properties of mixed population. It plots

'*ﬂsé\\\\h
T

‘midway between the curves for the north and south .areas

(Figure 3,2), with its ends almost parallel to the curve
that dominates the extremity. In this case the thin end js
sub-parallel to the north area curve. Findlly, it is

‘concave towards the higher-variance curve (north area)

M1x1ng is confirmed by calculat1ng what the summary’

statistics—should-be;—assuming— m1x1ng with—no—overlap—or
gap. The population mean and variance of the middle area .
should be-functions: of the:population mean and variance of
the north and south areas. This was checked by using the
sample’ statlstlcs. '

The sample mean. of the middle area (Z) should be a
simple weighted average of the means for the norbh and south

areas, or: _ .
Z = kezo + k.2, N {31}

Where: | ) ’ ‘

2, = sample mean of the northern area., o

2, = sample mean of the southern area.

ko = n/(nn + n.), the proportion of all middle area samples_
-that belong to the north area population.

ki, = n,/(n, + n,), the proportion of all middle area samples

_ that belong to the south area population.
n, = number of samples from' the ‘northern population in the
: middle area. :
n, = number of samples from the southern populatlon in the
: wmlddle area.’ : ‘
-~ N )
- The varlance of .the middle area.(S?) should be a
welghted average of the north-and south variances corrected

“for the spread between the means, or:

s

- S% = k,s2 + k,s2 + k,k,(2, - 2,)?2 = {3.2}
Where: L ‘ .
Kn: ki, 2., 2, have the same mean&ng as in the; formula for
the mean. 4 o
= sample varlance of the north area. ] , '
s? = sample variance of the South area. :
The above two formulas are derlved in Appendl 4.

/-
The results of the calculat1ons are shown in Table 3.2
on the line 'North+South mixed'. The calculatlons assume

there are two populations in the middle area that meet:

- midway between the recorded wedge-edges of .the partings,

‘'which is between pit 2A and pits 1 + 3. Statistics measured

for the middle .area are the samet as the statistics .
estlmated assuming a mixed population. A

'+ « = 0.05
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Table 3.2 Comparison of the summary statistics of the
ris ‘ . Ph1es, .
«' thickness for the.north, middle and south

5

areas of pit data

) ~ :ﬂh ' -
t ‘; .
Area n +  Mean . Variance Standard
" thickness (m?) deviation
(m) = , (m)
North 172 3.56 0.0736 0.271
L4 .
South 79 . 3.77 0.0461. . 0.215
‘North+South 251 3.63 ©0.0747 ' 0.273
mixed ' ' '
Middle =~ 380 3.65 0.0660 ~  0.257

\
\

. ‘ ¢ h

- Test statistics from comparing the middle area and the
. / - N

North+South mixed sample

[}
t L 0.52 .
t c%it(0.0S) ’ 1.96
F \ . , 1.13
F crit(0.05) 1.3%
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.

To further test the assumpt1on of a mixed population the
middle area was dsvided into two subareas: a north-mid
subarea and a south-mid subarea (Figure 3.3). The sample
statistics for these subareas were compared to each other
and ‘to those for the north and south areas (Table 3.3). The
two: subareas of the middle area are from significantlyf'dif-
ferent populations; but on the pother hand, there is no sig-
nificantt difference between the north area and the north-
mid subarea or between the south area and the south- m1d

subarea.
i

.3.2.3 Geostatistics of the Pit Regions

The variograms for the middle subareas were also
compared to each other and to the variograms for the north
and south areas. The variogram for the north-mid subarea is
more similar to the variogram from the north area than to
the one from the south area (Figure 3.4). The sills are
almost the identical, though there is some difference in the
range. The Variogram from the north-mid subarea has a sill
three times that from the variogram from the south area.
The,varlogram from the south-mid subarea is most similar to
the variogram from the south area (Figure 3.5). The ranges
are similar and the sills are close. The variogram for the
south-mid subarea has a different range and sill from the
variogram for the north area.

L3

3.2.4 Homogeneous*Pit Regions : : o S
t g

S1nce the middle area is composed of two mixed
populatxons, it was subdivided between the pits and each
portion combined with the north and south areas to give two
homogeneous regjons of pit data: a southern region, composed
of pit 2A and a northern region, composed of pits 1 and 3.
(Figure 3.6): .

Within these regions the intrinsic hypothesis holds.
There is no drift. (Figure 3.7), except possibly in the
northern region. This drift does not begin to become appar-
ent until about 1000 m, which is at, or beyond the limit of -
any estimating done in this study. The two subreglons (w1th
and without a parting) .within each homogeneous pit region:
have approximately the same variogram (Figure 3.4, p.175 and
Figure 3.5, p.176); therefore, the variograms are probably
stationary.

Even though the homogeneous regions have mixed geology
(the partings wedge-out part way across), the statistics
'suggest that in fact the geology is unlform and that the

t a
¥ a

0.05 ‘
0.05 (0.02 for the F test on the southern variances)
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Comparison of the summary statistics of the

t See footnote + under Table-3.1, p.166.
i The variancgs are equal at a = 0.02,

?\f\\\\_

-

Table 3.3
thickness fo¥ the areas and subareas of pit
!
data s
Area o Méan Variance t F F crit
or ,,*  ~thickness (m?) (0.05)
Subarea . (m) '
North 172 3.56  0.0736
‘ 1.85 1.03 1.3
North-mid 258  3.61 0.0714
_ 5.161 * 2.57 1.3
‘South-mid 122  3.75 0.0278 ' .
o .11 1.65 1.5¢ %
South 79 3.77 . 0.0461 \
_ y
t crit(0.05) 1.96
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" partings probably extends across the reg1ons, but are too_-
“thin Lo selectively m1ne and measure in the centre of thg
study area. .

Thcse two homogeneous pit reglons cannot be combined for

. these reasons.

1. .The geology is different ‘since there are different:

partings in each region (F1gure .p.30; Figure 1.15,

p.31 and Figure 1.16, p.32).
2. The populations are dlfferent s1nce the means and
variances>. are_SJinj1cantlyi_dliierent (Table_3,4)

N
N

3. The intrinsic hypothesis does not hold since the -var io-
grams are different (Figure 3.7, p.178).

3.3 SELECTING HOMOGENEOUS DRILL HOLE REGIONS

The drill hole data cannot be subdivided into separate
“homogeneous regions. The geology varies slightly, but the
classical. statistics and the geostatlstlcs are the same over
the whole area.

There is a general tendency toward more Spllts in the
north and south portions of the study area with fewer in the
centre (Figure 2.8, p.50), but holes with different numbers

separate areas underlaln by,a particular parting.

of splits tend to alternate, so that it is not posslble to (;.;\;.‘

: The . dr1ll holes were subdlvzded into subsets baSed on
the number of spllts, irrespective .of the1r location and
summary statistics were compared (Table 3.5). 1In general,
there is very little difference; the means tend to decrease
as more partings are separateé out but there is' no trend in

- the variances.

[y

The statlstlcs of each subset were compared aga1nst the
population statistics estimated by the sample statistics of
all the rest of the drill hole data without the subset in
questlon (Table 3.6). This was repeated for each number of"
splits ‘from one (with no partlngs) to five (with four
partings). 1In general the comparison between the various’
subsets was either good (both mean and'variance fit) or fair
(either mean or varidnce did not fit); there are no gross
discrepancies.. The subsets of holes w1th one and three
sp11ts of coal did not*it very.,well, but the difference is
‘not large.. It is, reasonable therefore from the standpoint
of classical statistics to combine the drill hole data even

‘though they 1nclude different numbers of splits.

'If there are two populations of dr111 hole data similar

‘to the pit data, then they should have about the same loca-
tion as the: plt populat1ons. The drill holes were lelded

¥ « = 0.05
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Table 3.4 Summary statistics of the thickness for the
homogeneous regions of pit data
R_gg'ion n . . Mean Variance (t F
. 5 thickness—(m?*)—
Lo (m) .
. /
. v N ” ‘
North 430 3.58 ~0.0759
385% 2.13
- South - 201 - 3.76 0.0356
_ _ .
Critical values (a = 0.05) | 1.96 1.32
'+ See footnote t under Table 3.1, p.166. _
F -
‘ s | \
Y
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' QTaﬁie#3.5'; Summary statistics of the thickness for the
B drill holes, subdivided by "the number of

Splitgv' : X

-.;& ’A )

v g

%

.. 'Number - n : - Mean -Variance

of .splits . .. . . thickness. . (m?)
LT : (m) '

1o T so 3 0l208

-h-\“‘. , . o . o P B ) . .

2 - 1e3 3.2 0.307
3. ess o i3 -0, 160

a S R P TR 0.333

5. . 4 2. 3,00 . 0/00577-

e "’“T-‘* N
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Table 3.6 Comparison of the summary statistits of the
thickness for the drill holes, subdivided by:
the number of splits \ i |

/ .

'Number n  Mean. Variance t ~  F F-crit Match
‘of (m) (m?) - (0.05)
splits ‘ - C '

1 80" 3.48  0.298 - o

SR : o ' 3.86: 1.16 1.41 fair

All-1¢% ‘256- . 3.23 D.256 < . .

2 143 3.28  0.307 | ' ‘ ;

- , . b.21 1,19 1:3%  goqd

All-2 193 3.29 "0.257 - ' ‘ '

3 94 3,17  0.160 . | | »

. : Ny ' o 2.61 . 1.98 1.39  poor

All-3 242 3.33 - 0.316 R ’

4 17 0 3.13  *0.333 e

: o 1.29 1.22, 1.83 good

All-4 319 . 3.30  0.274 | S

‘5 2 3.00 - 0.00577 o S
' I ’ l 0.76 48.4 . 3.71 fair
All-5 334 3.29 . 0.279 C ‘

¢ Frit(0.05)., 1.9

T All- 1 is all the drill hole data less those holes Wlth one

'spllt_

51m11arly for All-n. = -
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~

into two areas {Figure 3.8), at approximately the same
division used -for the pit data (Figure 3.6, p.177). The two
areas are statistically homogeneous (Table 3.7) since the
means and variances are the same.t The variograms are.
essentially the same with no drift (Figure 3.9);

consequentLy;_the_intrinsiC—hypothesis-is—considered—va&id,

It may seem odd that the same phenomenon’ (the Estevan
 Coal Zone net thickness) measured one way (by drill holes)
has one thickness population, but measured-another way (in ~
the pits) has two populations. This difference has two pos-
‘sible reasons. Firstly, the two phenomena measured 'are not
really identical. The drill holes measure the whole zone as
logged by a geologist, whereas the pit measurements describe
only the mineable portion of the zone as seen by the .
excavation equipment operators. Secondly, the variance of
‘the drill hole data is large enough to include two .
* populations. At the 0.05 level, a difference in the means .

of 0.13 m between a separate north and south drill hole ’
population would be barely significant. This is very close
. to the difference (0.18 m) between the north and south .
regions of the pit data (Table 3.4, p.180). '
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‘Table 3.7 . Comparison of the summary statistics of the

thickness for the drill hole areas

'

. Area n ‘ Mean Variance t F

+ thickness (m?)
< {m)
\
‘North 169 \\3.12 . 0.313
\ N ' | 0.92 1.18
‘South 167 3,18 0.369
\
. A
. Ny | \\
Critical values (a = 0.05) , +1.96 1.3%
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APPENDIX 4
DERIVATION OF THE FORMULAS FOR A MIXED MEAN AND VARIANGE

It is assumed that the pit data- from the middle area
with no parting is made up of two populations: one from the
northern and the other from the sgduthern, portion of the

mlédle area,

4.1 MIXED MEAN

» The overall sample mean of the data from ‘the middle
area 1s defined ss:

2 = (1/n)Lz,

i

For 31mp11czty Z is unsubscripted, but it should be taken to
medn the summation over all values of the. subscripted varia-
bles. Separating the data from each populat;on, thls
becomes. . -

2 - (1/0)2z, + C/mEz, {4.1)

The Sample mean for the- data from the north portlon of the
area only is defined a5° : :

PSRN

2:\ = (1/nn)ZZn,
This can be rearranged to:

. RzZa = n, 2. o o {4 2}
Substxtutlng this and the analogous equatlon for ‘the south
portion of the area into equatlon {4. 1} aboge. lt becomes;

a

Z

“

(1/n)n,2, + (1/n)n,z, , LA

#
# (n,/n)2, + (n,/n)z, o a ‘ {4.3}!"

Define: oy : T 6 o, oo

Ko = na/(n, +Rn.) : '
and éince;' “

n < nn}+ n, 8 :
thgrefore: .

ko' na/mn | : {¢.4}

.Substltute this and the southern analog 1nto equat1on {4 3}
aboVe N : &

[
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Z = kn2, + k,2, LA ‘ 2

2, is the mean of the sample from the northern portion of

the middle area. : But since it was assumedgthat this sample

is drawn from the same popq}atlonﬂas Lhe north area and

since the sample sizes &re large (n > "100)|, 2, is also the '

mean of the sample fromithe north area, similarly for z,.

{;i

4.2 MIXED VARIANCE o

‘

The overall sample varlance of the data from the middle

area is deflned as: #

s* = <1/n){zz.; /) (za }
Since the sample is large (n > 100) the blased form of the

~'equatlon is as good as. the, ‘unbiased. form; therefore:
: '\'P» , ’{ﬁ" ’

1/n 1/(n~1) B 5 @
Separatlng out the data from each populatlon as was done for.
the mean, this becomes o s X}

$* = (1/n){Zz}'+ £z - (1/h)<zzn“+ Zz,)?} (4.5}

The sample varlance ior the. data«just from the north portlon §

of the middle - ‘area is deflmed as: . . N
f’ & -

‘453 = (1/n ){Z‘.zn - (1/n ) (Zz, )2}'

, L2 . :
ThlS canabetrearranged to: ¥ _ : , o

Y

erf: (1/n )(Z‘Z ) 2 +»¥- n, S;‘:'.*\‘ \

Sgbstltutzngothls and the south analog into equat1on {4.5}
above along w1tp some expan51on, equat1on {4.5) becomes:

9 .
] g7 = J/n){n sn ; n, s. + (1/ny)(Zz,)2% + (1/n )(Zz,)2 R N
_ e (1/n)[(£z )2 + 2Zz Zz, + (£2,)2%]} '
Substltutlng equatlon {4. 2} and equatlon {4.4} above 1nto ' ]

~this with some further rearranging, it becomes:

s? =/k .52 4 k s? + (ni/nn,)22 + (n?¥ynn,)z? o
A L Ra/ntyat - (anan/nt)zens - (ni/n)a3 |
\/Colleeting similar terms thlS becomes'“ﬂ

§% = k,s? + k,s? + (nn/n - nz/nz)z2 iR

' - (2n,n./n?*)z,2, + (n,/n - n?/n?)2?
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\

Substituting equation {4.4} above into this, it becomes:
S? = ko,s2 + k,s?
+ (ko - k2)22 = 2k,k,2,2, + (k, - k2)2? {4.6]

Recall that:

k, - k% = k,(1-k, ) = kak, sihce -k, = k,

Substituting this and’ the south analog into equat1on {a.6}
above, it becomes: .

S? = k,s%2 + k,s? + kpok,22 - 2k.k,2,2, + k,k,2?
This can be rearranged to: |
S? = k.52 + k,s? + k.k,(2, - 2,)2

s2 is the variance of the sample from the northern portion
of the middle area. But since ‘this sample is drawn from the
same population as the north area 'and since the sample sizes
are large (n > 100), .s? is also the varlance of the sample
from the north area, s1m11arly for s?, '

A

N
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~ APPENDIX 5
CALCULATING THE EXPERIMENTAL VARIOG

The raw varlogram is calculated dlrectly from the data, .
then the experimental variogram is calculated from the rav
. variogram'by correcting for the smoothing.

5

\\

5.1 CALCULATING THE RAW VARI\OGRAM ' '

The raw variogram is calculated using a program written
by Flint (1978), which was modified from one written by
David (1877, p. 149) . The program takes as input three
parameters: lag (Ah), phi (¢) and psi (¢¥), all illustrated
.on page 141, The program breaks all the pairs of points
into classes depending on the values of the lag, ¢ and vV,
then calculates an average value of the variogram for each
.class (using eguation {1.9}, p.139), which becomes one point
"on the raw variogram. An example of some output from the
variogram calculating program is listed in Appendix J2.

Not all p01nts on the raw varlogram are usable. If
.there are less than 30 to 50 pairs of samples used to.
calculate a point, then the Value of the variogram is
unstable (Journel and Huijbregts, 1978, p.194). Points with
less than 50 pairs in\the calculation were ‘not plotted, for- -
tunately the number. of pairs was typically in the 1000's,

‘ &cept near the ends. Since the lag was chosen to be just
greater than the nominal sample spacing, no poznts were lost
at the beginning of the variogram. The only points: :
discarded were at the far end when h > L/2 and. therefore not
"useful anyway. . : .

Various values of the parameters Ah, "and ¢ were used
‘to calculate the raw varlograms in order to f1nd the best
numbers to use. ‘ : :

The lag (Ah) of the pit data was varied from 320 to 20 'm
in geometrlc increments. As the lag became shorter, the
variogram became more ragged and unstable (Figure 5.1 and
Figure 5.2), partlcularly when it approached the minimum
sample spacing of 30 m in the pits and 100 m in the drill
holes. .The reason is that fewer pa1rs were used to estimate

each p01nt on the varlogram. : "

The most important part of a variogram is near the
origip, where a nugget effect may be present.. This part of
the variogram can only be estimated by using a small lag.

The lag must also be small enough to provide several points
to estimate the.shortest range; Journel.and Huijbregts
(1978, p.211) suggest Ah < 1/3 or 1/4 of the short range;
‘the ranges are 50 m for the pits and:150 m for the drill
holes. This is a conflict between the requirements of a
stable variogram (large Ah) and an accurate determlnatlon of

i

o g0
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Co (small Ah). The rest of the variograms in this study ,
were estimated using a compromise value of 40 m for.the pit e
data and 100 m for the drillholes. This did not produce a -~
variogram which was too ragged and it showed the behaviour
near the origin. adequately. ‘ .

~

The usual choice for the size of the angular classes ()

—is730°,7but its vialue is not too critical. Again, data from
pit 3 .and the drill holes is used to illustrate the effect
of ¥ in Figure 5.3 and Figure 5.4. With ¢y = 10° and 80°,.
there is:little change and therefore, the standard v = 30°
was used for all-variograms in this study. 3
The last calculation parameter, ¢, is the direction of
the angular grouping and is used to any anisotropic struc- *
ture to the data. Each anisotropic variogram was calculated.
along four directions, 0°, 45°, 90°, and -135° .to the
suspected anisotropic axes. The suspected axes:were
~parallel to the benches (Figure 5.5) and parallel to the
- major paleochannel (Figure 3.7, p.68 and\Figuref?.Q;gp.GS),.

5.2 CORRECTION OF THE RAW VARIOGRAM TO FORM THE EXPERIMENTAL

VARIOGRAM ,
. Smoothing of the variogram is the change in its shape-

due to the samples not being at mathematical points and to-

the grouping of the samples when calculating it. This ,

change ‘must be reversed to cacluM¥te the experimental vario-

gram from the raw variogram.. g . o

- All thickness measurements in this study were taken

almost at a single point. Each pit thickness was probably -
an average over .the area (1 to 10 cm wide)t across which the .
mine surveyor visually estimates Ehellimit;ofthe seam; in
this case 1/at is at most 0.1 m/100 m or.0.001. The drill
‘hole thicknesses were averaged over the diameter of the core
(0.1 m) or the depth of investigation into the rock by the
~geophysical tool (about 1 m), which gives l/a = 0.001 and
0.01 respectively. ‘In.each 'case 1l/a is so small that-the:

' raw variogram and the»variogramrcorrectedggo a point support
are indistinguishable;_thps;;the<variograms were not. .
¢orrected for finite support. The effect of .different-1/a
‘ratios is illustrated on page .143. . = . s - C

: .Grouping smooths the variogram due to non-zero Ah and v.
» Experience has 'shown (David, 1977, p.146) that the AR
, corrections are minor if these two quantities are small. A .

~ small lag equals the average distance between samples and a
"small ¢ is less than 45°, These constraints are satisfied

1 All the calculations in this géragféph are Qrdér 6f'~\§“ :
magnitude only.: . . S T
i;ﬁ,discussion‘of 1/a can be found on page 143..
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rd o !

'lby the(values chosen for the parameters in this analysis.

The sample separation is 30 m in the pits and 100 to 200 m
for the drill holes, while the lags used were 40 m and 100 m
respectively. The angular reqularization (y) was .always
30°. The corrections can be computationally complex and the
final results probably do not justify the extra effort.
Since no corrections have to be made, the raw variograms are
also the experimental point variograms (Figure 3.2, p.57 and

Figure—3+3—p<58)=

5.3 ANISOTROPY OF THE EXPERIMENTAL VARIOGRAM

The experimental drill hole variogram is isotropic, '
while the pit variograms show a slight zonal anisotropy with
the axes perpendicular and parallel to the benches .
(Figure 5.5, p.196). When h is parallel to the .benches, the R
sill may be lower and the range shorter than for the vario- .
gram perpendicular to the benches. However, the S

perpendicular variogram is so short and close to the L/2.

..value that the range may not be real. If it is real, then
it is probably due to the surveyors' tendency to remember

the last measurement along the bench and consciously or
subconsciously adjust the current one, particularly when the

contact”is guestionable. On the other hand, the closest

' measurement across the bench would have been taken several
‘months earlier and would not have any mental effect on the
present reading. This effect will increase the range and

decrease the sill measured parallel to the benches, but it
is not Jarge, approximately half of the sill and maybe up to
half of the range. ‘ . . S

Thé.vafiogfam.ﬁés considered to be isotropic.for several
reasons. "Firstly, the anisotropy is not large and kriging

is robust with respect to the variogram. . Secondly, the

range, with the largest anisotropy, does not affect the
model as much as the sill with the.lesser anisotropy.

'Finally, the pits are more or less perpendicular to each -

other (Figure 1.11, p.24), which means that the aggregate -

- variogram of all“pits together will tend to. be isotropic.

The drill hole variogram is also isotropic for several’
reasons. Firstly, ‘the  drill holes were| not logged sequen-
tially in one direction, so. there is,no 'memory effect'.
Secondly, any anisotropy due to location; for example
perpendicular and parallel to the paleochannel or to the
wedge-edges. of the partings, is too small to be measured. .
This siuggests that the underlying variogram in. the pits may.
also be isotropic. . : ' :



_ APPENDIX 6
VARIOGRAM MODELLING METHOD

Flint (1978) wrote a program to model variograms, which
was modified to remove some of the inherent guessing in =
modelling. A range of points is input to the program, which
then estimates the Structures. 'Finally, the parameters are

- adjusted by trial and error to improve the fit.

For a simple variogram with one structure, the process
is as follows. IR
1. The value of the population variance is used for the
sill., : : o
2. The.first few points are input into the program, which
.fits a least squares line through them. This line
intersects the sill at 2a/3 (Figure 1.2, p.140) and the
. vertical axis at the nugget effect (Co). . '
3. The. parameters. are adjusted until'a reasonable fit is
achieved. '

When there are several nested structures, as in this
study, the best method ‘has® these steps. T
1. The process above is begun.at the largest structure with
- the sill equal to the population variance. - This time
though, the best fit line intersects the vertical axis
at the sill of the next smaller structure (Figure 1.10,
p.155). : ) , ) s .o
2. The process above is repeated using the sill detgrmined
in the previous step. The last step determines C,.
3. -The initial guess at the parameters is adjusted to

improve the fit. -

-The variogram parameters Co, C and a, are not equally ,
‘easy to estimate. The range is difficult because it is at a
‘tangent point; furthermore, it is particularly difficult -
when the structure is defined by ‘only one or two points, as
are the short range stuctures in this study. A good esti-

- mate reguires: at least'thr%e or four points, but fortu- "
nately, the range does not 'greatly affect the model. On the
other hand, the sill of the long range model is very easy to
estimate, as are the'other‘sills['though they all usually
need some .adjustment from the first estimates. The .nugget
effect has a large effect on-the model and .is the hardest to
‘estimate in. this study, as it.is the result of an. L
extrapolation of a féew points to intersect the vertical axis
‘at a small angle. It must usually ‘be. quessed by visual )
estimate rather than trusting the results of an algorithm.

\J‘.
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: APPENDIX 7
OUTLINE OF THE THEORY OF KRIGING

Kr1g1ng is a method for estlmatlng the average value of
a regionalized variable from data distributed over a region. @
~BEach data value can be elther at a point or an average over
a reg1on. Similarly, the krlged average can be at a point
or ‘over a domain. '

\
DAY

7.1 VARIETIES OF‘KRIGING : S

Many varieties of kr1g1ng are available, the choice
depending on the assumptlons made and the properties of the
data. The three mentioned in this study are listed belaw.
1. Ord1nary kriging: the expected value'of the data is

unknown but stationary, It.is the same unknown value
over the whole domain, which in mathematical terms is:

©El2(x)] = m L I (7.1]

- 'This variety of kr1g1ng is used in the present study.
2. Universal kriging: the expected value of the data is
' both unknown and not constant but varles depending on
the location, in other words there is a drift.
3. Lognormal. kr1g1ng this is ordlnary krlglng OnE==
-lognormally dlstrlbuted data.

7.2 OOTLINE OF THE THEORY OF ORDINARY KRIGING

The operation of kriging has two parts: estimation or

~the calculation of some weighted average value of a variable

.in an area, called the domain, followed by-the'estimation of

fthe varlance of this estlmate._

The. average value calculated by kr1g1ng is the BLUE. o
The .calculation is done by flndlng those we1ghts for averag-

‘ing the samples that will minimize the variance of the esti-

mate. This is accomplished by solving a system of linear
equations called the . kriging system. A detailed descr1pt10n

"of the system and its development is in.Journel and

 Huijbregts (1978 p. 303) and in Dav1d (1977 p.237).

The m1n1ng 1ndustry uses a varlety of other estlmators-'

1. the polygon method, used at the Boundary Dam: Mlne, ,
2. _51mple average, called the exten51on estlmator 1n geo-

\

statlstlcs, ' ‘ .

3. distance wveighted averages.

These all use more or less arbltrary welghts, therefore,'

‘they cannot guarantee a minimum variance estimator. 1In

addition, ‘they-take into account neéither ‘the statistical

'structure of the data, in part1cular the varlogram, nor the
spatial arrangement of the data.. '
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7.2.1 General Problem: to Find the BLUE
Samples Z(x;), i = 1,‘2, 3, *++ ,n have been measured
and Z is to be estimated: Z is the true average value over

some domain. The estimate (Z") should'be the best possible,
which in this case is defined as the BLUE.+ The estimator

. 1s determined by the krige system of equat1ons which will be

developed below by con51der1ng the BLUE in this order: est1-

mate-,—linear,—unbiased—and-best-

The objective is to estlmate the true average value (Z)
by z*, which will be some: comb1nat10n of - the sample values
Z(x,) as in e%yatlon {1.2}, p.135. ,

2* could be any combination of Z(x.)}vfor example,
equation {1.3}, p.135 or equation {1.2}, p.135.  But in this
study a linear combination is used: ) :

Z™ = Zaz(x;) | B | o 17.2)
Where' |
a; = the weights for a linear combination.

‘A linear combination is used for the reasons listed on
page 135 above and alsc because.nonlinear estimate$s require
extra assumptions beyond the intrinsic hypothesis which are
difficult to verify. The. problem now reduces to finding
those weights (a;) that will give the best estimate. 1If
a, = 1/n, then Z‘ is the s1mple arithmetic mean of the.
sample data@ or the extension estimate. , )
. The estlmator should be unbiased, which means that in
the long run z2* will" systematlcally nelther over- nor '
underestimate Z. The unbiased condition is satisfied
(David, 1977, p.238) if the intrinsic hypothesis is satis-
fied,and if: o L BT \ o
N ) .

‘?a, = 1 ‘ R L ;{7,3}»

" Finally, .the estimate should be the best one, whlch is
called the krige estimator (Z}). The best estimator in this

case is defined as the estimator thh the minimum variance
of estimation. This means that- over the long run the esti-

 mate (Z}) will come closer to the real. value (z) than any
lother estimate (Z ). .

The variance for any est1mat10n (02) is calculated by E

‘t(Dav1d 1977, p.28):

-

o2 = zaajy(x,,v)’f IZa.a;7(x0 %)) = 7(V,V) o (7.4}

t Tbe Best Linear Unbiased Estimator‘ia defined on. age~13§§

.



" Where:

¥(V,,V,)

Where:

o | | | 201
Lo . .‘ -
the domain over which Z is averaged, in general
it is a volume, but in this study it is dn area.

the average variogram between reglons v, %nd Vi,
This term is estlmated by:

\Y

i

7(Vy,V,) = (1/nin ) EEy (%, ~x,) | {7.5]

A

/

o

X, is 1in V,.

‘XJ is in V.. ‘ !

The summations are over all pairs of points, one from each

region. The average varlogram 7(V1,V ) is"calculated by the

following steps. :

1. Consider all pairs of p01nts, the first x, in V, and the'
‘other x; in V,;. ‘

2. Calculate the vector separating them, X=X,

3, Calculate the varlogram at this separation, 7v(x; x,)

4. Average all these variogram values between each palr of

: p01nts, (1/n n; )ZZ7(x.-x,)

‘The two reglons V, and V, can have these forms. '

1. V, = V., in other words, the average varlogram,between
all-pairs of points in one area, the domain. This is
called the average varlogram of the domain and abbrevi- -
ated to ¥(v,V). .

2. V; = x,, in other words, one of the regions has been
collapsed to a point x;, usually a sample. location.

This is called the average variogram between the sample
Z(x;) and the domain and is written as %(x,,V). The
average.  variogram 'is properly defined .in terms of all
points inside the sample being one of the pair of"
points.” However, if the sample is small enough with
respect to the domain, then one point in the centre of
the sample is usually accurate enough. The smoothlng
-1ntroduced by this approximation is small.: It is the
same as the smoothing due to non- p01nt support '
" (Figure 1.4, p.144). ' o

3. If both regions have been colLapsed to p01nts or samples

~  at x, 'and x;, then this is called the average variogram
between)the samples Z(x.) and Z(x,) and is wr1tten as:

')’X[,X )

7.2.2 Aux111ary Functxons

Calculatzng an average varlogram that 1ncludes a non=’
point region is :wery difficult.f It has been explicitly
solved for only a few cases, whlch must have all the follow-
ing characteristics: =
1. partlcular model elther the spherlcal exponentlal

4t In the general case it 1nvolves a sextuple 1ntegral of the

/average var1ogram, one for each dlmen51on in each reglon.
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linear or lpg (de Wijsian), ™

rectangular domain,

-simple spatial relationship 'between the sample and the
" domain. For instance the sample must be at the corner
+ or along the side of the rectangular domain.
The resulting average variogram called auxiliary functions.
Unfortunately, the samples and domains in thiis study do not
fall into tHe simple patterns lassumed by these functions, in

’

w N

which case it is necessary to jevaluate the ¥ terms using
numerical integration. / | :
7.2.3 Kriging System of Equations

For the estimate to be the best., o¢% must be a minimum
with rgspect to the weights a,, or: ‘

d0%/3a; = 0 ; for i = 1,2, 3, -+ ,n T {7.6}
'where: o . | -
‘302/3a; = the partial derivative of o? with respect to a;.

These equations, along with the unbiased condition of
~equation {7.3}, p.200, are n+1 eguations in the n unknown
a;'s. This over-determined system of equations is minimized
using the standard Lagrange technique, which introduces an
extra variable called the Lagrange parameter (u) .and
minimizes a new system of n+1 equations in n+1 variables:

1}

0 ; for i =1, 2,3, " ,n

3[o2-2u(Za -1)1/3a;
o o o {7.7}

3[05*2u(?a1-1)]/3u
These reduce to:

. 2j:a|'7(.x;,'xj)_+_l.1

(x,;,V) ; for i = 1,‘8, 3, +++ ,n.

T (N TS

vy These can also be written in matrix form:

. _ ‘, . - . . ’ : . . - - - - » -
B 7(x}(x1)\7(x14x5) cee 5%, ,x,) 1 ey _'7(X4EV)
'7(3{2,}(1) '7(}(2,,}.('.2). "_" '?(x‘Zixn")_._ 1 I a2 ] '-Y(XZIV) i
. - . - ' ' . . . = .- .-
4;7(xnr’_‘/1/)..f';7(xnrx2) "'I,' '-Y(X.nrlxn) 1 o janr '-](Xn,V)
. L . \ ' ‘.“ - " ’ '\ : i
1 L N A 1 CR S R B

4
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or in simpler notation: .
Ked = D . {7.9}
Where: |

K = the krlge matrix. See equatlon {7.5}, p.201 for a defi-
nition of the 7(x,,x,) terms. ‘ '

A= [a1r az, °*°- anr.“]
the solution, a column vector of the Lagrange parameter
and the required weights for the krige estimate.

D= [¥(x,,V), ¥(x2,V), +++ ¥(x,,V), 11

a column vector of the average variograms between each
- sample x; and the domain V. See eqguation {7.5}, p.201
, for a definition of the %(x,,V) terms.
This is called the krige system of equations. ' The required
weights (A) are determined by solving this equation:

A= KfTOD_ - ' _‘ : ' {7.10}
“Where:
i K™' = the inverse of K.
' The components ‘of A are u and the we1ghts (ay ) needed to
calculate the reserve estlmate that will minimize its
/ _ .variance. . Lo
7.2.4 The Estimators and Their Variances
The krige estimator (z%) iS'calculatea‘by:
2¥ = Zaiz(x;) o g ‘ . £7.11}
- Where° ' o
B ~a; = the’ elements of A, the solution vector, w1thout u.
The variance of the krlge estlmate (ai) is calculated by:

Cof = Za ¥(x,,V) + u - ¥(v, V) ) ”; o o {72}

Equatlon {7 4}, p. 200 could also be used- but that equatlon
% has more summatlons and is slower to- compute.~

v The extension estimator (Z%) or the- ar1thmet1c average
of the data is calculated by? . . o 0

z;_; (1/n)zz(x,) o ﬂ,ﬁy R & 13}

The extension variance (az) is calculat by §ubst1tut1ng :
S a; 1/n into equat1on {7. 4} P.200 to g2ve:

0% = (2/n)Z5(x,,V) - (1/nz)227(x,,x,) 5@V (718
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o APPENDIX 8
.DESCRIPTION OF THE KRIGING PROGRAM

This appendix contains an outline of the operation of-

“the kriging program with the emphasis on the modifications

made to original version from Flint (1978), brief lists of
the input and output of the program, the best values to use
for most of the input parameters, and the size of -

inaccuracies—in—the-results-due—to-the—calculation-method-

8.1 OPERATION OF THE KRIGING PROGRAM

The basic kriging program as-written by Flint (1978)

has the following steps:

1. input of the parameters and data as listed in Appendix
'8.3.1 and Appendix 11 respectively. = : )
2. calculation of the krige matrix K, and vector D, using
these steps: - T o ' S
A. construction of the numerical integration grid,
B. computation of the ¥ terms by numerical integration,
C. construction of K and D from the ¥(x;,x;) and "
7(xy,V) terms respectively, R A
3. inversion of the matrix and calculation of the weights -
- vector A, using IMSL subroutine ‘LEQTIF, , :

4, .cglcula;ion of 'the krige estimate Z! and its variance
Ok, ' o - ) 4 S
5. output of the results as listed in Appendix 8.3.2 with.
an example -in Appendix 13. : : :

'In addition, the program calculates the area of the domain

and a default cell size. . ’ S

8.2 MODIFICATIONS TQ FLINT'S KRIGING PROGRAM

‘Flint's kriging'érogram’wés modified to‘perform the:

‘numerical integrations twice instead of once, and also to

calculate the extension estimate and its variance.

Auxiliary functions as déscribed'by'Clark (1976) cannot .

be used-because the domains to be estimated are irregular,

not rectangular. - Instead, to calculate ¥(x,,V) and ¥(V,V),

- numerical integration must be done which introduces

-

approximation errors.:

. This numerical integration is not the gormal variety
where a function is evaluated at each point in a region; . .
instead it is the evaluation of a function (the variogram) =
for the distance between each pair of points in a domain. -
Integration is done by -setting up a‘’grid over the domain and‘ -
evaluating the variogr-m either between the sample and each
node for ¥(x,,V) or be.icen each pair of nodes for 4(V,V).

The smaller the grid cell cize the closer the calculated .

value is to the true value. Normally the grid is completély

Lo
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inside the doma1n, and consequently, the calculated value
will always underestimate the true value. This is because
the grid will tend to use smaller h's than if all of the
points inside the domain were used. .Shorter h's mean that
the variogram values will tend to be less and the average
variogram lower. ' ‘

The program was modified to- calculate the value tw1ce-
once .as above with all nodes just inside the domain and then

again—with—the—same—~grid-extended—by-one“node—to—just— — -
outside the domain. In the second calculation the average :

variogram should be overestimated, assuming no approximation

errors. Thus, the two calculated values ought to bracket ' '
the true value if the cell size is small enough (about 20 m -

in this study). Finally, the program averages the two , . _
values for .the best guess and reports the percent‘d1fference’ : “
between the two estimates for Judg1ng the accuracy of the -

result . S . y : , = .

Ord1nar1ly, calculatlng the average var1ograms tw1ce

,would not be necessary but in this study the seam thickness:

is so regular'that the estimatjon variances are very small.
The krige variance is largelyT the - result of the subtraction

of two nearly equal large numbers: (x;,V) and ¥(V,V) in

equation: {7.12}, p.203. . Slight approximation errors in . :
these two numbers, partlcularly the latter, can produce . -——
large errors-in the krlge varlance, to the polnt of a nega-

t1ve variance. : . .

8 3 INPUT/OUTPUT OF THE KRIGING PROGRAM -

Listed below is the input. to, and the output from the =

'modlfled kriging program.

_8 3 1 Input Parameters and Data for the erg1ng Program

Input may be entered 1nteract1ve1y from" term1nal or,
from a file in batch. The input consists of:
1. sample measurements 'in a file which consist of¢
; A. het.thickness of the p1t measurements or drlll
- holes,
B. location’ of the samples as X and Y. coordlnates,

. 2. the domain over. which the average is estimated. This is

in the form:of a. flle of the X and Y coordlnates of the.
. digitized vertices of a polygon outlining. the domaini’
- The program also needs the FORTRAN format of the above
- two. files. oo
3. a description of - the varlogram model con51st1ng of
. these parameters: ' ’ i
“-A.  the number of nested models, up to four, though only

+ The Lagrange parameter (u) is usuallyrsmall in this study.

7
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one. or two were requ1red 1n thls study
B. - Co, the nugget effect,
C. C; ++« C4, the sills of the nested models,
'D. Ry ++*+ R,, the ranges of the models,
4. the cell size to be used in the numerical 1ntegratlon
5. whether the elements of the inverted. krige matrix are to
- be tested for accuracy and if so, for how many digits.

-

‘-8.3§2 Output From*the Kriging Program

The program has two types of. output° the krlged results

and a list of the sample covariances, 7(x,,v)» with' sample

weights, a;. These are llsted below w1th ‘an eXample_in

; Appendlx 13. =« _ . L ' Coa

- The krlglng results are presented (both on the screen
.and. written to a file) .in two portions:
1. an echo of the input parameters, 1nclud1ng those llsted
‘ -above along with thé following results of 'some
“intermediaté calculatlons- : S
A. the number .of samples used,.
‘B.  the area of the rectangle that encloses the domaln
. . This is'the size of the numerical’ 1ntegratlon grid;:
.it helps in ch0051ng an appropriate cell 51ze that
- will balance computlng speed and accuracy. :
C. a.default cell -size based on- the size of the
. enclosing rectangle, ‘ :
'D. the actual numbers of rows, columns and cells of the T
-~ grid inside the domain, B
E. "~ whether the accuracy test passed or falled for the

‘ _spec1f1ed number of digits. = e
the results of the kriging calculatzonS"., B */ '
A, a.calculation of the area of the domaln over wh#ch
«  the.average was estimated, - - S
‘B. the kriged estlmate,, SRR Q,vw.~vn,.:. /
- C. the extension estimate, .. ' ’ .
Both of the estimates above 1nclude the follo%;ng
~a.. the 'estimate ilself; ZJ ‘or. Z:,_~v N
- b.  the estimation 'variance; of or o2, LN
- c.. the covariance of the domain; ¥(V,V), -~ < @ %
. d. the average covarlance of. the samples to the \;,

fdomaln- Za.y(x.,

e. the Lagrange parameter' He

“*The last ‘three are used to calculate the estlmatlon varlance

‘and their values are listed in order to judge the accuracy

. of the variance. If the values are large and close

\together, then the variance will be less accurate. Each.of~”
the above five values also has a percent difference

1.vreported This is used to estlmate the approxlmatlon error

V]

in the numer1ca1 1ntegrat10n._,, v IR
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B

R4

The percent difference is also reported .as a variance -

.and .standard deviation, calculated as if the over- and

underestimation were a sample of two. This error ‘in the '
estimate will. add to the estimation variance for the total
error in the estimate. However, the percent difference

‘expressed as a variance was. usually several orders of

magnitude less than the’est1mat1on varzance and for ghls
reason, was neglected - . :

-7,

,est1mat10ns.

‘_8 4. 1 Number of Samples to be Kr1ged

The- sample covarlances and we1ghts are— wr1tten~to a~f11e_~_—~u——
in two portlons- Vo
1. 'a brief echo of the 1mportant 1nput parameters 1n order .

to ‘identify the results, - .

”‘2. the following 1nformatlon “on each sample'

A. ID number, -

B. . location; x, as X and Y coordlnates,

C. sample value; 2(x;), ‘ '
"D, - -the covariance of the sample to the doma1n, 7(x.,v)

E.\ |the krlge estimate, weight; a;.

‘'This output is used to verify the input and to determ1ne the
'contrlbutlon of each’ sample to the estimate and estlmatlon
-variance. . Some samples may be screened or otherwise

contr1but1ng\11ttle,‘and_so could be droned from future.

8.4 SENSITIVITY OF THE KRIGING RESULTS TO THE INPUT ;

PARAMETERS

' Kr1g1ng and the program to carry it out are complex, s

,_result . it is not possible to accurately predict the effects -
of "input .parameter var1ab111ty -on the output. . Therefore,
-thé program was tested using either artificial data with
‘known results or data from thlS study for a- more reallst1c S
_'test. ' : : R . S

%

‘The follow1ng 1nput parameters vere. emp1r1cally tested:fd

1. number of samples to be kriged, = . ,
2. “accuracy of the. varlogram model parameters,,
3. grid cell size.

The other .inputs, the: data and the domaln, were thoroughly

Vzchecked and assumed to be correct

The number of samples to 1nc1ude in. the krlglng is: a

“compromlse ‘between. accuracy and. computlng cost. " More.

- samples will produce @ more accurate estimate, but. ‘the 7;

_ number of samples is: one less than the number of o

“simultaneous- eguatlons to be solved,- so the costs’ rise. Do
.. - rapidly with the number of :samples” 1nc1uded ~All. samples;, '

. inside the domain should be used, plus those samples very

'-near the domaln. But data. beyond the largest range is -



uncorrelated with the domain, and hav1ng little effect on
the reserve estimate, can be. ignored. Between these two .

~limits, as samples get- further from the domain, they are

screened out, that-is, their effect is reduced by closer
samples (Dav1d 1977, p.258). -In this study the screen
effect is strong because the relative nugget effect is low.
The minimum number of samples that produces'a stable eStl’"

" .mate and varlance was—determ1ned experlmentally

.computer"hardware and- software—umpose some“upper“llmlts

:yireasonable number to calculate them as well.

on the number of samples.  The. program-carn-handle a maximum
of 200t samples on the:regular CPU and 180t on the much

. cheaper array processor. Unfortunatelyy most domains

studied had more than 180 samples. . As the number of samples

" increases, the more ill- condltlonedTT the krige matrix

becomes, until eventually it is effectively singular and the

. .subroutine cannot ‘invert it. ' This was only a-problem when
‘kr1g1ng p1t 1 because it 1s so large.

Each of the p1ts was krlged u51ng all the drill -holes '
1n51de the pit plus all the drill holes 1n51de successively - '

- larger aureoles around the. pit (Figure 8.1). The values of ..

the ‘krige and extension estimates and their standard

- .deviations were plotted against both the distance of the

aureole from the p1t boundary and the number of samples

krlged R I . SR

FPit 2A. (Flgure 8. 2) is representatlve of ‘all the pits.

.The krige estimate:and variance settled down after a certain
~aureole size and number of. samples was reached. Between the .
~different p1ts,qthls point was more constant in terms of the-
,_{aureole size" than in_.terms of the:number of samples
. (Table 8.1).. The kriged estimate and variance settled down.

at about 40. samples. The extension estimate and variance do

‘not settle down, p0551bly because the numbers. become more

biased with more samples, though 40 samples is also a -

Samples out to 200 m away from the doma1ns were used as:

a conservat1ve llmlt. When estimating with drill holes, _
~ this aureole around any pit or bench included the minimbim of ,

40 samples. required for stability.  However, this’ crlterlon i

‘1produced more than the software 11m1t of 200 samples for"

estimates using p1t data, so only the nearest 200 were used.

.~ If all available pit samples were used,;the. results should
" not change. very much for the following é : _

easons.
1;< The. seam is very’ regular and there . is no drift,

flj2 The nugget effect 1s low, so dlstant samples w111 be a

*f This 11m1t is ea51ly changed

%+ This limit is impossible to change."

“ttrIll- condltloned"means the matrix is nearly singular,

maklng A very sen51t1ve to small changes in the elemehts of.
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~Figure 8.1
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‘Table 8.1 - Samp1é size and aureole distance required to

~ produce a stable estimate'

. =
Pit <-K:iging - ql'Extenéion'
’ ‘Sample ' . Aureble", ’Sampie- ' Aureble
| 51ze distance - sizet dlstanceT ,
_ : : (m) L L (m) ‘
_ \
Pit 1 .42 . 80 o . 70 -
Pit 2a - 38 .20 . 26 150
Pit 3 - . 42 200 .. . 38 .- iw

;?/r

-t The sample size and aureole distance are averages of where--
the est1mate and 1ts varlance stab1llzes



212

screened : d
3. The est1mate is stable for this number of samples
(Figure 8.2, p. 210) ,

B.4. Z'Accuracy of the Variogram Model Parameters

. |
Krlglng is very robust with respect to. the model chosen

for the variogram (Journel and Huijbregts, 1978, p. 233 and
‘David, 1977, p.113) and.is moderately robust w1th respect to
the parameters chosen . for the model. It was not possible to
. test the effect of different models on the results because -
“both the modelling and the kr1glng program used can handle

only a spher1cal model -

The effect of the parameters was | tested experlmentally
‘Different .sets of. parameters were input to the kriging pro-
lgram with all other inputs kept constant and the results

compared for the pit data and again for the drill hole data-"

(Table 8.2). Falrly large, changes in the parameters$-could-
be made without large changes in. the results. -The estlmates
are within 0.10 to 0.50 of each other, or expressed in .
~thicknesses they are within 1.5 cm over a total of 3.5 m; in
'other words identical. The estimation variances, expressed
as'a standard dev1atlon, were much more variable, in some
‘cases up to 50%. However, the values are so small that the
_ absolute dlfferences are also small e , :

B.4. 3 cell Size ‘

» Cellsize is the dlstance between the nodes of the gr1d
‘used for the numerical integration. . The choice of the cell

size is’a comprom1se between 1ncreased accuracy and rapldly o

increasing computing costs as the cell size is reduced. The:
effect of the cell size was checked experimentally u51ng :
data for which the results were determined by exact
calculation using aux111ary functions. 'Brooker (1979),

Clark (1979a, p.106) and somé hand- calculatlons prov1ded theaf-'i"
-~ worked examples. The program, actually uses the number of

" cells rather than "the cell size. The number: of cells was

- varied and the results compared to the exact values using
auxiliary:functions. - Below about 50 cells the results’were
very erratic. Above about 200 cells the results were

- stable; ‘for this reason, 200" to 300" c¢€lls were: used 1n thls

: study, whlch produces a cell size of about 20 m. o

‘ Fllﬂt (1978 P.67) also needed about 200 cells. Clark .
(197%a, p.121) states that by general agreement -the number-
of cells should be in the range 64 to 100. David (1977,
p.280) ‘writes that 100 cells are necessary to calculate. ¥
terms with. a few percent prec151on but that fewer than 10
are needed for a stable estimate. This’ study requ1red more.
. cells because the thlckness populatlon var1ance is so low,
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Robustness of-kriging with respect to the

~variogram model .parameters

e

Drill holes

This
study

¢, 0.26 m*

Cay © 150 m-

c, . 0.28 m?

a, 1800 m

- Kriged pit'data

"~,Thi¢knéSS 3[7625

Variance 0.00026

~ Standard 0.016
~deviation -

. Flintt:
0.092 m?
0.37 mzq

1000 m

0.51 m2 -
4000 m

3.7613
©0.00095 -
'j0.031__

' Kriged drill hole data .

_Thickness 3.6079
Variance.  0;0097'

__'Sténdard 0.098‘ 
~ deviation .. . -

3.6133
£ 0.0095
S 0.097

Pits

North‘1 R

o -

.of3s m?
- 50 m: |
0.35 m?
550 m

3.7615
0.00010% |
0.010

0.0027
0.082° -

~ t From Flint (1978, p.107). .

10.00030
10,017

'(-3’

North 2 South”

0.03 m* 0

0.04'm? 0.07 m?

550 m . 200 m

©3.7610 | 3.7619

0.000048
0.007

.6173 . 3.5981

w

L0026 0.0017 .

o

051 . 0.041



214

which makes the calculated results more. sens1t1ve to the
1nputs. : .
8.5 INACCURACY OF THE RESULTS DUE TO NUMERICAL

APPROX IMATIONS .

The accuracy of the computed results is affected by
numerical approxlmatlons at two places in the program° ,
numerical 1ntegrat10n of the ¥ terms and 1nvert1ng the krlge_
'matrlx.' : e

8 5 1 Inaccurac1es Due to Numer1cal Integrat1on
The accuracy of the numerical 1ntegrat1on was tested

'fu51ng the same data as in Appendix 8.4.3. so that the ,
computed value could be compared to the exact value. Krlge

estimates and variances were computed for several- cell sizes -

(Figure 8.3 and Figure 8.4)%. The percent absolute
difference between these results and the result calculated
" .by Clark (19793, pP. 109) using auxiliary functions. was’ "
plotted as the 'error'. The 'difference' is the percent
‘absolute difference between the two approxlmatlons computed
by the machlne, the over- - ‘and" under- approx1mat1on ‘as o
: descrlbed on- page 205. To judge the accuracy of the. B
. approximation for real data the 'error'-must be known, but. .
the machine can only compute the 'difference’ Fortunately, .
if a large enough number of cells is used the two machine
- answers should bracket the exact value. ‘As a result the .
- 'difference’' should be greater-than the 'error', so. that the.
"difference' can be’ used as a conservative. est1mate of the
accuracy of the results : ~ : :

The variance behaves as it should but the pEFEEﬁt error‘
- of the krige estimate is somewhat erratic and not always ..
- less than the percent difference. “This may be ‘due. to the-

‘u;partlcular locat1on of-the grid with’ respect to. the domaln.f

However; the 'error' “and the: 'difference’ for the estlmate ‘
are always w1th1n an order of magnltude of ‘each othen. -~ The
.fabsolute values. on. the log- log plot are so small thaf the'

. program can be’ considered .to be accurate and the percent _
~difference reported by the program a good 1nd1cator of 1ts
«faCCUfaCY *",_.:. . T PR .\' '

. This study generally used about 200 cells for. whlch the
kriged average was/always within 1% of the true wvalue and '

~usually closer. 'The krlge variance was; always w1th1n 10% of5'

‘5the true .value and, often w1th1n 2% of 1t.f, FIEERNRE

-

S The exten51on est1mate was always exact of course. " The
'_exten51on varlance is estlmated 1n a 51m111ar, though not .-

"T Note that both of these flgures are on a log log scale.:f

v
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- identical, manner to the krige variance (equation {7.4},
'p.200 and.equation {7. 123, p.203 respect1vely) Therefore,

‘it will have about the ‘same 51ze error as the krlge

; varlance.-

8 5 2 Inaccuracxes Due to Matrix Invers1on

p

*he accuracy of the krige matrlx inversion is tested by

the inversion subroutine and repo:ted as the number of sig-
nificant digits. As the number of samples increases the
number of significant digits decreases; it is usually two -

'digits (about 1%) and occasionally one or three digits

.(about 10% or -0.1%). This is the accuracy of the- 1nd1v1dual"

weights (a,;)- calculated, of wh1ch there are 50 to 100 for a
krlged average 1n thls study o

~ The- estlmate is a llnear comblnatlon of these a;'s and
David (1977, p.281) states that™ ".-.linear estimates are

deceptively robust." This- is because the calculation errors.

in the welghts should tend to cancel out, with the result
that the calculation error of the kriged estimate and

~variance will be less than the significant digit error and

much less than the 1naccurac1es due to numerical

1ntegratlon. For this reason and’ because the results are

close to the exact values for the test data, any .
inaccuracies due to inversion of the krlge matrix- by the

”subroutlne were 1gnored
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, : /APPENDIX 9 ; :
FORMULAS FOR THE PROPAGATION OF ERRORS -

Estimates and variances of thé reserves (T) and the
recovery (R) are calculated from parameter estimates of the
input variables; A, d & Z and CLO & T respectively, using
the formulas below. The general expression is considered

—with—any—dependent—variable (T of &) related to the input
variables (xi, Xz2,***,Xxa) by the relation: -

T .= f[XI; X2, X}l see ,XQj L »  °.: ‘ ‘;‘ 1{9-j}
Qt: | ‘ .. - _ :
‘ '8 = f:[X1' X2, 5(3, "".  "}Xnv].m “ 0 o a {9-2}
1Wheréﬁ - o e “;.).v“- | BT R
T, R, xi = general variables. = :

: \

E[-] and VAR[:] are estimated for two cases, depending on
whether the input variables (x;) are correlated (for R) or
not (for T). For the tonnage they are uncorrelated, but for
the recovery:they are_highly-correlate@f1 These formulas, .
.given-helow and developed by Hahn and Shapiro (1967, p.252),
all assume that fourth amd higher order terms effectively:
disappear. The high order terms' in the formulas below are
either zero or negtigibly small, so higher terms'can be

ignored. a -

9.1 ESTIMATE AND VARIANCE WHEN THE INPUT(,VARIRBLES ARE :

“UNCORRELATED . - ~ . . S
o The  thickness (Z*) has no Qrift; consequently, the
‘?_eXpecteajvalue‘is_eVerywhere,the me, in ‘which case it ‘will
not vary with the area of the domain. The density was _
‘treated as a nonfregionaliZQd‘variable,"which-implies that"
it too has no drift . and therefore will not . vary with the

‘area of ‘the domain. Finally, 2" and d must be assumed to-be
- uncorrelated since there-is not enough density data to - . =
determine COV[Z*,d]. 'In ‘fact, there will be a 'slight corre-.

lation because portions of the seam with more clay bands
will:probabljgbe;both.thicker and.denser, since.clay .
compacts less and .is heavier than coal. However, the coal =
‘at the Boundary Dam Mine has a low;ash.content'(Table’].1,‘
- Pp.27) and therefore, the covariance term should be small.
The input variables; A, # and Z%, are ‘uncorrelated and so -
~any covariance terms vanish, .= S
jVWhgn:the iﬁpﬁE vagiébleS‘are:Unéorrelated}'thﬂﬁ is;l"
cOVIxi,x;1 =0 ; forall i3 -

E[T] is estimated by: -

218
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“BIT) = FIE[x{1,Elx: ], oo LE[xGID |
e gz(azT/ax )VAR[Xa] +oeen 'd- ; f - {9.3}).
In this case, where T = T:,' | )

T=HXI

.“T

‘therefore°

azT/ax, =0 v.l o . . ‘. '_ L o
Wthh means that the estlmate of E[T] reduces to:

BIT] = fl8lx),Elx:), -+ ,EDx,11 . o 9.}

' Theyvariance is estimated'by'

.~YA§[T].# Z(aT/aXi)ZVAR[x ;//»ﬂﬂé\f t;'h o ] \
L e (@ /Bl B 107 ¢ e (8.5))

Wheret . ' - : :
3:T/ax? = second partlal der1vat1ve of T with respect to X i

‘As for equation { 9.3}, p. 219 secohd and hlgher order térms

vanlsh to glve

| VAR[T] Z(aT/ax )ZVAR[x ) ,:for'i‘é 1, 2,3 (5.6}
'where: . T o
= T “ >
X1 =-A ‘ i
X 2 =d e

X3 z=, elther 25 or Z' -

vThlS can be- expanded to:

VAR[T] = dZZ‘ZVAR[A] +-A2z!fVAh[d]_+ A2d2VAR[2z*]  {9.7}

o Where. R ’

VAR[Z"] = ¢} or ax depend1ng on- whether 7" = Zk'or Z;."

- An alternatlve version of the above 1s expressed 1n terms of
the relatlve var1anceS°~ : : :

VAR[T]/TZ.—~VAR[A]/A2 + VAR[d]/dz + VAR[Z ]/Z"2 "£§;8}
fWhere- ’ | ' ' ' - ( | |
VAR[x]/x = the relatlve varlance of x.

Relatlve varlance, always reported as a percent in this
study, is a convenlent way to. express the error in-a varla—j

‘ble.  This error can be split into 51mple additive

contr1but1ons from several sources, unllke the raw varlance.Vﬂ'



9. 2 ESTIMATE AND VARIANCE WHEN THE INPUT VARIABLES ARE -
: CORRELATED - :

 The hine englneers expend con51derable effort to raise
the correlation between the. in- place coal and the coal-
.loaded-out as close to one as possible. Consequently, the
‘recovery and its variance will be biased if calculated u51ng

~formulas—from- the“prev1ou5‘sectlon._ Unblased values requ1re
" the formulas from this section. . ‘ ‘ g

9.2.1 Mean of the‘Recovery

When.some of‘theﬂinput‘variables are correlated, that
L is: o ST o o

CbV[x})xlj >0 for some s j‘
then E[R] is estlmated by
E[R] % f[E[X1] E[Xz] " +Elxa ]] | o
s %ZZ(BZR/BX ax,)cov[x.,x 4 e o {9 9}

When x,‘= CLO theh azR/aCLO2 =0, and all terms 1nvqlv1ng
~it vanish, When Xi = ~the terms atre’ -negligibly. small.
... This can be demonstrated with an -order-of-magnitude
" .calculation using the: followlng data derlved from
- Table 5.10, p.112, . C , o
‘1. CLO = T = 5x10% tonnes,-
2. VAR[T] = 1x10°¢. tonnes LT
- 3. covlT, CLO] = 1x10" tonnes - T A
.COV[T CLO] is estlmated by rememberldg that the correlatlon
coefficient between reserves (T) and 'the coal- loaded -out .
(CLO) will be approx1mately one, therefore'

1 = COV[T CLO]/V(VAR[T]VAR[CLO])

COV[T CLO] . /(VAR[T]VAR[CLO])

The coal-loaded- out flguves are reported to six 51gn1f1cant T
:flgures (Table 5.5, p.99), which- 1mp11es that: = . R

_ £
' VAR[CLO] = 1x107'° .

. There are two terms 1nvolv1ng T 1n equatlon {9 S}, p.220;' :
-When 1 = 3 then- : o a :

'(a’R/aT?)VAR[T]r=‘(200/T?)VAR[TJ=5'1310-‘_h» TR
”Aand whenfi‘¢dj,then:v o SRS A'W_:
R



0221

“

—1x107 T

‘III_ o

(azR/aTBCLO)COV[T CLO] =-—(100/T COV[T CLo]

" Both terms are negllglbly small when compared to a tYpical

recovery of about“100% with an ‘estimation variance. of about
4%. 'As a result, equatlon {9 9},xp 220 reduces to~

EL&) = FI80x, 1B, o Blxa ] S (9.101

e

CE

9.2;2‘Variancéwof:the Rec%very'

The varlance is est1mated by

VAR[R]

ZZ(aﬁ/ax )(aT/ax,)cov[x.,x,] + e P _.{é.1i}e .

-—

'Where:'i“ll . 'W? : . - ST
Q hlgher order terms ‘in (aa/ax )(aZR/ax axk) ot

-ThlS formula makes the same assumptlons as were made above,

" and are met for the ‘same reasons. - The - flrst term can be

decomposed" into a sum of variances (when i = 3) and a sum. of.
_true covariances (when i # j). Uszng the same data:as was'
used - for .the mean, ‘the true covariance terms are approxi-
mately 1x10°7, The partlal derivatives in @ evaluate to . ,
approxlmately 1x10“3, which the attendant expectations w1llf

-not’ substantlally increase. 'All these and higher order

terms.are. negllg1ble compared to a typlcal recovery -

estimation variance of 4%. Equation {9.11}, p. 221 Wlth the-
\ approprlate varlable substltutlons becomes'- :

(14

VAR[R] (CLO/TZ)ZVAR[T] ‘;:'iffi‘-h"-riﬁ{hf~ﬂ7¥tf9;12}r.

";\or in terms of the relatlve varlance‘ Sl



o . . . APPENDIX 10 . .
" VARIANCE OF THE AREA OF PROJECTED PRODUCTION

, ‘ L S N
* The reserves estimates’ require ‘the variance of all the ‘
input variables, in particular the area. If the area is not
predefined, then ¥t has an.error .associated with it and L
therefore,  VAR[A] > 0 and equation {9.7}, P.219 or

quatiQn_i9¢81+_pM219;mustfbeeusedf4~1n—this—case;it—is”nécE“ff*"f“f_
essary to estimate the area (and its variance) of the seam - SN
removed by the mining operationt in a given amount of time. -
One year is used as an example. =~ Cole s e
‘ - . The mine plan. (described .on page 38 arove). has "some
o benches with.dates on them showing the limits of excavation.
T ‘These are rarely at'one“year,inéervaIS'or‘any other constant
,unét’of,time._tIn.ordergtOjbegable ;o'estimate.the,area
uncovered in one year’, and to. be pble to use all the availa-
.ble data, the amount excavated was regressed against the
.time to excavate for all the ‘dated beriches.. S S
o - This method assumes that the' dates on the map accurately-
. show the extent of ‘the excavation. ' There is no reason to -
suppose that the mine surveyors have been inaccurate.  The
date could mark the time of a survey rather than the time of

‘the advance; put this seems unlikely. This method alsa. '
. assumes that e data :shows the limits of coal removal and .
~-not just the limits of overburden removal. °If the dates are
‘for .the latter, then-the coal removal. will-usually lag by a
.fairly constant distance behind, and therefore, the length
+of coal removed along. the berch will be about the same -as

the length of the overburden removed in the same time .. /

. -period. This possibility will‘increaSe-thefvariability'of'\g“

: .The amount excavated can be measured using three . g
© methods, in order of increasing,complexitYrthesejare: R
- 1. Measure the leugth-ofvthe,bench;athen‘assuﬁé a constant “
_;;V"Widthjtchonvert'to]area. N booToo e o
- ..2.. Measure the area excavated directly. . s Ly
3. Measure the volume of material excavated (moBtly .~

overburden), ‘then assume a cbnStant'overburdgn”depth,to c
.. .« ’convert-to . area. - . T R ‘ .
- «. The method USéd;should-be“simple,_but'mo:e]impo:tantly it
" ”‘ShouldrprodUce,aSEIow_a variange'for the-area as possible.:

©. 10.1 DIRECTLY MEASURING THE AREA OPENED UP - NG
. Theuaféaféxcé&aféd‘bnuthévdéted benches could be . ,
--measured - directly.: However, the extra effort of planimetry-
’ ya;;notjjustifiedAfor,the_foﬂlowihg'reasons. “Firstly, - S

7 “ffA~désérfpti6n bf'ﬁhe'ﬁfﬁingjméthodsicah be fQund'oﬁ'

 ',page 34 above. .




~ Secondly, as shown below, regressing the length of the bench
was accurate enough. o ' B ' .

i .

planimetering is not very accurate, particularly on argas

with a large perimeter/area ratio, such as the benches.

- 10.2 VOLUME AND LENGTH OF THE AREA OPENED UP

N
g

Thefmost—feaSOnable—method—is~to—regrESS"thé“vgﬁume

10.3;2§GREsSiox,¢F.THE~LENGTHIQF‘tnﬁVAREA OPEN

~.was. not corrected for.

C ekcavatéd_pgainst.the,time‘required, since the equipment
‘moves a volume, not an area. The volume of the dated

benches was determined from. the length along the bench, fhe:
average width .determined below and the overburden thickness,

o all of which were recorded on the mine plan.

9

‘The thickness of the seéam has a low variance and is

.small (3 m) compared to the overburden.thickness (40 to .

70 m); conseqguently, it will. not affect the vqriability of .
the total volume removed. : o
' 'The.errburden‘th}ckness'is a regionalized variable:
therefore, its average:thickness under .each dated ‘bench

-could be determined by kriging. However, the thickness
varies only' slightly under each bench, so the extra effort

did not seem 'worthwhile. The overburden measured by all

holes. in and immediately around the bench was arithmetically ,
*- ‘averaged for thefoverburden-thiqkness in the bench. The
. volume of material removed daily was calculated, ' then the - o
mean, variance ‘and coefficient of variation. of the volume of @~
the benches from each pit' were estimated. Similarly, the

coefficient 'of variation of the. bench length was calculated

~and compared in Table 10.1. The variability of the bench

volume is as large as the variability .of .the bench length

fforieach&pipj.thus,,no:ihcreaseVim,accuracyiis-gained by .~
. ‘measuring the volume of the benches rqtherithan.the.length"1~-
.. of the benches., - = . L ST e e T

-
v

 The areavexcévatedfeachLYear.ﬁas estimated by g :j%;;fll

. regressing the curvilinear length along each bench (L)
against the time (t).required to-dig it (Figure 10.1).  The

average length per day of each dated bench; is unimodal; -

- therefof®, a single machine or severa)l with the same

capabilities must” have been''used.  Theé dated bénches-thatw
spanned more than. one cut (4 out of a total of 13) were not

-.significantlyt below:the regression line (two were above,

two below); thus, the ‘time to turn around the equipment -and

~reverse the direction of excavation was no£7important and - .

s

.
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TaBlev10;1 . Coefficients of variation of the bench

3@,:,,

a iength‘and bénqh vqiuﬁe B ; ,  .

Pit . Number bft. ‘ Coéfficient'of:varia;
: o ' “tion
‘dated _ . R =
benches - Length - - Volume -

Pit 1'i" ,vj'~% ’ﬁ}sg-*f' - 59y " 60%
Pit 2af - S 2 g

PiE 3 5 5 gy 58y

% -

e i ' R - 3 o '.\'

o Mllpits w13 4% . sy

Ly
i R . s N \ .
SNy ] ) . A

ij-The1thickness*wa§‘constant.oVef the .all of pit 2A so the =
.. -variability will not be;different‘between'the’length»and,the';_-
. volume: It was included in order to compare the variabilty - -

- between pits to within pits. SO S

GOSN e
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Two models were con51dered for the regre551on llne, a
linear model: : '

and a power model: ) | |
B ' . ' . o I L
'L = at® S T ‘ , » - {10.2}
L~ = the curvilinear length along a bench.
t = the time reguired to remove a bench
a, B, 6 = regre551on parameters.

S The.best fit regre551on parameters are. llsted in.

~Table 10.2.  The confidence intervals on r? have a large.
_overlap,,therefore, the models f1t equally well The best
f1t equatlons are:. . : : B :

L= 6.2t + 5.5%10% p PR o q10.3)
hand:,.ifg:~ | | L
,*L's¥47t°-’?f-;fl” S :‘*Ig'f.} S EEE {10 4}>.=

The l1near model has a pos1t1ve value of af(5 5x1072 ) which.
is both significantlyt non-zero and phys1cally 1mp0551ble.
_Even though the linear model has the advantage of
'simplicity, the power model was . chosen for the followlng
‘reasons.
1. .The best- f1t stralght l1ne is- 1ncorrect because of 1ts
' ‘.1mp0551ble intercept (a).
2, .. The data may be: lognormally dlstrlbuted 51nce they are
.‘squeezed towards zero, .which is:an absolute bound on the
- .data. Lognormally dlstrlbuted ‘data is linearly : L
- regressed by means. of the power model. The power model’
is llnearlzed by~ a log transformatlon to: -

lalL) = 51“[t] * l“[°] f'.'=f7‘:» v-;! "{10»5}f””"‘

‘f3."The power curve has a more reasonable shape. Flrstly,;
it ‘passes- through the orlgln (practlcally speaklng) ,
.. The true curve probably intersects the time axis at. the_-s“
.. time required to set: up-or- turn around the operatlon at
. the end of :a bench. Secondly, the. curve is : concave .
- -down, which 1mpl1es ‘that ‘the" longer the equlpment is.
"operatlng on a bench, the more likely a major breakdown
“becomes and. ‘the lower the average and 1nstantaneous rate :
of advance becomes.',' Co. : : , :

A ' ' .
i The - estlmated advance in one. yeaf is 3. 28x103 m, . u51ng
equatlon {10 4}, p 226. The problem wlth u51ng a, power

p a ‘=0.05 _ } ! | . o F




" Table 10.2

.with the time to dig the benc

h .

1
}
i

G

227

,.RggresSibn'pafameters of the bench léngth‘

Parameter

S +0.05cI
Fa

-0.05 CI

Linear model

. 5.5x10% m
U‘6.21m/day"u:

0.96
- 0.81

1.‘ 0.47 ;

'0«

072

VvPower model

\f 47 m/day-';

0.88

- 0.29°

,1QA72 f7lf



model is that the variance on.an est1mated advance is-
‘ ‘asymmetric. The standard deviation is +1.04x10° m and
"=0.79x10° m. Unfortunately, equation {9. 7} pP.219 requires

T a symmetrlc variance. Therefore, the absolute values of the

plus and minus standard dev1at10ns were averaged and squared
for an estimate (8.37x10° m?) of the .symmetric variance on .
the length - This.is probably a conservative estimate since -
‘the--variance. u51ng the linear model is an order of magnitude

less- 7~44x10-m—_—~The~average“bench—length‘and 1ts error
fare listed in Table 10. 3~ : _ , oo

, A few hundred bench- wzdths were measured at evenly dls—'
tributed p01nts on the mine plan.f The statistics for .the

"'bench 'width were estimated -using classical statlstlcs. The.i_'

- average bench wldth and its. error- are l1sted 1n Table 10 3
p- 229 : : :

The average area excavated in one year was. estlmated
using the preceding values for the. léngth ‘and width along
with- eguatlon {9.7}, p.219, 'with the appropriate variable,
‘changes. Thl average and its error.are listed in '

Table 10.3, Z
the width are 1ndependent - In - fact, they are not strictly
independent, since in .one year-more of a-narrowver bench

d’Lcould be cut. 'This" covariance should be small s1nce the

bench width' is so. regular. The width contrlbutes 1.6% to.

229.. The formula assumes that the length and-.

. the relative- varlance of the area w1th the rest comlng fromVj_v{vf"

‘v ’the %anth

oL



B N
229
hTable_10;3z,‘ - Stat1st1cs of the bench length width and_.

' area

-

Varlance—mn——Coeff1c1ent Relat1ve

K
o
)
g

4. o of . varlanceT
variation =

o Bench length excavated 1n one year , -
' . - . A ‘ ‘\ e
3. 28x103 »_8.37x10_s _ v_.;_28% - 7.8% o
, T . L A . to ’ ‘LD
- Average bench w1dth e
| 8 m o 16, 2 m: o 13% o 1.6% .
Bench area excavated 1n one year ‘ »
L ,f 1. 04x105 5 1 02x1o° ’°*A-‘\3Tx,l*1;> 9.4%
T The relatlve varlances are smaller than the coeff1c1ents
~of variation because both are ~actually.decimal fractions
less than 1 but wr1tten as. a. percent for convenlence.,'
o s



" APPENDIX 11
 'SAMPLE OF 'DATA

1.1 SAMPLEioF DATA‘FROM'PIT 2a

ID = Sample number' the flrst dlglt 1s the bench number

TV'Coordlnates =" Metres north and east from .the .SW corner of'

NE=33=1=8= =W2M.

© 20501700,
207 1673.

210 1631,

219 1551.
© . 220 1546,

0222 1534,
- ..224 1527,
'ﬁ7301~u1547;

"f303-u1558;

© 306 '1582.1 1408.1:

309 1604.2 1320:5
310 1607.61289.8

'Fj= A flag indicating the date'eource, 1=p1t- 3=dr1ll hole
N =_The number of splits. .
. All th1cknesses are 1n metres, LEEE S 1nd1cat s m1551ng data.

-~

ID: Coordlnates “F N Thlckness . Coal',’PartingnCGalﬁtl
ERRE X - %+ . gross net. ,'“bOttom‘}“'_) ,M'top'
t****#‘_;****_f»*****'wf O ;
5.090 3,932 -. 3,018 . 158 0. 914 :
4,572 3,962A;j3,o48 ©0.610 0.914
. 4,420° .3.993 3.078..0.,427 . 0.914 .
4,298 3,932 3.018..0.366 .0.914 "
4,206 kxxk% ;.*****3 $244  xx¥xx
4,359 4.115: .3.261 ;244‘?0;853' -
3.962°3.962 : .3 962 . ' v
4,511 4.206 ° 3,353
4,237 3.993 3,170
3
3
3

201 {1750
202 1738,
203 1725,
204 1713,

2061687,

208 . 1660.

209 1647, 0.305 0.853

oo“oooqda

~.3.871 3.871 -3.871 -
'3.840. 3.840 - 3.840
3.932./3.932 3,932
. .3.871° 3.871 3.871 .
- 3.962 73.962 7 3.962 .
73,962 31962 - 3.962 -
.3.962..3.962 - 3.962
~3.780°°73.780 |\ 3.780
3,780 -3.780 " '3.780"
~3.566 3.566- -3.866 -+ .
©3.597 3,597 .3.597 .\ ..
3 ,
3
3

2111616,
212 '1605.
21311591,
214.° 1586,
275 1579,
216 71572,
2171562,

218. .1556.

221 1539, , |
- 3.627  3.627 3,627 -
3.627 3,627 3.627 . .
.3.231 3,231 3,231 .
13.231 3,231 3.231

1223 1528.3. .1472;
1501.9

'4225,11520. -1530:9

e NN _i_;_‘_;_. — —A—A—nNN—-Nl\)N Nl\)l\)/—-

J;*****]{***#iefu***** .
. +3.353..3.353  3.353
©3.505 3,505, 3.505
'3.658 3,658 3.658
'3.536-'3.536  3.536

7 1553.6

1526.8
" 1496.3.
©1466.7

ﬂFiugof'gﬁhgthxoguﬂg&w\bsrm;amo&5Nqoxlmtoa«mc»;ap
o
o
o
o

.'304 , 1565.7 1
305 1574,8 “1438.3.

.307;j1590_3 -1379.5 .

* 3 _ 3,566 3.566- . 3.566 -
-308 1597.8 . 1349.4 g

3.597. 3.597 3,597
3.597  3.597 . 3,597
3.566 * 3.566 . 3.566 - -

-0.244 . 0.823



.a‘ID

s

oy

Coordlnates

N

= The sample number,_

" The number of- spllts o
All thlcknesses are in metres, Xxxx 1nd1cates m1551ng data
E‘ g

11 2 SAMPLE OF DRILL HOLE DATA

in sequent1al order,
from the northwest corner of the ‘study area
Metres north and east from the SW
NE-33-1-8-W2M. . :
A flag indicating the data source, 1 p1t 3= drlll hole.

231

qgrner of

book fashlon,,‘

30

TN RN =L
WN —=O

NN R NR
WO~

m(n\4m1n4>umw;ac;u)m~40\01pxuh)~ :

NN
o Ui

X

2021,

2124

2226
‘2324
11923,

2021,

2123

2219

2324

2435

1221
1424
1618
1720,
1822
192
2022
2124

2224

2325

12433,

- 1218

31424

1517

1616

1719

1821

1922Y

20271

2123.
581
1018

1119

1423

1218

eID.»Coords‘

v

3086
3087

3088
2989

2986

2986
2986

2987
2987

2883
2884

2884
2884
> 2884
22884
2883 .
2884.
2882

2881

2882
2783
2773
2783 -
2783
2784
2782
2782

2783

2783

2678

2680

2680

2682
2680

Coalf

S

'C031 

»t

Pt Coal

F N Thlckness Pt .. Coal - :
gross net bottomw-V' . : top

31 3.35 3,35‘3.35 [ o
3 2 3.20 3.04 0.30 0.15.2,74 , A
3 T kEEEk kEXE KEkkX o ol NI
34 4,08 2.62 0.54 0.12 0.54 0.82-0.79 0.51 0.7
3'3 3.41 2.95 0.30-0.15-0.45 0. 30‘ .19 S
372 3.65 3.41:0.30 0.24 3.10 5
3 33.843.17 0.48 0.15 0.64 0. 51 2.04 RN
3.3 3.59 3,01 0.45 0.15 0.33°0.42 2,22 =~ -
'3 43,53 2.25'0.36 0.42 0.45 0-.54. 0.79 0.30 0.6
3.4.3,87-3.17 1.28.0.18 0.30.0. 21 0.76 0.30'0.8 -
3 22.89 2.43 0.45 0.45 1.98 - R -
33 4.78 "2.83 0.27 0;82_0.67»1;12 1.89 S
324,11 '3.10 0.67 1.00 2,43 . = ‘ R
333.96°3.65 0.45 0.15-1.06:0:15 2,13 RN
33 3.96 3.53 0.39 0.21 0.85.0.21 2.28. ~ ~.
3.2.3.81-3.50 1.37.0.30.2.13 - s o
32 3.963.23:0.73 .0.73 2.49 - |
'33.3.81.3.04 0.30.0:.15 0.76 0.61 1.98A
3'33.8B4 3.26 0.36 0.12 0.67:0.45 2.22 S
3 %.3,71 2.62 0.36-0.24 0.61 0. 4831,06 0. 36 0,5-
3.2-3.99 3,38 1,25 0.61.2.13 ., - -
322,92 2.31.0.48 0.67 1,82 -~ . ‘L-
3.3 4.42 3.04.0.30 0.30.0.61- 1. 06.2.13n.
32 3.81 2,28 0.45 1.52 1,82 R
3 3 3.65:2.74 0.30°0.1570.61" 0 76‘1;82h* ¢
33 3.81 3.20 0.30 0.30 0.61‘0.30_2.28' SR
33 3.81 3.35:.0.45.0.15 0.91.0.30 -1.98
3:2 3.653.50 1.67 0,15 .1.82 =~
33 3.62 3.17 0.57 0.15 0.61 0.30 1,98
3:3.3:35 2.80 0.15°0.15 0.67 0.39 .1.98
32 3.04:2.74 0.76 0.30,1.98 .
3 2.2.74 2,28 0.76 0.45 1.52 -
322,982.,37 0.54 0.61 1,82 , . ~ . 7 .-
33 4.32 3.29 O'39~0 36 0.54 0.67-2.34 - . .
323,04 2. 74&0 76 0.30 1.98 . -

¥ )Q e

R S



APPENDIX 12 o
SAMPLE OF COMPUTER PROGRAM OUTPUT
12 1. OUTPUT FROM THE VARIOGRAM PROGRAM "
4
v A R'I O GRAM

SAMPLE DATA FROM PIT ZAj AVERAGE VARIOGRAM

WITH A FIELD OF  90. DEGREES IN EACH DIRECTION
;DATA_FI;E = SAMPLE DATA . 4
FORMAT = (7x 2(F16 5, 1x) 3x 1(8x) (1%, F7. 3))

LAG IN METERS . 40. 0000 - "...;..;,..;.u.;{'

' NUMBER OF "SAMPLES 300 .. SAMPLE

| LOWER LIMIT FOR Z csazzfo Lot N

©3.7572 . . 360.000 -.

e
#
#
‘UPPER LIMIT FOR 2 .~ 4 4. 2060 N e e
" GENERAL MEAN OF 7 - # | |
#

 GENERAL VARIANCE OF 2 0.0624 | P

~l° " DIST INMETRES - N.PR'  “DRIFT -VARIOGRAM  AVG DIST

il-}fs-f 0 +--- 40" - 33.  -0.046 - - 0.0090 -  31.6
: 40 ----' B0 - - .47 - . -0.,085 0 0.0177 0 BB.1 N

R 80 ----120. . " 48 ~0.150 . 0.0261 - 96,7 . -
S '._1 120 =-=- 160 - 48 . -0.143 o 10293 . 138.7 -
. .7 160 ==-=- 2007 - 29 . =0.245 - . 0.,0478  180.0

200 ---- 240 .. . 31.- . -0.289 ]"f“,o\0643 .- 216.6

240 ---- 280 - .34 . -0.258 = 0.0546 - 259.5
280 ---- 320 . 22 s -0.339 . 0.0787 . .301.0
320 ---- {360 . 24 ) -0.353 . 0,0842 ' 336.5

360 --=- 400 ' 27 -0,348 . - 0.0889 | - 379.4

. 40b -----440 %20 . -0.419 ° 0.1097 ' @ 423.,2 .
a0, 480 . . . 15° - -0.457 0.1366 .  459.0 .
< 480 ---- 520 .. .13 0,470  0.1361 - 497.8
-~ 520 ---=- "560 .. 14 . --0.435 . 0,1086 . ' 582.2 -
560 ----. 600 . . .8  -0.438  _  0.1045  581.7
600 ---- 640 -« . 10 ' -0,527 € 0,1583' = 617.6"

640 ---- 680 4 . ... -0.617 10.1974 . 656.6

680 ---- 7200 . 2. . =0.640 . 0.2067 = 686.4

o o e

232



>12 2 OUTPUT FROM THE KRIGING PROGRRM

233

DA T A "USED

'DATA FILE USED =  SAMPLE. DATA

DATA FORMAT USED = (1X,I5,1X,2(F16.5, 1x) 3x 1(8x) (1X,F7.3))

THE NUMBER OF SAMPLES IS" 30 |

Q0

 XMIN= = 1483.38 , s

. THE ACCURACY TEST FAILED

v A“R_l_Q_G_R;AaM___M_Q;D_E_L_S

'THERE ARE . 2 SPHERICAL MODELS

COEFFICIENT=" -  0.0200  RANGE=", 50.0: .,

COEFFICIENT= ~0.0158 RANGE= 180.0 .

NUGGET EFFECT= 0.0 . " SILL= 0.0358

. MAXIMUM RANGE= 180.0 - . . . ey
DOMAIN SRS

'POLYGON FILE USEDf;ﬂ' PIT.2A

POLYGON FORMAT USED = (7X,2(R16.5,1X))

' AREA OF THE DOMAIN IS: - .. 1202309,

AREA OF THE ENCLOSING RECTANGLE IS: -~ - . 374986.
EXTREMES OF THE ENCLOSING RECTANGLE ARE: '

XMAX= . 194532
YMIN= 841.66

YMAX=  1653.42 o .

g gl IMAT 1 0N 'G RID.

‘ ESTIMATED CELL SIZE Is- . 29.99

. CELL SIZE USED IS: .~ .20.00
_COLUMNS= 28 ‘ ST

ROWS= 45 A
'MAXIMUM NUMBER OF ELEMENTS- S 1260

.| PROBABLE NUMBER OF ELEMENTS IN DOMAIN= 679
- EXTREMES OF THE ENCLOSING RECTANGLE ‘ARE:

"XMIN=. ©  1460.00

' XMAX=" . 1960.00 » )

YMIN= 820.00 - - T -
YMAX= . 1660, 00 - . o

- 'ACTUAL, NUMBER OF CELLS IN THE DOMAIN IS 503 AND 604

MINOR WARNING: IER = 3¢ = R . T

1 DIGITS TESTED FOR ACCURACY JE T N

\\‘ . I



RESULTS
AREA OF. DOMAIN -IS: -
202308.5- - -
PERIMETER OF DOMAIN IS: ~ - -

\ © 2156.6 - L

TOTAL NUMBER OF. SIDES 1S: s

.~ 78 o
' AVERAGE LENGTH. OF A SIDE 1s:

234

27 6 ‘
KRIGE RESULTS.  S

| o S VAR..
~ KRIGE 2 VALUE IN THE DOMAINy ’
: 3.789875. - -

KRIGE VARIANCE:

| . 0.002387
THE- SUM OF WEIGHTS: .
’ -~ .0.999998 _~
";COVARIANCE OF THE DOMAIN:

. .0.001277 |
 AVG COV OF SAMPLE TO DOMAIN°
: 0.001234 o

LAGRANGE PARAMETER:
SR '0.00234%4

6.000000
10.000000

EXTENSION RESULTS

0.000001

 0.000000
. .0:000000
0.000000"

s.D.
0.000820
£ 0.000021
0.000001
_O;OQ6i36

0.000061 .
1’01000654; |

_ ARITHMETIC MEAN OF z IN THE DATA FILE: o

: “ " 3.757160
EXTENSION. VARIANCE:
‘ 0.002584.
AVG COV SAMPLE TO SAMPLE:
o . - 0.003803
COVARIANCE OF THE- DOMAIN'
. o 0. 001277
AVG COV SAMPLE TO. DOMAIN'.'
: ' 0.001248

o;oooood

0.600000
©0.000000

10.000014 - -

L

Y

-0.000136

0.000061

%DEV

| o 02‘_

0.62_'

 ’Q.0Q”"

7.58
- 3.46

A



