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ABSTRACT

Thermal well testing offers an inexpensive method to obtain an estimation of flow capacity
and swept volume in thermal recovery. To evaluite the accuracy and applicability of the
therma! well testing method in the estimation of flow capacity and swept volume for steam
injection in non-dipping and dipping reservoirs, a thermal numerical simulator is used to
simulate the pressure falloff testing. Different gridblock models are designed in this study.
Results of this study show that the swept volume and skin factor can be reasonably
estimated from pressure falloff tests. However, the estimated permeability from falloff
tests is 30% to 40% higher than the effective permeability at the volume-weighted average
steam saturation behind the zero steam saturation front. The estimated permeability may
reflect the effective permeability of a high steam saturation zone around the injection well.
The effects of gravity, dip, permeability anisotropy and irregular shapes of swept zones
are investigated. These factors do not affect the estimated results significantly. The real
gas analysis is also conducted.

Results of 3D models show that the estimation of flow capacity and swept volume depends
on the vertical positions where pressure data are measured. This findiag should be
important to guide thermal well testing interpretation.

The applicability of the Stanislav et al. approach is limited by its application conditions in

practical well tests. The modified approach is proposed to expand the applicability by

removing these conditions.
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NOMENCLATURE

formation area, f2

fluid formation volume factor, RB/STB or res ft3/SCF

heat capacity, BTU/Ib°F

steam condensation constant defined by Eq. 6.2, psi/hrl/2
isothermal coefficient of compressibility at temperature T, psi-i
steam quality, fraction

density ratio of water to steam, dimensionless

rate of steam condensation defined by Eq. 6.2, f3/(hr-ft%)
formation thickness (in the Z direction), ft

in I direction

in J direction

in K direction, or unit of temperature

permeability, md

effective permeability (to steam), md

calculated {estimated) effective permeability (to steam), md
thermal conductivity, BTU/(ft-D-°F)

gas relative permeability, fraction or %

water relative permeability, fraction or %

oil relative permeability in water/oil system, fraction

oil relative permeability in gas/oil system, fraction

latent heat of vaporization, BTU/Ib

slope of 4p - (Y/2)In(At ) vs. A¢ 12 defined by Eq. 6.15, psi/hrl/2
slope of Ap - C (At )12 vs. log(Ar ) defined by Eq. 6.24, psifcycle
Cartesian slope of Ap - Cg At V2 vs. At defined by Eq. 6.18, psi/hr
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M = molar mass, 1b/(Ib mole), 18.02 for water

ms = semi-log slope of pressure vs. shut-in time, psi/cycle
mg’ = semi-log slope of pressure squared vs. shut-in time, psia?/cycle
ms" = semi-log slope of pseudopressure vs. shut-in time, psiaZ/(cp-cycle)

Cartesian slope of pressure vs. shut-in time, psi/hr

&
"

m;’ = Cartesian slope of pressure squared vs. shut-in time, psia?/hr
m," = Cartesian slope of pseudopressure vs. shut-in time, psiaZ/(cp-hr)

number of moles
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p = pressure, psia

P = average pressure within the swept zone, psia
P i = pressure at the shut-in time of 1 hour taken from the semilog straight line, psia
Ap() = pressure function difference at the shut-in time of 1 hour taken from the straight
lines, psi
pws = wellbore gridblock pressure after shut-in, psia

Puwgs = wellbore gridblock pressure at the instant of shut-in, psia
q = flowrate, STB/D
r = radial distance from well, ft

R = universal gas constant, 10.732 psi-ft3/(Ib mole-°R), or unit of temperature
s = wellbore skin factor, dimensionless

S = saturation, fraction or %

S = average saturation within the swept zone, fraction or %
t = injectionor production time, hours (hr)

At = shut-in time, hours (hr)

T = temperature, R

T = average temperature in the swept zone, °F

V = volume, ft3

V, = simulation swept bulk volume, ft®

xvi



N
]

calculated swept bulk volume from well testing, ft3
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mass, Ib
xs = fracture half-length, ft
z = gas(steam) compressibility factor, fraction

Greek symbols

thermal diffusivity of surroundings, fi2/day
B = steam condensation coefficient defined by Eq. 6.12, dimensionless
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i

= jsobaric coefficient of expansion at pressure p, °R!
defined by Eq. 6.14, hr!

porosity, fraction

= defined by Eq. 6.13, psi
specific volume, ft3/lb
mobility, md/cp
effective mobility, md/cp

viscosity, cp
density, 1b/ft3
= pseudopressure function f %}l dp psia?/cp
Z
Po

€ © E N> B 9 6 O
"

Subscripts
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i = initial

L = liquid
o = oil
s = steam

sc¢ = standard conditions
t = total

w = water or wellbore

wfs = atthe wellbore and at the instant of shut-in

ws = atthe wellbore after shut-in

lhr = atthe shut-in time of 1 hour, taken from the semilog straight line
2¢ = two-phase
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CHAPTER 1

INTRODUCTION

Thermal recovery by steamflooding is an important method for producing heavy oil around
the world. The determination of the swept volume in a steam displacement process
provides an early means to evaluate the project's progress. By determining the volume
occupied by steam, and knowing the cumulative volume of steam injected, the heat losses
from the injection interval and the ensuing heat efficiencies can be estimated. These
parameters dictate the performance efficiency of the displacement project.

In field operations, swept volumes in thermal oil recovery have usually been determined by
temperature observation wells and/or coring, usually at considerable expense and subject to
great uncertainty due to irregular swept regional shapes. Thermal well testing offers an
inexpensive method to obtain an estimate of steam swept volume. It also provides an

estimation of flow capacity and skin factor.

The thermal well testing method in steamflooding projects is pressure falloff testing, based
on the Eggenschwiler et al. theory (1980). This theory applies to a composite reservoir
model with two regions having highly contrasting fluid mobilities. The assumptions made
in this theory cannot be strictly satisfied in a field steam injection falloff test. This study
proposes to evaluate the accuracy and the applicability of the thermal well testing method
under real steam injection conditions for non-dipping and dipping reservoirs. The
numerical simulator ISCOM 4.0 (CMG, 1987) is used to simulate steam injection falloff
tests.

The Eggenschwiler et al. analysis does not consider the steam-condensation effect induced
by heat losses to the surrounding rocks. Stanislav et al. (1989) proposed a method of
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falloff data analysis including the steam-condensation effect. This study is intended to
address the applicability of their method in steamflood projects.

Chapter 2 presents the current status of research in thermal well testing. Chapter 3 presents
the statement of the problem. Chapter 4 presents the methodology of steam injection falloff
testing used in this study. Chapter 5 presents a detailed simulation study of thermal well
testing in non-dipping and dipping reservoirs. Investigation is conducted to evaluate the
accuracy and applicability of thecrmal well testing, to compare the accuracy of pressure
analysis and real gas analyses, and to study the effects of gravity, irregular shapes of swept
zones, dip, and anisotropy in permeability. Chapter 6 presents the discussion about the
Stanislav ¢t al. approach. The application conditions are presented. A modified approach
is also proposed. Finally, Chapter 7 presents conclusions drawn from this study and
recommendations for further investigation.



CHAPTER 2

LITERATURE REVIEW

The determination of the swept volume in a thermal oil recovery process is of primary
concern. Estimation of the swept volume at intermediate stages of the:eperation, either in-
situ combustion or steam injection, makes the early economic evaluation possible. Thermal
well testing offers an inexpensive method to estimate the formation flow capacity and the
swept volume. In this literature review, the current status of research in steam injection

falloff testing, is presented.

2.1 Theoretical Fundamentals of Thermal Well Testing

Estimation of steam zone properties and swept volume from well test data is based on the
theory developed by Eggenschwiler et al. (1980). This theory applies to a composite
reservoir model with two regions having highly contrasting fluid mobilities. The inner
region, adjacent to the wellbore, represents the steam swept zone with an extremely high
fluid mobility. The outer region represents the unswept zone, the portion of the reservoir
unaffected by steam injection and containing leer mobility fluid. Because of the high
contrast in fluid mobilities, the boundary betwizn the inner and outer regions acts as a "no-
flow boundary” for a short period of time. {’onsequently, the computed pressure response
exhibits pseudosteady state behavici' {i.c., dp/d¢t = constant). Eggenschwiler et al's
numerical results indicate a short duragi:n wellbore storage effect, followed by a semilog
straight line whose slope is related to the permeability-thickness of the swept volume. The
semilog straight line is then followed by a pseudostcady Cartesian straight line
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characteristic of the swept volume. Finally, a second semilog straight line appears,

characteristic of the permeability-thickness of the unswept region. Their results also

indicate that the initial wellbore starage effect dies in a few minutes, and the semilog

straight line characteristic of the swept volume occurs almost immediately on shut-in.

Further, the pseudosteady period occurs in durations from a fraction of an hour to a few

hours.

There are several assumptions implicit in the Eggenschwiler et al. model (1980):

(1) The formation is horizontal, of uniform thickness, and homogeneous in each region;

(2) The frontis a cylindrical front of infinitesimal thickness in the flow direction and is
considered stationary throughout the testing period;

(3) Flow is radial, and gravity and capillarity effects are negligible;

(4) Fluids are of constant viscosity, compressibility and relative permeability within the
same regions;

(5) There is no fluid phase shift;

(6) The fluid is treated as a liquid of slight compressibility, rather than as an ideal or real
gas.

Eggenschwiler et al. (1980) pointed out that the calculation using the concept of

pseudosteady state was a material balance calculation. This means that the pore volume of

the swept region determined from the Cartesian graph of pressure versus time is actually

independent of the geometry of the swept zone. Of course, the result is also independent of

detailed knowledge of the variation of the thickness of the swept zons. They further

concluded that the pressure depletion of the high permeability swept zone would happen

much faster than fluid could flow from the low permeability unswept region ahead of the

front. This would mean that the actual geometrical detail of the shape of the swept region

would not be an important parameter for the pressure/time data during the pseudosteady

state.
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During steam injection process, phase changes take place between steam and water when
pressure changes. With the pressure change, the specific volume of each phase changes,
but this change is small in comparison with the volume changes caused by phase change
(Grant and Sorey, 1979). Thus, the compressibility of each phase can be ignored.
Therefore, the compressibility as a result of the phase change (called two-phase
compressibility, ¢, ) is almost equal to the total compressibility. Grant and Sorey (1979)
derived the two-phase compressibility of a water-steam mixture.

Based on the Eggenschwiler et al. theory (1980) and the concept of two-phase
compressibility (Grant and Sorey, 1979), Walsh et al. (1981) presented a detailed
procedure for quantitatively interpreting pressure falloff tests during steamflood projects.

2.2 Methods of Analysis

Like non-thermal well tests, the steam falloff test data could be analyzed in drawdown
analysis or buildup analysis. Since steam may be treated as liquid or gas, the falloff data
could be analyzed by liquid well testing method or gas well testing method. Although the
flow is multi-dimensional during steam injection and falloff tests, one-dimensional radial
models were used in some simulation studies.

2.2.1 Drawdown Analysis and Buildup Analysis

When the mobility ratio between the injected and in-situ fluids is about unity, injection well
testing for liquid-filled systems is analogous to production well testing. Injection is similar
to production (but the rate, ¢, used in equations is negative for injection while it is positive
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for production), so an injectivity test is effectively the same as a drawdown test. Shusiing
in an injection well results in a pressure falloff that is analogous to a pressure buildup
(Earlougher, 1977).

When the unit-mobility-ratio assumption is not satisfied, the similarity between production
well testing and injection well testing is not so complete. During a steam falloff test, the
front is moving. Theoretically, the buildup method, Homer method (Homer, 1951 or
1967), should not be applied to the moving-front problems because the linear
superposition principle does not apply. However, Kazemi et al. (1972) developed a
mathematical model for pressure falloff tests to investigate the practicability of the falloff
testing method. The solution of the mathematical model was obtained by an implicit finite-
difference method. They found that the nonlinearity of the moving-front problems was
mild enough that the linear superposition was a very good engineering approximation for
such problems. Thus, the Homer method can be generally applied, and, in fact, they
obtained much better results by using the Homer method than the MDH method (Miller,
Dyes and Hutchinson, 1951 or 1967). Ramey and Cobb (1971) pointed out the (MDH)
method can be used, but only if A << ¢, which should be satisfied in most situations.

Bixel and van Poollen (1967) generated buildup curves from the numerical solution of
finite difference equations. They found that the early portions of all curves gave the correct
slope for transmissibility in the inner region. Hazebroek et al. (1958) discussed falloff
tests for water injection wells before fillup. They assumed a significant gas saturation
ahead of the oil bank and that the pressure at the leading edge of the oil bank was constant
and dominated by the pressure in the gas phase. They concluded that permeability for the
zone near the well might be estimated equally well by their method or by the MDH and
Homer techniques. Ziegler (1990) used the equivalent time developed by Agarwal (1980)
in the analysis. He found that equivalent time closely approximated the elapsed time since
shut-in. Ambastha and Kumar (1989) also used the equivalent time in their analysis.
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Other investigators used the drawdown test method (Messner and Williams, 1982a and b,
Onyekonwu et al., 1984, and Fassihi, 1988).

2.2.2 Liquid Well Testing Analysis and Gas Well Testing Analysis

During the steam falloff tests, the fluid of interest, steam, is a condensible gas. If gas
characteristics are considered, gas well testing analysis is applied. If average gas propertics
are used, liquid well testing analysis could be applied.

Messner and Williams (1982a) treated injected steam as a liquid. In their further
investigation (1982b), they treated injected steam as a gas, used the slopes of the straight
lines obtained from a semilog graph of the pressure squared vs. shut-in time and a semilog
graph of the pseudo-pressure vs. shut-in time to estimate permeability, assuming that the
injection period was of much greater duration than the shut-in period. They concluded
from the analysis of their results that an analysis incorporating the real gas pseudo-pressure
was unnecessary. The method using pressure vs. shut-in time sufficed for most practical
situations.

Onyekonw et al. (1984) presented the rzsults calculated from the liquid well t:sting
formula for in-situ combustion processes. They pointed out that a similar relationship was
obtained from the plot of the square of pressure vs. shut-in time,

Fassihi (1988) also presented the results calculated from the liquid well testing formula.
But he pointed out that the effect of non-ideal gas flow on falloff tests was investigated by
calculating the real gas pseudo-pressure. The calculated swept volumes and permeabilities
were close to the ones calculated assuming ideal gas flow. Thus, the real gas flow did not
have any effect on the analysis of his simulated falloff tests. This was because of the
narrow pressure drop observed in his tests.
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Ziegler (1990) used a pseudo-pressure function to analyze the pressure falloff data. He
found that parameter estimates derived from the pressure analysis were generally within 6%
of the pseudo-pressure results. In his simulation study, the estimated permeability and
swept volume from pressure analysis were closer to the simulator results than those from

pseudo-pressure analysis.

To use the liquid well testing formula, some average fluid and rock properties must be
determined from average pressure and temperature. There is no unique way of estimating
the average reservoir pressure in the swept zone on pressure-transient tests.

Walsh et al. (1981) assumed the early-time flattening of the semilog graph of pressure vs.
time to represent the average reservoir pressure in the swept zone. The average temperature
was estimated from the average steam saturation pressure. In Onyekonwu et al's study
(1984), the effective mobility was determined by applying the flow resistance concepts.
The effective pressure and the effective compressibility were the volume-weighted averages
of gridblock pressures and compressibilities, respectively, in the swept zone. Fassihi
(1988) used the (arithmetic) average of the two pressures at the beginning and end of the
semilog straight line for the calculation of fluid properties. In Ziegler 's study (1990),
pressure-dependent steam properties (7, ¢ and c;) were estimated at the initial pressure
extrapolated from the Cartesian straight line.

2.2.3 Multi-dimensional Models to Include Gravity Effects

From a one-dimensional, 20x1x1 cell radial model, Messrer and Williams (1982a) found
that the calculated swept volume was in close agreement with the simulated swept volume,
with a difference of about 10%. In an attempt to learn about the effects of steam override

on the pressure transient response, Messner and Williams (1982b) converted a one-
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dimensional radial model to a two-dimensional 20x1x5 radial configuration, with each grid
cell in the vertical direction having a thickness of 10 ft. They found that the estimated
swept volume from the two-dimensional model was smaller than that estimated from the
one-dimensional radial model. It seemed that the swept volume would be underestimated,
if gravity was included. They pointed out that it was questionable whether the swept
volume underestimation was indicative of a real-life phenomenon or a "quirk” exclusively
inherent in the simulation method.

Onyekonwu et al. (1984) pointed out that although a one-dimensional radial model was
used in their study, the concept shou.ld apply in multi-dimensional cases, where gravity
override is common.

Fassihi (1988) used the two-dimensional radial model to include gravity effects in his
study, with the conclusions that the estimated kh was the effective gas
permeability/thickness behind the front, and the estimated swept volume in steam falloff
tests was close to the simulated volume.

Issaka and Ambastha (1992) found the swept volume was overestimated for horizontal

wells, with gravity considered in their 3D model.

2.3 Estimation of Formation Permeability and Skin Factor

The semilog straight lines of the early time well testing data are used to estimate k or kh of
the inner region in composite reservoirs (except the Hazebroek et al. method, 1958).

Messner and Williams (1982a) found that the estimated steam permeability of the inner
region was an order of magnitude less than the input absolute permeability, both from the
field falloff data and the simulation falloff data. They ascribed this result to the small
relative permeability of the steam vapor. They also obtained positive skin values for the

well tests.
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Onyekonwu et al. (1984) found that the semilog slopes calculated from effective parameters
compared favorably with those from the plot of the simulated falloff data during in-situ
combustion processes.

Fassihi (1988) and Ziegler (1990) pointed out that the estimated permeabilities were in
agreement with the effective permeabilities at the average steam saturations. But they did
not show how to calculate average steam saturation.

Ambastha and Kumar (1989) carried out the pressure falloff analyses for three cyclic
steam injection wells in a low-permeability (< 1 md), heavy oil, reservoir with steam-
induced vertical fractures. They reported a good éstimare of the product kx/ and
approximate estimates of k and xr. They assumed S, = 1 in the swept region, which,
they noted, was not true.

Issaka and Ambastha (1992) found that steam chamber mobility and skin factor could be
reasonably estimated from the well testing data for horizontal wells. In their study, the
estimated permeability from well testing was in good agreement with the effective
permeability at the average steam saturation. The average stéam saturation was volume-

weighted saturation behind the zero-saturation front.

2.4 Estimation of Swept Volumes

Since the determination of the swept volume during thermal recovery processes is
important, different methods to estimate the swept (or burned) volume from pressure
falloff data have been investigated. These include the deviation time, intersection time, type
curve matching, and pseudosteady state methods.
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24.1 Deviation Time Method

When pressure transient data from a falloff test are graphed versus time, the data may
indicate an initial semilog straight line, characteristic of fluid mobility in the inner (swept)
zone. A deviation from the straight line occurs when the effects of the interface (or front)
separating the inner and outer zone are felt. The time at the end of the semilog straight line
is used to calculate the front radius, based on some theoretical dimensionless deviation
times. van Poollen (1964) discussed the concepts of radius of drainage and stabilization
time. He (1965) used a deviation time to locate the flood front in an in-situ combustion
project. Kazemi (1966) also used the deviation time method to calculate the distance to the
burning front from pressure falloff data of an in-situ combustion project.

Bixel and van Poollen (1967) solved the finite-difference equations derived from the
material balance using a digital computer. The ranges of variables studied included
dimensionless dme from 0.001 to 100 and storage capacity ratio from 0.001 to 1,000.
They found the dimensionless deviation time would be 0.25.

Merrill et al. (1974) derived a deviation time by generating a wide range of pressure falloff
curves for two-zone, radial, composite reservoirs using a numerical simulator. They found
the dimensionless deviation time to lie between 0.13 and 1.39 by running many cases for a
two-zone reservoir. The arithmetic average dimensionless deviation time was 0.389. They
stated that the range of error with the arithmetic average value of 0.389 would be 0.58 to
1.89. For a three-zone system, the average time of derivation from the first straight-line
segment of a plot of dimensionless pressure vs. the logarithm of dimensionless time was
0.485. The error of this estimate would lic with the range of 0.59 to 2.04.

Tang (1982) approximated the dimensionless deviation time to be 0.4 by observing the
pressure response from Eggenschwiler et al.'s analytical solution (1980). Ambastha and
Ramey (1989) observed the dimensionless deviation time to be 0.18 from their pressure

derivative response. Thus, more accurate deviation time is needed to obtain meaningful
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results from the deviation time method. Furthermore, the deviation method assumes the
flood front to be cylindrical. This is often not the case in thermal recovery processes
because of gravity effects. Another drawback of the deviation time method is that it is
possible for wellbore storage effects to mask the initial semilog straight line, making the
method inapplicable.

2.4.2 Intersection Time Method

When pressure falloff data deviate from the initial semilog straight line, it may be possible
to observe a second semilog straight line after some transition period, and if the falloff test
is run long enough. This second semilog straight line is characteristic of fluid mobility in
the outer zone. The time at which the two semilog straight lines intersect can be used to
calculate the front radius, based on a theoretical dimensionless intersection time. This
method, proposed by Merrill et al. (1974), is among the earlier methods used to calculate
the front radius. Merrill et al. (1974) showed the dimensionless intersection time of the
two straight lines is a constant, for mobility ratios close to and less than unity. However,
fmnnbﬂitymﬁosmuchgwata&muﬁty,ﬂwdimensioﬂessinmﬁmﬁmeisafumﬁm
of both the mobility ratio and the specific storage ratio. They presented a correlation of the
dimensionless intersection time as a function of the slope ratio, with specific storage ratio
as a parameter. The main drawback of the intersection time method in thermal projects is
that in most cases, either the falloff test will not be run long enough to see the second
semilog straight line, or outer boundary effects will mask the second semilog straight line,
as pointed out by Ambastha and Ramey (1989). In steam injection projects, even if the
falloff tests are run long enough, it may be very difficult to see the second straight line
because of a long transition between the two semilog straight lines caused by mobility and

storativity contrasts.
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2.4.3 Type Curve Matching Method

The type curve matching method involves fitting the entire falloff data to a set of theoretical
dimensionless type curvss computed from a mathematical model. Typically, the type
curves are dimensionless functions of pressure or pressure derivative versus time, with
mobility and storativity ratios as parameters. Bixel and van Poollen (1967) proposed a
type curve matching method to calculate the distance to the radial discontinuity in a
composite reservoir. Barua and Horne (1987) used antomated type curve matching to
analyze thermal recovery well tests. Ambastha and Ramey (1989) presented a type curve
matching method for thermal recovery well tests based on the relationship between the
dimensionless semilog pressure derivative and the dimensionless time, with mobility and
storativity ratios as parameters.

Although some analytical type curve matching methods were published, few applications
were found in the literature, probably because of the non-uniqueness problem. Messner
and Williams (1982b) used the type curve matching to analyze the interference testing data
for permeability and compressibility estimations. Ziegler (1990) used the type curve
matching method to estimate permeability and skin factor. Both of them used the standard
type curve matching techniques, i.c., the conventional type curves (Earlougher, 1977).

2.4.4 Pseudosteady State Method

The pseudosteady state method is derived from the mobility and storativity contrasts
between the inner and outer zones of a composite reservoir. The method was proposed by
Eggenschwiler et al. (1980). They demonstrated the applicability of the pseudosteady state
method by analyzing the previously published falloff data from van Poollen (1965) and
Kazemi (1966). The results were in close agreement.
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Several investigators have attempted to confirm the existence of the pseudosteady state
period. Walsh et al. (1980) proposed guidelines for evaluating pressure falloff tests for
both steam injection and in-situ combustion wells to determine the swept volumes as well
as the heat distribution within the reservoir. Using Walsh et al.'s analysis procedure,
Messner and Williams (1982a) analyzed falloff test data from several steamflood projects.
Temperature observation wells were included in'most of the steamflood projects to aid in
the verification of the analysis procedure. In addition, Messner and Williams (19822) used
a fully implicit thermal simulator to generate falloff data for a comparative analysis. They
concluded that in both the field and the simulated cases, the estimated swept volumes
appeared reasonable. There was a difference of about 10% between the estimated and the
simulated swept volumes from their one-dimensional radial model results. In their further
investigation, Messner and Williams (1982b) treated steam as a gas and used several
blocks in the vertical direction to investigate the effect of gravity. Similar results were
obtained.

Onyekonwu et al. (1984) simulated pressure falloff tests of in-situ combustion processes in
a one-dimensional, radial reservoir. The calculated volumes from falloff test data were in
good agreement with the simulated swept volumes. They, however, found that the swept
volume included both the bumed volume and the high gas saturation zone ahead of the
combustion front.

Fassihi (1988) used a numerical simulator so simulate falloff testing of steamflood and in-
situ combustion processes in both radial and areal reservoir models. e investigated the
effects of such parameters as wellbore grid sizes, non-uniform permeability, layering and
oil vaporization, on the swept volume. For steamfloods in relatively homogeneous
reservoirs, he compared the calculated swept volumes using the pscudosteady state method
with the simulated volumes. The differences between calculated and simulated swept
volumes were up to 33%. For very heterogeneous reservoirs, there was a very long
transition period that masked the pseudosteady state data. This made it impossible to
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estimate the swept volume. He also pointed out that the effect of irregular shapes of the

swept zones in these tests was not expected to have a significant effect on the simulated

swept volume. -

Ambastha and Kumar (1989) conducted a study to calculate swept volume from field
pressure falloff data of steam injection wells in a low-permeability reservoir with steam-
induced'vertical fractures. They reported that the estimated swept volumes using the
pseudosteady state method were unrealistically large. They suggested that the swept
volume overestimation may have been caused by short injection time effects on the falloff
responses for rectangular swept region.

Ziegler (1990) analyzed the pressure falloff and step-rate injectivity test data during a light-
oil steamflood at Buena Vista Hills field, CA. He found that data obtained from tests
allowed determination of steam-zone properties and swept volume. Information: obtained
from an offset temperature observation well and from a heat balance corroborated his
pressure analysis results. Ziegler (1990) also used a single-layer, radial grid simulation
model to evaluate the applicability of the pressure falloff method. In his study, he used
pressures and pscudo-pressurgs vs. shut-in time relationships. The calculated volumes
from falloff test data were in good agreement with the simulation volumes. He concluded
that falloff testing of steam injection wells was an effective method for evaluating
Issaka and Ambastha (1992) used a 3D model to simulate steam injection falloff testing
through a horizoixtal well. They investigated the effects of wellbore gridblock sizes,
injection time, injection rate and isotropy on swept volume estimation. They found that the
swept volume might be overestimated by 5% to 60% for horizontal wells. Issaka (1991)
also pointed out that the irregularities in the shape of the swept volume, caused by
increased injection time, affect the occurrence and slope (and consequently, calculated
swept volume) of the pseudosteady straight line.
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2.5. Application in Non-dipping and Dipping Reses:uirs

From the preceding literature review, it appears that the < guiceriva o, the thermal well
testing method to determine flow capacity and swept voluzy.: i thermal rcovery processes,
thus far, has only been concentrated to non-dipping reservoirs, and reasonsble success has
been achieved, especially when gravity effect is not considered. Howt, ver, some
inconsistent results and different wicwpoints were presented frora the preceding
investigations.

There have been a number of studies dealiz:z with steam drive in dipping reservoirs
(Rehkopf, 1976, Stokes et al. 1978, Moughamian et al., 1982, Abad, 1983, Abad and
Hensley, 1984, Atkinson et al., 1989, and Hong, 1988, 1990 and 1991). Al s:.dies
address recovery mechanism, and influence of various reservoir and operating parameters
on steam drive performance for dipping reservoirs. However, to thé best of our
knowledge, the literature does not contain any reference to the application of thermal well

testing method to dipping reservoirs.

2.6 Thermal Well Testing Method with Inclusion of Steam Condensation
Effect

Recently, Stanislav et al. (1989) have investigated the effect of heat losses on the estimation
of swept volume based on the pseudosteady state conccﬁt. They modified Eggenschwiler
et al.'s solution (1980) to the composite reservoir model by including a term which
accountsfc.nhe heat loss from the steam chamber.- They carried out a sensitivity study of
the solution to the heat loss term. They concluded that under certain conditions, heat loss
could have a significant effect on the pressure falloff behavior and dominate the

pseudosteady state period. Consequently, they proposed a new analytical procedure for
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falloff data interpretation, when heat loss effect is significant. To the best of our
knowledge, the literature does not contain any papers or comments about the applicability
of the new approach.



CHAPTER 3

STATEMENT OF THE PROBLEM

The literature review shows the application of thermal well testing method based on the
Eggenschwiler et al. theory to non-dipping reservoirs, horizontal wells, and vertically
fractured wells. It was expected that the accuracy and applicability of the pseudosteady
state method in the estimation of swept volume in all cases should be similar. However,
the literature review shows that the preceding investigators presented inconsistent, even
opposing results. This stimulated the further investigation of some fundamental concepts
and application of thermal well testing in non-dipping reservoirs. Also, it was expected
that further investigation of the application of thermal well testing in non-dipping reservoirs
would help to understang the application of thermal well testing in dipping reservoirs.

Gravity segregation is one of the prime factors in steamflooding (Faroug Ali and Meldau ,
1990). The effect of gravity segregation on the swept volume is one of interests. For
dipping reservoirs, different dip angles will result in different effects of steam cycling.
Steam cycling is used by Hong (1988) to represent the phenomenon of injected steam
rising to the top of a reservoir where it condenses because of cooling, and the condensed
water falls toward the bottom as a result of gravity. The effeet.of dip on the estimation of
flow capacity and swept volume needs to be investigated for those reservoirs.

Stanislav et al. (1989) presented a mathematical model that describes the effect of heat
losses on pressure behavior in falloff testing of steam injection wells. Based on this
model, they presented a general solution in the form of type curves (with the heat-loss
factor B as a parameter), along with the analytical solutions for the asymptotic cases (8 =

18
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0). A new method of falloff data analysis was also proposed. However, no reference has
appeared to discuss or apply this new well testing approach. Thus, the main objectives of
this study are:

1. to show whether the estimated volume from well testing includes hot water zone or not,

2. toinvestigate what the flow capacity estimated from well testing represents,

3. to evaluate the accuracy and applicability of the pseudosteady state method in the
estimation of swept volumes for non-dipping and dipping reservoirs under steam
injection,

4. to compare the accuracy of pressure, pressure squared and pseudo-pressure analyses,

5. to investigate the effects of gravity segregation of steam and irregular shapes of swept
zones,

6. to investigate the effect of dip on the swept volume estimation for dipping reservoirs,
and

7. to address the applicability of the Stanislav et al. well testing approach (1989).



CHAPTER 4

METHODOLOGY OF STEAM INJECTION FALLOFF TESTING

During practical steam injection falloff tests, the shut-in time is much less than the injection
time. Thus, the MDH method of analyzing buildup (or falloff) data can be used (Ramey
and Cobb, 1971). Throughout our study, the MDH method is used. In this chapter, the
liquid testing analysis and the gas well testing analysis are presented. The methods to
evaluate average pressure and temperature are also discussed.

4.1 Liquid Well Testing Analysis

When average steam properties are evaluated, liquid well testing analysis (or pressiite
analysis) could be applied to steam falloff testing. Liquid well testing analysis is the
popular thermal well testing method applied in practice.

4.1.} Formulation

Based on the theory developed by Eggenschwiler et al. (1980), during the early-time period
of well tests, and after the end of short-time wellbore storage effect, the infinite-acting
radial flow occurs. The plot of pressure vs. shut-in time will yield a semilog straight line
related to the flow capacity of the swept region. Using the slope of this semilog straight
line, the steam effective permeability and skin factor may be calculated from:

20
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_ 162.6(qs )5cB:shis

b= 1628GNB s @

s = 1.1513(&!1’;;{&) -log—Keey +323) 42)
* uscrd

where the formation volume factor, B;, and the viscosity of stcam, Ji, are evaluated at the
average pressure and temperature.

Because the high mobility and storativity contrasts exist at the boundary between the inner
(swept) region and the outer (unswept) region, the boundary acts as a closed boundary for
a short time. Thus, the infinite-acting radial flow is followed by the pseudosteady state
flow. The pressure vs. shut-in time will yield a Cartesian straight line characteristic of the
swept volume. Using the slope of th, straight line, the swept volur can be calculated
from

Ve = (5.615)(qs )scBs , 4.3)
2mdc;

where ¢; is the total compressibility, which is almost equal to the two-phase

compressibility c;, based on the volume transformed and heat released due to phase change
(Grant and Sorey , 1979):

C2= [(1-¢ )P Cr + 8Swpy Cwl ©®w-ps)

. 4.4
¢Lv %)(PW ps)

Using the Clausius-Clapeyron equation to approximate the slope dpy/dT and using oilfield
units, ¢z, is (Walsh et al. , 1981):
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_ <pC> Pw-Ps 2
c2¢ = (0.18513) , (L"Pwps) (T +460) (4.5)
where
<pC > = (1-9)prCs + ¢SwpwCw - (4.69)

The two-phase compressibility c24 (Eq. 4.5) developed by Grant and Sorey (1979)
assumes that only water and steam exist. In practical oilfield cases, at least 3 phases (oil,
water and steam) exist. If the oil phase is also considered, the term ¢poS,C, may be

added into (oC ):

(PC )= (1-0)psCs + ¢S pwCw + SopoCo . (4.6b)

This implies that the total compressibility for multiphase flow in steam injection processes
should be further investigated.

The steam formation volume factor, B;, is given by

_ B . @7
Bs= @

The steam specific volume, 9, is calculated from

=2RT . 4.
0 oM 4.8)

Because z -values cannot be obtained directly from the simulation output file in our study,
Redlich-Kwong equation of state (Redlich and Kwong, 1949) is used to obtain z -values,
using the technique of successive approximations of real roots (Newton Method). Redlich-

Kwong equation of state is also uses in the simulator ISCOM 4.0 (CMG, 1987). Using
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the z -values obtained from this method to calculate 3, it was found that the values of ¥
were close to the values from the saturated-steam-property table (Perry and Green, 1984).

The water density is calculated from (Amyx et al., 1960):

Pu= (Pw)se . (4.9)
[1+ﬂp(T'Tsc)] [1-c(p-pse))

1.06083x10-3 °R-! and 4x10-6 psi-1, respectively, Eq. 4.9 becomes

pw = @34 . (4.10)
[1+1.06083x10°3(T - 520)|[1-4x10%(p -14.7)

For steam, the flow rate, (gs )s, is the actual steam injection rate given by

(@5 )se = @ufs )sc Pw dse (Ts)sc - (4.11)

4.1.2 Identification of Flow Regions

From Egs. 4.1 and 4.3, the calculated permeability and swept volume are inversely
proportional to the slopes of the straight lines. This means that it is very important for the
correct straight lines to be chosen. To achieve this purpose, semilog pressure derivative
method (Bourdet et al., 1983, and Bourdet et al., 1989) is used to identify the various flow
regions. The semilog pressure derivatives are calculated from the falloff data using
Ambastha 's differentiation algorithm (1991). A log-log graph of the semilog pressure
derivatives (dpws/din (At )) vs. shut-in times is plotted. The semilog pressure derivative
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graph shows as a unit slope line for wellbore-storage-dominated flow, a constant derivative

value for infinite-acting radial flow, and a unit slope line for pseudosteady state flow.

4.1.3 Estimation of the Average Pressure and the Average Temperature

When average fluid and rock properties are calculated, the average pressure and the average
temperature must be determined. As pointed out in the literature review, different
investigators used different methods to obtain average pressures and temperatures. Issaka
and Ambastha (1992) compared the average pressures from different investigators'
methods with the volume-averaged gridblock pressures. They concluded that the average
pressure from the Ziegler method (1990) was the closest to the volume-weighted average
pressure, i.e., pressure obtained by extrapolating the pseudosteady Cartesian straight line
to zero time was found to be an accurate estimate of the average pressure. In our study, we
found that the average pressures from the Ziegler method was almost identical to the
volume-weighted average of the gridblock pressures.

This study uses the volumc-weighted average of pressures in the swept zone at the instant
of shut-in. For the field well tests, the Ziegler method is recommended to calculate the
average pressure.

The steam saturation temperature corresponding to the saturation pressure may be obtained
from published steam property tables or diagrams. In our study, the average temperature:is
obtained from the average pressure according to the saturated-steam-property functional
correlations presented by Tortike and Faroug Ali (1989). The average temperature
calculated in this manner is almost the same as the volume-weighted average of

temperatures in the swept zone at the instant of shut-in.
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4.1.4 Wellbore Radius

When calculating skin factor, we use the effective well-block radius, equivalent to the
radius where the actual flowing pressure equals the numerically calculated well-block
pressure (WBP). It is given by Peaceman (1983) as follows:

re =0.14 (Ax2+ Ay2)2 . 4.12)

When Ax = Ay,
r =0.2(Ax) - (4.13)

4.2 Gas Well Testing Analysis

Egs. 4.1 through 4.3 treat steam injection processes as a kind of liffuid injection processes.
In the typical steam injection process, the infected steam is usuvally of medium to high
quality (i.e., greater than 50%). Thus, the injected fluid can be thought of as being
volumetrically dominated by a vapor phase. Furthermore, the well tests are designed to
determine the gas-dominated, swept-region properties. These factors suggest that a
pressure transient technique designed for gas injection or production may yield better

accuracy.
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4.2.1 Pressure Squared Method

Starting from Eqs. 4.1 through 4.3, the following pressure squared calculation formula can
be derived (Appendix A):

k, 120854 @ufi)e 7Tis @.14)
msh
2. 2
5= 1.1513((£L”}!-)- log(—Xee ) +323) 4.15)
ms TR
v, =17:389 (q.,f,'),,,.ﬁ' , 4.16)
¢ceme

where mg’ is the slope of a straight line on a graph of pys2 vs. log(4t ) measured in
psia2/cycle, m,’ is the slope of a straight linc on a graph of p,;2 vs. At measured in
psia?/hr, g, is the surface cold water equivalent (CWE) injection rate of steam (STB/D), fs
is the steam quality (fraction). The standard conditions of p,. = 14.7 psia and Ty =520
oR are used. The average temperature T is the steam saturation temperature corresponding
to the average steam saturation pressure. The average steam viscosity and total
compressibility are calculated from the average pressure and temperature. The average
pressure and temperature are estimated using the same method as for the pressure analysis.

4.2.2 Pseudo-pressure Function Method

The use of the real gas law concept naturally suggests the use of pseudo-pressure function
analysis for greater calculation accuracy. Similarly, we have the following equations for
pseudopressure function analysis method (Appendix A):
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k. = 120854 (Gufo)ec T

it . @17
s =1.151 (Ml"—’) 1og(—f-L-) + 323) . (4.18)
¢ ucn?

Ve = 17389 @ufi de T @19
P UsCeme

where m," is the straight line slope of Yws vs. log(At ) measured in psia?/(cp-cycle), m.
is the straight line slope of Yws vs. At measured in psia?/(cp.hr). The pseudo-pressure
function is calculated by the computer program (Appendix B). Appendix C is an example
of the input and outputdata for this program. Other conditions are the same as the pressure
squared analysis method.



CHAPTER §

SIMULATION STUDY OF THERMAL WELL TESTING FOR
NON-DIPPING AND DIPPING RESERVOIRS

The numerical simulation study is carried out to evaluate the accuracy and applicability of
the pscudosteady state method in the estimation of swept volume for non-dipping and
dipping reservoirs under steam injection. Attempts are also made to obtain steam cffective
permeability within the swept zone from the well testing data.

The ISCOM 4.0 (CMG, 1987) is used to simulate steam injection falloff testing during the
course of steamflood in non-dipping and dipping reservoirs. Steam is injected into
reservoir models until appreciable rock volumes are swept. Pressure falloff tests are then
simulated by shutting in the injection well and noting the wellbore gridblock pressures as a
function of time. The data are analyzed using the methodology described in Chapter 4.
The main assumption in the study is that the simulator ISCOM 4.0 accurately depicts the
pressure transient responses in the reservoir models.

§.1 Simulator

The numerical simulator ISCOM 4.0 (CMG, 1987) is used in this study. It was developed
by the Computer Modelling Group in Calgary (CMG). It is a multi-component, four-phase
(gas, oil, water and coke phase) model that has been extensively tested. It models flow of
mass and energy, heat conduction, heat loss, vaporization/condensation,
injection/production, and a general chemical reaction scheme. Gravity and capillary effects
can be included. A fully-implicit solution method is employed in this model. The model
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operates in 1-, 2-, and 3-dimensional Cartesian, cylindrical or curvilinear coordinates, and
is capable of simulating a well completion in directions paralle! to any of the coordinate
axes. However, it is very difficult to simulate well completions in the directions inclined to
any of the coordinate axes for thi: >ases in dipping reservoirs.

5.2 Reservoir and Fluid Model

The reservoir and fluid data typical of heavy oil reservoirs are used in this study. The
effects of gridblock sizes and well directions are also discussed.

5.2.1 Reservoir and Fluid Properties

Table 5.1 gives the reservoir and fluid properties used in this simulation study. Table 5.2
gives the viscosity vs. temperature relationship for the reservoir fluids (water, oil and
steam). The heavy oil is assumed to be a single-component dead oil with a gravity of 154
°API [0.962 g/cm’]. The water-oil and gas-oil relative permeabilities used in simulation
are shown in Figures 5.1 and 5.2, respectively. The saturation end points are temperature-
independent in this study.

5.2.2 Reservoir Gridblock Sizes

The reservoir model used in this study is of a formation area of 146,589 ft2 and of
formation thickness of 40 ft. The reservoir volume is 5,863,560 ft3. The gridblock sizes
are different for different gridblock models. For all models, one injection well is located in

the center of the reservoir.



TABLE 5.1 - RESERVOIR AND FLUID PARAMETERS
USED IN SIMULATION

Initial reservoir pressure, psia 700
Initial reservoir temperature, °F 93
Porosity, fraction 0.35
Initial water saturation, % PV ' 51
Initial oil saturation, % PV | 49
Horizontal absolute permeability, md 700
Vertical absolute permeability, md 70
Pore compressibility, psi-! x 106 300
Water compressibility, psi-1 x 10-6 4.0
Oil compressibility, psi-! x 106 7.3
Formation thickness, ft 40
Formation volumetric heat capacity, BTU/(ft3-°F) 35
Formation thermal conductivity, BTU/(ft-D-°F) 24
Qil density at the initial conditions, °API 15.4 (0.962 g/cm3)
Qil viscosity at the initial reservoir conditions, cp 2094
Steam injection pressure, psi 1326.2
Injected steam temperature, °F 580
Injected steam quality, fractional vapor mass 0.80]

TABLE 5.2 - VISCOSITY-TEMPERATURE RELATIONSHIP

FOR RESERVOIR FLUIDS
Temperature, Water, oil, Steam,

oF cp p cp

90 07714 2401 0.009726
100 0.6846 1377 0.009916
200 0.3081 41.04 10.011833
300 0.1820 8.494 0.013771
400 0.1486 3.960 0.015729
500 0.1265 2.501 0.017705
600 0.1265 2.500 0.019695
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Fig. 5.1 - Water/oil relative permeability curve.

0.8

0.6

04

0.2

L L] l L] L] LJ 1 L] L] L l 1 1] l L] L) L]

| ISP SO S |

L i 'l ' 1 i '] l 'l A 1 l ' L A ' A i

0.2 0.4 0.6 0.8
SL

b

Fig. 5.2 - Gas/oil relative permeability curve.

31



32

5.2.2.1 Effects of Gridblock Sizes and Wellbore Gridblock Sizes

To determine reservoir gridblock sizes, the effect of gridblock sizes and wellbore gridblock
sizes must be first investigated. Table 5.3 shows the gridblock sizes and wellbore
gridblock sizes for Test Runs 1 threugh 4, the corresponding semilog slope graphs are
plotted in Figures 5.3 through 5.6. In all cases, a fully-penetrating well is considered.
Because of the flow symmetry, only one quarter of the reservoir is simulated. Table 5.3
and Figures 5.3 through 5.6 show that wellbore gridblock sizes and the gridblock sizes
near the wellbore gridblock influence wellbore storage effect. For Test Runs 1 and 2,
though the wellbore blocks are small enough, the infinite-acting radial flow regime is still
masked by wellbore storage. For Test Run 2, though wellbore block sizes are reduced to 2
x 2 ft from 3 x 3 ft of Test Run 1, wellbore storage effect has not been reduced. Test Run
3 shows that a refinement of vertical wellbore blocks does not help to reduce the wellbore
storage effect or to identify the flow regimes. With smaller gridblocks around the wellbare
gridblock, Test Run 4 successfully shows the flow regimes, though the wellbore block
sizes are the same as Test Run 1. These test runs show that the gridblocks around wellbore
must also be refined to reduce wellbore storage effect, so that flow regimes can be
identified.

TABLE 5.3 - GRIDBLOCK SIZES FOR TEST RUNS

Test | dip |No.of |Wellbore Gridblock Sizes(ft)

Run |(degree) | grid | Block Sizes

No. blocks (ft X ﬁ) I J K
1 0 |acx2 | 3x3 | 25050153 ] 100153 |2x60
2 0 laxx2 | 2x2 | 25050152 | 100,152 | 2x60
3 0 |4x3x8 | 3x3 | 250,50,153 | 100,153 | &xis
4 0 |4xdx2 | 3x3 | 3001053 | 100,10,53 | 2x60
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52.2.2 Determination of Gridblock Sizes for Different Models

From Section 5.2.2.1, the gridblocks around wellbore must be refined. To obtain more
accurate estimates for simulated swept volumes, the gridblocks around the front should
also be refined. To consider the effects of gravity, vertical gridblocks need to be refined.
But we are restricted by the maximum number of vertical gridblocks and the maximum
number of total gridblocks, which are 8 and 380, respectively, in the ISCOM accessible to
us. For our reservoir model, the gridblock sizes used for different models are shown in
Table 5.4.

Bacept Fassihi (1988), and Issaka and Ambastha (1992), other investigators published
the results obtained from radial models. Starting from the radial and areal models, 3D
models are used in this study. With the radial and areal models, we could compare our
results with other investigators' results, and check whether our results are dependent upon
gridblocks or models. With 2D models converted into 3D models, gravity effects could be
investigated.

‘With the flow symmetry of non-dipping reservoirs around the well, 3D model I is used to
simulate one quarter of the reservoir to reduce the number of gridblocks required. 3D
model II is used to simulate one-half of the dipping reservoir because of the flow
symmetry in the J direction. Since more steam would go up along the dipping plane, the
well is shifted one block down in 3D model II, compared with 3D model I. The models
using 7x7x1 and 7x7x4 gridblocks are used in Runs 4 and S, respectively, to study the
effect of gravity.
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5.2.3 Well Directions for Dipping Reservoirs

For a non-dipping reservoir, the vertical well direction is parallel to the Z coordinate axis.
For a dipping reservoir, the well direction is inclined to the coordinate axes. Two
approaches to deal with the well directions in dipping reservoirs have been published. The
first one is that the well direction is vertical as shown in Figure 5.7 (for a vertical well).
The second is that the well direction is perpendicular to the bedding plane {dipping plane)
as shown in Figure 5.8 (for an inclined well).

Moughamian et al. (1982) employed the first approach. A highly implicit steamflood
simulator (Coats, 1976) was used in their study. The dip in their model was 53°. Hong
(1988, 1990 and 1991) employed the second approach of representing wells as per Figure
5.8. The dip was up to 45°. He used the simulator ISCOM (Rubin and Buchanan, 1985)
in 1988, which was developed by the Computer Modelling Group (CMG) of Calgary,
Canada. In 1990 and 1991, he used Chevron Oil Field Research Company's Steam
Injection Simulator SIS3 (Aziz et al., 1987). The simulator ISCOM 4.0 (Anon., 1987) is
used in our study, which was also developed by CMG.

Depending on the drilling practices, either an inclined or a vertical well may occur in a
dipping reservoir. However, it does not appear feasible to specify a vertical well in a
dipping reservoir in ISCOM 4.0. Hence, the second approach (Figure 5.8) of specifying
wells in dipping reservoirs is used throughout in this study.

5.3 Simulation Results and Discussion

Using the obtained radial model, areal model and the 3D medels, eighteen simulation runs
are analyzed in this study. The first eleven runs are anciyzed to determine the method to

identify the swept zone, to evaluate the accuracy of the thermal well testing, and to
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vertical well.

Fig. 5.7 - 3D Schematic mode! of a dipping reservoir for a
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Fig. 5.8 - 3D Schematic model of a dipping reservoir for an inclined well.
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investigate the effects of gravity segregation, the shape of swept zone and dip. The
investigationoftheeﬁ‘ectofanisonopyinpelmeabilityiscan'iedouttoconﬁrmtheeﬁ'ects
of gravity and shapes of swept zones. The application in dipping reservoirs is investigated
by studying the effect of dip angle. Real gas analysis is carried out to seek the possibility
for a more quantitative accuracy than from the liquid analysis. The other seven ideal gas
cases are analyzed to further verify the validity of thermal well testing. The simulated
falloff test results and conditions are shown in Table 5.5. The figures of calculation for
cach run are attached in Appendix D.

5.3.1 Determination of the Method to Identify the Swept Zone

During steam injection processes, three zones are formed: steam zone, hot water zone and
cold oil zone. Two fronts are formed: steam front and hot water front. The question is
whether the calculated volume from falloff tests includes the volume of hot water zone.
Table 5.6 shows the block and effective properties for Run 1. In this run, the radial model
was used, steam injection rate was constant at 500 STB/D cold water equivalent (CWE)
with 80% steam quality, and the duration of injection was 30 days. From Column (7), the
total mobility contrast in this run is at block 28, which corresponds to zero steam saturation
front (see Column (5)). The ratio of the total mobilities between block 28 and block 29 is
about 8.0. The hot water zone is at block 29. At the hot water front between block 29 and
block 30, the total mobility ratio is about 16. The mobility contrast at the steam front
should be high enough, so that it would behave like a closed boundary. In other words,
the pressure responses will first reflect the effect of this front. Hence, the swept volume
deduced from pressure falloff analysis should include only the volume of steam zone.
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TABLE 5.6 - BLOCK AND EFFECTIVE PROPERTIES
FOR RUN 1 (RADIAL MODEL)

m 2 @ () 5) ©) @ ® O
g%OCK r.ft ppsia T,°F S5 % A,,mdcp 4, md/cp Sg,% A,,md/cp

1 2 11021 5566 62.11 4346 4408 62.11 4346
2 4 10924 5555 61.94 4333 4395 6198 4343
3 6 10878 5550 61.70 4310 4372 61.83 4338
4 8 10848 5547 61.37 4277 4339 61.63 4333
5 10 10825 5544 61.03 4244 4306 61.41 4327
6 12 10807 5542 60.63 4203 4266 61.17 4321
7 14 10792 5540 60.22 4160 4224 6092 4314
8 16 10779 5539 59.90 4130 4195 60.68 4308
9 18 1076.7 5537 59.67 4112 4179 6047 4302
10 20 10757 553.6 5941 4091 4160 60.27 4297

11 22 10748 5535 59.08 4064 4135 60.06 4291
12 24 10740 5534 58.59 4024 4098 59.83 4286
13 26 10732 5533 5781 3961 4037 59.53 4280
14 28 10725 5532 56.63 3854 3944 59.13 4272

15 30 10719 5532 5500 3731 3813 5860 4263
16 32 10712 5531 53.04 3555 3641 5792 4252

17 34 10707 5530 5096 3370 3458 57.13 4237

18 36 1070.1 5529 4897 3184 3276 56.25 4221

19 37 1069.7 5529 4797 3087 3181 5581 4212

20 38 10694 5528 46.88 2981 3077 5534 4203

21 39 1069.1 5528 45.69 2866 2964 5485 4193

22 40 10689 5528 44.35 2751 2851 5434 4181

23 41 1068.6 552.8 42388 2641 2744 53.78 4169

24 42 10683 552.8 41.38 2529 2636 53.20 4156

25 43 1068.1 552.7 38.89 2417 2527 5259 4142

26 44 10678 552.7 3841 2296 2409 5195 4127

27 45 10675 5527 36.62 2149 2265 51.28 4111

28 46 10673 4526 28.13 1412 1587 5028 4077

29 51 10666 3534 00 00 202

30 56 10653 1696 00 00 12.5

31 61 10486 1139 00 00 28

32 71 955.3 965 00 0.0 74.1

33 81 951.2 943 00 00 824

34 101 946.6 940 00 0.0 820

35 121 941.8 940 00 0.0 81.7

36 161 936.6 939 0.0 0.0 81.5

37 21601 9323 939 00 0.0 813
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The results of the areal model als» supported this viewpoint. Figure 5.9 shows total
mobility and steam saturation distribution for Run 2, in which the areal model was used.
The injection rate and duration wére the same as Run 1.
Figure 5.9 shows that the total mobility ratio is greater than 6 at the steam front. The high
mobility contrast exists at the steam front. Therefore, the calculated swept volume from
falloff test analysis should represent the volume of steam zone.
Figure 5.10 is the total mobility and steam saturation distrit-.*ion at a shut-in time of 10
hours, which corresponds to a time after the end of the pseudosteady state in Run 2.
Comparing Figure 5.9 with Figure 5.10, we could see that the total mobility and steam

saturation distribution remain almost unchanged during the well test.

5.3.2 Validity of the Estiiviion of k, s and V;

The results of the radial model (Run 1) and the areal model (Run 2) are analyzed to
discuss the validity of the estimation of k, s and V; from thermal falloff testing.

Figures 5.11 through 5.13 show the semilog derivative data, semilog straight line and the
Cartesian straight line for Run 1, respectively. From Figure 5.11, we could casily identify
the flow regimes. Infinite-acting flow lasts from A¢ = 0.005 to 0.7 hours, pseudosteady
state from Az = 1.3 to 7 hours. The dotted line will be discussed in Section 5.3.3. From
Figure 5.12, the slope of the semilog straight line is 10.71 psi/cycle, and the pressure at the
shut-in time of 1 hour is 1068.1 psia. From Figure 5.13, the slope of the Cartesian straight
line is 4.0693 psi/hr.

Using the slope of the semilog straight line and Eq. 4.1, the calculated effective
permeability to steam is 80.2 md. However, the volume-weighted average steam saturation
within the swept zone is 0.5028. The corresponding effective permeability to steam is 62.1
md. Thus, the ratio of the estimated permeability from the pressure falloff datato the
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Fig. 5.13 - Cartesian straight line for Run 1.

permeability at the average steam saturation is 1.29. Using the wellbore pressure at the
shut-in time of 1 hour and Eq. 4.2, the estimated skin factor is 0.85, which compares
favorably with the input skin of zero.

Using the slope of Cartesian straight line of 4.0693 psi/hr (Figure 5.13), the estimated
volume is 278,582 fi3. Compared with the simulation swept volume, 265,904 fi3, the ratio
of the estimated volume to the simulation volume is 1.05.

Although the estimated swept volume represents the simulation swept volume within
engineering accuracy, the estimated permeability from well testing does not represent the
permeability of steam at the volume-weighted average steam saturation. This result
suggests that the permeability at the volume-weighted average saturation is not the effective
permeability within the swept zone. This could be explained by a special case, in which
steam relative permeability is a linear function of steam saturation, and viscosity is
constant. The case of Run 1 is similar to such a case (see the relative permeability curve in
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Figure 5.2 and the pressure distribution in Column (3) of Table 5.6, where small pressure
changes mean that viscosity is almost constant within the steam zone). In such a case,
calculation of effective permeability from volume-weighted average saturation is equivalent
to calculation of effective mobility from volume-weighted mobilities. The volume-
weighted average mv-vility within the swept zone for Run 1 is 3,304 md/cp. However,
awordingwmeﬂowmismnceconcept,theeﬁecﬁvesmmmobﬂity}:inthe steam zone
should be calculated from the following formula (Onyekonwu et al., 1984):

xs = In(rwr )
N 1}
) ((l:'l 3 Inririr))

i=l

(5.1)

where N = total number of grid blocks in the steam zone, and 7, =,,. The calculated
effective steam mobility 2, from Eq. 5.1 is 4,077 md/cp (sec Column (9) of Table 5.6).
This mobility of 4,077 md/cp should be the real effective mobility within the steam swept
zone, and thus the volume-weighted average mobility of 3,304 md/cp is not the effective
steam mobility within the steam swept zone. If the viscosity of 0.01881 cp at the average
pressure within the steam zone is used, the mobility of 3,304 md/cp is equivaleat to the
permeability of 62.1 md, which is equal to the effective permeability at the volume-
weighted average steam saturation. Thus, the permeability at the volume-weighted average
steam saturation is not the effective permeability. The effective permeability will be 76.7
md corresponding to the effective mobility of 4077 md/cp. The ratio of the estimated
permeability of 80.2 md from well testing data to this effective permeability of 76.7 md is
1.05. The two permeabilities seem to be comparable.

However, the estimated permeability of 80.2 md from well testing data is equivalent to an
effective mobility of 4,264 md/cp, with the viscosity of 0.01881 cp used. This mobility
corresponds to the effective mobility within the zone of the radial distance of 30 ft, or at
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block 15 (see Table 5.6). This zone is a high steam saturation zone, with steam saturations
greater than 55% in this run. The values of the saturation for different runs could be
different, but this phenomenon was found to be common. Therefore, the permeability -
estimated from well testing data reflects the effective permeability of z high steam satwration
zone some distance around the injection well. This viewpoint could be furthér verified
using the results of Run 2.

Figures 5.14 through 5.16 show the semilog pressure derivative data, the semilog straight
line and the Cartesian straight line for Run 2, respectively. The slope of the semilog
straight line is 11.371 psi/cycle. The slope of the Cartesian straight line is 4.5116 psi/hr.
The pressure at shut-in time of 1 hour is 986 psia. The dotted line and the points A through
F will be discussed in Section 5.3.3.
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Fig. 5.14 - Semilog pressure derivative data for Run 2.
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Because no formula to calculate effective mobility in an areal model exists, the mobility is
not for comparison. The permeability is estimated to be 81.1 md fror the pressure falloff
data. The volume-weighted average steam saturation is 0.4586, which corresponds to the
permeability of 52.6 md. The ratio of the estimated permeability to the permeability at the
average steam saturation is 1.54. The estimated skin factor is 0.45. The ratio of the
estimated volume of 241,658 ft3 to the simulation volume of 217,960 ft3 is 1.11 (see Table
5.5). The skin factor and the swept volume are favorably estimated. The permeability is
overestimated.

Further investigation of the steam distribution (Figure 5.9) leads us to find that the
calculated permeability from well tests would not reflect the permeability at the volrme-
weighted average saturation. In Figure 5.9, if we do not consider the steam saturations at
Blocks (4, 5) and (5, 4), 0.1851 and 0.1884, respectively, which are relatively small, the
average saturation for the swept zone will be 0.5054. The corresponding permeability is
62.5 md. Thus, the ratio of the calculated permeability of 81.1 md to the permeability of
62.5 md at the average steam saturation is changed to 1.30, 24% closer to 1.0. This
example illustrates that few blocks of small saturations along the steam front could result in
a small volume-weighted average saturation. Consequently, the permeability at the average
saturation would be much less than that calculated from falloff well testing data. Actually,
the pressure responses during the infinite-acting flow should reflect the flow before the
effects of the front are felt. In other words, the infinite-acting flow would end before the
effects of blocks of relatively very small steam saturations along the front are felt. Hence,
the permeability calculated from well testing could not simply be compared with the
permeability corresponding to the volume-weighted average steam saturation.

Figure 5.9 shows that the steam saturations decrease gradually from the wellbore block to
the steam front, and the saturations decrease faster along the steam front. This

phenomenon also happens in other runs. Further investigation of the steam distributions of
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other runs leads us to find that the high steam saturations around injection wells in each
case are almost the same from 0.625 &t thi wellbore block to 0.58 at a distance from the
well. The permeabilities from 74.6 ixd to 82.6 md corresponding to this range of
saturations can be compared with the calculated permeabilities from well tests (see Column
(9) of Table 5.5), which are about 80 md in every run. Thus, it is reasonable that the
calculated permeability from well tests should reflect the permeability of a high steam
saturation zone around the well.

It is expected that the comparison of the permeability from well testing with that at the
average steam saturation would be more favorable, if the steam swept zone is very large.
In such a case, the contribution of a few blocks of small steam satusations along the front

will be insignificant, with a large area of high steam saturations behind the front.

From the results of two models, we could conclude that the estimated permeability of steam
from pressure falloff tests is larger than the permeability at the volume-weighted average
steam saturation behind the steam front for small swept volumes. The estimated
permeability may reflect the effective permeability of a high steam saturation zone around
the injection well. The estimated skin factor compares favorably with the input data of
zero. The estimated swept volume is approximztely close to the swept volume behind the

steam front.

The discussion in this section suggests that because of high steam saturation gradients in
the swept zone, the estimated permeability from a well test does not represent the effective
permeability at the volume-weighted average steam saturation. Also, steam saturation
gradients could affect the accuracy of the estimation of swept volumes. Therefore, more
research is required to investigate the effect of saturation gradients (or mobility gradients)

on the estimation of flow capacity and swept volumes.



33

5.3.3 Further Analysis of the Pressure Derivative Curve

Figure 5.14 shows the semilog pressure derivative data for Run 2. A conceptual
explanation of the observed pressure derivative behavior follows. At the end of the
infinite-acting radial flow regime (point A), the inner boundary between the steam zone and
the hot water zone begins to effect. From A to B, there is a transition period. From B to
C, the derivative data fall on the unit-slope line showing the inner boundary effect.
Because the boundary is not a closed one, the regime from B to C lasts only for a short
period of time. The flow in the hot water zone is shown from D to E. Because of the small
hot water zone (about 10 ft in this run) and the effects of the inner boundary and the outer
boundary between the hot water zone and the cold oil zone, the pressure derivative data
from D to E does not exhibit a constant semilog pressure derivative representing the
infinite-acting radial flow in the hot water zone. The data from E to F may be contributed
by the effects of the outer boundary of the hot water zone and the cold oil zone.

The dbove analysis further supports the viewpoint in Section 5.3.1 that the swept volume
deduced from pressure falloff analysis should include only the volume of steam zone.

It is also found that almost all the derivative data from A to F fall on one single straight line
(shown in the dotted line) whose slope is less than one. This phenomenon is also found in
Run 1 (shown in the dotted line in Fig. 5.11) and other runs. It may be caused by a small
hot water zone and the low mobility contrasts at the boundaries, or other thermal effects in
thermal well testing. A detailed investigation into this phenomenon may be warranted,
especially if falloff tests conducted in the field also exhibit similar pressure derivative

characteristics.
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5.3.4 Gravity Segregation of Steam

An important feature of the steamflood process is the gravity segregation of steam. A 3D
model is used for the study of the effect of gravity. In this section, two sets of results from
areal models and 3D models are analyzed.

5.5.4.1 Effect of Location of Pressure Gauge

The areal model (Run 2) is first refined into 3 blocks in the vertical direction to obtain the
3D model I (Run 3). The pressure data at three different vertical blocks are different.
These different pressure data are analyzed to estimate flc:# capacity and swept volumes.
The results of Run 3 calculated from the pressure data at three vertical well blocks are
shown in Table 5.7. Table 5.7 shows that the results calculated from the pressure data at
different vertical blocks are different.

To investigate how the estimated permeabilities and volumes vary with the altitudes at
which the pressure data are measured (the locations of pressure gauge, in practical well
tests), anotker set of Runs 4 and 5 was tried. The gridblocks 7x7x1 in Run 4 are refined to
4 blocks in the vertical direction to obtain 7x7x4 gridblocks for Run 5. The results of Run
5 are shown in Table 5.7. It also shows that the results calculated from four different
vertical blocks are different.

Investigation of the results of Runs 3 and 5 in Table 5.7 leads us to find that the
permeabilities calculated from the pressure data at lower blocks are larger than those from
the pressure data at the upper blocks, and the volumes calculated from the pressure data at
the middle blocks (K = 2 in Run 3 and K = 3 in Run 5) are larger than any other volumes
calculated from other blocks.

To confirm whether this result is typical in well tests, other cases were investigated

including different gridblock models, different injection rates and times, and different
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reservoir parameters. It was found that although this result did not appear in every case, it
did appear in most cases. Attempts were made to discover the reasons for this behavior.
However, we were restricted by the available number of gridblocks in ISCOM 4.0.
Fortunately, if a reservoir is not very thick like the cases of Runs 3 and 5, the estimated
permeabilities and volumes frigh the pressure data at different altitudes are not too different.
However, if a reservoir is very thick, it is expected that there may be significant
differences. For comparison, we will use the results calculated from the pressure data at
the middle vertical wellblock (K = 2).

This finding is important. If this result is typical of thermal well testing, the vertical
location of pressure gauge in a well must be considered to interpret well testing data. Also,
it is expected that locations of observation wells in interference well tests would affect the

well testing interpretation. Therefore, this behavior is worthy of further investigation.

§.3.4.2 Effect of Gravity on the Estimation of Swept Volumes

When Messner and Williams (1982b) investigated the gravity segregation of steam, they
converted a one-dimensional radial model 20x1x! into a two-dimensional model 20x1x5,
with each gridblock cell in the vertical direction having a thickness of 10 ft. In their
numerical simulation study, the one-dimensional radial model gave a favorable volume
estimation. However, they found thet the estimated swept volume from the vertically
refined model was smaller than that from the one-dimensional radial model. It seemed that
the inclusion of gravity effect would lead to an underestimation of swept volumes.
Therefore, they raised a question: "Is this underestimation indicative of a real-life

phenomenon or a quirk exclusively inherent in the simulation model?"
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Comparing the results of Run 3 with those of Run 2 (see Table 5.7), we can see that the
estimated swept volumes from the 3D model (Run 3) a%¢ larger than the estimated volume
from the areal model (Run 2). However, when the 7x7x4 3D gridblock model (Run 5) is
used, Table 5.7 shows that the estimated swept volume from the 3D model is smaller than
that from the corresponding areal model 7x7x1 (Run 4).
From our results, we can see that whether the estimated volume from a vertically refined
model is larger or smaller than that from the corresponding areal model depends on the
gridblocks used in respective cases. Therefore, different results among models may be
caused by the coarseness of gridblocks, and the underestimation phenomenon Messner and
Williams (1982b) found is instead an inherent bias in the numerical model. Thus, it
appears that the effect of gravity does not significantly influence the estimation of swept

volumes.

5.3.5 Real Gas Analysis

The pressure data of Run 1 are analyzed using real gés well testing methods. Both the
pressure squared method and the pseudo-pressure function method are used. The results
are compared with those from the pressure analysis in Table 5.8.

TABLE 5.8 - COMPARISON OF RESULTS FROM
THERE ANALYSIS METHODS (RUN1)

Aulysis [kestSp| ke | ke | o Ve | Ve |V
Method | md | ma | k w | m |V
p 802 | 129 | 085 278582 11.05
p? 621 | 795 | 128 | 087 |265904|276311 {1.04

Yivs 78.6 1.27 1.34 273605 |1.03




58

§.3.5.1 Pressure Squared Method

Figures 5.17 through 5.19 show the semilog derivative data, the semilog straight line and
the Cartesian straight line of pressure squared data for Run 1, respectively. From Figure
5.17, infinite-acting flow lasts from Ar = 0.005 to 0.7 hours, pseudosteady state flow
from At = 1.3 to 6 hours. These flow regime durations are close to those of pressure
method. From Figures 5.18 and 5.19, m,’, pin2 and m.’ are 23148 psia®/cycle,
1.1408x106 psia? and 8796.2 psia2/hr, respectively. Using these data and Egs. 4.14
through 4.16, the following results are obtained:

kgc =79.5 nﬂ. kgc/ke =1.28
s =087
Vsc =276311 ft3, VSC,V s = 1.04.

These results are very close to the results calculated from the pressure analysis method (see
Table 5.8). The close agreement suggests that although the incorporation of the real gas
law allows more accuracy in evaluating reservoir propertics, the pressure analysis

technique using an average steam formation volume factor probably suffices for most

practical situations.
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Fig. 5.19 - Cartesian straight line of pZ, vs. At for Run 1

5.3.5.2 Pseudo-pressure Function Method

Figures 5.20 through 5.22 show the semilog derivative data, the semilog straight line and
the Cartesian straight line of pseudo-pressure data for Run 1, respectively. The pseudo-
pressure was calculated by the computer program (Appendix B). From Figure 5.20,
infinite-acting flow lasts from Ar = 0.005 to 0.7 hours, pseudosteady state flow from Az =
1.3 to 6 hours. These flow regime durations are close to those of pressure method and
pressure squared method. From Figures 5.21 and 5.22, m,", ¥, m" are 1.5571x106
psia?/(cp-cycle), 7.16817x107 psia?/cp and 5.9062x106 psia?/(cp-hr), respectively. Using
these data and Eq. 4.17 through 5.19, the following results are obtained:

ke =78.6 md, keclke =1.27
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s =134
Vs =273605 £83, Vs /V; = 1.03.

Again, these results are close to the results from the pressure analysis method and the
pressure squared analysis (see Table 5.8).

Table 5.8 shows that the pressure squared analysis and the pseudo-pressure analysis do
not substantially improve calculation accuracy. This is because of the relatively small
pressure changes common for steam pressure falloff testing. Therefore, the real gas

analysis may not be necessary for most steam injection falloff tests.
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Fig. 5.20 - Semilog pseudopressure derivatives for Run 1.
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5.3.6 Effect of Dip

The effect of dip is investigated to evaluate the accuracy and applicability of thermal well
testing in dipping reservoirs. Table 5.9 shows the results of dipping reservoirs of different
dipping angles. 3D model I is used in Run 3. 3D model II is used in Runs 6 through 9.
In all cases, injection rate is 500 STB/D, and injection duration is 30 days.

TABLE 5.9 - EFFECT OF DIP

Run | Dip 3; k¢at.s—8 Kec kee Vs Vse Ve
No. jdegrec ! | md | md ke f3 f3 | Vs

0 ja4s5. 589 |805 137 {022 |211021 261912 |1.24
15 ! = 593 | 817 {138 |045 210488 | 258551 |1.23 |
- .,.50 | 578 | 834 | 1.44 10.50 |211821 | 263330 | 1.24
45 | 48.06 | 58.1 | 809 | 1.39 [0.48 |210488 | 250604 |1.23 |

90 4891 | 59.6 | 79.4 | 1.33 10.48 |201960 | 231863 | 1.15

O oo |3 O\ W
S

From Table 5.9, we can see that thé ¢alculated permeabilities are all about 40% higher than
the permeabilities at volumetric average steam saturations. These results are in agreement
with those from non-dipping reservoirs.

Table 5.9 shows us that the estimated permeabilities are very close to each other for
different dipping angles. Permeability is calculated from infinite-acting flow data.
Wheaever infinite-acting flow proceeds, different dipping angles only result in different
gravity effect. During steam falloff tests, the flow is dominated by steam phase only. The
gravity would not be significant (see Sections 5.3.4.2 and 5.3.8). Therefore, the dipping
angles would not affect the estimation of permeability.
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Table 5.9 also shows us that the calculated swept volumes and the ratios of the calculated
swept volumes to the respective simulation volumes are close to each other. The dipping
angles do not affect the estimation of swept volumes either. This is consistent with the
principle of material balance, on which our method to estimate swept volumes is based.

The principle of material balance is not related to dipping angles.

Although dipping angles do not affect the estimation of flow capacity and swept volumes,
they do affect the shapes of swept zones (sce Figure 5.23). Due to long injection duration
before falloff tests, sufficient time is available for steam to segregate. Because different
dipping angles result in different gravity segregation, the shapes of swept zones are

different.

In our model, a well will become a horizontal well if the dipping angle is 90°. The results
of Run 9 is also shown in Table 5.9. In this case, the dipping angle is 90°. The results
show that te calculated permeability of 79.4 md is higher than the permeability of 59.6 md
at the average steam saturation of 0.4891. The calculated swept volume of 231,863 fi3 is
approximately equal to the simulation swept volume of 201,960 ft3. This finding is the
same as that obtained from non-dipping and dipping reservoirs. Thus, it seems that

thermal well testing method is applicable for horizontal wells (see also Issaka , 1991).
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5.3.7 Effect of Shapes of Swept Zones

Figure 5.23 shows the front locations in Run 3 and Run 6 through 9 at the instant of shut-
in. The shapes of swept zones in these runs are quite different. However, Table 5.9 shows
that almost the same results for permeability and swept volume estimation are obtained.
Therefore, irregular shapes of the swept zones do not have a significant effect on the

estimation of flow capacity and swept volume.

The shapes of swept zones do not affect the permeability estimation. This is because the
calculated permeability from well tests reflects the flow before pressure response reaches
the front. Section 5.3.2 demonstrated that the calculated permeability from a well test
reflects the effective permeability within a high steam saturation zone. The high steam
saturation distributions for each run are similar. They are not affected by the front shapes.

The irregular shapes of swept zones are caused by the mobility difference in all directions.
Figure 5.24 shows the vertical steam saturation and total mobility profile at J = 8 for Run
3. It shows that the front at K = 1 is nearer to the well than that at K = 2. It also shows
that the steam saturations or the mobilities at K = 1 are lower than those at K = 2. In this
way, steam will flow slower at K = 1 than at K = 2. It probably reaches the fronts at
almost the same time. Thus, the irregular shapes of swept volumes would not
significantly affect the estimation of swept volumes. Another viewpoint is that the
calculation using the concept of pseudosteady state is a material balance calculation. This
means that the pore volume of the swept region determined from the Cartesian graph of
pressure versus time is actually independent of the geometry of the swept zone

(Eggenschwiler et al., 1980).
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Fig. 5.24 - Total mobility and steam saturation distribution for Run 3 (J = 8).
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5.3.8 Effect of Permeability Anisotropy

Ahighcrpameabiﬁtyinoncdirecﬁoncancausemomﬂuidﬂuxinthatdirecﬁon,ifallother
conditions are the same. It is expected that more steam will move toward the top of the
formation showing more obvious gravity effect, if the vertical absolute permeability is
higher. Section 5.3.7 showed that the directionally variational permeabilities on the flow
plane caused significant irregularity of front shapes of swept zones. This leads us to
investigate the effect of anisotropy in permeability. The results of Runs 10 and 11 are
compared with those of Run 3. In Runs 10 and 11, all other parameters and simulation
conditions are the same as those in Run 3, except that kx in Run 10 is 700 md, and k; in
Run 11 is 500 md.

Table 5.10 shows the directional permeabilities and results of Runs 3, 10 and 11. The
effective absolute permeability is assigned the geometric mean of the permeabilities in the
two directions normal to the well in the well model of ISCOM 4.0. In these runs, k are the
square roots of the products of k; and k;, which are 700 md, 700 md and 592 md for
Runs 3, 10 and 11, respectively. Although the absolute permeabilities and the effective
permeabilities at 5, are different, the ratios of the estimated permeabilities from well testing
data to the corresponding effective permeabilities are similar. Although there are
permesbility differences between these runs, the simulation volumes and estimated volumes
are similar in each case. The ratics of the estimated volumes to the simulation volumes are
almost the same. In any case, the estimated skin can be compares favorably with zero.
Therefore, the permeability anisotropy does not affect the validity of estimation of k, s and
Vs.

In Run 10, ky is 700 md, ten times larger than that in Run 3. Compared with Run 3, more
steam moves 10 the formation top, as shown in Figure 5.25. This phenomenon is caused

by the higher permeability in the vertical direction kg , and thus, greater effect of gravity.
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Plan View (K=1) Plan View (K=1)

A .

Front View (J=8) Front View (J=8)
Run 3 Run 10

70

L

Plan View (K=1)

.

Front View (J=8)

Run 11

Fig. 5.25 - Effect of permeability anisotropy on the shapes of swept zones.
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Therefore, permeability anisotropy, or equivdenﬂy, the effect of gravity does not
significantly influence the estimation of parameters, such as k, s and Vs.
Figure 5.25 shows the irregular shapes of swept zones for Run 3, 10 and 1 caused by
permeability anisotropy. Table 5.10 shows that the similar estimates have been obtained
for the three runs. This further supports our conclusion that the irregular front shapes of
swept zones do not have a significant effect on the estimation of flow capacity and swept

volume (see Section 5.3.7).

5.3.9 Results of Ideal Gas Analysis

To the best of our knowledge, the preceding investigators used the values of some steam
properties published in the literature. The published values of steam properties are not
necessarily the same as those evaluated in simulators. This may lead to discrepancies in
calculations. In cir studiy, the values of steam properties in calculations are taken from the
input and output files of the simulator ISCOM 4.0.

Investigation of the calculation Eqgs. 4.1, 4.3, 4.5 and 4.7 leads us to find that the specific
volume of steam ¥, is an important parameter in computing k. and V5. Approximately, k,
is directly proportional to 9, and Vs is inversely proportional to 9, , Since d;is
proportional to steam compressibility factor z (Eq. 4.8), the values of z are very
important. This leads us to carry out ideal gas analysis. For an ideal gas, z = 1, the
results will not be influenced by the possible miscalculation of 9 or z. It was expected
that ideal gas anallysis would yield more reliable estimation. In our study, we setz = 1.0
for Runs 1* thromgh 3* and Runs 6* through 9*. Runs 1* through 3* and Runs 6*
through 9* correspond to Runs 1 through 3 and Runs 6 through 9, respectively. The
results are shown in Table 5.5. Table 5.5 shows that the ratios of the calculated
permeabilities torthe effective permeabilities at average saturations in ideal gas cases are
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close to those in real gas cases. The ratios of the calculated swept volumes to the
simulation volumes in ideal gas cases seem to be about 20% lower than those for real gas
cases. All the volume ratios for ideal gas cases are close to 1.0, demonstrating more
favorable results.

The fact that the results in ideal gas cases are close to the results in real gas cases confirms
our results in this study. It also further verifies the validity of the thermal well testing
method.



CHAPTER 6

DISCUSSION ABOUT THE STANISLAV ET AL. APPROACH

Messner and Williams (1982a) conducted an investigation of steam injection well testing.
Their test data were analyzed with Eggenschwiler et al.'s theory (1979) and Walsh et al.'s
analytical procedure (1981). In an extension of their study (1982b), a numerical simulation
study was performed. They concluded that incorporation of the steam override effect in a
numerical simulation model yielded results that suggested pressure falloff testing may lead
to an underestimation of the swept pore volume. According to our study (Section 5.3.4.2),
their underestimation of the swept pore volume was an inherent bias in the numerical model
and was not representative of actual field results.

Messner and Williams’ underestimation of the swept volume (1982b) may have led
Stanislav et al. (1987 and 1989) to make studies to improve estimation of a swept volume
based on the pseudosteady state concept by considering the effect of heat losses on

pressure behavior during the falloff testing period.

6.1 The Stanislav et al. Approach
Based on the material balance with the inclusion of the steam-condensatios: effect, which is

induced by heat losses to the surrounding rocks, they derived the general differential
equation as follows:
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{8.)

The rate of condensation per unit volume, G, is calculated by the Yortsos lower-bound
expression (1984):

= 2hs-Ti) 62)
Vi at Ly h

Using the following dimensionless quantities:

_kh@i-p)
PD = Ta12¢Bp ©3)
rD =;'t; ] (6.4)
p = 0000264k (6.5)
ducrd
= hr3G
Op = G .000264)(141.2)8 6.6)

Eq. 6.1 can be transformed into a dimensionless form:

% rog",’ P G F,-1) 6.7)

For Eq. 6.7, the short-time approximation is:
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Pup =2(nip +081) +2BV1p +5 (6.8)

and the pseudosteady state approximation is:

pwp =L @244 )+ 2me, (r2IA ) + 2B Vip +5 - (6.9)
2 Car2

The dimensional equivalents of Egs. 6.8 and 6.9 can be written as:

Ao - (y Dint =288 1 12+ (y2)In(S +0.81 +25) - (6.10)

and
Ap - 2895 P4 \2 = 298 (r, HAY + (y/2)1n(2624«‘-}) +7s (6.11)
ATW

respectively, where

_ (Fp' Dk (Ts - Tdrw —k_ (6.12)
p=01 L.pwqB V ayc;
_141.2gBy
y=—gt (6.13)
5=264x10% . (6.14)
ducs?

Based on Eq. 6.10, a plotof A4p - (7/2) Int vs. ¥t should yield a straight line with a
slope



76

m=2pp"'"2 . (6.15)

From Eq. 6.15, the coefficient B can be readily obtained. The skin factor can be computed
from:

s =[4p Wry]-288 "2 - 12)In(8 +0.81) - (6.16)

where 4p (1) is the pressure difference at the test time of 1 hour, determined from the linear
plotof Ap -(7/2)Int vs.¥t.

In their presented paper (1987), Stanislav et al. demonstrated, from Eq. 6.10, the plot of
@i -p) vs. In(t ¢t P yielded a straight line having a slope

14128y

’ .1
kh ©1

which, they thought, could be used to estimate flow capacity of the inner region (swept
zone).

However, from the viewpoint of mathematics, from Eq. 6.10, the plot of (p;-p ) vs.
Int 485" ) should yield a straight line, instead of the plot of (p; - p ) vs. Inz et ) .

From Eq. 6.11, a plot of (4p - 2876 ¢ 12) vs. ¢ should yield a straight line with a slope

m* =280 (ndA) - (6.18)

which is equivalent to the following expression:
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e _ (5:615)B
(24)Ah¢c,

(6.19)
Eq. 6.18 or Eq. 6.19 could be solved for the swept volume.

Before the above approach can be used, ¥ and § must be calculated. From Egs. 6.13 and
6.14, the permeability k¥ must be known. However, & is not known before well tests in
practice.

6.2 Examples of Application and Discussion

Three examples are used to discuss the approach described above. The data of Example 1
are taken from Stanislav et al.'s example (1989). The data of Examples 2 and 3 are taken
from Runs 1 and 2, respectively, in Chapter 5.

Example 1

In this example, Stanislav et al.'s data are analyzed using the above approach to find what
problems will be met in practical application.
Using Stanislav et al.'s data, B can be calculated directly from Eq. 6.12:

B = 1yU2:6 - 1)(34)(480)(0.6) \/ (150)
7 (624.1)(45.2)(21,658) (0.83)(0.25)(0.016)(0.314)

=0.071.

But B estimated from the Stanislav et al. approach (i.e., Eq. 6.15) was 0.5 (Stanislav et
al., 1989), 70 times larger than 0.071.
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Figure 6.1 is the plot of Ap - (Y/2) In(At ) vs. At 1/2, where 7 is equal to 8.15 psi
calculated from Eq. 6.13. From Figure 6.1, we can see that all data points during the entire
testing period cover the same straight line. This makes it impossible to identify different
flow regimes. If the slope of this straight line is used, the B estimated from Eq. 6.15 is
0.52.

Ap -¥ /2In(AY) = 19.702 + 78.655 (At}%, R = 0.99953
L L A AL A B S S e

A

g

2
LI L

Ap - Y/2In(AY), psi

100

Y Y T T
1 !

0 » (] N » 1 4 N | N s 1 N " 1 5 2
3 4 5 6
Al w?

Fig. 6.1 - Plot of Ap - ¥/2In(At) vs. A2 of
Stanislav et al's data (1989).

Figure 6.2 is the plot of Ap - 2896 ?A¢ 12 vs, Ar. Except afew data points during the
early time period, most data points fall on the same Cartesian straight line showing a long
pseudosteady state period. As pointed out in Section 5.3.3, it is not practical to have a long
pseudosteady state.
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[ Ap - 2By8 At = 24.986 + 0.858(A1), R = 0.998 ]
0 | h

Ap - 2py5' A2, psi
b
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Fig. 6.2 - Plot of Ap - 28v8 2 Af” vs. At of
Stanislav et al’s data (1989).

Example 2

Figure 6.3 shows the data of Run 1 when the values of ¥ are equal to 1.06 psi, 9.3 psi and
12.0 psi, calculated from Eq. 6.13 when k is substituted with the absolute permeability of
700 md, the calculated effective permeability of 80.2 md from the semilog analysis of well
test data, and the effective permeability of 62.1 md at the average steam saturation,
respectively. when 7 = 9.3 psi, the curve is almost a horizontal line before At = 1 hour.
The calculated  from the slope of this line would be almost zero or a very small value.
When 7 = 1.06 psi or 12.0 psi, we could not obtain straight linss. When ¥ = 12.0 psi,
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the curve is concave. The slopes before Ar = 1 hour are negative. The calculated S would
be negative, which is not a reasonable phenomenon.

Figure 6.3 shows us that the early-time data are so sensitive to the values of ¥ that
impractical  could be obtained in some cases. Before Ar = 1 hour, In(4r ) is negative.
When At is very small, - ¥/2 In(Ar ) could be very large. If Ap is not very large, which is
typical of steam falloff tests, the pressure function 4p - 7/2In(4r ) could be governed by
the logarithmic term. In this case, the pressure function could decrease as time increases,

as happened when ¥ = 12.0 psi in Figure 6.3, which leads to impractical (negative)

estimation.
140 LR '.' T 7 T T
120 | x -
100 - = ; : “1
ag' N . .
g %0 " |
= i P
s 0T e -
=3 " u". :8°
< 40 -l.“;‘. -
: sweed x ¥=106
20 K + Y=93 -
e ¥Y=120
o [ [ t Il 1
0 1 2 3 4 5 6
A2, iR
Fig. 6.3 - Plot of Ap -¥/2In(At) vs. At}
of falloff data from Run 1.

The plotof Ap - 2875 2At 12 vs. At is shown in Figure 6.4. When generating this
plot, the values of B, ¥ and & must be known. Because B could not be obtained from the
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early-time well testing data, the value equai to 0.03227 estimated from Eq. 6.12 is used. ¥
of 9.3 psi and & of 6106.2 hr-! are obtained from Eqs. 6.13 and 6.14, respectively.
Figure 6.4 shows that the magnitudes of the pressure function Ap - 2y5 124z 12 first
increase, then decrease with time increasing, and soon become negative. Thus, the slopes

are negative. If the negative slopes are used to calculate swept volumes, the volumes

would be negative.

m I ] 1 ] 1 ¥
0 . , -
m* = - 25 psi/hr j
20 -
7 ]
Q* 40 m* = - 6 psi/hr -:
& 50 -
% 80 m*=-25psihr _
S0 [ A
120 | -

-140 P B NP NN R R DR |

0 4 8 12 16 20 24 28 2
At, hr
Fig. 6.4 - Plot of Ap - 288 “At? vs. At
of falloff data from Run 1.

Example 3

Fig. 6.5 is the plot of Ap - ¥/2In(Ar) vs. At 12 of falloff data from Run 2, where ¥ =

9.88 psi obtained from Eq. 6.13 is used. In Fig. 6.5, the two straight lines are generated.
The first straight line of the early-time data should be used to calculate B and s, whose
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slope is 0.92 psi/hrl/2, Ap () is 41.6 psi. Using this slope and 4p M), the calculated § and
s from Egs. 6.15 and 6.16 are 0.00133 and 0.53, respectively. However, the calculated B
from Eq. 6.12 is 0.03, about 23 times higher than the B of 0.00133 estimated from the
falloff testing approach. However, the opposite phenomenon happened in Example 1, in
which the caiculated B of 0.071 from Eq. 6.12 is about 70 times lower than that B of 0.5
estimated from the falloff testing approach.

The second straight line is drawn to show the importance to correctly identify flow
regimes. Although the straight line is obtained from Ar /2 equal to 1.8 to 4.5 hrl/2, the
data during this period should not be used to calculate B and s.

110

Ap - YIZIH(A‘). pSi
3

50 -
30 2 Y 2 4 ]
0 1 2 3 4 5 6
at?,
Fig. 6.5 - Plot of Ap - ¥/2In(At) vs. At'”
of falloff data from Run 2.

Figure 6.6 is the plot of Ap - 28y 124t 12 vs, At for Run 2, in which B is taken to
be 0.00133 estimated from the above falloff testing approach. If the slope of the straight
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line m* of 4.0336 psi/br is used, the calculated volume from Eq. 6.19 is 270,295 ft3. The
simulation volume of Run 2 is 217,960 ft3. The ratio of the calculated volume to the
simulation volume is 1.24. The ratio of the calculated volume from the conventional well
testing method to the simulation volume is 1.11 (see Table 5.5). This example does not
show that the Stanislav et al. approach improves the estimation of swept volumes.

Again, if the § value of 0.030 estimated from Eq. 6.12 is used to plot Ap - 286 124; 12
vs. A, instead of the B of 0.00133 estimated from the early-time well testing data, a

negative swept volumes will result.

PR N SN WL N U NN DTN SN X NN NN O TN N BT Y

0 4 8 12 16 20 24 28
At, br

S

Fig. 6.6 - Plot of Ap - 2818 *At? vs, At
of falloff data from Run 2.
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6.3 Further Discussion

In Examples 2 and 3, it was found that if the values of 8 calculated from Eq. 6.12 were
used, the generated pressure function Ap - 25 24z 12 and the slope m* were negative.
Consequently, the estimated volume would be negative. This might be caused by the large
value of the product 285 124r 12, If the product 2fy6124s 12 is large and Ap is
small, both the pressure function and the slope m* could be negative. The large product
2P0 124t 122 may be caused by the overestimation of 5. Because ¥ and & are the two
conventional definition terms, only B in the product is related with the steam
condensation term G. The rate of condensation per unit volume, G, was developed by
Yortsos (1984) for steam injection processes. Whether it could be used to calculate steam
condensation effect during falloff tests is worthy of investigation. Furthermore, the
results of Examples 1 and 3 showed us that the calculated 8 from Eq. 6.12 is much higher

or lower than that estimated from well test data, depending on cases. Therefore, whether
Eq. 6.12 could be used to calculate B is open to question.

The pressure function 4p - 285 12Ar1/2 could be further investigated. If we assume y =
10 psi, and & =100 1/hr, which are typical values, B = 1.0, which is not high, and At =4
hours, 25 12A¢1/2 will be 400 psi. Thus, Ap must be at least 400 psi at Ar =4 houts to
make the prv:ssure function values positive. Generally, the pressure drop at the shut-in time
of 4 hours could 132 zeach as high as 400 psi in practical steam injection falloff tests.

To guarantee that a positive swept volume would be estimated, the slope m* =
2196 (r,2/A ) must be greater than zero. From Eq. 6.11, the following condition must be
satisfied:

d(4p) 124, -112
d(At)>M A 12, (6.20)
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for late-time falloff data.

Similarly, to guarantee that a positive 8 would be estimated, from Eq. 10, the pressure
function Ap - 7/2In(At ) must satisfy the following condition:

ddp). Y 6.21
d(A:)>2(Ar) s (6.21)

for early-time falloff data, which is not readily satisfied before Ar = 1 hour.
In practical steam falloff tests, it will be difficult for all the above conditions to be satisfied,
because of the typical small pressure changes during the testing period.

6.4 The Modified Stanislav et al. Approach

The Stanislav et al. approach (1989) requires that the formation permeability be known to

estimate the B coefficient of steam condensation, and the correct § must be estimated to

obtain reasonable swept volumes. Generally, the formation permeability is not known
before well tests. In some cases, S may not be obtained for the lack of information.

Therefore, the Stanislav et al. approach needs to be modified.

64.1 The Modified Stanislav et al. Approach

It is assumed that the product 2815 1/2 can be correctly estimated from available

information. The product may be named the steam condensation constant, represented by
Ce:
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Ce =2pp512 , (6.22)

. < 246CF, - Dy (T, - T))
e\2L,p¢cih

Although B, 7 and § in the definition 6.22 are related to £, the term G itself is not related

(6.23)

to the formation permeability. Furthermore, the term G is not even related to the wellbore
radius and formation flow rate. With the correct C obtained, the Stanisiav et al. approach
can be modified for practical uses.

For early-time falloff data analysis, rearrangement of Eq. 6.10 suggests that the plot of Ap
- Cg (&t )2 vs, log(Ar ) will yield a straight line with a slope

. 162608y 624
m == (6.24)

Eq. 6.24 can be used to estimate flow capacity. For small (4¢ )12, Ap - Cg (Ar )2
should be positive.

The skin factor can be obtained from:

)
=1.151 -log(—&—) +323] (6.25)
s 3((“’; ~)-logt ko)

where 4p @ was the value of pressure function 4p - Cg (At )72 at the testing time of 1
hour on the straight line on a graph of 4p - Cg (At )12 vs. log(4r).
Once the flow capacity is obtained, B can be estimated from:

p=-Sc_ . (6.26)
295 12
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With this modified approach, the condition described by the inequality 6.21 is not
necessary.
For the pseudosteady state data, the plot of 4p - Cg (Ar )12 vs. At should yield a straight
line with a slope
o+ = O:615)gB

(24)Vec, (6.27)
Eq. 6.27 can be solved for the swept volume directly, which is the same as the Stanisiav et
al. approach (1989).

Actually, even if Ci could not be estimated from available information, several guesses of
Cc may be tried until the linear plots of Ap - Cg (4f )12 vs. log(4t ) for early-time falloff
data and 4p - C(At)12vs. A for late-time falloff data are achieved. The fact that C > 0
and Cg must satisfy the following condition from Eq. 6.20 will help to guess Cg values:

(DL (6.28)

6.4.2 Example of Application

As discussed in Example 1 of Section 6.2, the data of this example are not typicai of
thermal well testing data, because the data showed a semilog straight line within the whole
range of testing period and a Cartesian straight line for a long time. Because § was not
obtained using the Stanislav et al. approach in Example 2 of Section 6.2, we cannot
compare the results from the modified approach with those from the Stanislav et al.
approach. Therefore, the pressure falloff data of Example 3 are analyzed to illustrate the

annlication of the mndifiad Craniclr o Al annenanh Tha nalmlasad watal alalin s
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d(At) is 12.6. According to the inequality 6.28, the steam condensation constant

Cc should be less than 12.6. Cg is guessed to be equal ic 10, S, 2.5, 1.0 and 0.5. For
the individual Cg, the semilog derivative data of the pressure fanction Ap - CgAr V2 are
shown in Figure 6.7. Figure 6.7 is used to decide which Cg can be chosen, so that the
linear plots can be achieved. From Figure 6.7, when Cg is reduced to 1.0 or 0.5, the
semilog derivative data approximately show a constant for the early-time falloff data and a
unit slope line for the late-time falloff data. That means when Cg is less than 1.0, the
linear plots on a semilog graph and a Cartesisn graph can be achieved and the flow regimes
can be identified. Thus, Cg equal to 1.0 is chosen in this example. The corresponding
semilog graph and Cartesian graph are shown in Figures 6.8 and 6.9, respectively. Using
the slopes of the two graphs, the calculated results are shown in Table 6.1. For
comparison, the results from the conventional well testing approach and the Stanislav et al.
approach are also shown. Table 6.1 shows that the results from the modified approach are
close to those from the Stanislav et al. approach. However, for the Stanisiav et al.
approach, the permeability must be known before the application of the approach. The
modified appreach can now be used to estimate permeability.

When Cg equals zero, the modified approach becomes the conventional well testing
approach. The advantage of the modified approach over the conventional approach is that it
can consider steam condensation effect.
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Fig. 6.7 - Semilog pressure function derivatives for Run 2.

Ap - C AP = 42,639 + 10839log(At), R = 0.99956
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Fig. 6.8 - Semilog graph of Ap - C; A" vs. At for Run 2.
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Ap - CoAP2 = 38.977 + 4.2994(A1), R = 0.9994
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Fig. 6.9 - Cartesian graph of Ap - C5A?? vs. At (Run 2).

TABLE 6.1 - COMPARISON OF RESULTS FROM
THREE WELL TESTING APPROACHES

Well Testing keatS;| k.. v, Vse
Approaches md | md fi fi3

RS

Conventional 81.1 | 045 241658 | Np

Stanislaveral. | 526 | N~ | 0.53 | 217960 | 270295 | 0.00133

The Modified 85.1 | 0.54 253585 | 0.00148
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CHAPTER 7

CONCLUSIONS AND RECOMMENDATIONS

The main focus in this study has been on the estimation of effective permeability and swept
volume from steam injection falloff testing data in non-dipping and dipping reservoirs.

Thermal well testing with inclusion of steam condensation effect has been also discussed.

7.1 Conclusions

Based on our simulation study, the following conclusions may be drawn regarding the

conventional approach of thermal well test anaiysis:

The estimated swept volume from falloff tests represents the volume of steam zone,

[
.

and is equal to the swept volume behind the steam front to engineering accuracy.

2.  The estimated permeability from falloff tests would not reflect the effective steam
permeability at the volume-weighted average steam saturation behind the zero steam
saturation front. Based on our results, the former is about 30% to 40% higher than
the latter. The estimated permeability from well tests may reflect the effective

permeability of a high steam saturation zone around the injection well.
3.  The estimated skin factor compares favorably with the input data of zero.

4. The estimation of flow capacity and swept volumes depends on the vertical positions

where pressure data are measured.

91



92
5.  Because of the relatively small pressure changes common for steam pressure falloff

testing, the pressure analysis technique should suffice from practical viewpoints, and
the real gas analysis is unnecessary.

6.  The formation dip affects the shapes of swept zones, but it does not affect the validity

of estimation of flow capacity and swept volume from thermal well testing.

7. The imregular shapes of swept zones and permeability anisotropy do not have a

significant effect on the estimation of flow capacity and swept volume.

From the discussion about thermal well testing with an inclusion of steam condensation

effect, we conclude:

1. The applicability of the Sanislav et al. approach is limited by its application
conditions in practical well tests. The modified approach proposed in this study can

expand the applicability by removing these conditions.

7.2 Recommendations

Further investigation in thermal well testing should address:

1. the effect of steam saturation gradients (or mobility gradients) on the estimation of

flow capacity and swept volume,

2.  the effects of the vertical and areal positions where pressure data are measured on

thermal well testing interpretation, and
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3. the total compressibility for multiphase flow during steam injection process.
Further studies in the thermal well testing with an inclusion of steam-condensation effect

should address:

1.  the calculation of steam-condensation term B, especially during falloff tests, and

2.  The magnitude of steam-condensation effect on thermal well testing interpretation.
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APPENDIX A

DERIVATION OF FORMULA IN REAL GAS ANALYSIS

Estimation of £ and s

If steam is treated as a liquid, k and s is calculated as follows:

From

we have

We know

k.= 162.6(qs )scBstis

5= 1.1513((&‘,"&”12) - log(—Kee 4 3.23
* e

= =¥ ,
pV =znRT zMRT

_ZTpgc
By pTs

Vic o 2q R T,
=3C = SM.o08C |

(@5)sc = (Qufs)sc (Pw)se (D )sc

(A-1)

(A-2)

(A-3)

(A-4)

(A-5)

(A-6)
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koo = 162.6 (qwfsdsc (Dwdac 25c 2R T pis

pHh M @D

Since zg, = 1.0, (o )sc =62.4 Ib/ft3at Ty, =520 °R and ps; = 14.7 psia, R = 10.732
psi-fi3/(1b mole-R), M = 18.02 Ib/(1b mole), Eq. A-7 becomes

ke = 6042.7 (qw fs)sc 2 T U . (A-8)
pmsh
Note that
2pms = mg' - (A-9)

IfT istakenas T,z and y, areevaluated at B, T, Eq. A-8 will become

12085.4 (g fo)sc ZT s

kec = : (A-10)
mgh
Because of Eq. A-9, Eq. A-2 can be written as
s = 1151 (&L”‘—‘“) log(—Xee 3 +323) . (A-11)

O ucn?

Eqgs. (A-10) and (A-11) are the calculation formula of k¥ and s for the pressure squared
method.

For the pseudo-pressure function method, note that
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Similarly, we have the calculation formulae for the pseudopressure function method as
follows:

k. = 120854 (quwf;)se T
ec .
msh

’ (A-13)

s =1.1513(("’“f’"f""')- log(—Xec ) +323] . (A-14)
ms ducr?

Estimation of Swept Volumes V;,,

In the pressure analysis method, the swept volume V;, is calculated from

v, = 5:61)s)eBs (A-15)
Q@4m:dc

Substitute (¢s )sc and Bs expressions into Eq. A-15, Eq. (A-15) becomes

V. 25615 @ufs e Qu)uc 20 2R T
=

A-1
UpmepcM (A-16)
If all the constants are evaluated, Eq. A-16 will become

Ve = 8.6946 (qwfs)sc2T (A-17)

pmcdc

Note that



andif T istakenas T, z is evaluated at P, T, Eq. A-17 will become

_17.389 (quf)se ZT

Ve :
ocem,

(A-19)

Eq. (A-19) is the calculation formula of swept volume for the pressure squared method.

For the pseudopressure function method,

2D pamy - (a-20)

Hsz

Thus, the calculation formula of swept volume for the pseudopressure function method is

Voo =17:389 Gufidee T . (A-21)
¢ Uscme
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APPENDIX B

PROGRAM FOR THE
CALCULATION OF PSEUDOPRESSURE FUNCTION

PROGRAM NAME: PSEUDOP

THIS PROGRAM IS TO CALCULATE PSEUDOPRESSURE FUNCTION
FOR THE THERMAL WELL TESTING.

YARIABLE LIST

P =PRESSURE, PSIA

T =TIME, HOUR

PP =PSEUDOPRESSURE, PSIA2/CP

NDATA =} UMBER OF DATA POINTS OGN A T VS.P ARRAY
Z =ZFACTOR

VISG = VISCOSITY

DPP1 = FORMER PSEUDOPRESSURE

DPP2 = INCREMENTAL PSEUDOPRESSURE

PDATA -—- PRESSURE INPUT DATA FILE

PPDATA -—-- PSEUDOPRESSURE OUTPUT DATA FILE

IMPLICIT REAL*8 (A-H,0-2)

PARAMETER(NUM = 100)

DIMENSION T(0:NUM), P(0:NUM), PP(0:NUM)
OPEN(UNIT=7, FILE=PDATA', STATUS='OLD")
OPEN(UNIT=8, FILE="PPDATA',STATUS='OLD')
READ PRESSURE VS. TIME DATA PDATA'

READ(7,*) NDATA
DO 101=1,NDATA



00

100

110

200
210

a0

OO0 00n0n0n0O0n

CALCULATE PSEUDOPRESSURE

P(0) =0.0

PP(0)= 0.0

DPP1 = 0.0

DO 100I=1NDATA

CALL ZFACT(P(D), Z)

THE RELATIONSHIP OF VISCOSITY VS. P IS OBTAINED FROM
SIMULATION.

VISG = 0.00199*(P(I)-680.86)/(1543.2-680.86)+0.017705
DPP2 = 2.0*P(I)/(Z*VISG)

PP(I) = (DPP1+DPP2)/2.0%(P(I)-P(I-1))+PP(-1)
DPP1 =DPP2

CONTINUE

WRITE(8,110) NDATA

FORMAT(2X, I5)

DO 2001=1,NDATA

WRITE(8,210) T(I), PP(I)

CONTINUE

FORMAT(2X, F15.6, 2X, F15.6)

STOP

END

SUBROUTINE ZFACT(P1,Z)

SUBROUTINE NAME: ZFACT(P1,Z)

THIS SUBROUTINE IS TO CALCULATE Z FACTOR FROM REDLICH-

KWONG EOS USING NEWTON'S METHOD (THE TECHNIQUE

105

OF SUCCESSIVE APPROXIMATIONS OF REAL ROOTS OF A EQUATION).

THE INPUT DATA REQUIRED ARE: P, PC, TC. TEMPERATURE IS

CALCULATED FROM THE SATURATION PRESSURE USING
TORTIKE AND FAROUQ ALI FORMULA.

YARIABLE LIST
P =PRESSURE, PSIA

" PC = CRITICAL PRESSURE, PSIA
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T =TEMPERATURE, °R
TC = CRITICAL TEMPERATURE, °R
NPT =NUMBER OF PRESSURE AND TEMPERATURE ARRAY
A0, BO = END POINTS OF THE VARIABLE

IMPLICIT REAL*8 (A-H,0-Z)

DEFINE THE FUNCTION AND THE DERIVATIVES

F(X)=X**¥3.0-X*¥2,0+C*X-D

F1(X)=3.0*X**2.0-2.0¥X+C

F2(X)=6.0*X-2.0

INPUT DATA

PC = 3198.0

TC =1165.14

A0=0.5

B0=12

CALCULATE TEMPERATURE FROM SATURATION PRESSURE

TEM = ALOG(P)

T=561.435 + 33.8866 * TEM + 2.18893 * (TEM)** 2.0 +
#0.0808998*(TEM)**3.0 + 0.034203 * (TEM)**4.0

CALCULATE THE COFFICIENTS OF EOS

A=0.42748*(P/PC)/((T/TC)**2.5)

B=0.08664*(P/PC)/(T/TC)

C=A-B**2.0-B

D=A*B

TEM=F(A0)*F(B0)

IF(TEM.GT.0.0)THEN

WRITE(6,*)WRONG END POINT VALUES'

GOTO %9

ENDIF

TEM=(A0+B0)/2.0

IF(F2(TEM).LT.0.0) Z0=A0

IF(F2(TEM).GT.0.0) Z0=B0

TEM1=ABS(F1(Z0)**2.0)

TEM2=ABS(F2(Z0)*F(Z0)/2.0)

IF(TEM1.LT.TEM2)THEN

WRITE(6,*)WRONG Z0 VALUE'
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GOTO99

ENDIF

C CALCULATE Z FACTOR USING NEWTON ITERATION FORMULA
XN=Z0
DO 201=1,100
XN1=XN-F(XN)/F1(XN)
TEM=ABS(XN1-XN)
IF(TEM.LT.0.00001)THEN
GOTO30
ELSE
XN=XN1
ENDIF

20 CONTINUE

30 Z=XN1

99 RETURN
END



APPENDIX C

AN EXAMPLE OF

INPUT AND OUTPUT DATA FOR APPENDIX B (RUN 1)

INPUT DATA OUTPUT DATA
File Name: PDATA File Name: PPDATA
The first row: Number of data points. The first row: Number of data points.
The first column: Shut-in time, hr. The first column: Shut-in time, hr.
The second column: Pressure, psia. The second column: Pseudopressure: psia2/cp
47 47
0.001 1098.9 0.001 81308732.280646
0.002 1096.7 0.002 80983520.039150
0.003 1095.1 0.003 80747439.459287
0.005 1092.9 0.005 80423429.899358
0.006 1092.0 0.006 80291081.146978
0.008 1090.6 0.008 80085436.776914
0.001 1089.5 0.010 79924056.708244
0.015 1087.6 0.015 79645718.887820
0.020 1086.3 0.020 79455576.080480
0.030 1084.4 0.030 79178111.720133
0.040 1083.1 0.040 78988566.395352
0.050 1082.0 0.050 78828371.412601
0.060 1081.2 0.060 78711975.072133
0.080 1079.9 0.080 78523026.934743
0.100 1078.8 0.100 78363337.170974
0.130 1077.6 0.130 78189328.157732
0.160 1076.7 0.160 78058956.965155
0.200 1075.7 0.200 77914236.346158
0.250 1074.6 0.250 77755209.305350
0.300 1073.8 0.300 77639662.253267
0.350 1073.1 0.350 77538633.852907
0.400 1072.4 0.400 77437675.696692
0.450 1071.9 0.450 77365605.730646
.500 1071.4 0.500 77293571.596884
600 1070.5 0.600 77164000.443826
0.650 1070.1 0.650 77106450.523729
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1069.7 0.700 77048923.530002
1069.0 0.800 76948306.452935
1067.8 1.000 76775983.351928
1066.2 1.300 76546540.064392
1064.7 1.600 76331769.936220
1062.8 2.000 76060190.206479
1060.6 2.500 15746374.973706
1058.5 3.000 75447470.097097
1056.4 3.500 75149196.019549
1054.4 4.000 74865711.745885
1052.4 4.500 74582799.273205
1050.4 5.000 74300458.430233
1046.6 6.000 73765584.986336
1043.0 7.000 73260764.685429
1039.5 8.000 72771740.324749
1032.7 10.00 71826629.667581
1023.1 13.00 70503570.396289
1014.0 16.00 69261527.779198
1002.4 20.00 67695322.647311
988.5 25.00 65843715.410948
979.9 30.00 64711820.623210



APPENDIX D

FIGURES FOR ANALYSIS OF THE SIMULATED
THERMAL WELL TESTING DATA
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Fig. D.1 - Pressure falloff data for Run 1.
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Fig. D.2 - Pressure falloff data for Run 2.
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Fig. D.4 - Semilog pressure derivatives for Run 3 (K=1).
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Fig. D.5 - Semilog straight line for Run 3 (K=1).
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Fig. D.6 - Cartesian straight line for Run 3 (K=1).
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Fig. D.8 - Semilog pressure derivatives for Run 3 (K=2),
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Pus= 976.62 - 11.559 log(Ar), R = 0.99984
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Fig. D.10 - Cartesian straight line for Run 3 (K=2),
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Fig. D.12 - Semilog pressure derivatives for Run 3 (K=3).
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Fig. D.14 - Cartesian straight line for Run 3 (K=3).
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Fig. D.15 - Pressure falloff data for Run 4.
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Fig. D.16 - Semilog pressure derivative data for Run 4.
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Fig. D.17 - Semilog straight line for Run 4.
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Fig. D.18 - Cartesian straight line for Run 4.
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Fig. D.19 - Pressure falloff data for Run 5 (K=1).
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Fig. D.20 - Semilog pressure derivatives for Run § (K=1).
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Pus = 97273 - 10.345log(At), R = 0.99974
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Fig. D.21 - Semilog straight line for Run 5§ (K=1).
Pus= 976.72 - 48584 (A1), R = 0.99947
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Fig. D.22 - Cartesian straight line for Run 5§ (K=1).
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Fig. D.23 - Pressure falloff data for Run § (K=2).
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Fig. D.24 - Semilog pressure derivatives for Run 5 (K=2).




Pws= 970,52 - 11.033log(A1), R = 0.99982
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Fig. D.25 - Semilog straight line for Run 5 (K=2).
Pus= 974.80 - 4.3418 (A1), R = 0.99859
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Fig. D.26 - Cartesian straight line for Run 5 (K=2).
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Fig. D.28 - Semilog pressure derivatives for Run 5 (K=3),
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Fig. D.29 - Semilog straight line for Run § (K=3).
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Fig. D.30 - Cartesian straight lin¢ for Run 5 (K=3).




Puws,Psia

840 I -
800 PN TEUY SHUS W SR N U N SR JUN SR S— — |
0 4 8 2 16 20 24 28 32
Ay, hr

Fig. D.31 - Pressure falloff data for Run 5 (K=4).
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Fig. D.32 - Semilog pressure derivatives for Run 5 (K=4).
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Pws= 96391 - 12.977log(At), R = 0.99982
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Fig. D.33 - Semilog straight line for Run 5 (K=4).
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Fig. D.34 - Canesian straight line for Run 5 (K=4).
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Fig. D.35 - Pressure falloff data for Run 6.
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Fig. D.36 - Semilog pressure derivative data for Run 6.
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Pys= 97999 - 11375 log(A1), R = 0.99969
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Fig. D.37 - Semilog straight line for Run 6.
Py = 983.35 - 42427 (A1), R = 0.99897
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Fig. D.39 - Pressure falloff data for Run 7.
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Fig. D.41 - Semilog straight line for Run 7.
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Py = 983.55 - 4.1657 (At), R = 0.99899
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Fig. D.43 - Pressure falloff data for Run 8.
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Fig. D.45 - Semilog straight line for Run 8.
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Fig. D.46 - Cartesian straight line for Run 8.
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Fig. D.47 - Pressure falloff data for Run 9.
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Fig. D.48 - Semilog pressure derivative data for Run 9.
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Pws= 975.00 - 11.759l0g(At), R = 0.99983
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Fig. D.49 - Semilog straight line for Run 9.
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Fig. D.50 - Cartesian straight line for Run 9.
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Fig. D.51 - Pressure falloff data for Run 10.
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Fig. D.52 - Semilog derivative data for Run 10.
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P = 967.77 - 1154 log(A1), R = 0.99986
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Fig. D.53 - Semilog straight line for Run 10.
Pyvs = 970.99 - 4.4342 (A1), R = 0.99862
968 S s SRV
964 ]
960 ]
K. 956 -:
i, 1
F ) ]
948 ]
944 ]
m b P N | L A S |
2 3 4 5 6

At, hr

Fig. D.54 - Cartesian straight line for Run 10.
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Fig. D.5S - Pressure falloff data for Run 11.
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Fig. D.56 - Semilog derivative data for Run 11.
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Py~ 98544 - 13.548 log(Ar), R = 099975
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Fig. D.57 - Semilog straight line for Run 11.
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Fig. D.58 - Cartesian straight line for Run 11.
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Fig. D.59 - Pressure falloff data for Run 1%,
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Fig. D.60 - Semilog pressure derivative data for Run 1%,
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Fig. D.61 - Semilog straight line for Run 1*.
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Fig. D.62 - Cartesian straight line for Run 1*,
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Fig. D.63 - Pressure falloff data for Run 2*.
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Fig. D.64 - Semilog pressure derivative data for Run 2*.




Pys= 994.09 - 13.508 log(Ar), R = 0.99984
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Fig. D.65 - Semilog straight line for Run 2*,
904 Pus= 9973 - 4.5678 (A1), R = 0.99824
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Fig. D.66 - Cartesian straight line for Run 2*.
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Fig. D.67 - Pressure falloff data for Run 3*.
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Fig. D.68 - Semilog derivative data for Run 3+,
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Fig. D.69 - Semilog straight line for Run 3*.
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Fig. D.70 - Cartesian straight line for Run 3+,
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Fig. D.71 - Pressure falloff data for Run 6*.
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Fig. D.72 - Semilog derivative data for Run 6*.
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Fig. D.73 - Semilog straight line for Run 6*,
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Fig. D.74 - Cartesian straight line for Run 6*,
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Fig. D.75 - Pressure falloff data for Run 7*.
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Fig. D.76 - Semilog derivative data for Run 7*,
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Pys= 98921 - 13.132 log(Ar), R == 09004
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Fig. D.77 - Semilog straight line for Run 7*,
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Fig. D.78 - Cartesian straight line for Run 7*.
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Fig. D.79 - Pressure falloff data for Run 8*.
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Fig. D.80 - Semilog derivative data for Run 8*,
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Fig. D.81 - Semilog straight line for Run 8*.
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Fig. D.82 - Cartesian straight line for Run 8%,
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Fig. D.83 - Pressure falloff data for Run 9*.
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Fig. D.84 - Semilog derivative data for Run 9%,
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Pys= 980.49 - 13.727 log(At), R = 0.99987
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Fig. D.85 - Semilog straight line for Run 9*,
Pys= 98358 - 4.6193 (A1), R = 0.99926
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Fig. D.86 - Cartesian straight line for Run 9*.
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