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Abstract
“This study attempted to determlne the effect “if any, a
tailored testing strategy had on the ab111ty estlmates

'>obta1ned from the vebal battery of the Canadlan Cognitive *
- 3 . . '

Ablllty Test level F.

A real data 51mulat10n study, based on a sample of 4057

grade 9 students~ was conducted te;compare results from a

'tallored testlng with those from a- conﬁfntlonal R

~adm1nlstrat19ﬁ b,

.8

’_/ o The comparlson between the tallored and conventlonal S
~—,4’»methods—of“test1n§“?EVEaled exceedlngly strong correlatlons '

e : :
C between correspond1ng subtest scores. S1gn1f4cant reductlons

. /’//were achleved 1n the number of 1tems that would be1 .

r/,.
admlnlstered ThlS reductlon was shown to have a m1n1mal

2

negat1ve effect on the prec151on of measurement

L
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1. INTRODUCTION

The” past %en years have been witngss to a revival of
conservative attitudes in educational philosophy. With -
free—schools, failUre—free schools, and the
ﬁdbeour own-thing" rhetorlc of the sixties and early /
seventies pa551ng on 1nto time, words such. as assessmemt
~caccountability, evaluation, and standardization are ohce
more finding their way into the educational forum. B
Practitioners as well as theoreticians are becoming affected
by this shift in the educational climate. Large scale
testlng and- evaluatlon programs, such as the National
Assessment project’in the United States, and many smaller
provincial or district programs are now being eStablished to
begin asfﬁs 1ng the present status of our educatlonal
systems. This change has brought the often mallgned but
seldom understood area_of measurement once agalnvlnto the
forefront of educational‘research and(reform.

Much has been written in attempting to define the term
"measurement. " Three decade:‘ago Stéﬁens (1951) 1nterpreted
| measurement as "the a551gnment of numerals to objects or
. pevents accordlng to rules" (p 1). Slnce then) this o //
deflnltlon of measurement has become popular and frequently /
appears in severalvtexts deal1ng-w1th~behau;oural w//
methooology (gg; Kerlinger, 1973)..
v,The "assﬁgnmentfoffngmerals";referred-to b?‘Stevens
:‘facilitates empigica; descriptton of thevquantitative,and

qualitative:charactefiStics of observable phenomena. The



) L)
assigned numerals inngf ledack meanlng and serve only as

symbolic labels until 3Juch t)@e as guantitative

associations, which ultimate«y transform these symbols into

numbers, are made.~The(£u%es‘used to form the numerical .
relationships arersystematig;brocedures which define

corresponderices between observable entities and quantitative
repreantation. fhe construction and application of these

.

rules of corresppndénce are gerhane to the art of
measurement Measurement cip tth be thought of as the study
of procedures and technlques used in the development and

implementation of 1nstruments that fac111tate“mapp1ngs of

A

observable phenomena.%hto the neal number_syStem.
The oldest and)most%Commonly‘USed instrument ‘of mapping
employed in,the afea of»educatfona}\andrpsychoIOQical

.

measurement is the written test. Generically, a test is ¢
thought to be any systematlc procedure for e\3c1t1ng

-responses_characterlstlc of the attrlbutegor tra&t\ln
questiond(Sax,l1974); - "~e"1 L.'d '\\Q\\’
Records (Miyazaki,. 1963/1976% Ebel, 1972) have shown S
- 'that the earliest'useyof-Written tests was by the anoient |
Chinese civil service in.about-the year‘2300 B. CZ=Potentiai

.

employees were assessed by means of competrtlve N

examinations. Chlnese governments malntalned this practlce('

until the turn of the present century. L

In the Western World unlver51t1es of the Medleval andt

w_

Renalssance perlods relled exgiu51ve1y upon the use of oralﬁ‘

~examinations. It was not until mid-way through the'51xteenth..r

*



century, when paper became more plentiful, that written
tests began ‘to replace their oral cous1ns " The Jesuits are
| generally considered the first 1n recent times to have |
frequently used written eram1nat1ons for evaluatlve and '
y’placement purposes.
In our society, measurement for the purposeskof
‘Teducatlonal ‘and psychologlcal dec151on making ha@‘ its
beglnnlngs in the early 1900 s from contrlbutlons by people
_such as Spearman (1914), Binet (1916) and Thorndlke (1919)
.«From these wovrks evolved cla551cal ‘test score theory and its’
:Vrelated statlst1cal framework | | o ‘\
One of the most use ul developments y1elded by
cla551cal test score th ory is the weak form oﬁ/the V
true score model This odel 1s a mathemat1cal fUﬂCthﬂ
‘whlch defin s a relatlon between the hypothe51zed true test‘
1scores and the observed test scores based upon a set gf
_frelatlvely wSEt assumptlons Thes€ assumpt1ons and hence the
model are regarded as weak in the sense that they are.
"con51déted to be "obv1ously satlsfled by most data _(Lord" B

Novick, 1968 . 25). Because of this characterlstlc and

.because it has allowed us to do ‘a lot of useful thlngs, the .

‘weak true score model has galned wldespread acceptance as

/
the standard testlng model of educators ‘and evaluators..r‘

However, desplte 1ts popularlty, ‘the.. weak true score~"
model has not become the panacea of - psychometrlclans. On the
“;contrary, Hambleton (1979 - 1980) has dlscussed the many

l1m1tatlons of this model and related item technology



(i e. conventional item analysis). He has suggested that one’

of 1ts most severe 11m1tatlons is that the\values of the two

common item indicies, 1tem d1ff1culty and item .

. { . .
' discrimination are dependent upOn‘the grou ability

’characterlstlcs of the examinee- sample be1ng tested. ThlS.

v

'jllmlts the use. of obtained item statlstlcs to the
‘constructjpnapj tests that will be admlnlstered to groups

51m11ar in nature to that of the sample from whlch the 1tem

\

.StatlSthS wer%'lnltlally calculated Thus item parameters

}
-

thattremaln 1nvar1ant across groups would be a def1n1te

advantage to test‘de51gners and psychometr1c1ans for

!

'purposes of test constructlon.

)

A further def1c1ency of the - classucal model is the

‘»dependence of exam nee-ablllty estlmates upon the partlcular

_ch01ce of it in a test. W1thout go1ng 1nto the

-

,complex1t1es of test eguatlng (1n the conventlonal sense)
Cwe note that 1nter examlnee comparlsons of ab111ty are not
<90551ble unless all exam1nees have responded to 1dentﬂcal or‘
;statlstlcally parallel sets of 1tems In today s large,d
"ffcompetltlve school systems where dlstrlct and system w1de
.comparlson of studentsLTS”often de51rable, it is 1mpract1cal

¢

Ito mount large- scale testing campalgns that reqplre all -
,students to respond to- the same testlng 1nstrument- thlSlv
approach to testlng 1s too expen51ve for the y1eld of
\informatlon 1t prov1des for program evaluat1on..Hence the‘
'efablllty to compare examinees not respondlng to the same sets A

- ;
of items would be of great value to our educatlonal systems.,~

A
il

R
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‘;‘These limitations provided. the motivatjion tor
psychometriciansbto'Searchiror more appropriateytesting
models. One grdyp of such models that has recelved a great
deal of con51deratlon 1s the group of latent tralt models.

The theory of latent tralts has been referred to as'

item- characterlstlc ‘curve theory, item- response theory 'iﬂﬁ!‘
(IRT), and also modern test theory ThlS class of models is’

a relatively recent development and can. be consrdered to

have had its origins with Lofd's classic work A Theory of

[N c e

Test SCones (1952). . . v - o '“7T'. “

1%

The " plausablllty of latent tralts is established in

x;detall in sectlon 2. 2, but generally a latent tralt (or

A

latent ab111ty as it 'is sometlmes called) can be thought of

as - s@me unobservable characterlstic of human performance

which ultlmately 1s 1dent1f1ed and deflned in ‘térms of i

observéble var1ables. Latent tralt models are formallzed

L-mathematlcal funct1ons that def1ne latlonshlps between,

‘observable varlables and the. latent tra1t. Such models

' presume that quantlflcatlon of latent tralts can be used to

-

-predlct an examlnee 's performance in related 51tuatlons

latent ab111ty from a set of test 1tems.

(Lord & Nov1ck 1968) In other words, latent trait. modelS'

prov1de a method of- 1nferr1ng estlmates of an examlnee s

h

One of the attractlons of latent tralt theory is- that

*

it overcomes the dlsadvantages ‘of - convent1onal 1tem analy51s
¥

hfd1SCUSSed above. leen a large sample of examlnees, 1tem

parameters are 1ndependent of the group on whlch they were
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”

cdlculated (i.e. parameter invariance) and inter-examinee
\
2

comparisons: are facilitated since examinee ability estimates
¥

are not dependent upon the choice of test items that

e\

feature is that mathematlcal expre551ons relatlng item ‘{

comprlse the measurlng instrument. A particularly nice
performance td‘examlnee ability level are 1nherent in the

- model. For these reasoné\and others; latent trait theory has
bec0me, a¥ Hambleton (1980) puts/lt, "the hottest topic in
‘the measurement field." ‘

When Lord publlshed hlS treatise in 1852 his theory
hpreceeded pract1cal appl1catlon by more than, two decades.
Hambleton and Cook (1977) advanced the follow1ng five h
reasons as to why IRT took so long to become popular

A @

T.. Potentlal users were dlscouraged by the mathematlcal

/ .
.
&' . . . —

bcomplex1ty of IRT
2. 'Thé majorlty of)the work was aimed tQWard theoreticians
rather than practloners | | - . '
3. E ff1c1eut h1gh ipeed computer prbgrams [and in the
early years of IRT, eff1c1ent h1gh speed computers]
were: not avallable for 1tem parameter estlmatlon.
4.' Skeptlcs quest1oned the advantages galned through IRT v
LA5,"Concerns were expressed as to the tenaﬁlllty of. the ‘

:model s strong assumptlons.

[

As t1me passed the problems of tractablllty were solved

";1through the work of people such as B1rnbaum (1968) and Wood

:'i Lord ‘and Wlngersky (1976) Further work by Lord (1968) and

~"5others began to 51lence the skept1cs by demonstratlng IRT s

/

Lo
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utility, while spec1al journal issues (_g dourna] of
Educatlonal Measunement, 14(2), 1977), confe{ence se551ons
‘and workshops, and a myriad of readable journai articles
brought the theory of latent traits torfield practioners.
»The late seyenties saw iRT oetting‘the recognition it p N
”deserved v |

With the realization of Green s (1970, p. 194) prophecy
of "the inevitable computer conquest of testing,” the theory.
Jof latent traits has proven 1tself to be'useful as well as
gractlcal A most natural blend of item response theory and
tomputer technology 1s the ba51s of tallored or*adaptlve
testing. Tallored testlng 1s clalmed by some researchers
(Urry, 19?7) to have tremendous potent1a1 for 1mprov1ng the
measurement Of psycholog1ca1 traits and ab111t1es. »:d.‘ ; .

Tallored testlng 1s a measurement technlque in whlch
the test, as the name suggests,sis tallored (or adapted) to.k\\;
meet the specific ab111ty level of each examinee. A tailored
test 1s constructed from a pool of precallbrated items, such -
that the 1tems selected are of approx1mately average

dlfflculty for a given examlnee at a- gJVen ablllty level

. w
9. Cy

Then by 1mp11cat10n ’each examlnee need no@ reSpond to the
L : f

same set of items drawn from the same 1tem pool It can be
"'shown that admlnlstratlon of 1tems that dgrrgspond to the
examxnee s ablllty level 1ncreases the preC}51on of
Ah'meaSUrement on an’ 1nd1v1dual ba51s. For much of - the ablllty3~

‘"range, tallored testlng can result in more preC1se

”_measurements than are obtalnable u51ng conventlonal methods

s
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ability range. - ' - p/

of testing. (This assumes, of course, tests of'cOmparable

N f(

length.) The d1fference in prec151on is dramatlc for

examlnees at ablllty levels located at either extreme of the.
/ ‘.' o S &
Lord (1970) considers item economy angther possible

advantage of tailored teg~1ng A tailored test can attain a

|

level of prec151on at least comparable to ‘a conventlonal ,./

test even though most examinees will take 51gn1f1cantly
' L 38
fewer items. This has two partlcularly attractlve features:

, the first be1ng item conservatlon when the 1tem supplyﬁgs

limited,-a second. being a reductlpn 1n,the amountvof-tlme

consumed by testing;

The foregolng model of tallored testlng may seem to

rest on an unsupportable assumptlon. It presupposes that- the

-
examlnee S ablllty level is known pr1or to testlng, yet the'

purpose of the test is to measure th1s level hlS problem\
is solved by startlng ﬁrom a crude (1n1t1al) estlmate of ther

examlnee s ab111ty level ThlS estlmate may be obtalned 1n
. /

any number of ways - through rout1ng tests, estlmated from

/

,prev1ous data or test results, or through any other means»

-avallable to the tester. ThlS estlmate 1s used to select ‘and

1adm1n15ter ‘an 1tem wh1chyls scored and used as a basis’ to_
’kreflne the 1n1t1al est1mate. The reflned est1mate is used

»for a subsequent 1tem selectlon and the procedure 15' -

™

Irepeated untll a predeterm1ned termlnatlon crlterlon has-

been‘metg_"



Many variations of thls approach ex1st but they all

attempt to match the d1ff1culty of the 1tems admlnlstered to L

the: ab111ty level of the examinee. ‘”f ’

. The above descrlptlon should make clear that tallored
testlng is a dynamlc process unlrke the Stath methods of
conventlonal testlng Due to its dynamlc nature the most
practlcal paradlgm for Qallgred testlng 1s an 1nteract1ve

bcomputer based model Durlng the testlng procedure an»,

U

examlnee is seated in front of a video dlsplay computer e

o

termlbal on whlch the test items are presented The examlnee
responds to each 1tem by means of a typewrlter llkev |
keyboard The computer then performs the 1tem scor1ng and -
subsequent ablllty re- estlmatlon procedures. If the new
estlmate 1s greater than the prev1ous estlmate the next 1tem
selected w1ll be sllghtly more dlfflCUlt, and conversely 1f
the new estlmate of ab111ty is lower, then the succeedlng

IS

1tem w1ll be sllghtly ea51er.,The examinee’ s ablllty

™ estlmate becomes mote’ accurate wlth each 1teratlon of the _v"

testlng procedure.:The strategy followed 1s somewhat 51m1lar
. s / o . 8
to that of a b1nary search algor1thm.,-.i '

1 1 The Problent ""':"'

S

Wlth talléted testlng s con51derable advantages over;,gl;51

. \—\
5\

onventlonal methods of measurement 1t has the potent1almoff/3“

becomlng one of the most useful tools educators and

psycholog1sts have at the1r d1sposal Urry (1977 p 184) ;f*‘“

'1 p01nts out that "1f ta1lored test1ng 1s to have 1mmed1ate

EO

A

[~
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application; it‘must use existing testiitems'“ This
- statement suggests the p0551b111ty of mod1fy1ng ex1st1ng

tests for use as tallored tests. If tallored verS1ons of .

ex1st1ng tests can. produce results equ1valent to those-'

o~

.obtalnable from conventlonal adm1n1stratlons, then .the.

) !

-test1ng communlty can begln reaplng the beneflts oﬁltallored

"testlng w1thOUt wa1t1ng for test developers toﬂeonstruct'*

o

_‘tests espec1ally des1gned for adaptlve testlng W1th thlS as

- the motlvatlng factor, the purpose of the present study was

to determlne whether the appl1catlon of a tqllor1ng strategy

_ to an ex1st1ng,_1ntact test would yleld relets comparable

\‘

°hto those produced by conventlonal adm1n1stratlons of the

’_’same test. : = l

PEN

Clearly, a problem of thls magnltude cannot be answered

bY JUSt one Study Con51der1ng the vast number of tests _‘;,‘»

'currently avallable, 1t was necessary to reduce the problem
..,a"to one of manageab}e proportlon, by selectlng one test
battery and examlnlng the effect a tallorlng procedure had |
;%.on the results of that part1cular 1nstrument Thus, thlS
“.study attempted to determlne the effect, 1f any, a tallorlng

,f;:strategy had on the ablllty estlmates obtalned from the_.fg
dﬁ'verbal battg;q’tf the Canadlan CognltlvehAblﬁlty Test,?hl:
h;léVel F ]Thorndlke & Hagen, 1974) A 51mulathon study was‘
”*conducted to cbmpare results from an adaptlve testlng w1th i
"iiﬂjthose ﬁiom a convent1onal adm1n15trat1on.;ij;:~fiif e
| Some preV1ous work had been done 1n th1s area (Brown &

*E'Welss,_1977 Bejar,_Welss & Glalluca, 19?7- G1alluca & :



 Weiss,. 1979) but the ifstruments employed wereﬁbf the

classroom achlevement ar1ety Note that the tests used in
: §

1the Bejar et al. and the Welss and Gialluca/studles were
speC1f1cally des1gned for ta1lored testlng Other work.
(Lord, 1975) was based upon 1tem pools - formed by aggregatlng
.several dlfferent testlng 1nstruments, while still others ‘,f

~restr1cted themselves to measurlng ‘a s1ngle area (l e.

%

’

,x:{»

dlmen51on) of content.
The test selected for use in, thlS study was chosen fromyyb

the domalh of standardlzed mental ab111ty tests, wh1ch Qit

" can be argued rare totally dlfferent in nature Erom..

~

'classroom achlevement tests-(Bejar, Welss, & Klngsbury, o
1977). The items wh1ch formed ‘the 1tem pools are found in
‘the verbal battery of the Canadlan Cogn1t1ve Ab111t1es Test

'level F A mult1 dlmenslonal tallorlng strategy was used to
o
obtaln ab111ty estlmates for each of the battery s

r.hypothe51zed dlmen51ons. »f:' ot

: o
1. 2 De£1n1t10n of Terms,. ;
The follow1ng 1s a collectlon of terms accompanled by Q

/)

fdeflnltlons wh1ch 1nd1cate the prec1se sense 1n wh1ch these

T\- [

a;"terms were used 1n thlS study 'ﬁhffif‘ f:“”g“*

',1;j;adm1n15trat10n°-a procedure used to obtéln ablllty

i5

‘“fvnestlmates. In thlS study the follow;ng two procedures
' : ,o-"_,_ N »,*\'

A 'iwere employed'

h:agi conventlonal the admlnlstratlon of the Canadlan VTi..

SIS
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Cognitive Abilities Test inathe traditional pencil
and paper format.

b. tailored: a computerized simulative adminiétration
of the-gahadian ngnitive Abilities Test performed
"on the basis of raw item déta previously collected

in the traditional manner.
precision (of measurement ): the accuracy of measurement
in terms of maximum information or eguivalently, minimum

standard error of estimate.

subtest scores: the scores obtained on each of the four

subtests of the verbal battery of the Canadian Cognitive

7

AN
:

Abilities Test. Three sets of subscores were used in

this study. |

a. raw scores: the number-correct score for each of the
four subtests from the conventiénal administration.

b. conventional scores: a latent ability score computed

by Owen's (1975) Bayesian scoring procedure for each

of the four subtests on Wasis of the

. .. s
conventional administration.
|

c. tailored scores: a latent ability score computed by

Owen's Bayesian scoring procedure for each of the

four subtests on the basis of the tailored

“administration.
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1.3 Reéearch Questions

Given that the ébjective of this study was to assesSsS.
‘the effect of the imposition of a tailoring strategy upon a
conventidnal test (Jj.e. Canadian ngnitive Abilities Test, |
level F, verbal battery) three research guestions seem

relevant: o o »

1. What are the correlations between the respective subtest
scores of the simulated tailored and conventional

administrations?

o

/
. .
2. Can the tailored testing strategy result in a reduction //

of the number of items administered while maintaining am/

acceptable level of precision?
#
3, 1Is.there a high corresponéence between the informati

»

curves yielded by the two administrations?

It a high correlation between corresponding pairs cof
subtest sco?és could be established, then it was hoped to
‘show that the number of items réquiréd to obtain the same

precision of measurement under a tailoring strategy would be
. g

substantially smaller.

1.4 Del1m1nat10n of the Study . ' !
The study was carried out using 1tem level data
collected by the Edmonton PUbllC School Board 1n a district

wide admlnlstratlon of the verbal battery of the Canadlan

“
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Cognitive Abilities Test, level F. Item responses from 4057

grade_nine‘studen;s were provided for the study.

1,§”Justifi¢ation

" Research to date hSs generally estabiished the

credibility of tailored testing as a pbssible alternative to
- /

conventional testing methods. However, the majority of ?}

previous research has been based upon item pools

specifically designed for tailored testing. This study was

an attempt to examine the validity of Urry's (1977, p.184)
clafm that "if tailored testing is to have immeaiate
application, it must use existing test items." Developing
item pools specifically designeq fbr tailored tests that
measure the séme diménsions as currently exiéting :
conVention;i tests wodld be redundaﬁt as well as difficult
and expensive - both in terms“of timgland money. If it is
found that already ex§stinéitest item»pools (i.e. intact -
tests or subtests) can be used successfully with taillored
testing, then thlsﬂstudy will encourage practloners to apply
tailored testlng to their own testlng needs. The study was
intended to stimulate 1mme§1ate application of tailored’ t
testing rather than to perbetuaﬁe ﬁhe assrmpgion that
tailored testingirequifes Specially.designéd and complex
item.podls. | |

Provided it can be demonstrated that comparable results

cdn be obtained from tailored versions of -conventional. -

tests, evaluation as a whole is more likely to be
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transformed iﬁ‘a.way that will make it more efficient. Ae
-p:eviously noted tailoring carries the promise of greater
precision of éeaeurément for the adminisiration of a emaller
number of items than conventional testin L Hence tailored
testing pfomises to be a much mere coet ffective procedure
“than conventional testing. !

Other advantaées of tailored testing are by-products of
its computerized format. Resbonse errors are elihinated by
having examinees enter thei; respohses directly into the
computer’rather than on’ahswe; sheets which must then be
transcribed into machine readable form. The conventionel
problems of test security are reduced as the need for
multiple copies of e#amination materials 1s eliminatedf
Different security risks areAcreated as test security
becomes confounded with the problem of computer security.
These proﬁlems ﬁill_be‘sub€1e as secerity violations will be
more difficult to detect.

Computerized tailored testing eliminates the examiner
effect as well as problems involved with the handling ‘and
administ;ation of tes;ing materials. The efficiency of the
testing environment will beAmuch‘improvea thfouéh |
computerlzatlon

ThlS 1mproved eff1c1ency Wlll not come withoéut cost,
‘%however, as different env1ronmental effects must be dealt
with. Research (Hedl, O Neil, and;Hansen,A1971; Harley,

1979) on the use of computers as a testing medium has been

conducted, but more is needed to substantiate'gpsuits*andv



assess other eftects of computerized measurement.

‘One'area to benetit from tailoreddtesting is computer
assisted instruction (CAI). Having both the instructional
and‘evaluative aspects Jf the eduoational process located
within the same medium should attract more educators to the
possibilities of CAI and result in a better selectlon of
instructjional strategies.

Computerized testing offers other advantages besides
those of a lOngtlcal nature. Testing through thlS
'electronlc medium fac111tates the collection of 1nformat1on
' unobtainable through the more conventional, pencil and paper
modes of testing. For example,_response latency (i.e. the
amount of time taken to answer each item) would be very
impractical or even impossible to quantify in conventional
sett1ngs but a tr1v1al task in computerized enV1ronments.'
?Access to this kind of information will facilitate further
research in the area of response style.w

Measurement has progressed a long way sinee‘man first
became interested in the assessment of mental'abilities.,‘
From the anc1ent Chinese civil se;}lce exams to pencil and
paper exams, to Spearman s factor analys1s, and on to Lord' s»
latent trait theory and all of its appllcatlons,,the | o
development of measurement has closely paralleled o "¢/; .
c1v1llzat10n 5 progre551on from manual calculating through
electronic computat1on. With the 1ncrea51ng influx of
'computer technology 1nto the areas of educatlon and

L

psychology, the poss1F111t1es for 1mproved‘?easurement and



eva{uation teéhniques are limited only by imagination.
Tailored testlng is one of the more promising of these.
p0551b111t1es and with the recent popular1ty of latent trait
theory, it is hoped that more research will be done to help
in. the attalnment of its full potentlal

The followlng chapter examines the. work done in the
‘area of latent tra1t and tailored testlng» A crlthue of the

yerbal battery of the Canadlan_Cognltlve Abilities Test, .

level F is also included.



2. LITERATURE
Over the past few years the family of latent trait testing

models has attracted considerable attentlon from the
psychometr1c and measurement communltles The theory of'
'latent tralts 15 becoming 1ncrea51ngly more 1mportant -and 1s
forecast by some (Hambleton & others, 1978) to become the
method of the future for the measurement of mental.
abllltles The purpose of this chapter is to prov1de a
relatlvely brief overview of’ latent tralt theory and then
focus upon one..of the more promising appllcatlons of latent
trait theory, tallored testing and its relatlonshlp to the

' problem at hand. The chapter will conclude with a crxthue
of the Canadian Cognltive Abilities Test (Thorndike & Hagen,

1974) . - S

2.1 The Theory of Latent Tra1ts
| Thomas Warm( 978) 1ntroducea the flrst dhapter of hlS

~ Primer of Itém“Résponse Theory‘w1th a most zealous

¢

apprec1at109'of 1ts value
| Item response theory (IRT) 1s the most 51gn1f1cant
development in. psychometrlcs in many years. It 1s,
vperhaps, what Elnsteln s relat1v1ty theory 1s to
phy51cs.UI do not. doubt -that durlng the.. next decade
t1t Wlll sweep the field of psychometrlcs.. t. has
: been sa1d that I T allows one to answer any questlon>

,,1abQUt an item ... @ test or an exam1nee, that one

is entitled to ask. (p. 11)

18
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]

A comparison of IRT to Einstein'S‘relativity is, perhaps, an
overstatement of its importance but it does serve as |
testimony-to the exc1teLent‘and enthugiasm that ‘many
researchers and practitioners‘have for \this field.
'",}Desptte Warm's‘exaggerated views of.thedvalue_of IRT,

some researchers (Weiss & Davison, 1981) find, themselves in

general agreement with Warm. In the1r review of the research

literature pertaining to test theory for the perlod 1975

_through 1980, thby state that research had "concentrated on
'ﬂrelatlvely unlmportant developments in rellablllty theory
v durlng thlS per1od " The review . concludes that llttle4

‘progress was . made in the advance of cla551cal test theory

4

and that the most 51gn1f1cant contrlbutlons were made in the

develOpment-of alternatlye testlng models. These models,
‘uhich include latent trait theory,:nere proposed to handle'a
number of problems which cla551ca1 test theory has been
vunable to solve adequately Durlng the latg 1970's IRT was
the subject of a con51derable amount of research and ‘ '
underwent a perlod of rapld growth

Traub and Wolfe (1981), 'who appeared slightly reserved
in their regard for latent tra1t theory, note ‘that there 1s
still room for substantlal growth 1n many d1rect10ns. They )
‘tfeel that much research needs to be ‘done befoae IRT results
in a general 1mprovement of testlng procedures. A warn1ng
'was sounded w1th regard to bllnd appl1catlon of IRT models

and 1t was strongly suggested that con51derat10n of the .
\

models and the1r fundamental assumptlons needs to be given
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‘prlor to appllcatlon
l We have tried to bring the reader a message u51ng
the jargon of the market place, a message that is
;appllcable to latent trait theory when used'to
assess educational achievement: Cav;at emptor! A
‘(p.'384)
W,
2.1.l In General Terms N
It is generally considered that Lord's doctoral
dissertation A Theony of Test Scores (1952) was the birth. of

9

latent tralt theory or item characteristic curve theory as
he'called’it. The roots of latent_tralt theory can be traced
~as far back as the beglnn1ng of the twentleth century with
Blnet, but Lord's dlssertatlon is thought to be the flfSt
.appearance of IRT in its own right. ; T

Lord (195234outlined a mathematical model defining the
_relationship between an obtained test score and the -
underlylng trait (i. e latent trait) or ability being
measured HIS theory was expressed as a function of the
d1ff1cult1es and d15cr1m1nat1ng powers of the 1nd1v1dua1
test 1tems* The theory was developed for appllcatlon to
tests composed of - free response 1tems but 1t was argued that
exten51on to 1tem types that may be answered correctly by
guess1ng (_g multiple ch01ce, true false, etc. );is L
o mathematlcally stralghtforward Lord sees his ‘dory'as an

aid 1n 1nterpret1ng test scores, as well as a- major tool for»

test de51gn, constructlon, and analy51s. In the preface he
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'claims_that'this new theory
is more powerful L than dlrect appllcatlon of the
cla551cal theory of errors starting with the broad
assumptlon that test score and "true score" differ '
.by normally dlStrlbUted 1ndependent errors of
measurement (p v) .

In the following year Lord publlshed two papers (1953a,
-1953b)'which.extended and-reflned»hls previouys work. Both
articles wrestled with. the prohlem of‘developing a metric
for the ability or trait that under;ies:the the raw score of -
ﬂthe teet. It was desirable that such a metric 'be rnvariant
across-tests' These two papers along with Lord's
dlssertatlon, whlch were much more theoretlcal than
practical in nature, represented the ‘state of the art w1th
respect to latent trait theory at that time.

One of the many conclusions reached in these papers is
of .special interest.to this study. Quoting from Lord
(1953b): | | | |

JA given examinee's ab111ty can be estimated more
;accurately by admlnlsterlng free response items that
gare of 50% dlfflculty for exam1nees llke him than |
5 admlnlsterlng free—response items at any(other |
51ngle difficulty: 1evel (p. 75) { .
This maxim underlles some item’ selectlon strategles employed

‘in tallored testlng AS Wlll be dlscussed 1n a later

chapter, hls.study followed one such strategy 7
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Not.mUchbwas done in the area of latent trait theoryv
durlng the rest of the 1950's and, early 1960's, probablywdue
to its complex mathematical nature and a lack of the ’
.,computer technology (both hardware and software) necessary
to estimate model parameters and apply them to practlcal
testing problems.

In 1968, Birnbaum contributed four chapters to the well
known'textbook'by Lord and Novick (1968), in'which much of
the méthematics involved 1in the more commonylatent trait
models was worked out in great detailr Treatment was given
to both the two and three‘parameter formsJththe logistic
and normal ogive models. | |

Since then'a large number of journal'publications haye
been nriéten and several eonputer programs and(paokages have
been. developed Wright and Stone'(1979) released a'textbookw
dealing with the one parameter Rasch model and Lord (1980)
.has recently written another textbook dlrected toward
practlcal appllcatlons of IRT. The fyeld of latent trait
theory has def1n1tely opened up to those people looklng for
reasonable alternatlves to the~class1eal fest theory,

.
174

o 2.1.2 A Latent Trait
Up to EHTs~ppant the theory of latent tra1ts has been

dlscussed w1thout stating what ‘a latent tra1t is. .The- notlonA
Q .
of a latent trait must be. deflned before detalled

‘theoretical development can be provided.



| Lord (1968) refers to any deflned human characterlstlc
accountlng for some facet of an rnd1v1dual s behav1our as a
"trait." Examples of such tralts 1nc1ude mathematlcal
abilrty, verbal_ability,iphysical conditioning, and
creativity. | R N o

The adjectlve "latent" connotes a characterlstlc that‘
is underlying, hldden, or unobservable Hence,’a 'latent
trait” is thought to -be an unobservable human .
‘characteristic a characterlstlc W1thout any dlrect phy51cal

. l . .
referent. Such traits are 1nferred from observable or

manifest varlables w1th thelr 1dent1f1catlon belng the
subject of.considerable;theoret1ca1 model_bu1ld1ng and
. testlng - ‘»\‘ o :' ' r o s

There are ba51cally two major (and perhaps polar)‘views
hxnernlng the nature of latent tralts. The: first view
21ders a latent tralt % a hypothetlcal construct, whlch
!sts 1ndependently and apart from the 1tems that make up
je test. Thls view assumes that the items e11c1t latent

jresponses, whlch are translated 1nto observed responses to.

’1,}, .

-

Afpsychologlcal grounds,_prov1d1ng thlS ]ustlflcatlon is the
:objectlve of construct valldatlon studles.
. The- alternatlve 1s the emplrlcal view wlth latent

;:tﬁﬁats regarded as manlfestatlons of 1nte% 1tem and

.]1tem response relatlonshlps.,Those who ta e thlS stance deem"'

‘ model fit the 1mportant concern, not the alldlty of a.

1'construct. As thls v1ew stresses 1nter 1tem relatlonshlps,

-

;the 1tems. Hypothetlcal constructs require Justlflcatlon on

N
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S

perhaps it is more-deserving of the name "item response
theory" than "latent'trait theory.

An 1mportant assumptlon to latent tralt theory i's that

'the latent contlnuum is un1d1men51onal “Given that verbal

ability 1s a construct, would it be reasonable to assume

o

that it 1is also un1d1men51onal’ - perhaps not. Therefore,

.apply1ng latent tralt theory under the flrst v1ew could

v1olate‘an 1mportant a55umpt10n of the model’ The emp1r1¢al

view avoids this concern by v1ew1ng IRT models as, o

formallzatlons of the relatlonshlp between items and

reSponses, and 1gnores ‘the questlon of the meanlng of the

continuum. ThlS does not seem to be totally satisfactory, as

-tralts or ab111t1es are def1ned in terms of 1tems and 1tem':’
. Ly

responses rather than theory

b

The approach taken in the present study was one of

vcompromlse A latent t£a1t was/coﬁstdered to be a one

'\\h

dlmen51onal component of a hypothetlcal construct After

all,~we know that cdnstructs/such as verbal and arlthmetlcal
’ v : Q.

_abllity_aredwgll deflned in the educat1onal llterature

“-~Furthermore, it was assumed that the test 1tems measured the

'7construct and that the 1tem response relat10nsh1ps were

i characterlzed by the latent tra1t model The v1ew1was taken

wi7that both the meanlng of the contrpuum as well ‘as the

| response model are 1mportant 1n deflnlng a latent tra1t

The ult1mate obaectlve of laten tra1t thepry is to L

_quantlfy an 1nd1v1dual's p051t1on on ‘a tra1t 1n terms of a

fcontlnuum known generally as an ab111ty level In thlS j_u',ﬁf:f&
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study, the symbol - @ (theta)'is‘used:to represent ability
" level on the -trait: berng measured . The ablllty contlnuum,

thought to be an 1nterval scale, theoretlcally ranges from

minus 1nf1n1ty through p051t1ve 1nf1n1ty (j.e. -=<@<=).

2.1, 3 Assumptaoné? . - e

Certaln 1n1t1al assumptlons are. fundamental to the P

development of most mathemat1cal models and theorlesr The .

at

,vfollow1ng dlscu551on addresses four basic assumptuons

germane to,the theory of latent ‘traits.
2.1.3. 1 Un1d1men51onallty

A ba51c assumptlon of latent tra1t theory 1s that %/‘

the, dlmen51ona11ty of the latent space_(l.e. spaced

-definéd by a set of mutual ¥y orthogonal tralb:f'

Wh1Ch 1mp11es that a 81ngle tralt or ablllty underlles_ﬁ\\*4~/:

test perfonﬂance. Multldlmen51onal latent tralt models

-

do exist but Lord (1980) feels that the1r practlcal
appllcatlon is beyond the present state of the art. o
;.Hambleton (1979) suggests that the assumptlonvef”"”*

g,Un1d1men51ona11ty slmpllfles the 1ntenpretatlon of the’l P

resultlng scores. {_5 ; : *4\.'5

Methods that attempt to asSess the dlmens1ona11ty
of ‘a set of 1tems are plent}{ul and d1verse..E£ten51ve'~
'collectlons of such methods are reV1ewed by Hattle

,(1983(a), 1983(b)) but as reported 1n both papers “there

no known sat1sfactory 1nd1ces._
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2.1.3.2 Local Independence

Ituﬁs assumed that an examinee's responses to all
items are independent, or in other worés, the
probability of answering a given item correctly 1is
unaffected by responses to the other items. An
especially nice consequence of this assumption 1s that
“ the probability of a given response vector (/.e. series
of responses) is just the simple product of the
probabilities of the individual item responses.

S
.. Local independence is considered by Lord (1980) to

’Af.

be a natural consequence of the assumption of
unidimensionality and not necessarily an additional
assumption. Unidimensionality is a sufficient condition

for local independence however the converse is not true.

o

2.1.3.3 Test Speededness

4

Latent trait theory assumes a power test rather

&3 ‘
thanva speeded test. Speeded tests violate the

. assumption of local independence since the later items
of a test ﬁay be classed as wrong siyp%y»becaUSe the
examinee failed to reach thét point in the test. In IRT
it is assumed that an examinee attempts each item. For
speeded or pure speed tests Lord and Novick, (1968)

recommend other testing models such as the Poisson or

gamma models.

v

Sqte
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2.1.3.4 Item Characteristic Curves

The fourth basic consideration of latent trait_»
theory is that all item characteristic curves (1CCs)
take the general shape of the normai ogive. The ICC 1s a
function unique to each item that relates: the

.

probability of a correct response to the ability level
(0). This probability depends only on the shape of the’
ICC and is independent of the distribution of ©O.

Statistically the ICC represents the nonlinear
regression %f item score on ability. Then, by
definition', item characteristic curves are invariant up
to a ltinear transformation of the scale for ability,
across groups of examinees (Lord & Novick, 1§68). This
is one of the most important and useful characteristics
of lateAt trait theory. Figures 2.2 through 2.4 provide

several examples of item characteristic curves.

2.1.4 Normal vs:ﬁégistic Ogive
Q .
In the previous sub-section, in which item

characteristic curves were discussed, the assumption was

%

made that all ICCs take the general shape of the normal
ogive. However, since the-normal ogive is a transcéndent?l
function? the mathematic¢s encountered in working with it is

awkward, and a simpler model would be preferred.

-—— e —— e = o o — T S A e

"Regression functlons are independent of the frequency)
distribution of the predictor, variable (Lord, -1980).
:A curve not representable by an algebraic function.

e
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An algebraic ‘function that is mathematically simple and
that can be made to yield a very close approximation to the

normal ogive is the logistic ogive (equation 1) below.

L3

ES

w(x)=e£p(x)/(1+exp )=1/(1+exp(-x)) (1) ‘
Haley.(;ited in Birnbaum, 1968) illustrated the closeness of
this .approximation by determining that |
|@tx)-#[(1.7)x][<0.01  for all x.

In simple terms this means that ¥[(1.7)x] (logistic ogive)
differs from &(x) (normal ogive) by less‘ghan—0.01,
uniformly.for all x. The closeness of the two functions 1is
illustrated graphically in Figure 2.1. Hence, witheut'loss
of interpretability, th logistic ogive can ee substituted
as a mathemétically tractable alternative to the normal
ogive, the tesult-being a class of modeis known as the
logistic test models (Birnbaem, 1968) . | |
2.1.5 Logistic Test Models

There are tﬁree cemmOn varieties of the basic logistic
test model Each varlety is characterlzed by the. spec1f1c
attrlbutes of the1r assoc1ated item character1st1c curves

which result directly from 1n1t1al assumptions about the

item pool. Lo N

~ Perhaps the most popular'ﬁember of the logistic test

model family is Birnbaum's (1968) tbree—pafameter logistic

A d

model. Its popularity is due to claims (Urry, 1971; Warm,

1978) that it best describes the real world in'terms'of

~

responses to multlple choice items. The present study will

i
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Figure 2.1
Normal and LogLsth Ogives
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be based‘upon this model.
The general form of tiiifmgdei.is~given in equation 2:
- p(1]e)=c+(1-c) [ 1+exp(-1.7a(e-b)) ] " (2)
'where: : | )
a is the discrimination index,
b is the difficulty level, and
Cc.1s the pseudo-chance level for a given item.
Here it is assumed that all 1tems are of varylng difficulty
level and discriminating power; Also. the 1tems are free to
vary on a guessing or peeudo-chance parameter. Under
claéeical theory edtrue guessing or chence parameter would
be equal to the inverse of the number of distractors
belonglng to the item. "Such' a value 1s not reallstlc because
;examinees seldom.guess randomly when a response is not

known. Two examples of I1CCs associated with this model are

u
3

provided in Flgure 2.2. '

3 A spec1al case of tﬁis model is Birnbaum's (19685
;tmo—parameter loglstlc model, I't assumes a pseudo-chance
;J?péramater’oﬁ zero (i.e. C=0).fof every item but as in the
three-parameter model allows fo}‘varYing levels of
dlfflCUlty and d1scr1m1nat10n. Slnce the two-parameter model
ignores gue551ng, it seems a/prlorl that this would not be
as useful a model_for this study, whlch 1nyolved : ‘
multipletchoice itemé; as would the‘three—parameter model.
The two- parameter model is more - approprlate for' |

'dlchotomously scored free- response 1tems than ‘a test

composed of multlple choice 1tems. This model is ba51cally

2
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Fugure 2.2
" Three- porometer Logustuc Test ModeL
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the logistic analogue of the model Lord proposed in 1952.
Illustrated in Fggure 2.3 are two examples of ICCs that
correspond to the two;parameter.model. |

Another model that has recently received a great deal
of attentlon is the one- parameter lOQlSth model, more
comMonly known as the Rasch3 model. The Rasch model can be
v1ewed as a specxal case of the ernbaum three;parameter
model, but it can also be derived in an alternative manner, '
Aone,that is independent of other latent trait models_m

When the Rasch model is derived from Birnbaum's -
three—parameter'model,'it must be'aésdmed that all‘items
have equal discriminating power (i.e. a‘é') and have a zero
pseudo-chance level (i.ej\c=0). Items are allowed to vary ‘
only in terms of their difficulty. Two Rasoh‘model'ICCs are
1llustrated in Flgure 2 4, o ‘

+  Hambleton (1979) '1scusses several advantages of using

the Rasch model. He claims'that.sjnce the model has fewer
parameters it is both simpler to mork with and easier to..
explain. As a result of Having only ome'parameter, that of
‘item difficulty, the problem of parameter estimation is
minimized, These are considered to be important’ features in
promoting the'use of the Rasch,model, as practltloners are
thought to‘oreferlless,complicated modelsd,Ih addition to
these advantages, Hambleton also‘notes that (assuming
model—data’fit)'the rank order of eXamineeg)on‘testoscore
remains the same oh ability level unlike other latent trait .

e

“Named after the Danlsh mathematician Georg Rasch (1966)

Ed
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Fugure 2 3 o .‘5'
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models.

The assumptlons that make the Rasch model so appeallng
and simple are actually very restrlctlve and certalnly
unrealistit when applied to data from multiple choice. tests.,
Divgi (1981, p. 2) warns that the "use of an unrealisticalig
simple model can lead to serious errors.”" In a study of the
‘Rasch model for multiple choice 1tems, Divgi §1981)
dismisses as 1nadequate most studles in which the Rasch
model has been found to be satlsfactory on the grounds that
they have lacked power ful inferential technlques Using a
modified test of misfit, one that 1s Substantlally more
'powerful than previous tests, D1vg1 (p. 1) concluded‘that

avallable evidence suggests that the Rasch model cannot fit
"multiple choice 1tems and that-thekthree parameter moder is
‘superlor for this type of 1item.

Another problem with the one- parameter Rasch model i% -
its fallure to possess a high degree of item parameter ’
invariance. Green and Divgi (1981) showed that of the three.
popular logistic test models, the Rasch model has the least
item parameter ;nvarlance while Blrnbaum s 3-parameter model
has the most. This is indeed a serious con51derat10n when |
sselecting a'model as parameter invariance and objectivity .
are claimed as major-gdvantages of latent- tra1t theory For
these reasons other authors (Urry,‘1977) consider the
three-parameter loglstlc model superlor to the Rasch\model
for purposes of tailored testlng The three parameter model

¥
was used in the present study
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A recently developed model worthy of just a brief
mention is the four- parameter lOngth model. This moael Was
studied by Barton and Lord (1981) who were motlvated by the

concern that clerical errors committed by high-ability &

students on easy (i.e. les§ difficult) items would result in

ability estimates being severely under-estimated bf the
three—parameter moael. A fourth parameter, an upper ~
asymptote sllghtly less thah ﬁ, was added to the

three- parameter model to allev1ate thls concern fhrs model

is expressed as follows

P(0] 1)=c+(w-c) [1+éxp(~1.7a(€-b))1 " (3)
_where:

a is the discrimination index, o
‘b b is the difficulty level,

c is the pseudo-chance level for a given item, and

w is the upper asymptote.
This model was compared to the three-parameter model on

)

several sets of data and the ability estimates were found to.
be generally unchanged. Barton and Lord concluded that there

was little evidence to encourage the 'use of this model. -

2.1.6 Parameter Est1mat1on .

A serlous 1mped1ment to the use of latent trait models,

Y

Cin partlcular the three parameter lOngth model, 1is the

problem of parameter estlmatlon. In practlce it is necessary.

to est1mate the item parameters a, b, and C for each item of

" “the test and © for each person taking the test. Hence for an
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n item test taken by N peOple, 3n+N parameters must be

Hfhas beern wrltten‘ .concerning parameter estimation
»t, nothlng simple and elegant has been proposed )
;only used methods, both of ‘which were used in this
5,,arendescribed below.

V'A ‘popular technique, which'requires electronic

fputers for implementation, isbthe-method of maximum
,Akellhood estimation (Lord, 1980; Hambleton and-others,
;378). ThlS method 1nvolves an 1terat1ve procedure in which
fst imates of a, b, c, and @ are calculated 1n two stages
The ‘likelihood. functlon of both ablllty level and item
?,;:ameters idthe joint dlstrlbutlon of all 1tem scores
aCross all examlnees formed under the assumptlon of local
| ipendence (Lord,_1981 pp. 56, 59, 179 181); Max1mum ’

.?’ood estimates (MLE) are found by taklng the part1al

3 er1vat1Ve of the natural logarlthm (ln) of the llkel1hood
“functlon with respect toieach/of the four parameters. The .

~der1vat1ves ard: then set to zero yleldlng the llkel1hood j

equatlons. The numerlcal values of the parameters that set

'these equatlons to zero are con51dered to be the MLE of the

EN

Parameters. S . S .

“This method is actually estlmatlng two mutually

?

1ndependent sets. of parameters' one set relatlng to 1tems

and another set relat1ng to examlnees. When the 1tem

- A

' parameters are fixed or known, © for a glven 1nd1v1dual s

—————_——_-————_——_

‘Refér to Hambleton and others (1978) for a rev1ew of
several estlmatlon techn1ques. o



~38

!

determined simply by solv1ng one equatlon in one unknown,
And similarily, given fixed or known 0O, the item parameters
for a specific item can be found:by solving'a'system of

threeaequatlons in three unknowns, since 1tem parameter

trlples are independent of all other trlples.

Lord (1980; Wood & Lord, 1976) suggests avmodified
Ne;ton~Raphson procedure to perform the parameter
estimation. It is an iterative procedure (usdng wfthin each
. stage another iterative procedure) where a system of N+3n
nonl1near equations® is to‘be solved = <3

The iteration process is carrled OUt.ln £wo stages.-In
‘the flrst stage the item parameters a, b, and ¢ for all |
.1tems are’ a551gned startlng values and estlmates of ab111ty
(@) are cbmputed tor;all,egam1nees ThlS results in N linear
equations being solvedt.ohe forveach_unknown_(@). In stage 2
'of the estimation procedure, the N ©'s are taken as flxed
gand the.ltem parameters a, b, and C are estlmated At thlS
p01nt n sets of 3 equatlons in 3 unknowns (a, b, and C)vare
solved These two stages are then repeated until convergence

s \

"has been achleved

\@‘
\\

Thls prdbedure 1s 51mp11fled gteatly 1f the 1tem
parameters are already known as a result of pretestlng " In

" this case max1mum llkellhood estlmatlon is used only to.f

: obtaln the ablllty estlmates of the examlnees. ThlS 1s done

“““““““““““““ %%x ¢

=N 1sAthe number of examlnees regulred and nis the number o

. of items.

- *Recall from‘a prev1ous dlscu551on of ICCs in sectlon
2.1.3.4, that ICCs are theoretically ifivariant across groups

"-of examlnees, hence the. parameters deflnlng the ICCs are

;also 1nvar1ant.,; ‘ o R T 4

¢

-
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using’an iteratiJe'process'to solye'for'the critica} value

(®) of the llkelxhood equatlon for each examinee.

‘,; A shortcomlng of the theory behind the MLE procedure;,//’/(/
- at least in the context of this study, is the lack of a

f1n1te estlmate of ablllgy for response patterns con51st1ng
entlrely of ones or zeros. A response vector of 1ncorrect
responses (all zeros) has an indeterminate ablllty level as’

does a vector of correctfresponses (all ones). ;

One solutlon to thlS problem is to employ a Baye51an‘
method of ablllty estlmatlon rather ‘than a MLE method ThlS‘
study employed an MLE procedure to estlmate the 1tem
parametersﬂand a Bayesian prQCedurebto‘estlmate ab111tyir
" levels (0). o | X

Baye51an estlmatlon procedures 1ncorporateApr1or
,1nformat10n about the dlstrlbutlon of ab111ty in attemptlng
to 1ncrease the prec151on of the estlmatloh of ©. Wlth
Baye51an procedures, it 1s generally assumed a pr1or1, that‘»at
ablllty is dlstrlbuted normally ThlS assumptlon results in | o
the llkellhood functlon be1ng welghted by the standard |
normal den51ty functlon. The ‘elghted 11ke11hood functlon 1st B
actually the 301nt dlstrlbutlog of 6 and 1tem response
vectors u. Wlth the a1d of Bayes theorem ‘and some calculus,
this dlstrlbutlon 1s transformed :;to‘the condltlonal |
dlstrlbutlon of 0 glven a- response vegt;r u. ThlS result 1s ;
'referred to as: the posterlor d1str1but10n.of 6 glven e

The estlmate of an 1nd1v1dua1 s ab111ty is srmply the’
»first‘moment (mean) of thls d1str1butlon._Numer1cal methodsﬁij

\ :

o
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must be employea in determining ‘the estimate, as closed,
computational forms have not yet been developed. A popular
numerical aigorithm tosperform this task is Owen's (1975),
Bavesian sequential procedure described 1in detail in section
3.3.2.

A subtle relationship exists between Bayesian
estimation and maximum likelihood estimation. If one
considers the prior distribution of © to be rectangular

rather than normal over the range of ability from minus "

,infinity throﬁgh positive infinity, then Bayesian estimation

yields results identical to those obtained through MLE.
Stated another way, if the prior assnmption of Bayesian
estimation is omitted then the resulting procedure ;s
nothing more.than maximum likelihood estimation. ~

The use of prior information in an estimating‘procedure
is a source of contention in the area of appliedlf\\
measurement. Bayesians feel that their brand of estimation
is superior to MLE because more }nformation about the
populationﬂié incorporated into the process, Qith the result

that the Bayesian estimates are more precise than -those of

an MLQ ptocedure. Proponents of the MLE feel that these

&

procedures are superior because they rest on weaker

assumptions and they yield estimates that are

Vpopuiatfon-free. P

, :
Samejima (1980) recently examined this controversy and

was able“to dispel the notion that Bayesian estimation was

generally superior to MLE methods. She demonstrated the



existence of biases resulting directly from inappropriate
assumpt10ns regaréieg the specific nature of the prior
éistribution. However, 1t was not concluded that MLE was
Agenerally better than the Bayesian methods nor that the |
Bayesian procedures were inappropriate.for ability
estimation. The findings of McKiniey and Reckase (1981)
generally support those of Samejima, but McKlnley and
Reckase extend their conclusions, perhaps prematurely,_to
sugg&st that MLE 1is superlor to Baye51an methods 1n large
scale tailored testing. Nothing conclusive in thlS regard
can be found in the literature: hence the debate remalns‘

academic and a defgmite direction for further feséarch.

2.1.7 InformationA

The concept of information is an important but seldom
optimally ‘used (Samejima, 1977) feature of iateht trait
theory. It is described by Bejar, Weiss, and Gialluca (1977,
p. 2) as "an index of the precision of measurement at all
levels of the trait being. measured,” Information relates the
discriminating_power QE an:item to the ability continuum,

and for a given value of ©, is inversely related’ to the

standard error of the estimate of @, Consegquently, it

~7s

follows that_the‘smaller the variance at a particular
ability level, the greater the infotmation.
Information can be considered in the context

"individual items (item information,'l(e,u)) or in th

"The relatlonshlp is actually 1(0,u)=1/SE*.

< .
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context of tests (test information, I(®)). Item information
is defined as a function of the item characteristic curve

. 3
and its first derivative with respect to ©. A computational

definition of I(@,yi/is given as follows: ﬁ

1(0,u)=[d?(1-c)1/{[c+exp(d(©-b) 1 1+exp(-d(6-b)]12}" (4)

where: \\\

a, b, and ¢ are defined as in equation (2) énd
d i1s 1l.7a.

An item information curve if”the graphical
repreéentation of the function 1(®,u). It is defined for all
p ‘ : )

Qaluescof © and is determinable for any item with known or
estimated parameters a, b, and C. Examples of the
information curves corresponding to the items in Figure 2.2
are found in Figure 2.5.

For fhg one and two parameter models as well as for the
three paraméter_model when c=0, the item information curves
1(®,u) are symmetrical about b. For the general,'
non-symmetric case of the three parameter model, the value
of ® that maximizes I1(®,u) is always greater than (i.e. to
the right of) b. The loss of symmetry is manifest by a
pbéitive skew which is caused by gquessing at the lower
values of ©. This is so, as the effects of guessing are not
hniformAgcross the entire range of ability.'Guessihg is more
'prgveléﬁt‘among examinees af the lower end of © than among
examinees'at‘the upper end and seribusly reduces the amodnt

of information at that end of the ability range. It can be

demonstrated that the higher the value of C the more skewed
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the curve becomes.

Lord (1980) considers test information 1(©) to be a
function of .the independent and additive contributions of
the items comprising the test. Birnhaum (1968f used the
additive nature of the I(@,Q) to define. I(0@) as £he sum of
the information curves éorresponding~to each item in the
test: |

1(@)=2,1(0,u,). (5)

This function relates the discriminating poWer of the entire

test to the ability continuum. The test information curve

generated from@a two item‘test‘_can be found in Figure 2.6.
Lord (1980) haé shown by way of a theoreﬁ that .
the téSt information function I(®) ... 1s an upper
bound to the information that can be obtained by any -

method of scoring the test. (p. 71)°

2.1.8 Applications ' | o .
The number of areas to which IRT is being applied is‘
inc§§asing rapidly as its advantages become more widely
known. hény applications éfe'not new but rathér attempts\to
improve onn the results obtained from other technigues. It
is beyond the scope of this WOrk‘to'provide a detailed_. |
review of the above applications as such reviews can be

&

found in Birnbaum (”968), Hambleton (1979); Hambleton, et

al. (1978), Hambletfn and Cook (1977), Lord (1977, 1980),

Warm (1978), &s well as other sources.

e : | , - s

*Items from Figures 2.2 and 2.5.

»>
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2.2 Tailored Testing

In an article entitled Tailored Testing: A Successful
Application of Latent Trait Theory, Vern Urry (1877) made .
some very positive and exciting claims regarding the use of
latent trait thoery. As suggested by the title of his- |

"

article; he envisioned tailored testing as repfesenting a
remérkably effective application of latent trait theory.
(p. 181) He attributed tailored testing's success to the
many major theoretical developments made in the erea of test
theory as.well as the tremendous technelogica; advances 1in
| computing (both in theory and power). . | ‘v .
Recognizing the "imbressive potemtiai" tUrry, 1977; D.
~181) ofttailored testing Urry:feltithat a readeble o
introductioh to tailored testing was necessary to make it
more widely known and practiced. His paper 'provided a
general overview of tailored testlng and contained
suggestions for future development
Urry presented several criteria that must be satisfied
to derive maximum benefit from tailored. testing. Among those
. 1isted, the choice of an appropriate latent trait model .was

{ . :
~ considered to be of primary 1mportance,,Urry leaves no,dgubt

. that Birnbaum's three- parameter model is his preferred

ch01ce for tests consisting of multiple choice items. He \
4

]UStlfleS thlS by cla1m1ng that the effectiveness of

tailored testlng is decreased.when models with one and two
item parameters are used. Urry (1977, p. 184) dismisses the
. Rasch model as_being "pqrticelaply inéppropriate.“ He note§

s
4
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that even in the unlikely case where the assumptions
underlying the Rasch cao be met, the Birnbaumv
three—parameter model 1s stillAappropriate, The converse,
however, 1s not true. b

Kreitiberg, Stocking, and Swanson (1978) wrote a paper
outlining some of the pringiples and theory basic to
tailored testing, or "computerized adaptive Leéting" a%.they
called it. In a discussion of the characteristios of
conventional testing, Kreltzberg, et al. observed that most
1tems, or at any rate a large proportron of thg% are |
expected to be of average difflculty for the target
population. This in 1tse1f 1s conSidered a drawback to
conventlonal testing since it results in measurements that
are unequally precise for persons at different points along
the ability scale This result stems from-the fact t?%t
measurement is more accurate and eff1c1ent when the 1tems
are approximately equal in difficulty to the’ ability of the
gxamlnees Thus, in eonventional testing wher;, most 1ltems
<are of middle difficulty, the greatest prec151on ‘tends to be
at the center of the ability range, with preci51on '
decrea51ng toward both the extremes. |

. i

Hambleton (1979, p. 14) notes that in classical test
theory, the variance of the errors of measurement is
presumed to be the 'same across all ability levels. He

suggests that this assumption is untenable and that what 1s

needed. are

test models which can provide information about the



N
preciSion of a test score (abilit; estimates) that

is specific to and free to vary from one ;est score

(abiiigy estimate) to another. (p. 14)

Logic suggestefthat an obvious solution to this problem
is simply to add easier and more difficult items to_increese
the number of items appropriate for individuals. at the
exgremes of the.abiljty range. However, ﬁﬂuis solution
creates other problems such as causing'teetees at the upper
end of the ability range to waste time on easy guestions and
confounding the ‘individuals at the other end, causing themf
.to guess or be .frustrated or both by asking them to reSpond
to difficult items. '

"Tailored testing providesha workable eolution to this
problem. The aim of tailorea testing is to increeee the
precision oflmeasureﬁent of an individual by tailoring or
adepting the test‘items such-that the tést consists‘of\items
that are appropr1ate fo} a glven estimate of ability. Thm

results in measurement of superlor to or at- least comparable

with the precision prov1ded by conventlonal tests at all %}”R

«

points throughout the ability range, with the greatest

1mprovement “found toward the extremes, AR

~

In addition to assertlng the superlor1ty of tailored

testlng.over conventlonal methods on the ba51s of prec151on

and eff1c1ency, Kreltzberg, et al. (1978) clalm item economy
e

as another major psychometrlc advantage. The1r claim agrees

with a statement bvaopd (1970, pp. 173-174) and was

substantiated by Urry, who found through experimental

LY
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applications of a tallored test, an 80 percent'gfduction in
the number of 1tems requ1red to ach1eve a level of prec151on
comparable to convent10nal testlng -

Further advantages listed. by the authors refer more

directly(&o the administrative and logistical aspects of

computerized testing than the measurement properties of ¥

computerized tésts. These include standardization of
administrative procedutes,'reduction of administrator
effects, and elimination of clerical errors in scoring.
Weiss and Betz (1973) published a review of tailored
testing which summarized the research that had been done to
that point 1in time.‘As Krietzberg et al. did in a later
paper, Welss ana Befz rtitioned the existing research into
three methodological categories: empirical, simulative, and
theoretical. The various apprQaChes,taken in tailoring test
items to ability levels of individuals were considered
within the cohstraints of the methodology employed. These
approaches included‘twb—stage procedures and a family of

.

multi-stage strategies to which fixed and variable branching
models beiong. |

The authors inferred that tailored testing possessed -
considerable potent{alAfor becoming the preferred method of
the futu;é and cited the following advantages: - b
1. cbnsiderably shorter thén conventional testsu

with Iittle or no loss in‘validitxror

’ re;zability, }

2. more re%idblé'than conventional tests in several
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studies and yielding more nearly constant -
prdcision than standard tests throughout the |
range of abilities, and

3. 1in several'cases more valid, as measured ag%inst
an external criterion. (p. 60)

Weise and Betz considered.Bayesian strategies, SLmagaS
the one used in this.study, as belonging to e class of /
variable branching models.ﬁThe remaining giscussion of

tailored testing 1s dlrected toward this approach.

Weiss and’ Betz noted in thelr review that research with
variable branching strategies had been limited, -and reported
a study by Novick (1969) describing one of: the earliest
applications of Bayesian logic. NSvick (1969) proposed a
model in which a weﬁghced“regression was incorporated to-
estimate an jndividualkability; The regression depended on
an individual's observed score and the average.obseréed
- score of a random sample of people from the populatlon.
During the 1n1t1al stages of testlng little 1n£ormatlon is
known about an 1nd1v1dual so it is assumed that\he has the
characterlstlcs of a person selected randomly from the -
populationf hence information on the populatlon is welghted
heavily. As the testing procedure progresses and more
becomes known about the 1nd1v1dual lﬁ*s emphasis is ‘placed

on the populatlon data and more weight is placed upon the

information obtained from the individual (i.e. observed

score). - | : 4 .



Novick proposed that the item selection procedure be
designed such that the ftem‘yielding the maximun amount of
information, I(®,u), at the current-abiliry leve'l be chosen.
This is'in line with Lord's (1953b) comment and is |
fundamental to several item selection strategies used 1in
subsequent reaearch including the oresent.study. To
facilitate Etenrselection, Novick'sugoested the use of a
computer-based, interactive approach so that estimates of.

parameters can be continuously updated as each response is

entered.
)
Using Monte Carlo procedures, JenSema (1974) examined
.the fidelity‘of BaYesian’tailored testing by comparing two
ba51c termination_criteria: |
1. Terminate testlng when the standard error of estlmatev
feaches a specific criterion level.
2. Terminate tésting.when a specific number of items‘have‘
been administered.

Ve_ The comparlson involved the - accuracy of the flnal estimate
which wassdefined as the correlation between the EQmal
ability estimate and a pre-assigned "true ability" from
which binarY'response'vectors were‘generafed. Moreoverk rheQE;

' comparison was done seoarately‘for each of four imaginary
1tem pools. Each pool consisted of - 100 equally

[

dlscrlmlnatlng 1tems. A dlfferent dlscr1m1natlon level was

o used for each pool. P

N Results showed that to termlnate testlng when a

i{lc level of tandard error had been reached was the

]

€
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better of the two methods-under review, It prov1ded a good
index of fidelity indeﬁendent/of item dlscrlmlnatzon
however as ‘it was pointed out, the lower‘the item_
discrimination the larger the number of itensfrequired to
achieve a given level of validity. It was.determined that
when % specific number of items was used‘ as a termlnatlon
crlterlon fldellty was hlghly dependent upon item
characterlstlcs The authors demonstrated that the number of
items required. to achieve a specific level of fidelity could
be~estimated'if the pool consisted of items of similar ° |
disoriminating power.‘ , .
Thompson and WelSS (1980) assessed the
criterion- related va11d1ty of a Baye51an tallored testlng
strategy (Owen, 1975) agalnst several crlterla. This study
was one of the flrst lige- testing valldatlon studies of
'tallored testlng and was d1rected mbre toward pract1cal
appllcatlon than theoretical developient. In this study -1
college volunteers were admlnlstered a 40 1tem conventlonal
f1ve,a1ternat1ve multlple choice vocabuiaryltest. Each
subject was also administered atcomparable tailoreg test
consisting'of items selected from a pool of'200 items. (The
actual size of the pool was 240 1tems, however 1tems chosen
for the conven@\pﬁ/i and tallored tests were to be mutually
>

-exclu51ve ) Dual termination cr1ter1a for the tallored test

vere adopted The testlng procedure was halted e1ther when

Tey

the standard error of estlmate was less than or equal to#'
tlon

ﬁO 03 or when 135 items had been admlnlstered The valida
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criteria included high school GPA, overall university GPA;
unrversity math GPA, and five scores from the American
College Testing Program (4 subtests plus composite).

It was found that the correlations'of the tailored- test
scores witht the validation criteria were generally (in spme
cases significantly)'higher than those relating the
conventional scores~to the same set of criteria. This yould
suggest that more v;lid ability estimates can be'achieied
from a Bayesian tailored testing strategy'than from |

" conventional testing methods.' h

The study uncovered a rather unexpected result N
Contrary to the flndlngs of research reported prev1ously in
this chapter, the tailored test was found to be 22 percent
1ongerﬁ n average ‘than ‘the conventlonal test Closer .
examination revealed that the median tallored test length
was 12 5 percentlghorter than the conventlonal test. This
suggested that the maQorlty of examinees responded to fewer
1tems on the tallored test than on the conventlonal test

~.and that some examinees answered substant;ally_more items on
the tailored test. Thompson and Weiss attributed’this o ,
finding to. the large“values-ot the initial‘prior | B p@ﬂ.
‘variances’ and a rather small términation criteriont

- A sllghtly dlfferent.approach to evaluatlng the merlts
of ‘tailored testtng was taken by Bejar, Welss, and Glalluca

(1977). They compared the 1nformat10n yleld of a tallored

test with that of a conventlonal classroom achlevement test

—— . ——— - - ————

. ’Ranglng from 2.0 bo 4 0.
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Data were collected by testing of over 700 students 1in a
university level introductory biology course. Calculation of
the corresponding information functions reQealed
substantially higher values of information across Mhe range
of © fq; the tailored test curve than the conventional test
curve, hence more precise estimates of achievement were
obtained via the adaptive test than the conventional one.

The foregoing information tompariéons were based upod
.observed information functioﬁs. These curves were calculated
as a function of the final ability estimates of the students
who .took theutest. Given a student's final ©, the item
informatio ’éunctions (equation 4, p.42) were evaluated (at
the particﬁlar ability estimate ©) for each item
adminisEgTed to that student. These informatiofi values were
then sﬁ%med to obtain that student's "observed information
value." This procedure was performed for each respondent and
fhe resulting values were plotted to obtain observed
information curves.

In the case of a conventional‘test, the foregoing
procedure for calculating test i@formation curves should
yield observed information values corresponding to those for
the theoretical'® informaﬁion curve. In the case of a
tailored test, however, this procedure raises problems.

First 6f all, test item 1nformat1on curves are, by ™
definition, properties of tests and not people (i.e.
calculated from item parameters :ather ﬁhan from an

———— G o — o — = -

1oThese are calculated on the basis of the item parameters
indeperdent of ability estimates. _



est1mated ®). Second, considér two subjects who have a
common ability level but who have responded to entirely
different sets of items. Two different sets of item.
information curves Should/ be evalua;ed to obtain observed
information values corresponding to the tests that these

people took. Although the two ablllty estlmates are equal,

the information values may be different (since information

\ 3

is based.on the item taken). In order is get an overall
estimate of how well the tailored stfategy works Welss and
colleagues averaged the test informatjén cufves obtained for
all people at a specific ©. Despite these problems, observed
information cutves were used in the present study because no
better method for comparing_tailored and conventional tests
has béén developed.

Recognizing that the coﬁventional test %ight.not have
been psychometrically optimal, Bejar et al. (1977)
constructed an Jimproved" version of the conventiénal test
from the same item pool used to construct the previbus
instruments. The items for this test were selected in such a
way that they we;; the most discriminating items in the
pool. A compariéon of -the .information functions for this and
the tailored test produced results similar to those reported

nén the previous comparison, leading the authors to conc¢lude

that
compared to conventlonal tests, adaptlve achlevement‘Q
ke 2
testlng yields con51derably more precise estlmates

of achievement, even when conventidhal tests are



/

designed to take maximum advantage of the items 1n
.

the pool. (p. 26)
The authors also examined the number of 1tems
They found an average
a

administered during the testings
reduction of 30 percent through the tailored procedure

ooy

far cry from Urry's claim of 80 percent but still
The authors caution that a 51mp1e reduction FE™

impressive.
testing time may not necessarily be an advahtage“\n\ltself

unless ways of 1nterfac1ng adaptive testlng with the

\ instructional process are developed that will . increase
instructional productivity

~ B

] 1978; Koch & Reckase,

Other studies (eg. Bejar & Welss,
1979: McKinley & Reckase, 1980) have generally supported

previous research establishing tailored testing as an
) In

acceptable alternative to conventiongl testing methods

satisfying a basic assumption of latent trait theory, the

majority of studies have restricted themselves to relatively
in general, tests are ,

4
unidimensional item pools. However,

not qnidimensional
Brown and Weiss (1977) addressed the problem of
y through a generalized tailored testing

multidimensionalit
trategy for achievement test batteries. This strategy

S
combined an 1nter-subtest branching procedure and an
multiple

intra-subtest 1tem selection strategy. Thus,
as could be tested without concern for the

content are
assumption of unidimensionality, provided the subtests were
Item selection within each subtest was based

|

-

unidimensional

I
|



upon the item information function. In particular the item
chosen to be administered next was the item for which the
information function was largest given the current estimate
of ability, as deﬁermined by Owen's (1915{ scoring.procedure
(section 3.3.2). \\ | r.“ .

Branching between subtests was slightly more
complicated in order to take advantage of availéble

. P

information about the interrelations among the subtests. The
process involves,two steps: Subtest ordering and eht;y point
calculations. Subtest ordering is determined by the
raw-score inter-subtest cofrelations; The subtest chosen to '
be first is randomly selected from thé éair of subtests
having the largest zero-order correlation. The other subtest
in this pair is chosen to be second. The remaining subtests
are grdered on the basis of their multiple ‘correlations with
the subtests previously administered. Entry points to the
second and subsequent subtests are calculated using a
regression model for predicting ability on the nth subtest
from .the final ability estimates from the previoﬁs n-1
subtésts. fhe entry point to the first 'subtest 1is
arbitrarily made the same for all subjects.

Brown and Weiss evaluated their strategy by performing
a real-data simulation on data collected from 365 fire
céntrol technicians &ata naval guided missile school. The
instrument consistedfdf 232 items, clustered into 10
subteﬁts fanging in'sizé from 10 to 32 items. All items were

of - the four option multiple choice variety. The evaluation
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was done in terms of three criteria:
1. Number of items administered for each subtest under each
method. - |
2. Correlation between tailored-ébility estimates and
conventional estamates f&gleach subtest. |
3. Observed test information curves, 1(0), for each
. A
subtest. '
Results from this gtudy were favourable and similar to
those obfained from previous studies which investigated
tailored tests. The simulated tailored tést requifed on phe
average 4Y.3 percent féwer items per subtest than did the
conventional method. Pearson pro@uetiyoment corpelations
between the tailored test estimates of\SBTTigy and the
conventional estimates rangé§ between~0.]4 and 0.98, with 11

<+

of the 12 corrélational valués exceeding 0.90. The
corresponding pai}s of information curves wef; éompared for
each of the 12 subtests. Visual inspection of theseiﬁurves‘
did not reQeal any appreciable difference between the pairs”
of tailored and conventional- curves. The same general shape
was apparent within each pair of subtest curves.

An empirical comp§rison of the pairs of the curves was
performg@. The abiiity‘range (i.e. the abscissa of the test
information curve) was divided into intervals of 0.20 and.
the mean information value for'each interval’cbmputed. |
Corresponding pairs of .values were tested for significance

by computing t-ratios. A few significant differences were

found but a trend was not evident.
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Brown and Weiss concluded that their_tailored_testing
strategy for achievement test batteriestyas effective 1in
reducing the number of items required with minimal loss of
precision. This conclnsion is not as exciting as .some of
those drawn from studies of unidimensional testing
insgruments, but the authors note that refinement of their
inter-subtest branchlng procedure might produce improved
results. | V

The adaptive strategy proposed by Brown and Welss
(1977) was re-evaluated in a study by Gialluca and Weiss
(1979). They simulated the administration of“a university

\

level, multlple choice general blology test using responses
collected by conventional pencil and paper methods from 800
subjects. The test consisted of 100 items divided into five
subtests of varylng length. A similar set of criteria to
that used by Brown and Weiss (1977) was used in the Gialluca
and Weiss study. ’A

Gialluca and Weiss (1979) made a sllght modification to
the ‘inter-subtest branchlng strategy as outl1ned in the
o;evious study. Rather than basing the inter-subtest
‘correlations and regression equations upon the |
number-correct scores, the researchers used Baye51an ablllty'
estimates computed from the conventlonal test. ‘Justlflcatlon
was not provided, but one can‘surmlse that as Bayesian

ablllty levels are to be estimated, it would be-more natural

to use Baye51an rather than conventlonal ab111ty estlmates

e
~

'in the computations needed to 1mplement the tailoring
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procedure.

.The\results obtained by Gialluca and Weiss generally
corroborated those reported by Brown and Welss. High’
correlations between tailored test and conventional test
scores were found and total test length was impréssively
reduced without noticeable loss of information.

Unlike Brown énd Weiss, GiallUca and Weiss examined the
effects of the inter-subtest‘aﬂﬁ the intra-subtest
strategies separately. They found that when each subtest was
treated independently (ij.e. onl; the intra-subtest strategy
was used), subtest length was reduced by 16 to 30 percent.
However, when the  inter-subtest prbcedure was also uséd,
test léngth was reduced by another one to five percent. ;t
is unfortunate that Brown and -Weiss did not provide a
similar’se{ of data, for comparison.

Gialluca and Weiss concluded théf thése findings, are
supportive of the tailored testing strategy for test ‘
batteries. This strategy offers a means of reducing test
length without decreasing the precision of measurement. More
researph is needed to extend these findingé into other .

testing situations. The present study does this.

2.3 Canadiah}Cognitive Abilities Test

The Canadian Cognitive Abilities Test (CCAT) is a
timed, group administered test that is designed to measure
‘an "individual's ability to use and manipulate abstract and

“symbolic relationships" (Thorndike & Hagen, 1974). The
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éethors' intent 1is t%e measurement of rational thought by
empha5121ng discovery of relationships and cognitive
dexterlty rather than by empha5121ng knowledge of
'specialized or exotic content. -

v
2.3.1 An Overview

Six levels of the test have been develobed to measure
the range of ability found in grades 3 thfough 9. Each level
is comprised of three separate bateeries - verbal, :
quantitative, and non-verbal - with ‘each battery consisting
of a series of subtests. The focus of the present study 1s
limited tb the verbal battery of the uppermbst level (F),
appropriate for‘érades 8 and 9. The verbal battery is made
'up of foug subtests, which purport to measure competence ‘in
thre following domains: vocabulary, sentence'completion, |
verbal classification, and verbal analogies.

Each battery of the‘CCAT is presented in a multi-level
format, with the items from all levels of each subtest being
eoncatenated to form a single ferieé beginning at level A
and progressing to level F. The different levels are
identified by varging the entry and!E?it points along the

. RN
continuum of items.

2.3.2 The CCAT Test Package'
The.examiner's manual is well designed with pérticular

attention given to the clarity of idstructions for

administration and interpretation. This should make the test



62

a very useful tool to those unfamiliar with standardized
‘testing. The pages of the multi-level test booklets are
crowded with all the differegi entry and termination points’
marped. This couid be a source of confusion to test takers.
A major deficiency of_ the CCAT test package 1is tpe lack
of an accompanying technical manual. Correspondence with the
CCAT's publisher, Nelson Canada Ltd., revealed that a
technical .manual for the Canadian edition "is not yet
avaélable." The pﬁblishers did provide a copy of the
tthnical manual for the U. S; edition (Cognitive Abilities
Tésf), afseries of handwritten tables (for the Canadian
;/pdation) and ‘a claim that, with the exceptidn of the tabular
data, only minor differences exist between the two editiéns.
Th§ Gtanadian tables were used as the source of information
for subsequent discussion of tﬁe CCAT's reliab}lity,
validity, and -inter-subtest correlations. No information was

available on such matters as practice effect and sex

differences in performance..

2.3.3 Item Difficulty and Discriminatiqn
Taﬁle 2.1 summarizes the estimates of discrimination
power and difficulty. for each item of the four subtests of
the level F verbal battery. Difficulty indices are expressed
as a proportion of correct fesponses while item
:discrimination is the biserial correlafiop between an item

and the total subtesf score.
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Item Item
SUBTEST Difficulty Discrimination
Median 0 Median 0

Vocabulary 0.57 0.23 0.53 0.09
Septence '
Completion 0.77 0.19 0.64 0.07
Verbal S ‘
Classification 0.70 0.09 0.53 0.06
4
Verbal
Analogies 0.59 0.13 0.49. 0.09

Table 2.1 Medians and Semi-inter Quantile Ranges of
Item Difficulty and Item Discrimination

2.3.4 Nerming \“;

The CCAT was jointly normed with the Canadian Test of
Basic Skills in the fall of 1973. A nation wide random
sample of 189 schools was selected resulting in a sample
size of approx1mately 26 700 students in grades 3 through 9.
The sample was entirely Engllsh speaking and was\strat1f1ed
on the basis of school size, type of school, school ‘

organ1zat10n, and province. Only national norms were

estahlished; reglonal norms were not developed

2.3.5 Subtest Intercorrelations
From the normative sample the publlshers drew 505 grade
.8 and 9 (i.e. fgiel F) test papers. Table 2.2 presents the

resultlng subtest intercorrelations. of the verbal battery.

‘& ®
¥



SUBTEST A. B C. D.
Vocabulary A. 1.00, -- == --
Sentenge : ‘ »
Completion B. 0.72 %.00 -= --
Verbal .

Classification C. 0.67 0.66 1.00 --

Verbal ’

Analogies . 'D. 0.66 0.67 0.62 1.00
Table 2.2 Inter-subtest Cdrrélations
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As noted previously, the CCAT's subtests are Sp@gdeé%*”k/

although they are intended to be power tests.

The authors

feel that because the items are gradéd by difficulty most

examinees will have an opportunity to complete all the itens

they are capable of answering. This is not necessarily a

correct assumption as speed will clearly affect the scores’

of slow

subjects.

The examiner's manual does not report any "

data regarding the+effect of time on an individual's score.

2.3.6 Reliability

Data regardlng the rellablllty of the CCAT are sparse.

-

The Only available estimate is a Kuder Rlchardson Formula

#20 (Kuder & Richardson, 1937) for the entire ve;bal

battery°

r11.=0 g16.

(The distribution of scores on which

h1s coeff1q1ent is based had a mean of 63. 11 and standard

dev1at10n of 13 89 raw score unlts ) A KR,, was calculated

’separately for each subtest and a formula for the

&

LA 3

~
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correlation of sums was then applied to yield the resulting

gstimate for the entire test. Informafion as to the size and
natﬁre,of ths sample is unavailable. It should be.noted that
the KR,, is probably inflated due to the effects of speed on
the test. | -

An estimate of the standard error of measurement was

unavailable.

2.3.7 Vvalidity - _ y
Criterion-related validity is the/only aspect of /
validity for which information is provideé. It consists of
coefficients of correlation between the CCAT and the
Canadian Test of Basic Skills. As no;ed'ih section 2:3.8,
‘both tests were normed at the same, time. Table 2.3 displays
,Ehe cér:é{ationé, which were based upon a sémple of 456 .

" papers drawn randomly from the norming sample.:

CTBS SUBTEST 4 Ly

Vocabulary 0.79 . ,

Reading 0.79 . v

, | Spelling . 0.69 ' ’
v ﬁi Capitalization | 0.67
. b Punctuation 0.56 | - :
£§§ . . .Usage - 0.68 .
‘ . Language Total 0.76 . :

]

‘Table 2.3 Correlations Between the CTBS Subtests
and the CCAT Verbal Battery
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2.3.8 In Summary

The lack of é technical manual for the CCAT severely
limits any detailea, objective evaluation of the test.
However, superfic&ally, 1t appears that the CCAT may be
useful té classroom teachers and other educators who find‘it
necessary to make dééisions about pupils.

E)

The feasibility of tailofed tesﬁing has been
demonstrated for tests especialiy designed for that purpose,
btt it remains tobe shown that comparable results can be
obtained grom imposition of a tailoringhstrategy on' a
convenfional, standardized mental abilities test. The
following éhapter describes the methgdqlogy'involved in
4a§sessing the efféct of imposing such a strategy on the

CCAT.
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in ‘the study as welf as,a restatement of the reséarch o“Z' -
: questlons of sectlonm1$§, ; : s =

R 1s comprlsed of the fOllOWlng four subtests._vocabulary,

,/analogles. Each subtest is 25 items in length. A detalled

3. METHOD
The purpose of this study was to compare a conventional

admlnlstratlon and a 51mulated admlnlstratlon of the verbal

_battery of the Canadian Cognitive Ab;lltles Test. In brlef

. a set of item response vectors were dichotomously scored and

then the items callbrated by the computer program LOGIST
(Wood, Wingersky, & Lord; 1976). Using these parameters,
conventlonal subtest scores (i.e. Owen's Bayesian Scores for,
the conventional admlnlstratlon) were calculated by the

LINDSCO computer program (Bejar & Weiss, 1978) for -each

subtest, and tailored testing dbores were calculated by the

Simulated Tailored Tester program (SIMUTATER, see section

S0

3.5.3.3, p- 82) again for each subtest. The two : “;a_

admlnlstratlons were‘then compared in terms of estimated’
R R . : o 0:“ P
ability levelsr'number of items administered, and proCisiob

4

of measurement (i.e.'test information). This chapter j;gfoj‘

prov1des a detalled descrlptlon of the methodology employediég%-

"uyo

5

Test level F, was chosen for use in thls study The ba%@ery«'

i oo
wou 0, b
u x “e

sentence completlon verbal cla551f1catlon, and verbal A

dg e
”o

(=3

dlscu551on of the Canadian Cogn1t1ve Ab111t1es Test (CCAT)

N

-

67° o a
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can be found in section 2.3. .

The test used in this study was selected after
consideration of three criteria, two theoretical and one T
_utilitarian in nature. The primary consideration was

directly related to the general problem inasmuch as an

already existing, standardized test was to be studied. The

’ A

second criterion was that the test had to be suitable for
anaiysis by a laﬁent trait model. SPecifically, the test had
to yield dichotomous item scores, such as would be provided
by* typical multiple-choice tests. The final consideration
~was one of practicality. The Edhonton Public School Board
.;was using the CCAT on a large scale and it was hoped that

-

.positive results from this study would demonstrate‘the

\\\4 A\

4

4‘potent1al of tailored tgsting to the Board.

-

- The fact that the CCAT is slightly speeded nece551tated

- a trade off between practical use and model fit. It was

-

decided that the need to demonstrate the practical
applicability of tailored testing should outweigh concern
over poésible violations of the assumpfion of IRT, that the

test is a pure power -test.

t

3 2 Design "
" The parad1gm followed in the study was that of a real

data 51mu1at10n. This type of study uses existing 1tem level

data gathered durlng an admlnlstratlon of the items as a

.

'conventlonal penc1l and ‘paper test. Relevant 1tem statistics

and’. parameters were calculated in preparatlon for the'

\ . —

a
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simulational process. Anyddaptive testing prqcedure was then
simulated on the 1tem data pool by imposing a tailoring !
strategy and rescoring each response set as if the testing
had been carried out in an adaptive testing environment
(Weiss and Betz, 1973).

Weiss and Betz (1973) ppint out. that while such studies
are obviously limited by the nature of the subjects and item
pools, their\strength lies in their control of subject by
mode inggréctidn -- all data are collected using the
conventional testing mode. A disadvantaée of real data
simulations is that they cannot provide information on the
actual effects of an adaptive testing strategy upon‘ '
subjects. |

Real dafa simulations should not bg confused with the

Monte Carlo study. Under the Monte Carlo paradigm

hypothetical subject samples and item parameters are

Y

generated by computer under specified assumptions. Real data
simulations, however, involve the rescoring of real examinee
responses to real items, following a specific testing

strategy.

3.3 Models . ,
Two different models were employed in th1s study, a
response model and a storing or an ability est1mat1ng model,

FEach model is described in the following-sections.
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3.3.1 Response Model

As %tated;in section 2.1.5, the study was based upon
the three-parameter Logistic Test Model (Birhbaum, 1968) .
For this model it is assumed that the probabilify of a
correct response to a given item (ji.e. u=1) increases as
ability (©) inéreases. In other words a monotonically _
intreasing function 1s :assumed. A further assumption is that
this probability cén be represented'as a Eunction of the
three latent trait item parameters a, b, and C.as follows;

P(1]@)=c+(1-c)[1+exp(-1.7a(6-b))]1 '  (6)
. where: -
a is the discrimination index,
b is the difficulty level, and -
C is the pseJdo—chance level for a given iﬁem.
All item calibration was. performed using this model.

Related to this model, as discussed in detail in
secti;n 2.1.7, ;s the concept of item information, I(®,u).
The item information function is a function of © and indexes
the precision of‘megsurement of an item across the ability
range. If is defined once again in equationl(7): [

1(8,u)=[dz(1-c)1/tlc+exp(d(6-b) ][ 1+exp(-d(6-b)]*} (7)
i wheré:
- a, b, and ¢ aré'defined as iq‘equation‘(6) and
d is 1.7a. “
An extension of this‘concept~is the test information

function, I(8). It is defined as the sum of the information

functions of the individual items that compose the test.
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This function provides an estimate of the test's accuracy of
measurement at a given 8. All information analyses in this

study were done using equation (7).

3.3ﬁ2 Scoring Model

Owen's (1975) Bayesian scoriﬁg model was used to
estimate ability levels. This procedure is an application of
Bayes"fheorem to a stochastic process; the probable |
location of an individual's ability is re-estimated after
each observation. The first central moment (i.e.‘expected
value) of the derived (posterior) distribution of an
individual's ability, given a response u, is considef;d,fo
be the new, updated estimate of ability. Under this model,
the new ability estimate 1is a function of the mean and
variance of the prior distribution of an indi§iduél's
ability.

Equations for the first and second central moments of

the posterior distribution of @, given a normal prior

distribution, N=+(M»,V;), and given the observation (u;), are

- as follows:

M, =E(8]1)=M,+(1-C)V [V (& 2+V,) 1~ '4(D) /A ~ (8)
Mi§1=E(6|O)=Mi-vi[V(a_z+vi)]-I¢(D)/¢(D) : - (9)

Vi.12(8]1)=V, [1-(1-¢) (1+a" 2V, =) =16 (D) [ (1-C)#(D) /A-D1/A}

| J T h (10)

vi,,=v(e|o)=vi{1—(1+a'%vi-')"¢(D)[¢in)/¢(n)+ol/¢(n)} (11)
where: | V | |

¢(D) is the normal density function,



. : - ) . . M ‘/
$(D) is the cumulative normal distribution

function,

).

Dz(b"Mi )[\/(a_2+vi)],
| A=c+(1-c)$(-D), and

a, b, and ¢ are item parameters of section 3.3.1

In this study an initial normal prior distribution with mean

0.0 and variance 1.0 (j.e. N»(0,1)) was assumed. In other
words an initial ability level of O.OIwasvasgumed for all
subjects. : - ‘ | :
3.4 Population and Data*Collection

The CCAT, level F is appropriate for students at the
grade 8 or 9 level. Item response sets were collected

through a grade and district wide testing program carried

out by the Edmonton PUbllC School Board in the fall of 1980.

Response sets from a total of 4057 grade 9 students were
collected for use in the study. R
The test was administered by subtest so that all
students took the same'gﬂbtésts in theisame sequence. All

subjects responded to four subtests, each consisting of 25

1tems. Data sets with missing 1tems were e11m1nated as they

were of no use to the study Thls reduced the sample to 3453

"students.

The populat1on was then randomly spl1t into two groups

of 3000 and 453. The data from the larger group were used

‘ for 1tem calibration and for comput1ng the correlations and

regression eqguations on whlch-the 1nter-branch1ng procedure



was based. The data from the smaller group, the validation

©

group, were used in the real-data simulation.

3.5 Procedﬁre e .
- ST )
Sections 3.5.1 through 3.5.3,3 provide a stepvwise

description of the procedures that were followed.

3.5.1 Item Calibration o ’

| Item calibration was carried_gut on data obtained from
the calibration sample (N=3000) using the computer program
LOGIST (Wood, Wingersky, & Lord, 1976). LOGIST was designed

B
to estimate the item characterlstlc curve parameters of

L)

Birnbaum's (1968) three parameter loglstlc model. For each

»

item a discrimination index (a) a dlfflculgy level (b), and

.
a pseudo-chance parameter (c) were estimated. Maximum
likelihood estimategy for each_individual ability were also
. calculateo butAwere subsequenfly discarded as they are
" 4 .

gttheratems from each of the

19(
four subtests were to constitute four d1fferent 1tem pools

irrelevent to thlS study. SlnC

. Y
in the simulation, the items for'each subtest were

callbrated 1ndependently of the 1tems of the other subtests.
: .
Hence 1t was necessary to repeat the callbratlon process

r

four times, once for each ‘subtest. B

3.5.1.1 LOGIST

LOGIST employs the modified Newton.'
as descrlbed in seotlon 2 1.6 to performk

‘estlmatlon. A dlscu551on of the a851gnment of 1n1t1al
. &



parameter values can be found on.page 12 of the LOGIST

manual (ond, Wingersky, & Lord, 1976).

5’

3.5.2 Rescoring Con&entional Administration

%

In order to facilitate a comparison of the conventional
administration .and the simulated tailored testing
adminietration the responses of the validation sampieﬂwere
rescored using Owen's (1975) Bayesian scoring procedure;
Four ability estimates, one for each subtest, were obtained
for the conventional administration of these subtests.

A similar rescoring of the response sets from the
calibration sample vas done and the results used to
calculate the eorrg&ations andﬁregression equations reguired
for the inter—subﬁéét branching sérategy. |

The ‘scoring of the conventional tests was done using
the compdter program LINDSCO (Be]ar & Welss, 1979), Bwhich is
~.an acronymn for LINear chhotomous SCOring. This program was
designed to score convept10na1~tests in which examlnees{‘
respond to all items. Dichotomous (0,1)_respdnse vectors are

input and scored according to Owen's Bayesian scoring- model -

“as discussed in section 3.3, 2 ,

3.5, 3 Taxlored S1mu1at1on

: The 51mulat1ve port1on of the study prov1des for the
'1mp051t10n of a. ‘tailoring strategy upon the real data
‘response sets gathered from the valldatlon sample under the

) convent10na1 admlnlstratlon. As noted prev1ously, the.
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strategy employed in this study consisted of both an

inter-subtest and an intra-subtest branching component.

Y

3.5.3.1 Intra-subtest Branching
This component of the simulation procedure
determines which items are to be included 1in the
tailored test result for each subtest, fcr each
individudl in the validation group. In a real teilored
testing; this procedure wbuld serve the function of 1item
selection. Intra-subtest branching is the process which
-~ nltimetely‘tailors'or adapts the test to each
individual's ability lenel. it“is‘an iterative process
that begdns at the initial ability estimate used as a
basis for item selection. The item selected is
adminiiiered and the response then scofed. On the basis
of the response the ability level is re- estlmated using
Owen's (1975) procedure and another item is chosen.
iterations continue until one of two termination
criteria is met. The‘initial ability estimate for the
first subtest used in this study was set at a value of
0.0 for all examinees. hs a feSUlt “the first item

admlnlstered" ‘'was the same for all examinees. The
]

initial ability estimates for subsequent subtests are
, described in secticn 3.5.4.2.
Items were selected w1th1n subtests, such that at a

g;ven selectlon occa51on, the item chosen “is the one of .

v

~all the. 1tems remalplng in the pool that prov1des the»l

r

‘:max1mum ‘amount of 1nformat10n glven the current est1mate
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of ability. Once an item has been choéen, it 1s no-

longer available for selection and rescoring.

As noted in the previous paragraph, the concep£ of
item information is crucially important to the process
of item selecgion. The item information function,
1(0,u), provides an indication of the accuracy of
measurement for an item at a given ability levél. It is
therefore quite reasonable to want‘to administer items (
that afford the greatest precisioh of measurement. This
is-accomplished by selecting and adminiétering the item
. wi£h the largest information of all the items in the
item pool. L,

" The procedure of intra-subtest bgancﬁing terminates
when one of two conditions is satisfied. In the most

‘

obvious circumstance item selection is halted when all

\ .

of the items in the subtest have been administered. In

" the second,cgfe, terminatéon occurs yhen the informatién
provided by each of the remaining items is less than an.
arbitrarily small, but predetermined value. Thé

following sets of termination criteria were used in this

- study: o '

1. A minimum information level of .0.10 or exhaustion of
‘the item pool.

-

2. A minimum information ‘level of 0.05 or exhaustion of

the item pool. ”

3. A miﬁ%mhm‘information.ievéI].ﬁ‘0.0ZS_op exhaustion
“of the itgm“pqol; |

o
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4. A minimum information level of 0.01 or exhaustion of

the item pool.
5. A minimum information level of 0.001 or exhaustion

of the item pool.

6. No minimum information letel but exhaustion of the
item pool.

In all instances the "final ability" estimaterof each,

subtest was tzf last ability estimate prior to

termination.
]

3.3,3.2 Inter-subtest Branching .
An inter-sgbtest branchfng strategy was employed to
facilitate adaptive item selection between the-fouf

" subtests of the CCAT verbal battery. The strategy used
) 14

in this study was the Gialluca and Weiss (1979)
modification of a proposal orlglnated by Bro&n and Weiss

(1977.). This procedure 1is dependent upon the following

two steps: L '
e subtest ordering, and [ﬁh)
. 4

e differential subtest entry poiﬁts.

To obtain max1mum advantage from the subteét
’ ‘ ?f 7 P

int (brﬁ/el[hglonsegf the order in whlch subtests are

admlnlsteted is aﬁ 1mportant con51deretlon. As

BN

con51dered by Glalluca and Welss (1979)\Fubtest orderlng

was determlnea by a linear regre551on of the four

e

‘ Baye51an ablllty estlmaﬁeSgobtalned fro the

4

B )
‘conventlonal admlnlstrat1on. A matr1x of blvar1ate

"correlatlons was computed from,the rescored ca11brat10n

-

P

..,/
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data, and the pair of subtests with the greatest
correlation were then considered. One of these two
subtests was randomly chosen to be administered first

while the other was administered second. Next, multiple

correlations based on the rescored calibration data were .

computed using each.of the unadministered subtests as
criterion variables and the first two subtests as*
predictors. The subtest having the largest mﬁltiplé j
correlation with the predictors was administered third,
while the remaining subtest was administered last. Ins
.the simulation procedure[ évery subtest was rescored in
the sahe order for each response Set.' -

| Brown and WeiSS*(1977)~termed "differential subtes;
entry poin£s"°tb mean';he,iniiial ability estimate for
entry intqféubtests‘other fhan the first. As noted in

section 3.5.3.%, the initial ability estimate for (j.e.

entry point to) the first subtest was.assumed to be 0.0,

RS

hence gll examinees were "gdministered“ the saée first
l1tem. | M

. ‘~A'differeﬁtiél subtest "entry point is determined by
thg‘feiatiohshiplbetyeen a respondent’'s gstimated
ability levei andrﬁﬁé intercor:?latibns‘tdgtgrmined'fr;m
calibration sampief among the sﬁbtests,"Théy wéﬁe |

calculated by estimating the reg}ession eqguations on the

calibration data and using the appropriate equation to

‘predict the entry point to the next subtest from final'

, o . o
ability estimates for the previously administered

L

.;§'
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subtests.
Specifically,.at the end of the first subtest, the

bivariate regression equation (12) was evaluated to

-

determine the ‘nitial ability estimate for subtest”Zg
D2=b1®|+bo- (12)
Equation (12) defines the entry point D: to subtest 2

from the weighted final ability estimate for subtest

-

(©,). The variance of this estimate, which was required

for the first ability level calculatien during the

intra-subtest branching prdcedure, was taken to gbe the

squared standard error bf\estimate;(eqpatish 13).
| SEE=0,y (1-R?) (13)

The calculatlons of entry p01nts into the

R

subsequent. subtests were merely step- like extensions or.
Y4 .

generalizations of equation 12. Regression equations i
(14) and (15) were evaluated to calculate entry point¥ ‘
to the third and‘foufth subtests. : S
D;=b16,+bzea+b5 ‘ £14),; ) | |
D, 2b,0,+b;0,+bs8s%bg (15 o ;
~In the above equatrons, b,, bz, and b3 represent |
multlple regression coeff1c1ents, W1th bo representlng
the regre551on constant._The 1n1t1al prlor variance for
subtest 3 was the squared standard error of estlmate for

the multlple regre551on of subtests 1 and 2 on’ sﬁbtest

3, and 51m11ar11y, thel 1n1t1al pr1or varlance for
' : “ ) -
subtest 4 was the squated standard error o£ estlmate for

SR P

- the regress;on_ofﬁsubtests_1 2, and 3
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)

3.5.3.3xComputer Simulatron - SIMUTATER

A FORTRAN computer program, called SIMUTATER
(acronym for SIMUlated TAilored.TEsteR) was written for
use in.this study. It is a general program in the sense
that a real data simulation of an adaptive testlng can
be carried out for ahy set of tast data

SIMUTATER requires two data files, one containing

| X

item parameters for each item, and one containing the

raw data response sets. SIMUTATER expects blnary input

: 9

- data but can convert raw respdnse data to blnary form 1f

S "

the answer key is supplled Regress1on coeff1c1ents must

-

.

also be supplied. T e - ‘%y~

: o
The program y1elds one Bayes1an ablllty estlmaQE‘

per subtest for each 1nd1v1dua1_response set. Hence, ‘a

. L

total of four scores were returned for each data'set in'_g o

this study.. SIMUTATER 1nclud§s af optlon wh1ch will”
‘output these scores to a prlnter, a disk f11e, or both.

Also 1ncluded is an optlon that allows the ‘user to
K4

output a vector contalnlng the code numbers oi ‘the 1téhs,

admlnlstered to each subject.‘_

Both of the branchlng strategles dlscussed 1n '
sectlons 3 5 3.1 and 3.5. 3 2 are 1ncorporated in :
SIMUTATER %}gure 3. 1 shows “how these strategles’are
‘pcomblned and also 1nd1cates the general flow of the
:program. FOllOWlng ‘the. rescor1ng of the f1rst 1tew,fthe

:1ntra subtest branch1ng strategy is employed untll

e1ther of- the two termlnatlon cr1ter1a 1s met An entry

Ca

L. e

T L

.

w
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.
point to the second subtest is then calculated using the
inter-subtest branching strategy andithi.intra>subtest
branching strategy Ts reapplied. The entire process 18
repeatéd until all subtests have been admiﬁistered. At

the termination of each subtest the final ability

estimate ®s stored for later output.
\

A

3.6 Research ObjeCtiveé
In this study the effect of imposing a tailor testiqg
strategy on a conventionally administered test of m?ntal
/

. ‘ R - . e .
abilities was examined under six different termination

.
criteria and was assessed in terms._of:

X ,
1. the correlation between IRT ability scores from the

simulated tailored and conventional administrations of a

e

subtest,

2. the number of items administered for a subtést when the
tailored testing strategy was employed, k4

3. the correlation between IRT ability scores from the

°

- simulated tailored administration and the raw scores

¥
{
s

4. the differencé between the observed test informatidh

~

curves for the two administrations of the subtests. .

(i.e. number correct) for a subtest, "and

The effectiveness of the inter-subtest hranching strategy
and the potential for increased\precision'at the extremes of

the ability range were also examined. "

v



s : 4. Results . o

In attempting to answer the research questions posed in \

section 1373 the study was conducted in the manner outlined
in chapter 3. Thxs chapter pro@ﬁdes a detailed presentatlon
of the results of the data analysis. It 1s divided 1nto two
sections: preliminery anqﬂysis, dealing mainly with the |
‘calcutation of i1tem para%eters, and maiu analfsis, reporting
the’results from the simulated tailored testing. Each

portion of the results is discussed in turn.

4.1 Preliminary Analy51s
This sect1on is a report of the results from the
procedures followed to obtain the item parameters and the

£

other statistics necessary to perform the simulation. The ®

response data analyzed in this section came from «the

calibration sample'(N=3000).

4.1.1 Item Callbratlon

“Raw item response data were used by the computer -
. program LOGIST to compute the item response parameters for
‘each item.on each of the four subtests. As noted in sect;on
3.5:1, the items in each of the subtests were calibrated
independently of the items in the remaining subtests. The

item parameters for each of the four subtests are presented

]

along with summary statistics in Tables 4.1 through 4.4.

THey are again presented in Appendlx A along with

couuentional difficulty and discrimination indicies.

83

W



[ 3
)
Subtest A - Vocabulary
Item a b e
1 0.598  -4.425 0.170
2" 0.664 -3.283 0.170 [~
3 0.511 - -1.098 0.170
4 - QN70  -5.531 0.170
5 0.123 -0.738 0.170
Y6 0.131 -9.005 0.170
7 0.502 -2.930 0.170
8 10.936 - -3.775 0.170
9 ©1.038 . 0.054 0.170
10 .| 0.843 -2.127 0.170
11 0.173 -6.904 0.170
12 2.587 -1.092 0.170
13 | 0.752 -0.826 . 0.170
14 0.228 -0.197 0.170
15 0.259 2.621 0.170
16 0.987 -2.572 1 0.170
17 0.287 -2.528 0.170
18 0.883 -0.615 0.170
19 2.357 0.403 ,  0.225
20 2.451 1.406 @ 0.103
21 0.428 1.900 0.170
22 0.710 - 0.419 = 0.170
23 0.445 -0.493 0.170
24 2.717 0.783 0.140
25 2.442 1.639 0.200
u 1.061 —O.QsA 0.169
o 0.896 1.670 0.022

Itemsyshown in jtalics were removed from the
study. The mean (u) and standard deviation (o)
were calculated using only those items used in
the simulation. - '

Table 4.1 Item Parameters for Subtest A
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- Subtest B - Sentence Completion
Item a . b c
1 0.176 -13.746 0.130
2 0.476 -4.266 0.130
3 0.454)  -3.245 0.130
4 0.711 -1.7Q4 0.130
5 0.668 —1.* 0.130
6 0.617 . -3.12 0.130
7 0.763 -3.623 C.130 oo
8 - 0.840 -4.334 0.130
9 0.685 -2.159 0.13%
10 0.412 . -2.638 0.130
1M 0-883" - -2.312 0.130
12 0.474 - ~-2.078 0.130
13 0.668 -2.994 0.130
[ 14 0.838 -1-.737 0.130
;15 1.118 -0.521 0.130
= .16 1.202 -1.643 0.130
17 0.775 —1.51§ 0.130 .
18 0.778 - -1.09% 0.130
19 0.630 -0.293. - 0.130
20 - 0.767 0.295 ° 0.130
21 0.437 -3.158 0.130
22 0.403 -1.227 0.130
23 . 2.461 -0.006 0.150
24 2.565  -0.117 0.100
25 3.583 ©1.945 0.137
u 1.006 -1.460 0.130
0 ©0.830 - 1.330 0.008°

<

Items shown in italics were removed from the
study. The mean (p) and standard deviation- (o)
were calculated using only those items used in
‘the simulation. o

" ‘Table 4.2 Item Parameters for Subtest B-

N v



. Subtest. C - Verbal Classification

Item a ‘ kb rC
-4.152 0.185 ..
-6.618 O 185 .
'-2,180 .185
-3.024 0 185
1 0.357 0.185-
-2.844 0.185
-2.882 .0.185
-2.711 0.185
-1,811 0,185
- 0.064 0'192“
"-3.356 0.185.
-3.579 O 185
-1.121 185
-1.025 - 0\ 185
-0.731 . 0.\85
-1.049 0.185
=1.439 0.185 |
-0.433 0.185
1.122 - 0.114
1.966 -0.170
-1.195 0.185
-4.371 0.185
-0.501. . 0.185
1.299 - 0.185
1.055 '0.209.
u 1.005  -0.973 0,182
. o 0.995 1.553 0.017
A4

Noter Items.'shown in

86

italics were removed from the
study. The mean (u) and standard deviation (o)

were calculated using ‘only those 1tems used in
the 51mulat10n. ‘ :

“Table 4.}'

A

Item Parameters for Subtest C
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‘Subtest D - Verb%l Analogies
Item a , b. * C
1 ' 0.328 -1.843 - 0.145
2 0.915 & -1.750 0.145
3 0.4590°Y -2.523 0.1459¢
s 0.748  -0.328  0.145
5 0.5056  -0.978 ' 0.145
6 0.547  -1.309 0.145
7. 0.623 -2.820 . 0.145
' 8 0.417 -0:6 - 0.145
©.9 0.479. -1.50% 0.145
10 0.419 -0.896 0.145 | -
11 0.639 + -3.301 0\ 145 <
o 12 0.117  -7.199 0..145
£ 13 0.477 -1.600  © 0.145
14 S 0.411 0.540° - 0,145
15 . 0.784 " . 0.538 0.145 .
.16 0.802 -0.563 0.145
S 17 0.240 + -2.174 0.145
18 ~0.708 © 0.540 ©0.145
19 4 0.322 0.465 0.145
20 2,477 =0.011 0.179
21 . - 0.564 -1.471 0,145
22 | 2.256  -0.367 0.145
23 .-| 0.576- . 0.574 0.145
24 ©2.907  1.556 0.101°
25 ©0.502° - 2.681 0.090 -
"o 0.796 -0.715 - 0,142
o - 0.702 - 1.423  0:016 |

Note: ‘The item shbWh-in italics was removed'from

the study. The mean (u) and standard deviation

() were 'calculated using only those items used

- in the simulation. -

Table 4.4 Item Péﬁéméters°fo:"éubtest’D‘

£
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“ An examipation of Tables 4.1fthtough’ (4 reveals that
the majority ot C{parametete were assigned a common value
withih‘each suhtest. Lord (1974) Eoihts out that when the
items;are easy'(i e. lcw b values) the data db-not-provide

for reasonable estimates of the C pa ameter as all subjects

. have a«good chance,of success. Lor contlnues that in order

I

',to‘"avoid.abaurd’Talthough possib y harmless) Qsttmatescof
c" (p. .258) with such data, LOG T arbltraraly sets the C
parameters equal to the medlan'of the estlmated c values
' accordlng to a complex .set © ‘rules e |
o The 1nférmat10n prov1d d by an 1teh 1s@max1m12ed 1f the 

examlnee.to whom it is ad nlstered has approxlmately a 50

percent chance of answeryng 1t correctly. As noted 1n

i

dlscrlmlnatlng (a >‘0'80)

2.‘ The*items should have m1n1mal chance (¢ values. -

3, Th/ pools 'should be large.
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o SUBTEST SIZE
‘ .Voca'bu,_‘léry (1) _ 20 _ , N
Sentence .* (2) A
Completion .1 B. . 2% - R \
B | JL l ;
: ' I : : ; b
Verbal - (4) . , SRR e
. ,Classification’.'Cu ‘ 21 o D
| verbal = (3) ' S R L
Analogies - D. | . 24 B g S

Table 4.5 Final Subtest Sizes

!
4. The difficulty parameters of the items should be
rectahgularly‘dfstributed across ©.

It can be seen from Tables 4 through 4.4 that the

| v

characterlstlds of the item; pools studled here fall short of

o \

Jensema's cr;terlas ThlS result however was not

: unexpected The present study is- addressed to the use of
already existing 1tem pools in tallored testlng, not to the
'_development of special pools that would be- 1deal in

Jensema' s sense.

" 4.1.2,Subtest Ordering A% - Lo

-

* The subtest 1ntercorrelat10ns for the convent10na1 IRT
[y

score$ calculated on data from the callbratlon sample are
presehtedfin'Table‘4.§.VBy the procedure~out11ned in section
3.5.3.2,

subtest A was selected to be "administered” first

followed by subtest B. v o . C v | )



* SUBTEST . A. B. C. Q_ N

. Vocabulary 1A 1.00 -~ . -- . -
':Sentence , : ' *
.vCompletlon ) B. 0.62 1,00 == ==

Verbal - N - , k

Classificat+ion C. 0.59 0.58 1.00° --
| verbal ' o ' ‘
Analogies p. | 0.56 0,61 0O>s2 1.00-

LN

"fable’4.6 QbserVed Inter)subtest Correlatioqs
Multiple cbrrelation coefficiente‘for subtests A and B
predlctlng each of the remalnlng two subtests C and D were
’examlned Subtest D was predlcted marglnally better
(R O 653) frdm subtests A and B'than was C (R 0.651), hencep
‘subtest D was admlnlstered thlrd and the remalqlng subtest

+C, was admlnlstered Jast The final order in which the 'f

subtests were administered was A, %#_D, C. For the remalnder

of this'report these wiIl»be'referred~to aS'éubteéts 1, 2,
- v. ’ N %

: 3,'7'40
.1.3 leferentlal Entry Po1nts ’ s
™~
Sectlon 3P5 3. 2 explalned that d1fferent1a1 entry
v p01nts to subtests would be calculated on the ba51s of

'regress1on equatlons for predicting the score of the next

,subtest from the f1nal ablllty est1mates of the prev1ously

| radmlnlstered subtest( ). The entry p01nts to. subtests 2

through 4 were computed by evaluatlng the appropr1ate
D A .

#
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regression eguation from:the-set below.
R . . . ) \
D;=.006+.5978,;  (16)
‘ == 003+ 2959 +. 42762, (17) : g;S“
Dy
N Du=- 033+‘275@ + 248@2+ L2530, (18)

The variances of fhese%estlmates wvere’ taken to be the
squared standarg@ errors associated with the equations and

are given below:

~ g3=0.432 - - L

' 03=0.407 @
02=0.367 . S

As noted earlier the initial entry point ‘into subtest 1 was

zero (0.0) and with a variance of one (1.0) for all
”..subjects.n_ f U /
[ ‘J
4.2 Main,Analeisl » SR R
A comparison of the results obtained from the . §
conventional test results derived through application of
. LINDSCO, with‘results obtained from the simulated éfilbred

testlng procedures derlved through appl1catlon of SIMUTATER,

is presented in thls sectlon \

4, 2.1 Term1natxon Cr1ter1a

-~

The 51mulated tallored testlng procedures were repeated

]

‘ u51ng 51x dlfferent termlnatlon cr1ter1a A separate run of -

P

SIMﬁTATER was méée for each crlterlon. The termlnatlon

' cr1ter1a used are llsted ‘below. along w1th the symbol used to

C o
represent the ablllty estlmates obtalned under that'
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particular terminatlon criterion. These symbols are used .

J

throughout the remaining text. !

th ;~' erterlon “.: u Szmbol”
. | ©0.100 - . Cie A ’
. 0.950 L - - Cos \
. 0.028 a. — - Cozs E
L ' “0.010- ) - Conr- R
o \d& v ~0.007 \~\ -  Coot E '
: ‘7 \ 0,000 - - Co Coo

. 4
The ab111ty estlmates obta1ned u51ng the LINDSCO program

s

will be referred to by "C" and raw scores will be symbollzed
as "R". S D - o o o "J"ﬁ
To get a feel for'what the QariouS'cditeriaumean
-con51der thelr relatfpnshlp to the errors assoc1ated with
o ab111ty estlmates. 1f © is estlmated thro gh maximum
: .
llkellhOOd (MLE) procedures then ‘the standard error*
assocgated W1th estlmate of a glven © b merely the‘
hre procal of the square root of the test 1nformatlon 0
+ fun tlon evaluated ‘at the partlcular €] (Hambleton, 1979).
HoweVer under Owen S Bayeslan scor1ng algorlthm the flnal
posterlor varlance of the ability estimate, 1s considered: torz
be an estimate of the amount of error associated with, that
partlcular e (Bejar & We1ss, 1979) As Baye51an scoring was i
/h used in. th1s study the latter 1nterpretaapon of error was
| used 1n the-follow1ng dlscu551on but the same- pr1nc1ples
- would still hold if MLE procedures were used
Urry (1977) wrltes that the objectlve of 1tem selectlon .
strategles 15 to adm1nlster tems in. the order that wlll

most rapldly 1ncrease 1nformat10n, or, equlvalently, most

rapldly decrease the erros assoc1ated w1th the estlmate.a7g-~'



Item selection is terminated when a criterion level is -
B . . . [} }
reached(whlch spec1f1es the minimum 1ncrease in 1nf35matlon‘
~ \
that an 1tem may brlng to the abll1ty estimate. &
»al '

4

Alterna.,tlvely_ the t5erm1Inat.1on criterion is the .minimum ,

o

improvement (decrease) in.error before item selection 1s

/.'terminated h &) L
-+

ngher levels of term1nat1on (_g"C{o or Cas) result'in

<

fewer items being admlnlstered hence lower levels of

measurement prec151on, larger posterlor var1ances, and

larger errors than those obtained when lower cr1terlon

el

+ ‘levels are'used (i.e. Cors C901,.Or-Coo).

" . Practically speaking, little else is known about the -
nature or effects of the various criterion'levels. Limited
work u51ng thls klnd of 1tem selectlon strategy hag)been.

done by Welss and his col?eagues, w1th llttle attentlon pald

"

ot to the spec1f1cs of the crlterlon levels. Typlcal cr1ter10n

jlevels in the1r studles have been 0. 03' O 01, and 0. 001
\ : ' ' [ M . - . . .
3 I v,"g<~l;._« ,*:”' ‘ R | )

4.2.2 Correlat1on Ana1y51s AR _--.’ ez 3 ‘

k]

Pearson correlatlon coeff1c1ents wvere. calculated for,

each subtest between the ram scores (l e. number correct B
=

scores)'and the Baye51an ab111ty est1mates obtalned from the

tallored testlng 51mulat10ns. Thé correlatlons found in’ j {;f
Table 4,7 are for the ab111ty4est1matqs and the raw scores.
At thlS p01nt a matrlx of low correlaf1ons would have ralsedh""

. serlous questlons concern1ng the appropr1ateness of the

tallored testlng strategy, but as all correlatlons 1n



._g

- -
SUbteSt "D’ C1o “;‘ Cos Co:zs' . .C’d 1." }‘Cofo 1 CO'O -
‘ 1 | o0.88 0.9 0.91 0,93 0.93 0.93 |-/
| 2 0.93" 0.95 0.95— 0,95 0.95 0.95 |
N 0.90 0.94 0.95 0.95 0.95 0.95
. 4 .| o0.8& 0.90 0.91 0.92. 0.92 0.92 e

uIap}e 4.7 - Correlations Between Raw Scores and
Tallored Testlng Estimates of Abllltyrrwr~~~—w~*ﬂ———~

- Table 4.7 are high (22 of 26 greater than 0.90 and all = .,
f@ greater than 0. 84) the model was con51d€%ed to be A
approprlate. '

+

The Pearson correlations'between the'ability estimatgg~ '
';from the conventlonal admlnlstratlon and those from the

_tallored testlng for each termlnatldn cr1ter1a, are

W

, presented by subtest in Table 4 8 From thlS table several
?patterns become clear. Flrst and most 1mportantly all the

' correlatlons are extremely hlgh ThlS 1nd1cated that the.
' 4

tallored testlng procedure and the 51mple procedure of
totalllng the number of correct answers were yleldlng

- measurements on the same contlnuum Second the correlatlons

El

between the tallored testlng estlmates of abldlty and the
1conventlonal estlmates of ab111ty 1ncreased as the

-;termlnatxon crlterlon was relaxed l e the crrterlon tended

toward zero) Stated another way, as more 1tems weue'~.h‘

3 \ \ v o L v
admlnlstered 1n the tallored testlng the correlatlon w1th \i

o the- conventlonal score 1ncreased Thls was not unexpected

o
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Subtest Cio Cos Cozs Co Coo1‘ Coo
1 0.99 0.99 0.99 0.99
2 0.98 0.98 0.99 0.99 \
3 ) 0.98 0.99 0.99 0.99 ‘
] »
4 0.96 0.97 0.98 0.99

Table 4.8 - Correlations BePween Conventional and
Tailored Testing Estimates of Ability

€

’ The highest correlations occurred wherw the termination
criterion was set at 0.000 (Coo); that wds whln allsitems
were administered under the tailored tesﬁing g{;ategyf THis
situation differed from that of'ggﬁiity estimates obpgined
from the conveﬁiional scorgs in that the order 1im which the
items were administered was almost ceértaiply different from
the order in which they were considered in the estimation of
ability from th% conventional administration. Local
independence suggests tﬁqt the corrg}ations here shodld be
1.06, however, under Bayesian scoring the ability estimates

» B N
are order depegéeng\(Sympson, 1977). In other words a
response vector scored by the Bayésian procedure and then
re-scored after item rearrangement‘Would produce two
_sliéhtly different abilify estiﬁates. For this reason the
correlations betwegn C/and Coo weg; less than 1.00.
Examination of Table 4.8 makes it cle;r that the

imposition of a tailored testing strategy on the various

sybtests did not drastiéally change the estimation of an
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examinee's ability on a specific trait.

4.2.3 Comparison of Test Length

Table 4.9‘disp1?ys the mean number of "1tems
-administered per sugtest under each tailored testing
criterion. As the cfiterion became less stringent the
average number of items increased, but in no case was the
item pool exhausted on the average. For some examinees the
ftem pools were exhausted. Reductions of subtest length

ranged between 4% and 70% while reduction in total test

length varied 8% to 58%. 4
¥ \

3
\

Subtest C g Cio Cos Cozs Con Coi1

JV

1 20 /A 2.99 11.13 13.50 16.18 17.82
(o) (0.83) (0.78) (1.10) (1.02) (1.17)
2 21 11.21 16.63 18.55 19.45 19.87
(o) ‘ (3.34) (3.94) (2.43) (1.28) (0.66)
3 24 10.89 18.15 21.60° 22.54 23.04
(o) (2.20) (2.03) (1.59) (1.22) (0.75)
4 21 6.20 14.36° 16.94 17.76 18.72

—

(o) . (1.26) (1.84) (1.15) (0.94) (0.89)

.27 70.62 75.95‘ 79.47

Total , 86 36. 30
.67) (4.67) (3.19) (2.45)

(o) (6.01)

A\O{’ )
o O

table 4.9 - Mean and Standard, Deviations
of the Number of Items Administered
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4.2.4 ﬁfficiency Analysis ' , o

“The théoretical test iﬁformation curves are feat%fed “n
Figure 4.1. This set of curves was generated by evaluating
equation 7 (p. 44) for all items in each subtest. These
curves indicate at which valqes of ® the subtests haye their
greatest power of discrimination. The general profiltes of
thése four curves reflect the st}ﬁngths, and also the
'shortcomings of the item pools and were to some extent
‘pfedictable through visual inspection of the distribution of
the b parameters listed in Tables 4.1 though 4.4.

Figure 4.2 presents the averaged test information '
curves for the four conVentionally administered_subtests. A
discussed in section 2.2 (p.,55j57) these are not true tést

information curves as fﬁey are calculated ffom observed ©'s
as opposed to item parameters alone. They are estimates of
the curves found in Figure 4.1. To form these.curves (j.e.
Figure 4.2) the ability scale © was divided into distinct
intervals, 0.10 in width, and the informap}onal values of
.examinee8 with ability estimates falling into an interval
were averaged (see p. 54-55). This average was obtained for
"each interval. fhé resulting averages were then plotted
\a?ainst the mid-point of the corresponding ® intervals. As
expected the zﬁkyes in Figure 4.2 cloéely matched the
theoretical curves found in Figure 4.1,
Figure; 4.3 through 4.6, one figure pér subtest, ' -

present the averaged test information curves obtained under

the simulated tailored testings. Each figure contains six
‘ i\«ll‘,;,-‘_? .
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Subtest 3
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FLguﬁe 4.1

" Theoretical
Test Information Curves
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Subtest 1
0.02.0 4.0 6.0 8.0

Subtest 3
0.02.0 4.0 6.0 8.0

£

Figﬁre 4

\
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Averaged Conventional
Test Information Curves
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‘plots, one for each of the six termination criteria.

4

il

Con51der1ng each subtest by itself, “the proflles of the
curves are quite similar across the termlnatlon crlterla
However, as the termination criteria became less stringent
the curves moved slightly‘upwards. This indicated an.
increase in the amount of information as the termination
criterion was relaxed. |

This previoué result was expected and explainable when
vcon51der1ng the 1mp11cat10ns of ‘relaxing the termlnatlon
criteria The termlnatlon crlterlon is the value at wthh
testing will be stopped when there are no unadmlnlstered
items remaining 1n thebltem pool that would provide an
amount ot information (at the curreht'estimate of an
examinee's ability,”@) greater 'than the criterion In other
words, the termlnatlon criterion 1is the®minimum amount of
informatlon that an item must have (at the current estlmate
of the examlnees ability, ©) in order to be admlnlstered .As

the termlnatlon crlterlon becomes less strlngentvthe number

’

'of items admlnlstered increases'' hence 1ncrea54ng the

‘amountzof information. obtained about the examlhee s ab}thy
| r

’(Recall 1nformatlon is additive. ) Taken.across the range of
o; the entire. test 1nformat10n curve rises. !A,'na

A v1sual comparlson of the general proflles ‘found. 1n
Figures 4.3 through 4.6 with the approprlate curve in. Flgure

4.2 (and for that matter Flgure 4, 1) prov1des a qu1ck way of

asse551ng the effects of tallored test1ng Throughout the
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series of figures the same four general profiles were found
~thus indicating that the subtests provided much the same

partern of precision under conventional and tailored
A4

\____Strategiles.
Eigures 4;7 through 4ﬁ10 dispiay averaged posterior
vari;nces for intervals of ©'?. Comparing these figures to
- Figures 4.3‘to 4.6 one impoitant feature candbe noted. In
most cases intervals of © that possessed high information
levels had averaged_posterior variances that were at local
~minimums. This makes'seqse as high levels of information
correapond‘to ldw levels of error in estimation.-It can also-
kbe seen that as the termlnatlon cr1ter1on was relaxed ‘the |
magnitude of the posterlor variances decllned marglnally
Fiéuree 4 1 through 4 14 ‘are plots of the average

number of 1tems per © 1nterval against the midpoint’ of the ©
interval. The data from whlch these curves were plotted are
reported in Appendlx B. Note that for the higher criterion
leveis (I e. C,o and Cos) the shape of the curves are
suggestlve of their correspondlng averaged test 1nformatlon

e curves ThlS is espec1ally true for subtest 2. As the
'eﬁiterlon level 1is relaxedjthe~curve tends more,tovard a .
horizontal line, indieatihg‘lehs variabliityﬂover ® in.the
average]number of items adminiStered; Note thgt‘the~ f

"intervals‘qué that had relatively large (relativelywsmall)
values of 1nformat10n also tended to have correspondlngly -

-

‘small°(large) average numbers of 1tems admlnlstered

'2The data used to plot these curves are found in: Appendix
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Consider the simulated tailored testing when'criterion
Coo was used..As noted earliler, this criterion resulted in'
all items being administered to all examinees. fhis
simulation differs .from the conventional administfation in
that the order in which the items vere administered was
different., Since all items wefe administered using criterion
Coo, the amount of information obtained from this simulation
is theoretically greater, given ©, than the amount obtained
from any of the other simulations (i.e. those for the other
criterion levels)

In order to examihe the degree of 1nformatlon 1oss
attributable to item reduction through tailored testing, the
average test information curve eorresponding to,criterion
level Coo was ‘compared to ‘the average test 1nformatlon_
curves correspondlng to the remaining criterion levels The
comparison was made for each of the four subtests by taklng/f/////“
the rétio of the averaged test informetion‘Value of one | |
curve, say A, at a giveh value of ©® and dividing it by the
averaged test informatibn”veiue of another curve, say B, at
the cofresp?nding value of ©. This ratio was plotted as a
funcfion of ©.

These curves arq.preseheed in Figures 4.15 through
4,18. In all cases the rat1os were takenobetween the
averaged test 1nformat1on curveg under criteria C1o, Cos,
Qozs, Co1r, and Coo1 (numerators) and the averaged test
iqformeeioﬁ cufve corresponding to the siﬁQ;ation~using Coo

¢ ~ ) ) . . ‘
(denominator) as the termination criterion. Due to the
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Figure 4.15 - | ‘
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discontinuous nature of the observed © values, the © scale
was divided into intervals 0.20 © units jin width. The
averaged test information values found/;ithin,each interval
were averaged to obtain a value for each interval. .

At first glance there 1s an appareht inconsistency
between theory and practice. The inconsistency arises
because the denominator 1is theoretically greater than the
numeratorg yet in some scores. the ratios are exceeding 1.00.
' Closer investigation reveals the cause of the problem.
Recall that the ratios are based upon averaged values. These*
averaged values are themselves based upon average values
The averages are influeneed by the variance of the values
that are averaged, as well as the number of values on Which‘
the average is based. It isftherefore considered appropriate
to treat -any fluctoations of ratios above 1,00 as artifacts.
of the procedure used and assume that the ratio is equal to-
.. 00. |

It should be mentionédbthat if the curves to be
compared had been actual test 1nformat10n curves (as opposed
to averaged test information curves), then Flgﬁres 4.15
through 4.18,would represent relative efficiency cur‘es. As
'_they are based upon averaged informatioh values they will be'
referred to as observed relatlwg eff1c1ency curves.

‘Interpretation of these graphs 1s stra1ghtforward ln
511 graphs the observed relatlve eff1c1ency points are
plotted along with a horlzontal line at one.. |

_—__._.___—___—_._—__

'3This line represents the relative eff1c1ency actually {
calculated by taking the ratio of the Coo averaged test
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Observed relative efficiencies less than one (j.e. points

below the line) indicate the amount of informatioh loss due
' to- the fact that fewet items ‘were admlnlstered under a
tallorlng strategy with a termination criterion d1%ferent
'from‘Coo, Values of one 1nd1cate equal levels of 1nformatlon.
fro; both testing serstegies. A visual inspection'of these
graphs emphasizes t%e preuiously discussed result thar
infdrmation increases as more }tems are administered. With
every subtest, as:the termination criterion‘was relaxed, the
observed efficiency curve more closely approached the
horizontai line representing a relative efficieney_of one.
Figures 4. 15!to 4’i8\shdw that ohly minimal amouats of

1nformat10n were lOSt due to’ 1tem reduction when the two

| criteria Coo, and Con were used Under these

can be seen from the%ables in Appendix C, the

oss in averaged relative,efficiency‘was about 6
r‘ubtest 1, Corl.. Excludingvthis one intervai the

~

aver f relatlve eff1c1enc1es for these two crlterla were
mately equal.

fFom these figures it is clear that the greétest amount N

of,g‘/ormatlon was lost when the most stringent term1nat1on
criti°;on, Cio, was used. Losses ranged from 5 to 53 percent
uwithyﬁ?e average being between 15 and 20‘percent. Th;s’

"termination criterion made by £ar the wolst.showihg in this
respect. The remalnlng two crlterla, Cos and C025, produced

freasonable results. For ‘subtests 1, 3, and 4, Cozs resulted

e e o g e

(cont_d)lnformatlon curve to 1tself
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in minimal information losses, quite,comparable‘tp those
obtained under C;t and Coo 1. For subtest 2,‘this was also
the case except for the iaterval between ©=1.05 and ©=1.50.
- Coasideration of the results for averaged relative -
tefficlency suggests that the loss of information due_to
tailored testing was miwot except for ene termination '
criterion, Cio. In fact, it was eviéent_that‘the amount of
information lost was attributable to tﬂe severity of the ;
termination criterion. For all-practical purposes, the
information cyr;es obtained under tailored testing using the
three lowest terminatien criteria brodgced informatioa
'curvesvcomparable te those produced'under conventional
teéting It seems, safe to conclude that the use ;t a
'taldorlng strategy using reasonable termination cr1ter1a d1d
not -seriously reduc the 1nformat10n provided by the test.

As the termina;1on criterion relaxes, causing a larger
number of-items to Le adhlniStered, the efficiency analysis
has shown that the estlmatefof ability becomes more precise.
In tepms‘of the ‘six terminatlen criteria, abllity eStimates
deriveq\under\the.crlterion Coo are the moStvprecise..

To lﬁvestigate the variability of ability estimates'f
acrbss criteria, five. dlfference ,scores were calculated for
each 1nd1v1dual by subtractlng the ab111ty est1mates der1ved
:gunder term1nat10n cr1ter1a C,o, Cos, Cozs, Cor, and Coor. |

from the estlmate derlvedtunder‘Coo. Table 4;10 reportsAthe
: meankané §taﬁdard deviationkfer;each disttibutlon of -

difference scores.
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Subtest C10A C.os Cozs . \CO1 s COO1
1 ~0.01 0.00  0.10° 0.00 0.00
(6) | ¢0.21) (0.14) (0.10) (0.72) (0.32)
A 1.11  0.98 0.96 0.96 0.22 °

2 0.00 0.07 0.00 0.00 0.00
(o) (0.19) (0.11)- (0.09) (0.80) (0.03)
A 1.34  1.32 1.38  1.41 0.24

.3 ©0.10  0.00 0.00 0.00 °0.00
(o) (0.22) (0.11) (0.06) (0.05) (0.01)
A 1.63 0.58 0.58 0.50 0.11

-0.06 -0.03 -0.02 =-0.01 '-0.05
y - | {(0.29) (0.20) (0.16) (0.13) (0.57)
‘ .78 1.60  1:43  1.20  1.84

NS
|
o

> a

‘Table 4.10 - Mean,_Standard Deoiatlons,'and
Maximum Deviation of /Tailored Testing Ab111ty
. Estlmatés From Coo
Two patterns become clear. First, all mean difference
scores are close to zero. (in several case5~a mean'. ‘v "",
difference score of zero was observed.) Second, aside from ’
the5small Variances, in all but one case did the variance
decrease as the termination was relaxed Taken together, the
_mean dlfferenCe scores. and the decrea51ng varlablllty
-suggested convergence of the tallored testlng ablllty
5 ,

/estlmates.,y
[¢]

Aléo reported in Table 4. 10 are the maX1mum g1fference
scores, glven in absolute terms. Relatlveyy small values'
were reported for subtests 1, 2, and 3_but much-larger
'values corresponded to subtest 4. Scattervploté'reveaiéa._'
that these values\:e:;\overestlmated as a result of 2

"

‘outllers and that with the exc1u51on of theSe two p01nts the”,
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general pattern of mimimal decreasing differences was
evident. The outliers@were clearly the cause of the
relatively large variances of subtest 4 in compafisoﬁ with
SubteSts 1, 2, and 3. Evidence of. outliers was not found 1in

relation to the remalning three subtests.

4.3 Evaluation of Inter-Subtest Branching Strateg{

An inter-subtest branching straﬁegy (outlined in

section 3.5.3.2) was used 10 tﬁﬁs stq§§vto refine the
initial ability estimatés ﬁgquired for entering subtests 2
?chrough 4. It was expected that if the branghing strategy
‘,was working properly the number of items @dministered would
“be less than if the strategy wés not used. Not using the

strategy would mean that the initial ability estimate for

F

every examinee would be the same for subtests 2, 3, and 4 as

o

for subtest 1. 7/ .
£

The basic strategy used-in this study was that proposéa

by Brown and Weiss (1977) and evaluated favourab%y By
{
Gialluca and Weiss (1979). As both of these studies involved
classroom achievement tests, the present study represented

an extension to ability tests. . 5 >

The effectivquss of the strategy was evaluated by
agglying the simula;ed tailored testing procedure to the
vafidatjon sample data for all subtests, with*the initial
entry ability set to 0.0 and the initial prior variance set

to 1.0 in each case., Recall that these were the séhe values

used on entry to subtest 1 during the simulations reported
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in the previous sections of this chapter.

The mean number of items administered for each subtest
under each criterion without the inter-subtest brénchlng
strategy are presented in Table 4.11. The means associated
with the simulation that used the inter-subtest branching
strategy are found in Table 4.9 (p. 96). Since ths strategy
was used only to enter subtests 2, 3, and 4, the results for
subtest 1 are identical in -both tables.

The reéuction in the numbér of items administered under
the inter-subtest branching strategy is the difference
between gﬁe corresponding means in Tables 4.9 and 4.11. For
all subtests under all criterion levels a small mean
reduct (g,yas found. In terms of tgé\gstal test, the
reduction in mean test length ranged bétween 1.0\ percent and
2.7 percent, depending on_the terminationsériterion. This
degree of shortening cor%ssponds to a reduction of about-one
item. These results weis somewhat disappointing as Gialluca
and Weiss (1979) had found up to a 5 percent reduction
attributable to the inter-subtest branching strategy. Still,
on the basis’of the consistency rather than the magnitude of
the reductlon, the strategy can be-deemed successful.

Slmllar flndlngs were observed when the modes and medlans

(as opposed to means) were examined.
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Subtest - C Cio Cos Cozs Con Coon
1 20 7.99 11.13 13.50 +16.18 17.82
(o) . (0.83) (0.78) (1.10) (1.02) (1.17)
2 21 11.39 16.78 18.71 19.70 - 19.98
(o) (3.30) (3.82) (2.09) (0.68) (0.39)
3 24 11.44 18.72 22.04 22.91 23.31%
(0) o (1.81) (1.44) (1.00) (0.70) (0.47)
4 21 6.50 14.96 17.46 18.21 19,18
(0) (1.24) (1.84) (1.09) (0.87) (0.78)
Total, 86 37.32 61.60 71.72 77.02 80.31
(o) . (5.57) (6.00) (3.58) (1.89) (1.66)

Table 4.11 - Mean and Standard Devjationsxg

of the Number of Items Administered Without
an Inter~-Subtest Branching Strategy

4.4 Increased Precision

N

Tailored testing is claimed to increase the, precision -
of tests by incfeasing the discrimination among examinees.
Tf this cfaim ié valid, the range of ability estimates
should be greater under tailored testing than under
convehtional testing. Table’4.&2 presents the minimum,
maximum, and ranges of estima{éd abilities obtained under
the Bayesian rescoring of theAgpnvéntional subtes£s (C), and
those obtained through the va?ious‘tailored testing
simulations. The results for subtests 2,3, and 4 generally
substantiated the claim that tailored testing would increase
the range of ébility estimates. The range of estimates for

subtest 1, however, were somewhat narrower under tailored

¥

than conventional testing.
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In the majority of cases, as the termination criterion
was relaxed, the range increased. It seemed that the more
items administered the wider the range of ability estimates.
There did, however, seem to be a point of diminishing
returns. The biggest increases in range occured across all

. i \
subtests when the termination criterion was reduced fgom

0.10 to 0.05. The next largest increase was found when the

" termination criterion was reéLced from 0.05 to 0.025. As the
termination criterion was further reduced, range 1lncreases
were noted but they were certainly not of a magnitude
similar to those already mentioned.

Examining the maximum values (j.e. the largest ability

estimates) in Table 4.12, it was noted that 23 of the 24

Subte‘st C ‘C1o Cos Cozs Cos Coon Coo

1 max. 2.01 1.96 2.06 2.11 2.14 2.15 2.15
min.| -2.82 -2.09 -2.09 -2.13 -2.17 -2.16 =-2%16.
range 4.83 4,05 4,15 4,24 4,31 4.31 4.31

"2 max. 1.58 1.97 *2.01 2.10 2.15 2.17 2.17
min.| -2.95 -2.73 -2.95 -2.96 -2.98 -2.99 -3.00
ranget, 4.54 4.70 4.96 5.06 5.13 5.16 5.17

3 max.| 2.09 | 2.28 2:34 2.38 2,41 2,41 2.41
min.| -3.02 | -2.53 ~-2.99 -3.16 -3.20 -3.23 -3.22
range| 5.11 4.81 5.33 5.5~ .5.61 5.64 5.63

4 max.| 1.83 2.09 2.22 1.99 2.00 2.02 2.02
min.| -3.00 | -2.87 -2.91 -3.04 -3.00 -3.02 -3.0]
range| ~ 4.83 4.96 5.13 5.03 5.00 5.04 5.03

‘Table 4,12 - Maximum, Minimum, ‘and Range
Values of Ability Estimates
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maximums corresponding to the tailored simulations were
greater than their corresponding conventional maximums.
Examining the minimum values revealed that only 13 out of
the.24 tailored minimum values were less than their
conventional counterparts. This suggested that the gains in
discriminability were at the upper extreme of the ability
scalé, not at the lower. As the raw QCOre diﬁfribution wés
negatively skewed (i.e. skewed to the left) this result
_seemed reasonable.

To illustrate the gain in discrimination through;
tailored testing that was realized for individual examinees,

v

four subjects.were chosen, two from the uppe%lend of the
ability continuum and two from the lower end. Their raw
gégres together with their ability estimates from tailored
teé%ipg are presented in Tableé 4.13 and 4.{4.

ééqgider first the data for the subjects (A and B)
located‘;}\the lower extreme of © (Table 4.13). In terms of
raw scores thé subjects are equal. Rescoring the
conventional test (C), however, results in a 0.07 difference
betweenAtheir ability estimates. As the tailored testing
termination criterion approached zero, the difference
between the estimates increased until a final difference of
0.15 resulted'wﬁen all items were administered. The final
difference was more than twice that for the rescored
conventional test (i.e. C).

Similar results are evident for theiexaminees'at ﬁhe

upper end of the ability confinuum (Table 4.14). The
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S' R C Cio Cos-' Cozs Coi Coot Co_o

7 |-2.21 |-2.19 -2.29 -2.30 -2.32 -2)\34 -2.34
517 |-2.14 |-2.08 -2.19 -2.18 -2.18 -2.419 -2.19

piffl o | 0.07 | 0.11 ©0.11 0.12 0.14 0.15 0.15

Table 4.13 - Differences Between Ability
Estimates of Two Subjects at the Lower
End of the Ability Scale

subjects were of equal ability as judged by their raw
scores, but as the téilored tests' termination criterion
tended éowara zero, the spread between their ability.
estimates incféased. Notg that in this case the rankborder
"of the subjects interchgnged from tailored testing
simulations with a stfingent‘termination criterion to .

tailored testing simulations with a relaxed criterion.

S| R C Cio  Cos Cozsy Cor Coon ,‘Coogf

c | 20l 1.26 | 1.20 1.11 1.14 1.14 1.45 1.45
p | 20| 1.11 | 1.22 1.1 119 r.20 1.21 .21

pDiff| o | 0.15 | 0.02 ©0.05 0.05 0.06 0.24 0.24

>

Table 4.14 - Differences Between Ability
‘Estimates of Two Subjects at the Upper
End of the Ability Scale
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4.5 Conclusions ad
The previoﬁs comparison of adaptiQe and convéntional
methods of teéting revealed exceedingly strong correlations
between corrqsponding subtest scores. At the same time,
signifiéantfgeductions were achieved in the number of items

that would be administered. This reduction was shown to‘have.

a minimal negative effect on the precision of measurement.



5. Discussion

5.1 Summary

This study was motivated by a statement made by Vern
Urry(1977) in one of the earlier articles that introduced
the conceot_of tailored testing to the non-specialist. He
claimed that "if tailored testing is to have immediate
application, it must use existing test items."’(pt 184) From
this came the idea to build a series of item pools dsing'an
existlng test and to investigate the behaviour of a ;ellored
test based on these pools. This study was different from
other“work in the area in that the i'tem pools used were not.
specifically designed for tailored testing. The hope was .
that appllcatlons -of tailored testlng would be stimulated by”®
demonstrating that specially designed 1tem pools are not
necessary.

The problem was to determine whether or notAthe:
appl1catlon of a tallorlng strategy to an exlstlng, 1ntact
test would yleld results comparable to those obtalned
through conventlonal testing methods. A real data 51mu1at10n
was carrled out. uszng item response data from the verbal
‘:battery of the Canadlan Cognitive Ab111t1es Test level F.
Raw item response data for thiS'test were‘rescored undet.a

iBaye51an scoring algor1thm and were then rescored agaln
‘under a 51mulated tallored testlng procedure that also
;1nvolved the Bayesian scorlng‘algorlthm, The twd testing
i'procedures were compared in terms of’ correlatzons between

Raa¥

1300
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ability estimates, test length, and information 1(®). These
comparisons were made for each of six different tailored
testings, which differed in the termination criterion that
was applied. |

-It was found that for each subtest, the correlations
between the ability estimates frdm the conventional testing
procedure arid the ability'estimatesbfrom the simulated
tailored testing pgocedure were very high, regardless of the
termination criterion. The tailored testing sttategy was
found to require fewer {tems than the conventional
procedure,_a;though some precisida of measurement was lost.
The‘size of‘the,reductioﬁ in number of items and extent of
the lossHin precision of measurement was found to be
dependeht on the stringency of the criterion used to
'terhinate the tailored testing. These findingslwere in
| agreement_with those of other studies reported in the

i

llterature

On the basis of this studyylt was concluded that
: 1mp051ng a tallored testlng strategy upon the verbal battery
6f the -Canadian Cogn;tlye Abllltles-Test level F had very

small negative effects on the resulting ability estimates.

5.2 Dlscuss1on and Impllcattons B

The results of thlS study generally parallel those
obtainedhin earlier work (Brown & Weiss, 1977; G1alluca &
Weiss, 1979)-‘uhich used aehievement tests. Perhaps the most

striking reSultﬁof ‘the present study was that tallored

3 ' ¢
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testing could reduce test length by as much as 55%, hence
reducing the time spent in testing. This reduction is larger
than those'reported elsewhere in the literature, but the
termination criterion used in this case was far more
stringent than those used in previous studiesr Moreover, the
most stringent criterion resulted in a much |lower level of
information than for the conventional test (with all "items
adm1n1stered). Reductions in length, under the less’
restrlct1ve termlnatlon crlterla ‘were more in line w1th the
reductions reported in previous research. The actual amount
by whrch test length was reduced was found to be dependent
on the termination criterion. | h i .

It was'importent in th?s»study to Show the potential of
htailored testing for reduCing the time spent 1n test taking.
The economlcs of educatlon are ‘no dlfferent from those of

commerce in that time means money TeStlﬂg and evaluatlon is

on the rise and more educational t1me 1s belng spent on

testlng N
As educatlon attempts to keep step with current
technologlcal advances, 1ncrea51ng numbers of computers are

flndlng the1r way 1nto the classroom Wlth the development
. . )

of some softwarehwtallored testlng could be 1mplemented on
these computers, thus; perheps,predUClng the cost'of testing |
by reducing the time spent on testlng Sa:
If taLlored testlng is to be used in the classroom,'it-
"must be adapted to- the mlcro computer env1ronment There. are

three reasons wny micro- computers are’ preferred to. m1n1 0T
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mainframe computers. The first reason 1is that
micro—computers are presently oeing used in the schools;
bringing in other kinds of computer hardware would be an
expeﬁsive'duplication. Second, the‘cost of mini-computers
(and especially mainframes) with  terminals is prohibitive.
And third, a number of users (say 25) would drastically
reduce the speed‘of a mini—computer to the point that any
Saviﬁge.io testing time due to teacher testing would be lost
-:throu§h~computer proceséing deléfs. .

. The ba51c characterlstlcs of a micro-computer that

\d.'could be used for tallored testlng are these: 128K capacity;

80. column screen width; dwal floppy disk drives; "and a
computer la@gpage such as FORTRAN (i.e. the FORTRAN "7
'package) At least .two popular brands of micros can satisfy
‘these requ1rements, the IBM PC and the Apple Ile micro.

At least two scenarlos are possible when con51der1ng
hardware configurations practlcal for tailored testing in a
sChooi enﬁironment. The simplest’ is a collection ofia nuhber
offmicro—comootero.;To adﬁinister'a»test)two'diskettesdwould
be_required. One'diskette,WOuld contain the data beses and
thehsoftwarexnecessary to administer and score the test. The

~second diskette wo%ﬁd record response information, ability

»

"estlmates, and any other 1nformat10n obtalned through

testlng Dependlng upon the testlng 51tuat10n the second
"diskette could record 1nformat10n from a group of examinees

or be a551gned to a 51ngle examinee ‘and- become a record of

hls;test_resolts.
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ipblem with this kind ofiggx-up woyld be the

kquired to test a large number of examipees.
fely a function of the number éf
favailable_fo; testing.

vfﬁicro—computers are available.a second scenario
?tical than the one just discussed. In this

sitﬁ% i;he micros would be linked together to form a
locaiﬂ {: network and would be controlled by a file server
devicj ghis devicé'woﬁld down load the neeessary data bases
. i R

and necileary software and might also act as a

;iput deviee for the‘fesults of testing. This
approacﬂ‘fould be mo?@ expénsive, due to the additional

hardware r;quirements, but it could prove to be more useful,

both for f uction as well as for testing.

| To;! tailored tésfing into the classroom will
,ihvolvefinitial cost (eg. hardware), but aS'compuzeré become
mofe cpmmonplace in the classroom computerized teéting may
_prove to be a worth;hife appiication of cohputers in
‘qducation. Bejar, Weiss, and Gialluca (1977) make an
interesking comment. in this regard. | :
In order to exp101t the advantages of adaptlve
testlng eo. it will be necessary to bu11d a closer
psychometrlc interface between 1nstruct10n and
testing.'Redugtion in testing time ... is
meaningless if‘theutsole]‘result is ... éarly.

dismissal from examﬂgigiggs. Rather what is needed

is to link adaptive testing with an adaptive
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instructional context, so that reductions in testing
time can be used in increased instructional‘
lact1v1ty¢ (p 26) ’
#Even though thlS remark was made in the context of
achlevement testing 1t 1s relevant to other forms of
testlng, including the testing of mental ablllty Regardless
of type and purpose, testing reduces the number of hours ‘
avallable for instruction. If the number of tests
adminlstered cannot be reduced, then methods tnatlwill
1mprove the efficiency of testlng should be seriously
i

considered for appllcatlon wherever possible.

A result obtained by Gialluca and Brown (l979) was also
obtalned in this study: The.item parameters;.subtestA |
1ntercorrelatlons, and regre551on equations (i.e. the
inter-subtest branching strategy) determlned from data from
the calibration_sample worked success@ully in the simulation
u51ng the validation sample. This 1llusqrates IRT s ability

to make measurements across groups of people w1thout

~distorting the characterlstlcs.of the,ltemsv(l,e. person

had %y

free measurement)
Ta1lored test1ng is clalmed to 1mprove measurement by -

adm1n1ster1ng a minimum number of 1téms to each examinee

%

‘while ma1nta1n1ng a relatlvely high level of 1nformat10n or,_.

o g D
° 7

alternatlvely, a relatlvely low standard error Tallored

testlng is also cla1med to 1ncrease the dlscr1m1nat1on among

examlnees, espec1ally at the extremes of ‘the ablllty levels.

Each of these clalms were supported by the results of th1s

-
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study, however, degree of support for these clalms was -a
.functlon of the crlterlon level used to termlnate the
testlng proceoure a |
Cons1der the clalm of 1tem reductlon with m1n1mal.,
1nformat1on loss. It was apparent from Table 4.9 that as_the
crlterlon became more strlngent the number of 1tems was
reduced. vHowever* Flgures 4, 15 to 4 i8 indicated that as the”
crlterlon became more strlngent, precxslon was’ lost.
Clearly, there ex1sts a trade- off between item reductlon and
1nformatlon loss. For tallored testlng ‘to y1eld maximum
beneflts, the termlnatlon Crlterlon must allow for
51gn1f1cant item reduction while mlnlmlzlng 1nformat1on
loss. S |
In thlS study two crlterlon levels, Cozs and Co1’
appeared to achieve thlS aforementloned ob]ectlve Table 4. 9
showed that reductlons of up to 32% in the number of ltems
could ‘be realized for thege levels of the termlnatlon
or1terlon while at the same time Figures 4.15 through 4. 18
showed that the correspondlng loss of 1nformatlon was'

1

m1n1mal More str1ngent cr1ter1a produ%ed greater reductlons
-Q

in: the number of 1tems, bht also produced greater losses of

w ~ N s
1nformat10n. R : T e e

 The second advantage cla1med for talloregt;estlng is
'1ncreased d15cr1m1nat1on among examlnees. It was -
demonstrated 1n sectlon 4 4 that dlscr1m1natlon var1es wlth
the strlngency of the termination- crxterlon.'ln most cases

,the range of ablllty estimates 1ncreased as the: crlterlon
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became more stringent, but a point of diminishing returns

& .
was reqched, and the fact that 1t had been reached was ;uch
more obvious than for item reduction and information loss.
Examining Table 4.13 and keeping in mind the discussion 1n
the previous paragraph, we see that criterion level Co:s
provided the best demonstration of the advantages of
tailored teéting. Termination criterion Co,; also produced
acceptable results, but with this criterion more items were
administered than for criterion Co.s with only a marginal
improvement in 1nformation.

Generalization of the results beyond the verbal battery
of the CCAT wouid be hazardous due to the particular
charatteristics_éf the items. Still, the results are
sufficiently encouraging that other ability tests or

batteries of ability tests should be examined for results

comparable to those obtained here.

|

!

5.3‘Difectipns For ﬁgﬁure Study

Research in several areas is necessary to develop and
refine tailored testing. Perhaps the most imporfant area is
the development and refining of tailored testing strategies.
The development of more efficient intra-subtest brinching
strategies is necessary if item pools are to-be uséd to best
advantage,. whether they are .designed especially for tailored -
testing or, as in this study, formed from existing
conventional tests. It is likely that there does not exist

an item selection strategy that is best for all item pools.
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Research in this area should be directed toward defining
salient characteristics of item pools, and employing
different item selection‘strategies to then see 1f the
strategy of choice varies with pool characteristics.

Work in this area should not be restricted to
intra-subtest branching, but should also be directed at
inter-subtest branching. As tailored testiﬁg is applied to
multi-dimensional tests, 1nter-subtest strategies must be
devised that will take advantage of the intercorrelations of
the traits. éince 1t i§/rare to find two ability traits ‘that
are not correlated to %ome extenﬁ, the objective should be
to use the information%obtained in measuring one»trait~to
refine the measﬁrement%of the other. This was attempted in
the present study throﬁgh the use'of regression eguations
and differential entry ﬁoints to subtests after the first,
but as Gialluca and Brown (1979) point out, such a procedure
is vulnerable to errors of measurement in the independent
variables.

Related to the problem of selecting an intra-subtest

branching strategy is the problem of determining an

appropriate termination criterion for the ‘tailored testing

strategy used in the subtest. This study showed that the

t

characteristics of the item pools that were used, but

does underline the need for care in selecting'criteria

¢



139

For the time being, research in the aforementioned

- areas should be conducted using simulated testing
procedures. Two features of simulated tailored testing
studies make t£is approach gttractive. First, rgal data from
real examinees 1s used, notihhnufactured‘data. In comparison
with Monte Carlo studies, this feature givés simulated
stﬁdies the advantage of credibility. Second, large data
sets are readily available from existingf&afge scale testing
jprograms. Large sample sizes are needed to ensure accurate
"IRT item parameter estimates and to provide a large
validation sub-sample.

Research has begun (Samejima, 1979; Wood, 1983) oﬁ
polychotomous response models in tailored testing. These
models attempt to improve measurement by considerihg the
information in an incorrect c%oice. Proponents of these
models feel that useful information is contained in each
distractor. Even though work 1in thisrarea is still in 1its
infancy, these new models are promising.

As tailored testing moves into the rehlm.of educational
testing, the basic IRT assumption of unidimensionality
becomes untenable; Studies should be done to determine
exactly -how and in which way violations of this assumption
effect ability estimation. Further’&ork is needed on how to
use mgltidimensional item pools to best advantage.

Taildred testing lends itself quite readily to the area
of computer assisted instruction (CAI). Since instructional

material is presented via computer terminals, the hardware

&
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is already available; thus one of the maﬁor drawbacks of
tailored testing is not a concern. Some CAI instellations
presently use conventional testing procedures, and a move
toward tailored testing would requ1re software to control
the branching and scoring strategies. As tailored testlng 1s
developed, it will most likely become part of the CAI
environment.

N
5.4 A Final Word \

The results of this study are encouraging. The
application of tailored testing to already existing item
pools was successfully demonstrated. It does remain‘to be
seen whether similar results can be ottained for~other
intact tests. There 1is need for Stedies similar to this, but
for other tests. Should they be as successful as this study,
practioners and educators may be encouraged to replace
conventional testing with tailored testing procedures.

In some areas, practioners have already recognized the
potential of tailored testiﬁé. Applications are being made
at the University of Minnesota and the U.S. Civil Service
Commission. That interest in’tailored testing is mounting 1is
evidentifrom the large number of research coﬁtracts beﬁng
funded through the United States military. In Vancouver,
Canada, penc1l and paper tests are no longer used to assess
applicants for a drlver s license, Rather, through Telidon

(TV information stystem), candidates are glven a tailored

test that assesses their hnowledge of licensing regulations,
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rules of the road, driving skills, practices and attitudes;
vehicle condition, and general background knowledge.
Advocates of tailored testing find their drdams fulfilled by
such diverse and successful applications as these.

Item respohse theqory has come a long way‘since 1ts
introduction by Lord over three decades ago. At that time,
practiéal applications of IRT were almost unknown. Bﬁt as
computer technology has evolved, thevfeasibility of tailored
_testing‘has also grown. On the basis of the attention it 1is
receiving in the litérature, it seems safe to say that the
age of tailored testing is near at hand. With careful
nurturing, tailored testing will soon revolutionize modern

testing.
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6. Appendix A
The three 1tem response parémeters fofreach item'used‘inrthe
study are listed by subtest in tabieé 6.1 through 6.4. Aloné
with these parameters, three classical test theory item
statistics are presentedf difficulty index, point-biserial
correlation coeffiaiénti and biserial correla;ion.l
coefficiéntf‘The difficulty index is simply the proportion
of examinees who gave a correct respénse_to the item. The
two correlation coeff{cignts reflect the direction and’
magnitude of the relatiohship between the binafy (0,%) item
response and the total test score. These éorrelaﬁion

coefficiepts provide a measure of item discrimination.
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Subtest A -~ Vocabulary
Item a - b Ko Diff' P-Bis? Bis?® .
1 0.598 -4.425 0.170 98.1 0.16 0.32
2 0.664. -3.283 0.170° 95.8 0.25 0.48
3 0.511 -1.098  0.170  74.2 0.38°  0.51
4 0.270 -5.531 0.170 93.2 0.18 0.31
5 0.133 -0.738 “0.170 61.6 0.24 0.31
‘6 0.131  <«9.005 0.170 89.9 0.15 0.25.
7 | 0.502 -2.930 0.170 ~  91.2 0.28 0.46
8 0.936 - -3.775 0.170 98.7° 0.20  0.34
9 1.038 0.054 0.170 57.2 0.48  0.60
10 0.843 -2.127 0.170 91.4 0.34 - 0.57
11. 0.173 -6.904 0.170 89.9 0.177 0.28
12 2.587 --1.092  0.170 83,2 0.43 0.65
13 " 0.752 -0.826 0.170 73.9 0.41 0.56
14 0.228 -0.197 0.170 59.8 0.30 - 0.38.
15 . 0.258 2.621 0.170 37.7 0.26 0.33
16 0.987 = -2.572 0.170 - 95.4 0.31 0.58
17 0.287 o, -2.528 0.170 80.0 '0.27 ..0.39°
18 0.883 -0.615 0.170 71.4 1@.44 0.58
19 2.357 0.403 0.225 51.4 0.46 0.58
20 2.451 1.406 .0.103 19.9 0.34 0.49
21 0.428 . 1.900 - 0.170 35.8 0.30 0.38
22 0.710 0.419 0.170 50.6 0.43 . 0.54
23 0.445 -0.493 0.170 65.1 0.38 0.50
24 2.717 0.783 0.140 - 35.0 0.48 0.61
25 2.442 1%§39 . 0.200 . 26.1 0.26 0.35
M 1.061 . -0.464 0.169 62.9 0.35 0.49
o 0.896 1.670 0.022 23.6 0.08 0.10
'Diff - proportion of examinees who responded correctly
:p-Bis -.point biserial cdrrelation*betweeh‘the binary
(0,1) item respgnse-and the total test score.
»Bis - - biserial correlation between the binary (0,1) item
: response and the total test score.
ote: Items shown in italics were removed from the

study. The mean (u) and standard deviation (o)
were calculated using only those items used in
the simulation. S g

. , -

[

Table 6.1 Extended Item Parameters for Subtest A



Subtest B - Sentence Completion

A\
Item - a b c Diff' P-Bis? Bis®
1 L 0.176 -13.746 0.130 98.6 0.08 0.16
2 0.476  -4.266 0.130 96.4 0.21 0.39
3 0.454 -3.245 0.130 92.0 0.27 0.486
4 0.711 -1.704 0.130 86.0 0.41 0.62
5 0.668 -1.338 0.130 80.5 0.44 0.62
6 0.617 -3.129 0.130 95.0 0.27 0.50
7 0.763 -3.623 0.130 98.2 0.22 0.44
8 0.840 -4.334 0.130 99.4 0.14 0.27
9 0.685 -2.159 0.130 90.1 0.36 0.59
10 0.412 -2.638 0.130 86.6 0.30 0.46
11 0.883 -2.312 0.130 93.9 0.36 0.65
12 0.474 -2.078 0.130 84,2 0.35 0.52
13 0.668 ~2.994 0.130 95.2 0.28 0.52
14 . 0.838 41.737 0.130 88.3 0.40 0.63
15 1.118 -0.521 0.130 70.5 0.51 0.67
16 1.202 "] -1,643 0.130 90.7 0.43 0.71
17 0.775 / -1.514 0.130 84.7 0.44 0.65
18 0.778," -1.094 0.130 78%7  ©0.45 0.63
19 0.630 -0.293 0.130 62.9 0.45 0.58
20 0.77  0.295  0.130  51.4  0.47 ' 0.59
21 0.437 -3.158 0.130 90.9 0.28 0.46
22 0.403 -1.227 0.130 72.9 0.37 0.49
23 2.461 -0.006 0.150 58.1 0.56 0.70
24 2.565 -0.117 0.100 59.3 0.59 0.75
25 3.583 1.945 0.137 20.8 0.25 0.36
m 1.006 -1.460 0.130 77.8 - 0.39 0.58
o 0.830 1.330 0.008 . 18.5 0.10 0.10
'Diff - proportion of examinees who responded correctly

1p-Bis - point biserial correlation between the binary

(0,1) item response and the total test score.
3Bis - biserial correlation between the binary (0,1) item

response and the total test score. N

Note: Items shown in jtalics were removed from the

study. The mean (u) and standard deviation (o)
were calculated using only those items used in
‘the simulation.

Table 6.2 Extended Item Parameters for Subtest B

\



152

Subtest C - Verbal Classification

Item a b C Diff'* P-Bis? Bis®
1 0.682 -4.152 0.185 98.6 0.19 0.38
2 0.244 -6.618 0.185 94.7 0.17 0.31
3. 0.357 -2.180 0.185 81.5 0.30 0.43
4 0.621 -3.024 0.185 94.7 0.27 0.49
5 0.423 0.357 0.185 54.5 .0.37 0.47
6 0.665. -2.844 0.185 84.5 .28 0.51
7 0.456 -2.882 0.185 90.2 227 0.44
8 1.136 -2.711 0.185 97.4 0.28 0.55
S 0.443 -1.811 0.185 81.3 0.33 0.47
10 2.841 0.064 0.192 58.7 0.47 0.60
11 1.232 -3.356 0.185 99.1 0.24 0.46
12 0.406 -3.579 0.185 92.3 0.23 0.40
13 2.701 -1.121 0.185 86.8 0.41 0.63
14 0.742 -1.025 0.185 77.7 0.42 0.58
15 0.685 -0.731 0.185 72.5 0.41 0.54
16 0.482 -1.049 0.185 73.8 0.36 0.48
17 0.338 -1.439 0.185 74.2 0.31 0.41
18 0.381 -0.433 0.185 64.4 0.34 0.44
19 2.758 1.122 - 0.114 25.5 0.39 0.53
20 0.632 1.966 0.170 29.4 0.29 0.38
21 0.633 -1.195 0.185 78.8 0.38 0.53
22 0.092 -4.371 0.185 72.7 0.20 0.27
23 0.394 -0.501 0.185 65.5 0.34 0.44
24 0.463 1.299 0.185 42.1 0.34 0.42
25 2.732 1.055 0.209 34,7 0.37. 0.48
I 1.005 -0.973 0.182 70.3 0.34 0.49
o 0.901 1.553 0.017 22.4 0.06 0.07
'Diff - proportion of examinees who responded correctly
2p-Bis - point biserial correlation between the binary

. 3Bis

o

(0,1) item response and the total test score.

- biserial correlation between the binary (0,1) item

response and the total test score.

Note: Items shown in jtalics were removed from the

study. The mean (z) and standard deviation (
- were calculated using on
the simulation.

ly those.items used in

Table 6.3 Extended Item Parameters for Subtest C
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\

Subtest D - Verbal Analogies

Item a ! b C Diff' P-Bis? Bis®
1 0.328 -1.843  0.145 76.1 0.30 0.41
2 0.915 -1.750 0.145 88.6 0.39 0.62
3 0.458 -2.523 0.145 87.0 0.29 0.45
4 0.746  -0.328 0.145 63.9 0.45 0.57
5 0.505 -0.978 0.145 71.8 0.38 0.50
6 0.547 -1.309 0.145 77.2 0.37 _ 0.57
7 0.623 -2.820 0.145 2.9 0.29 0.50
8 0.417 -0.604 0.145 65.2 0.36 0.46
9 0.479 -1.506 0.145 77.9 0.36 0.49
10 0.419 -0.896 0.145 69.0 0.33 0.44
11 0.639 -3.301 0.145 95.5 0.26 0.47
12 0.117 ~-7.199 0.145 83.2 0.17 0.24
13 0.477 -1.600 0.145 79.0 0.33 0.47
14 0.411 0.540 0.145 50.1 0.35 0.44
15 0.784 0.538 0.145 46.3 0.43 0.54
16 0.802 -0.563 0.145 69.1 0.44 0.58
17 0.240 -2.174 0.145 74.3 0.25 0.34
18 0.708 0.540 0.145 46.8 0.42 0.53
19 0.322 0.465 0.145 52.3 0.30 0.38
20 2.477 -0.011 0.178 59.7 0.51 0.65
21 0.564 -1.471 0.145 79.5 0.38 0.53
22 2.256 -0.367 0.145 69.1 - 0.52 0.68
23 0.576 0.574 0.145 47.5 0.35 0.44
24 2.907 1.556 0.101 18.0 0.32 , 0.47
25 0.502 2.681 0.090 19.8 0.29 - '0.41
u 0.796 -0.715 0.142 65.69 0.36- 0.50
o 0.702 1.423 Qx016 20.23 0.07 0.08
'Diff - proportion of examinees who responded correctly

:p-Bis - point biserial correlation between the binary
(0,1) item response and the total test score.

3Bis - biserial correlation between the binary (0;1) item
response and the total test score.
f

Note: Items shown in jtalics were rémoved from the
study. The mean (u) and standard deviation (o)

were calculated using only those items used in
the simulation.

Table 6.4{ Extended Item Parameters for Subtest D

/



7. Appendix B
The following tables contain the number of observations, the
average number of items administered, and the average
posterior variance per © interval from the simulated
tegtings. This data is graphically displayed in Figures 4.7
through 4.14, The following abfeyjations are used thropghout

Tables 7.1 to 7.12.

f - number of observations within interval.
f# .
0 of Items - mean number of items administered within
interval..
post. Var. - averaged posterior (error) variance within
interval.
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SUBTEST 1

Criterion = 0.10 Criterion = 0.05

0 f n of “Post. f n of Post.
Interval Items Var. ftems Var.
-3.55 -3.36 0 0.0 0.0 0 0.0 0.0
-3.35 -3.16 0 0.0 0.0 - 0 0.0 0.0
-3.15 -2.96 0 0.0 0.0 0 0.0 0.0
-2.95. -2.76 0 0.0 0.0 0 0.0 0.0
-2.75 -2.56 0 0.0 0.0 0 0.0 0.0
. -2.55 -2.3¢6 0 0.0 0.0 0 0.0 0.0
-2.35 -2.16 0 0.0 0.0 0 0.0- 0.0
-2.1 -1.96 3 7.7 0.18 3 10.0 0.17
—1.92\\-1.76 10 8.5 0.18 12 10.1 0.18
~1.75\-1.56 | B8 9.1 0.19 g8 10.1 0.18
-1.55 -1.36 i 9.2 0.19 11 10.9 0.19
-1.35 -1.16 2\ 8.7 0.19 18 11,4 0.18
-1.15 -0.96 35 8.0 0.21 40 11.5 0.20
-0.95 -0.76 17 8.4 0.24 21 11.5 0.22
-0.75 -0.56 | 25 8.5 0.206 29 11.7 0.23
-0.55 -0.36 48 8.0 0.25 37 12.0 0.23
-0.35 -0.16 38 8.3 0.24 34 11.6 0.22
-0.15 0.04 53 8.4 0.24 62 10.8 0.22
0.05 0.24 35 7.8 0.23 25 11,1 0.22
o 8.25 0.44 30 7.4 0.25 48 10.7 0.24
0.45. 0.64 43 7.3 0.25 24 10.7 0.22
0.65 0.84 19 7.5 0.25 20 11.0 0.21
0.85 1.04 1 8.3 0.21 15 11.2 0.25
1.05 1.24 18 8.0 0.24 16 11.3 0.24
1.25 1.44 10 8.0 0.17 14 11.1 0.21
1.45 1.64 2 8.0 0.42 1 117.0 0.21
1.65 1.84 2 6.0 0.24 4 11.0 0.22
1.85 52.04 14 - 6.0 0.25 3 11.0 .0.23
2.05 2.24 0 0.0 0.0 8 ° 9.0 0.24
2.25 2.44 0 0.0 0.0 0 0.0 0.0
2.45 2.64 0 0.0 0.0 0 0.0 0.0

Table 7.1 Mean Number of Items and Posterior Variances

for Subtest 1 Under Criteria Levels 0.10 and 0.05

155



156

SUBTEST 1
Criterion = 0.025| Criterion = 0.01
, © f n of Post. f n of Post.
Interval Items Var. _ Items Var.
-3.55" -3.36 0 0.0 0.0 0 0.0 0.0
-3.35 -3.16 0 ‘0.0 0.0 0 0.0 0.0
-3.15 -2.96 0 0.0 0.0 0 0.0 0.0
-2.95 -2.76 0 0.0 0.0 0 - 0.0 0.0
-2.75 -2.56 0 0.0 0.0 0 0.0 0.0
-2.55 -2.36 0 0.0 0.0 0 0.0 0.0
-2.35 -2.16 0 0.0 0.0 1 13.0 0.17
-2.15 -1.96 4 11.0 0.17 4 13,0 0.17
-1.95 -1.76 11 11.5 0.18 8 13.3 0.17
-1.75 -1.56 | 6 12.2 0.17 9 15.1 0.18
-1.55 -1.36 | 17 12.4 0.17 16 15.4 0.17
-1.35 =-1.16 16 12.4 0.20 19 15.3 0.20
-1.15 -0.96 35 12.6 0.19 7 33 15.5 0.19
-0.95 -0.76 26 13.2 Q.21 20 15.7° 0.19
-0.75 -0.56 31 13.8 0.22 | 35 15,7 0.22
-0.55 -0.36 37 14.2 0.22 35 16.2 0.22 )
-0.35 -0.16 42 14.3 0.23 51 16.5 0.22
-0.15 0.04 49 14.9 0.21 36 17.0. 0.20
0.05 0.24 32 .14.6 0,22 34 17.1 0.22
0.25 0.44 38 12.8 0.23 44 17.2 0.22
0.45 0.64 28 13.3 0.20 30 16.7 0.21
0.65 0.84 | 21, 14.1 0.21 16 17.3 0.20
0.85 1.04 12 13.4 0.23 12 16.3 0.28
1.05 1.24 17 13.8 0.24 20 16.2 0.21
1.25 1.44 14 13.1 0.22 13 15.8 0.23
1.45%'2°1.64 3 12.7 0.20 4 15.0 0.20
1.65 . 1.84 3 12.0 0.22 3 15.0 0.22
1.85 2.04 6 12.0 0.23 4 15.0 0.23
2.05 2.24 5 12.0 0.24 6 14.2 0.24
2.25 2.44 0 0.0 0.0 0 0.0° 0.0
2.45 2.64 0 0.0 .0.0 0 0.0 0.0
1

Table 7.2 Mean Number of Items and Posterior Variances
for Subtest 1 Under Criteria Levels 0.025 and 0.01



SUBTEST 1
Criterion = 0.001| Criterion = 0.0
f n of Post. f n of Post.
Interval Items Var. ’ Items Var.
-3.55 -3.36 0 0.0 0.0 0 0.0 0.0
-3.35 -3.16 0 0.0 0.0 0 0.0 0.0
-3.15 -2.96 0 0.0 0.0 0 0.0 0.0
-2.95 -2.76 0 0.0 0.0 0 0.0 0.0
-2.75 -2.56 0 0.0 0.0, 0 0.0 0.0
-2.55 -2.36 0 0.0 0.0 0 0.0 0.0
-2.35 -2.16 1. 16.0 0.17 1 20.0 0.17
-2.15 -1.96 4 16.0 0.17 4 20.0 0.17
-1.95 -1.76 8 16.1 0.17 8 20.0 0.17
-~ -1.75 -1.56 10 16.2 0.18 10 20.0 0.18
-1.55 -1.36 17 16.3 0.17 16 20.0 0.17
-1.35 =-1.16 14 16.4 0.19 15 20.0 0.20
-1.15 -0.96 37 16.5 0.20 34 20.0 0..19
-0.95 -0.76 26 16.8 0.20. 28 20.0 0.21
-0.75 -0.56 | 27 17.2 0.21 26 20.0 0.21
-0.55 -0.36 37 17.2 0.22 37 20.0 0.27
-0.35 -0.16 | 43 17.8 0.21 44 20.0- 0.21
-0.15 0,04 44 18.0 0.21 43 20.0 0.22
0.05 0.24 37 18.5 0.22 36 . 20.0 0.22
0.25 0.44 40 19.1 0.21 43 20.0° 0.22
0.45 0.64 29 19.6 0.21 29 20.0 0.24
0.65 0.84 18 19.3 0.22 18 20.0 0.22
0.85 1.04 10 19.3 0.23 10 20.0 0.23
1.05 1.24 21 19.2 0.22 21 20.0 0.22
1.25 1.44 | 11 18.2 “0.22 11 20.0 0.22
1.45 1.64 & 18.0 0.22 6 20,0 0.22
. 1.65 1.84 0 0.0 0.0 0. 0.0 0.0
1.85 2.04 7 18.0 0.23 7 20.0 0.23
2.05 2.24 6 17.0 0.23 6 20.0 0.23
9.25 ° 2.44 0 0.0 0.0 0 0.0 0.0
2.45 ° 2.64 0 0.0 0.0 0 0.0 0.0

Table 7.3 Mean Number of Items and Posterior Varilances

for Subtest 1 Under Criteria Levels 0.001 and 0.0
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‘ SUBTEST 2
Criterion = 0.10 Criterion = 0.05
© 't n of Post. f n of Post.
Interval ftems Var. Items Var.
-3.55 -3.36 0 0.0 0.0 0 0.0 0.0
-3.35 -3.16 0 0.0 0.0 0 0.0 0.0
-3.15 -2.96 0 0.0 0.0 0 0.0 020
-2.95 -2.76 0 0.0 0.0 1 15.0 0.19
-2.75 -2.56 1 11.0 0.21 0 0.0 0.0
-2.55 -2.36 0 0.0 0.0 2 16.5 0.17
-2.35 -2.16 3 12.0 0.19 2 16,5 0.19
-2.15 -1.96 4 11.5 0.20 2 17.0 0.18
-1.95 -1.76 8 12.5 0.18 10 17.4 0.16
-1.75 -1.56 10 13.8 0.17 .9 18.3 0.16
-1.55 -1.36 15 13.9 0.16 13 18.8 0.16
-1.35 -1.16 15 14.6 0.16 19 19.2 0.14
-1.15 -0.96 | 26 15.5 0.15 21 19.3 0.15
-0.95 -0.76 | 20 15.2 0.15 | 27 19.9 0.14
-0.75 -0.56 | 43 14.1 0.14 43 20.0 0.14
-0.55 -0.36 | 38 13.0 0.15 37 20.0 0.14
-0.35 -0.16 | 47 13.0 0.15 39 20.0 0.14
-0.15 0.04 | 41 12.1 0.17. | 47 19.0 0.15
0.05 0.24 | 31 11.5 0.17 32 16.0 0.17
0.25 0.44 | 23 10.1 0.19 26 .15.4 0.18
0.45 0.64 12 8.8 0.23 16 13.4 0.2
0.65 0.84 34 7.4 0.25 18 12.9 0.22
0.85 1.04 |41 6.6 0.26 36 11.6 0.24
1.05 1.24 | 27 5.2 0.32 .| 32 10.7 0.26
1.25  1.44 7 4.0 0.40 8 g.8 0.29
1.45 1.64 0 0.0 0.0 1 7.0 0.41
1.65 1.84 1 4.0 0.46 g5 8.0 0.41
1.85 2.04 6 3.0 0.50 7 3.3 0.51
2.05 2.24 0 0.0 0.0 0 353 0.0
2.25 2.44 0 0.0 0.0 0 - 0.0
2.45 2.64 0 0.0 0.0 0 0.0 0.0

Table 7.4 Mean Number of Items and Posterior Variances

for ,Subtest 2: Under Criteria Levels 0.10 and 0.05
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ﬂ?SUBTEST 2
Criterion = 0.025| Criterion = 0.01
) f n of Post. f . nof  Post.
Interval- Items Var. Items Var.
-3.55 -3.36 0 0.0 0.0 0 0.0 0.0
-3.35" -3.16 0 0.0 0.0 0 0.0 0.0
-3.15 -2.96 1 15.0 0.19 1 16.0 0.19
-2.95 -2.76 0 0.0 0.0 0 0,0 0.0
-2.75 -2.56 0 0.0 0.0 0 0.0 0.0
-2.55 -2.36" 2 17.0 0.17 2 17.0 0.17
~2.35  -2.16 2 16.5 0.19 2 17.5 0.18\
-2.15 %=1.96 2 17.0 0.18 3 18.3 0.16
-1.95 -1.76 10 18.4 0.16 9 18.3 0.16
-1.75 -1.56 9 18.7 0.16 9 18.7 0.6
-1.55 -1,36 13 i8.8 0.16 13 18.9 0.15
-1.35 -1.16 20 19.3 0.14 20 19,1 0.15
-1.15 -0.96 21 19.3 0.15 20 19.7 0.15
-0.95 -0.76 25 20.0 0.14 26 20,0 0.14
-0.75 -0.56 | 46.. 20.0 0.14 47 O20.0 0.14
~-0.55 -0.36 36 20.0 Q.14 35 20.0 0.14
-0.35 -0.16 39 20.0 0.14 39 20.0, 0.14
-0.15 0.04 48 20.0 0.15 48 20.0 0.15
0.05 0.24 24 20.0 0.16 25 20.0 0.16
0.25 0.44 34" 20.0 0.17 33 20,0 0.17
0.45 0.64 13 19.2 0.20 16 20.0 0.20
v 0.65 0.84 24 6.6 0.22 20 20,0 0.21
0.85 - 1,04 33 16.1 0.23 33 20.0 0.23
1.05° 1.24 32 15.2 0.25 31 18.2 0.24
1.25 1.44 5 13.6 0.27 5 16.2 0.27
1.45 1.64 2 12.0 0.37 3 16.3 0.35
1.65 1.84 5 10.6 0.39 4 15.8 0.38
1.85 2.04 5 7.8 0.47 5 14.0 0.42
2.05 2.24 2 7.0 0.48 4 12.5 0.45
2.25 2.44 0 0.0 0.0 0 0.0 0.0
2.45 2.64 0 0.0 0.0 0 0.0 0.0

Table 7.5 Mean Number of Items and Posterior Variances
for Subtest 2 Under Criteria Levels 0.025 and 0.01

ne
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SUBTEST 2
Criterion = 0.001| Criterion = 0.0
© f n of Post. f n of Post.
Interval Items Var. Items Var.
~3.55 -3.36 0 0.0 0.0 0 0.0 0.0
-3.35 -3.16 0 0.0 0.0 -0 0.0 0.0
-3.15 -2.96 1 17.0 0.19 1 21.0 0.19
-2.95 -2.76 0 0.0 0.0 0 0.0 0.0
-2.75 -2.56 | 0 0.0 0.0 0 0.0 0.0
-2.55 -2.36 2 18.0 0.17 2 21.0 0.17
-2.35 -2.16 2. 18.0 0.18 2 21.0 0.18
-2.15 -1.96 2 18.0 0.18 2 21.0 0.18
-1.95 -1.76 10 18.4 0.16 10 21.0 0.16
-1.75 -1.56 9 18.7 '0.16 g 21.0 0.16
.-1.55 -1.36 13 18.8 0.16 14 21.0 0.15
-1.35 -1.16 | 20 19.4 0.15 18 21.0 0.14
-1.15 -0.96 19 20.0 0.14 20 21.0 0.14 |,
-0.95 -0.76 | 26 20.0, 0.14 26 21.0 0.14 |
075 -0.56 | 48 .20.0\.0.14 | 43 21.0 0.14
-0.55 -0.36 | 35 20.0 0.14 34 21.0 0.14
-0.35 -0.16 | 39 20.0 0.14 | 40 21.0 0.14
-0.15 0.04 | 48 ~ 20.0 0.15 7 21.0-0.15
0.05 0.24 | 25 . 20.0 0.16 %5 21.0 0.16
0.25 0.44 | 33 20.0 0.18 2 21.0 0.18
» 0.45 0.64 | 17 20.1 0.20 hg 21.0 0.21
0.65 0.84 | 21 20.0 0.21 18 21.0 0.21
0.85 1.04 | 32 20.2 0.23 36 21.0 0.21
1.05  1.24 | 24 20.8 0.21 24 21.0 0.23 ~
1.25 1.44. g 21.0 0.29 10 21.0 0.29
1.45 1.64 4 20.5 0.34 44 21,0 0.33 p
1.65 :1.84 4 19.0 0.38 4 21.0 0.37
1.85 2.04 3 18.7 0.38 3 21.0 0.38
2.05 2.24 5 17.0 0.45 5 21.0 0.43
2.25 2.44 0 0.0 " 0.0 0 0.0 0.0
2.45 2.64 0 0.0 0.0 o ~ 0.0 0.0

-

Table 7.6 Mean Number of Itéms and Posterior Variances
for Subtest 2 Under Criteria Levels 0.001 and 0.0

@
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Tk SUBTEST 3
Criterion = 0.10 Criterion = 0.05
€] £ n of Post. f n ®f Post.
Interval Items Var. Items Var.
~3.55 -3.36 0 0.0 0.0 0 0.0 0.0
-3.35 -3.16 0 0.0 0.0 0 0.0 0.0
-3,15 -2.96 0 0.0 0.0 1 9.0 - 0.30
-2.95 -2.76 0 0.0 0.0 0 0.0 0.0
-2.75 -~2.56 0 0.0 0.0 1 10.0 0.31
-2.55 -2.36 4 4.8 0.35 2 11.0 0.30
-2.35 -2.16 2 6.0 0.35 2 12.0. 0.30
-2.15 -1.96 3 9.7 0.26: 2 15.0 0.20
-1.95 -1.76 4 11.0 0.27 5 14.4 0.25
-1.75 -1.56 10 11.3 0.24 13 14.8 0.23
-1.55 -1.36 17 “11.2 0.21 16 16.7 0.19
v -1.35 -1.16 12 11.1 0.23 19 18.9 0.19
-{.15 -0.96 46 11.2 0.21 37 19.5 0.18
-0.95 -0.76 35 12.6 0.19 37 19.8 0.16
-0.75 -0.56 43 13.6 0.18 40 20.0 0.17
-0.55 -0.36 33 13.0 0.17 34 20.0 0.17
-0.35 -0.16 36 12.9 0.18 37 18.8 0.16
. -0.15 0.04 34 11.6 0.17 - 36 18.1 0.17
0.05 0.24 30 11.0 0.20 26 ' 18.1 0.18
0.25 0.44 26 10.9 0.22 31 18.0 0.19
0.45 0.64 ¢ 18 10.1 -0.24 17 18.3 0.19
0.65 0.84 | 27 8.8 0.22 25 18.0 0.20
0.85 1.04 27 7.4 .0.23 19 '~ 18.0 0.18
1,05 1.24 14 7.3 0.26 21 17.4 0.21
1.25 1.44 10 7.3 0.31 4 17.3 0.25
1.45 . 1.64 -5 8.4 0.30 9 +6.8 0.25
1.65 1.84 7 7.6 0.32 12 13.1 0.29
1.85 2.04 7 6.7 0.34 4 12.0 0.31
2.05 2.24 1 5.0 0.43 2 11.5 0.31
+2.25 2.44 2 5.0 0.35 1 8.0 0.34
2.45 2.64 0 0.0 0.0 0 0.0 0.0

Tablé 7.7 - Mean Number of Items and Posterior Variances
for Subtest 3 Under Criteria Levels 0.10 and 0.05 .
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SUBTEST 3 \
Criterion = 0.025| Criterion = 0.01
| .
0 f n of Post. f n of Post.
Interval t Items Var. . Items Var.
-3,.55 -3.36 0 0.0 0.0 0 0.0 0.0
-3.35 -3.16 1 13.0 0.28 1 15.0° 0.27
-3.15 -2.96 0 0.0 0.0 0 0.0 0.0
-2.95 -2.76 0 0.0 0.0 0 0.0 0.0
-2.75 -2.56 2 14.5 0.28 2 18.0 0.27
-2.55 -2.36 | 2 15.0 0.27 3. 18.0 0.28 7
-2.35 -2.16 2 17.5 0.25 1 20.0 0.21
-2.15 -1.96 1 18.0 0.19 1 20.0 0.19
-1.95 =-1.76 | "3 18.0 0.27 5 20.4 0.24
-1,75 -1.56 | 16 20.2 0,21 14 - 20.9 0.21
-1.55 =1.36 16 21.2 0.19 17 21.2 0.19
-1.35 ~-1.16 19 21.3 0.19 18 21.3 0.19
-1.15 -0.96 | 40 21.6 0.18 39~ 22,2 0.18
-0.95 -0.76 | 28 22.0 0.16 28 23.0 0.16
-0.75 -0.56 |.46 22.0 -0.17 .| 46 .23.0 0.17
-0.55 -0.36 | 35 22.1 0.16 | 35 -23.0 -0.16
-0.35 -0.16 | 34 23.1 0.16 35  23.1 0.16
-0.15 0.04 | 38 23.1 0.16 38. 23.1 0.17
0.05 0.24 | 27 23.0 0.18 | 26 23.0 0.18
‘0.25 0.44 | 27 -22.5 0.18 29° 23,2 0:18
0.45 0.64 | 19 22.4 0.18 23  23.6 0.18
0.85 0.84 | 20 22.4 0.19 15 24,0 0.18
- 0.85 1.04 | 24 21,1 0,19 .5 0.19
1.5 1.24 | 207 19.9 0.20. 22.8 0.20
1.25 1.44 8 19.4 0.25" 22.3.0.23
1.45 1.64 10 19.1 0.25 0@ 0.25
1.65 1.84 | 5 17.8 0.27 19.6 0.27
1.85 2.04 | 8 17.6 0.28 19.6 0.28
2.05, 2.24 0 0.0 0.0 19.7 0.28
2.25 2.44 2 /17.0 0.32 19.0 0.31
+ 2.45 2.64 0 {70.0 0.0 0.0 0.0

' Table 7.8 Mean Number of Items and Posterlor Variances

for Subtest 3 Under Crlterla Levels 0. 025 and 0. 01
e '
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: /fTable 7.9 Mean Number of Items and Posterior Variances
for Subtest 3 Under Criteria Levels 0.001 and 0.0.

SUBTEST 3
Criterion = 0.001| Criterion = 0.0
e f n of Post. t n of Post.
Interval Items Var. Items Var.
-3.55 -3.36 0 0.0 0.0 0 0.0 0.0
-3.35 -3.16 1 18.0 0.26 1 24.0 0.27
-3.15 -2.96 0 0.0 0.0 0 0.0 0.0
-2.95 -2.76 0 0.0 0.0 0 0.0 0.0
-2.75 -2.56 3 20.0 0.27 3 24.0 0.277
-2.55 -2.36 2 20.0 0.28 2 24.0 0.28
-2.35%-2.16 1 .21.0 0.20 1 24.0 0.20
-2.15 -1.96 1 .22.0 0.19 1 24.0 0.19
-1.95 -1.76 6 21.5 0.23 5 24.0 0.23
-1.75 -1.56 13 22.0 0.21 14 24.0 0.21
-1.55 -1.36 17 22.2 0.19 17 24,0 0.19°
-1.3%5 -1.16 | 17 22.4 0.19 16 24.0 0.19
-1.15 -0.96 40 . 23.0 0.17 41 24.0 0.17
-0.95 -0.76 28 23.0 0.16 28 24.0 0.16
-0.75 -0.56 46 23.0 0.17. 45 24,0 0.17
-0.55 -0.36 36 23.0 0.16 36 24.0 0.16
-0.35 -0.16. 34 23.1 0.16 35 24.0 - 0.16
-0.15 0.04 37 23,1 0.16 37 24.0 0.16
0.05 0.24 | .27 23.0 0.18 26 24.0 0,17
- 0.25 0,44 29 23,1 0.18 30 24.0 0.18
0.45 0.64 20 23.9 0.17 19 24.0 0.17
0.65 0.84 22 24,0 0.20 23 24.0 0.20
0.85 1.04 21 24.0 0.18 " |21 24.0 0.18
1.05 1.24 19 24.0 0.20 19 24.0 0.20
1.25 1.44 9 24.0 0.23 9 24.0 0.2
1.45 1.64 9 23.1 0.25 - 8 24.0 0.24
1.65 1.84 4 22.5 0.26 5 24.0 0.26
1.85 2.04 6 22,7 0.28 6 24.0 0.28
2.05 2,24 3 22.3 0.30 3 24,0 0.30
2.25 2.44 2. 20,5 0.31 2 24.0 0.3
‘ 2.45 2.64 0 0.0 0.0 0 0.0 0.0

\
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SUBTEST 4
B Criterion = 0.10 Criterion = 0.05
e : - f n of Post. f n of Post.
Interval " Items Var. Items Var.
-3.55 -3.36 0 0.0 0 0.0 0.0
~-3.35 -3.16 0 0.0 0 0.0 0.0
-3.15 =-2.96 -0 0.0 0 0.0 0.0
-2.95 -2.76 2 0.23 2 9.5 0.20
-2.75 -2.56 0 0.0 0. 0.0 0.0 @
-2.55 -2.36 1 0.16 3 11.3 0.22°
-2.35 -2.16 3 0.21 .2 12.0 0.18
-2.15 -1.96 3 0.21 2 12.0 0.19
-1.95 -1.76 5 0.19. “@‘ 12.9 0.19
-1.75 -1.56 | 17 0.20 | "# 13.6 .0.19
-1.55 -1.36 18 0.21 21 14,6 0.20

0.22 24 15.5 0.20
0.21 15 15 7 O 20
0.23

0.23 | 16 | e
0.23 16. 2 0 20 e
0.23 41 0.20 | . ¢

-1.35 ~-1.16 | 21
-1.15 " -0.96 14
-0.95 -0.76 16

e e 8 8 e s e e e e s e o & e
.N\lwI\)OOCOGJO’\O‘\beO\ILOOOU’\OOO

-0.75 -0.56 | 28 ‘
-0.55 -0.36 | 46 %
-0.35 -0.16 | 54
-0.15 0.04 | 33 0.25 16.3 0.20
0.05 0.24 | 34 0.3/ 13.9 0.22
0.25 0.44 | 49 0.24 37 13.0 0.20
0.45 0.64 | 22 0.23 | 25 13.0 0.19, : :
0.65 0.84 | 19 6 0.21 |22 13.0 0.20 of .o Lo
0.85 1.04 | 16 .9§ 0.21 | 16 13.0° 0.19 | e
1.05 1.2¢4 | 5 gt 0.26 | 10 12.9 0.22 | oo
1.25  1.44 | 15 .9 0.27 | 13 11.8 0.2¢4 :
1.45 1.64 | 17 6 0429 | 12 11.5. 0.24 e
1.65 1.84 | 11 .0 o%?zz_ 10 11.1° 0.25 L
1.85 2.04 | 3 .0 0.30 5. 9.0 0.28° s
2,05 2.24| 1 .0 '0.32 1% 6.0 0.30" .
2L%;' 2.44 | 0+ 0.0 0.0 0 @ 0.0 0.0 :
2.45 2.64 | 0 .0 0.0 | 0 0.0"70.0
e

Table 7. 10 Mean Number of Items and Posterlor Varlances BT
for Subtest 4 Under Criteria Levels-0.10- and.ﬂ+05~“wm*~ﬁ_fﬁ%ﬂ“
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SUBTEST 4
‘Criterion = 0.025| Criterion = 0.01
(S) f n of Post. £ n of Post.
Interval Items Var. Items Var.
-3.55 -3.36 0 0.0 0.0 0 0.0 0.0
-3,35 -3.16 0 0.0 0.0 0 0.0 0.0
-3.15 -2.96 1 13.0 0.23 1 5.0 0.23
-2.95 -2.76 1 15.0 0.16 1 16.0 0.16
-2.75 -2.56 | O 0.0 0.0 1 15.0 0.24 |}
-2.55 -2.36 3 14.3 0.21 2 16.0 0.18
-2.35 *-2.16 2 15.5 0.18 2 _15.5 0.20
-2.15 -1.96 4 " 16.0 0.18 4 17.0 0.18
-1.95 -1.76 5 16.0 0.19 5 17.0 0.20
-1.75 -1.5%6 |19 16.1 0.19 18 17.0 0.19
-1.8% -1.36 | 20 16.1 0.19 200 17.1 0.18
-1.35 -1.16 | 21 17.2 0.20 ‘| 22 17#2 0.20 .
-1.15 .-0.96 | 16 17.3 0.19 16 17.6 0.19 .
-0295. -0.76 | 21 17.0 0.19 24  18.8y 0.19
-0.75 -0.56 | 2§ 17.0 0.20 26 18.1 ~9.19
-0.855 -0.36 | 35 17.5. 0.19 34 18.0 0.19
-0.35 -0.16 | 50 17.7 0.20 50 18.1 0.20
-0.15 0.04 | 45 17.4 0.20 43  18.4 0.20
0.05 0.24 | 37 17.8 0.20 36 18.4 0.19 .
0.25 0.44 | 34 18.1 0.19 36 18.1 0.20
0.45 0.64 (29 18.0 0.20 29 18.1 - 0.20
0.65 0.84 | 21 16.1 0.19 21 18.0 0.18
0.85 1.04 | 12 . ¥6.1 0.20 1M 18.1 0.20
{.05 1.24 | 12 . 16.0 o.2€ 15  18.0. 0.21
+ . 1.25 1.44 | 15 15.0 0.2: 12 16.3 0.22
1,45 1.64 9 14.6 0.24 9 15.6 0.24
1.65 1.84¢ | 11 14.2 . 0.25 12 15.2 0.25
1.85 2.04 4 14.0 0.28 3  15.0 0.28
2.05 2.24 0 0.0 0.0 0 0.0 0.0
2.25.  2.44 0 0.0 0.0 0 0.0 0.0
. 2.45 2.6{ 0 0.0 0.0 0 0.0 0.0

; 1 :
Table 7.11 -Mean Number of IRems and Posterior Variances
‘for Subtest' 4 Under Criteria Levels 0.025 and 0.01
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SUBTEST 4

Criterion = 0.001| Criterion = 0.0

] f n of Post. f n of Post.
Interval Items Var. Items Var.
-3.55 -3.36 0 0. 0 0 0. .0
-3.35 -3.16 0 0. 0 0 0. .0
-3.15 -2.96 1 16. 23 1 21. .24
-2.95 -2.76 1 17. 16 1 21. .16
-2.75 -2.56, 116, 1 21. .23
-2.55 -2.36°| 2 7. 2 21, 18
-2.35 -=2.16 2 16. 2 21. .23
-2.15 -1.9¢6 4 17. 4 2. 18
-1.95 -1.76 5 17. 6 21. 19
-1.75 -1.56 18 18. 17 21. 19
-1.55 -1.36 | 21 18, 20 21, 18 '
-1.35 -1.16 21 18. 22 21. .20

@

21,

f

-1.15 -0.96 18 18,

~0.95 -0.76 | 21 19. 22 21, 19
-0.75 -0.56 | 28 19. 31 21, 19
-0.55 -0.36 | 35 19, 21.

COOONVOO = —-NOOPY = 20N —ONOUOOO0ODD |
OO0 OOOOOOO
. [ ) L] L] [ (] L] . . L) . . L] * . L] L] L] . . . . . . ] L) . . L) L]
R N S I R I N T e o I L N il i
TN OO WVLWVWOWVWLPOODPDO DO W
W
f{=
e .
OO0 0000DO0O000DDOOOOODOOODOOO
OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO
Ve

-0.35 -0.16 | 51 18, 50  21. 20
-0.15 0.04 | 44 18, 40 21, 19 -
0.05 0.24 | 30 20. 35 21, .19
0.25 0.44 | 38  20. 38 21, .20
0.45 0.64 | 29 19. 27 21. 20
0.65 0.84 | 21 18, 21 21, .18
0.85 1.04 | 11 18, 11 2. .20
1.05 1.24 | 16 18, 15 21. .21
1.25 1.44 | 10  18. 10 21. .22
1.45 1.64 | 10 17, 10 21. .23
1.65 1.84 | 11 17, 11 21, .24
1.85 2.04 | 4 17. .27 4 21, .27
2,05 2.24 | 0 O 0 0 0 0
2,25 2,44 | 0 0. 0 0 0 0
2.45 2.64 | 0 O 0 0 0 0

>

Table 7.12 Mean Number of Items and Posterior Variances
for Subtest:4 Under- Criteria Levels 0.001 and 0.0



8. Appendix C ¢
The following tables contain the observed efficiency points
for each © interval from the simulated testings. This data

is graphically displayed in Figures 4.15 through 4.18.
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Observed Efficiencies For Subtest 1

Interval
Range . C1o Cos Cozs Co\ COOI
-3.55 -3.36 0.0 0.0 0.0 0.0 0.0
-3.35 -3.16 0.0 0.0 0.0 0.0 0.0
-3.15 -2.96 0.0 0.0 0.0 0.0 0.0
-2.95 -2.76 0.0 0.0 0.0 0.0, 0.0
-2.75 -2.56 | 0.0 0.0 0.0 o.w 0.0
-2.55 -2.36 0.0 0.0 0.0 0. 0.0
-2.35 -2.16 0.0 0.0 0.0 0.98 1.00
-2.15 -1.96 0.82 0.94 0.95 0.99 1.00
-1.95 -1.76 0.89 0.96 0.98 0.99 1.00
-1.75 -1.56 0.86 0.95 0.93 0.98 0.99
-1.55 . -1.36 0.88 0.94 0.95 0.96 1.00
-1.35 -1.16 0.92 0.94 0.98 1.00 1.00
-1.15 -0.96 0.92 0.98 0.98 1,00 1.00
-0.95 -0.76 0.90 0.97 0.99 1,00 0.99
-0.75 -0.56 0.91 0.95 0.97 1.01 0.99
-0.55 -0.36 0.86 0.94 0.96 0.97 0.98
-0.35 -0.16 0.85 0.94 0.98 0.99 1.00
-0.15 0.04 0.86 0.91 0.97 0.99 0.99
0.05 .0.24 0.84 0.97 1.01 1.0% 1.01
0.25 0.44 0.82 0.96 1.00 0.98 1.00
0.45 0.64 0.90 "0.94 0.93 0.99 0.99
0.65 0.84 0.92 0.97 0.98 0.99 0.99
0.85 1.04 0.94 0.98 0.99 0.99 1.00
1.05 1.24 0.94 0.98 0.99 0.99. 1.00
1.25 1.44 0.95 0.98 0.99 0.99 0.99
1.45 1.64 0.89 0.98 0.98 0.98" 0.99
1.65 1.84 0.0 0.0 0.0 0.0 0.0
1.85 2.04 0.82 0.92 0.93 0.94 1.00
2.05 2.24 0.0  1.11 1.02 0.99 1.00
2.25 2.44 0.0 0.0 0.0 0.0 0:0
2.45 2.64 0.0 0.0 0.0 0.0 0.0

Table 8.1 IObserved Efficiencies For Subtest 1
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Observed Efficiencies For Subtest 2
Interval
Range Cio Cos Cozs Cor Coon
©-3.55 =3.36 | 0.0 0.0 0.0 0.0 0.0
-3.35 -3.16 0.0 0.0 0.0 0.0 0.0
-3.15 =-2.96 0.0 0.0 1.0t 1.00 1.00
-2.95 -2.76 0.0 0.0 0.0 0.0 0.0
-2.75 -2.56 0.0 0.0 0.0 0.0 0.0
-2.55 -2.36 0.0 0.98 0.99 0.98 0.9%
-2.35 -2.16 0.89 1.00 1,00 1.00 1'00e
-2.15 -1.96 0.84 0.99 0.99 1.00 1.00
-1.95 -1.76 0.88 0.99 1.00 1.00 0.98
-1.75 -1.56 0.90 0.99 0.99 0.99 0.98
-1.55 -1.36 0.89 0.,99 0.99 0.99 0.99
-1.35 ~-1.16 0.90 1.00 1.00 1.00 1.00
-1.15 -0.96 0.92 0.99 0.99 0.99 1.00
-0.95 -0.76 0.91 0.99 1.00 1.00 1.00
-0.75 -0.56 0.88 0.99 0.99 1.00 0.99
-0.55 -0.36 0.91 0.98 0.99 0.99 0.99
-0.35 -0.16 0.94 0.99 0.99 0.99 0.99
-0.15 0.04 0.94 0.99 0.99 0.99 0.99
0.05 0.24 0.94 0.97 1.00 1.00 0.99
0.25 0.44¢ 0.95 0.99 1.01 1.00 1.00
0.45 0.64 0.87 0.97 0.98 1.00 0.9S
0.65 0.84 0.80. 0.92 . 0.98 1.00 0.99
0.85 1.04 0.71 0.90 0.94 0.96 0.95
1.05 1.24 0.56 0.83 0.92 0.96 1.03°
1.25 1.44 0.47 0.72 0.88 0.%94 0.99
1.45 1.64 0.0 0.69 1.10 1.01 0.98
1.65 1.84 | 1,11 0¥ “0.98 0.95 0.97
1.85 2.04 1.00 0.97 1.02 1.00 0.99
2.05 2.24 0.0 0.0 1,00 0.99 1.01
2.25 2.44 0.0 0.0 0.0 0.0 0.0
2.45 2.64 0.0 0.0 0.0 -0.0 0.0

Table 8.2 Observ%g Efficiencies For Subtest 2
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Observed Efficiencieg For Subtest 3

Interval a
Range Cio Cos Cozs Corv Coor !
-3.55 -3.36 | 0.0 0.0 0.0 0.0 0.0
~3.35 -3.16 | 0.0 0.0 0.98 0.99 0.99
3,15 -2.96 | 0.0 0.0 0.0 0.0 0.0
->.95 =-2.76 | 0.0 0.0 0.0 0.0 0.0
_2.75 -2.56 | 0.0 0.82 0.92 0.99 1.00
5 55 -2.36 | 0.51 0.82 0.93 0.98 0.99
->.35 -2.16 | 0.59 0.84 0.95 1.00 1.00
515 -1.96 | 0.75 0.91 0.96 1.00 0.99
395 -1.76 | 0.80 0.91 0.96 0.99 0.99
~1.75 -1.56 | 0.79 0.90 0.98 0.99 1.00
~1.s5 -1.36 | 0.75 0.92 0.99 0.99 1.00
~1.35 -1.16 | 0.73_,0.95 0.99 0.99. 0.99
~1.1%5 -0.96 | 0.75%0.98 1.00 0.99 1.00
_0.95 -0.76 | 0.80 0.95 0.98 0.99 0.99
-0.75 -0.56| 0.88 1.01 1.00 1.00 "1.00
_0.55 -0.36 | 0.89 0.97 0.99 0.99 1.00
~0.35 -0.16 | 0.90 0.98 1.00 "1.00 1.00
~0.15 - 0.04 | 0.90 0.97 1.00 099 1.00
0.05 0.24 | 0.87 0.95 0.99 0.99 0.99
0.25 0.44 | 0.85 0.97 0.99 0.99 0.99
0.45 0.64 | 0.79 0.97 1.00 0.98 1.00
0.65 0.84 | 0.71 0.94 1.02 1.00 0.99
0.85 1.04 | 0.65 0.92 0.98 0.99 0.99
1.05 1.24 | 0:75 0.94 o.@g 1.01 ,0.99
1.25 1.44 | 0.84 0.94 1.02 30499 0.99
1745 1.64 | @.88 0.96 o.9%§£%3€9*'0.99
165 1.84 | 0.90 0.94 0.94 0¥96 0.98
1.85 2.04 | 0.92 0.98 0.97 1.01 1.02
505 2.24 | 0.82 *0.78 0.0 . 1.06 1.00
2 25 2.44 | 0.87 0.83 1.05 0.99 1.00
2.45 2.64 | 0.0 O 0.0 0.0 - 0.0

.0

Table 8.3 Observed Efficiencies For Subtest 3
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Observed Efficiencies‘For'Subtest 4

Interval
Range . Cio Cos Cozs Cor Coon
-3.85 -3.36 | 0.0 0.0 0.0 0.0 0.0
-3.3%5 -3.16 { 0.0 0.0 0.0 -0.0 0.0
-3.15 -2.96 | 0.0 0.0 0.97 1.00 0.99
-2.95 -2.76 1 0.75.0.91 0.98 0.99 0.99
-2.7% -2.%¢ | 0.0 0.0 0.0 0.99 1.00
-2.55 -2.36 | 0.71 0.92 0.98 0.99 1.00
~2.35 -2.16 | 0.75 0.91 0.99 0.99 1.00
-2.15 -1.96 | 0.74 0.91 0.99 0.99 0.99
-1.95 -1.76°] 0.74 0.91 0.98 0.99 0.99
-1.7% -1.56 | 0.80 0.97 1.00 0.99 0.99
-1.55 -1.36 | 0.83 0.99 1.02 1.00 1.00
-1.35 -1.16 | 0.85 0.97 0.99 0.99 0.99
-1.15 .-0.96 | 0.89 0.98 0.99 0.99 0.99
-0.95 -0.76 | 0.84 0.98 1.80 1.00 0.99
-0.75 -0.56 | 0.81 0.97 1.00 1.00 1.00
-0.55 -0.36 | 0.7 0.98 0.99 '1.00 1.00
-0.35 -0.16 0579 0.98 0.99 0.99 1.00
-0.15 0.04 | 0.84 0.98 1.00 1.00 1.00
0.05 0.24 |.0.84 0.95 0.99 0.99 1.00
0.25 0.44 | 0.84 0.96 0.99 (.99 1.00
0.45 ©0.64 | 0.83 0.95 0.99 0.99 0.99
0.65 0.84 | 0.87 0.94 1.00 0.98 0.98
0.85 1.04 | 0.88 0.97 1.02 1,00 1.00
1.05 1.24 | 0.91 0.98 0.99 1.00 1.00
1.25 ~ 1.44 | 0,92 1.00 0.98 1.00 100
145 1.64 | 0.83 0.93 0.96 0.98--6.99
1.65 1.84 | 0.82 1.09 1.02 0.98 .1.00
1.85 2.04 | 0.74 0.86 1.03 0.96 1.02
2.05 2.24 | 0.0 0.0 0.0 0.0- 0.0
225 2.44 | 0.0 0.0 0.0 0.0 0.0
2.45 2.64-| 0.0 0.0 0.0 0.0 0.0
Table 8.4 Observed Efficiencies For Subtest 4

EY

171



