
University of Alberta

Investigation of the Polymer Electrolyte Membrane Fuel Cell Catalyst Layer
Microstructure

by

Peter Dobson

A thesis submitted to the Faculty of Graduate Studies and Research
in partial fulfillment of the requirements for the degree of

Master of Science

Department of Mechanical Engineering

©Peter Dobson
Fall 2011

Edmonton, Alberta

Permission is hereby granted to the University of Alberta Libraries to reproduce single copies of
this thesis and to lend or sell such copies for private, scholarly or scientific research purposes only.

Where the thesis is converted to, or otherwise made available in digital form, the University of
Alberta will advise potential users of the thesis of these terms.

The author reserves all other publication and other rights in association with the copyright in the
thesis and, except as herein before provided, neither the thesis nor any substantial portion thereof

may be printed or otherwise reproduced in any material form whatsoever without the author’s
prior written permission.



To all who gave me their unconditional love and support...



Abstract

Computer modeling is critical for catalyst layer (CL) design in polymer electrolyte

membrane fuel cells. Water-filled and ionomer-filled agglomerate models have been

suggested as representations of the CL microstructure. In this thesis, improved

water-filled and ionomer-filled agglomerate models are developed. Results indicate

that the agglomerates provide identical current densities at low and high overpo-

tentials, but differ at mid-range values. These models are integrated in a multiscale

simulation of a 2D membrane electrode assembly (MEA) model. A comparative

analysis shows that the choice of agglomerate alters the reaction distribution in

the CL but does not significantly change the model’s performance. Lastly, it is

proposed that the CL microstructure be characterized by optimization-based pa-

rameter estimation, which matches MEA model predictions to experimental data.

Results suggest that experimental data is not readily characterized by an agglomer-

ate model; the MEA model requires more detail to describe the phenomena across

a range of operating conditions.
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Chapter 1

Introduction

1.1 Background and Motivation

Models of fuel cells are frequently used as tools to understand the complex, intercon-

nected processes that occur in fuel cell systems. Modeling is a critical step to fuel cell

development, as it naturally leads to intelligent design, numerical optimization, and

design validation in state of the art fuel cells [1]. This is especially true for the cata-

lyst layer (CL) of polymer electrolyte membrane (PEM) fuel cells (PEMFC), where

the size of the layer and fabrication of the membrane electrode assembly (MEA)

make it very difficult to observe phenomena experimentally. Modeling, however,

has its own challenges. Semi-empirical models can be used to describe and predict

fuel cell performance but are typically zero-dimensional and do not provide enough

detail to add to the understanding of the CL and MEA. Physical models can add

layers of complexity but also contribute to uncertainty as an increasing number of

equations are used to describe processes, each with their own uncertain parameters.

Much of the complexity in the model is due to the complex reaction process in the

catalyst layer. In particular, the cathode catalyst layer (CCL) is the focus of many

fuel cell modeling studies, as it is known to be one of the limiting factors to fuel cell

performance. Plagued with slow reaction kinetics and a requirement for high catalyst

loading, the CCL is a major contributor to the cost of PEMFCs and thus one of

the barriers to short term commercialization. Over the past two decades numerical

models of the CCL have moved from thin interface models, to homogeneous models,

and most recently to agglomerate models. Each step represented a leap in complexity

and required more sophisticated numerical modeling techniques.

Agglomerate models provide researchers with a method to describe the mi-

crostructure of the catalyst layer. Agglomerates are groupings of the particles sup-
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porting the catalyst, and are bound together by the ionomer in the layer. These

agglomerates are assumed to be the resultant structure of the layer after fabrication.

They create a larger mass transport barrier, which leads to the low utilization of

catalyst. Modeling the agglomerate processes, however, can be difficult as it creates

a need to define the size, structure, transport, and kinetics. This adds complexity

and more parameters to the model that must be determined.

In most cases, choices of parameters used to describe these complex processes are

based on literature surveys or approximate trends of performance at a limited sam-

ple of operating points. As a result, it is difficult to find input parameters that are

valid over a large range of operating conditions. Researchers attempt to determine

parameter values in the governing equations by matching experimental data. In

the case of fuel cells, polarization curves, impedance spectroscopy, water balances,

and segmented cells can be used to test model behavior. In general, however, the

polarization curve, or I-V curve, is the most common data used to fit parameters.

Parameter estimation in the vast majority of published works comes from trial-and-

error processes or parametric studies; there are very few attempts in the literature

to systematically determine model parameters. Since fuel cell models are highly

non-linear, regression analysis is not sufficient and optimization-based, nonlinear

least-squares parameter estimation techniques are the best option for characterizing

physical, structural, and electrochemical parameters. These methods demand large

computational resources as they require many function evaluations. Generally, gra-

dient based algorithms are best suited to least-squares problems but any algorithm

may be used successfully. As models become more complex, these methods become

prohibitive, as each function and gradient evaluation can be time consuming.

The objective of this thesis is to develop a framework for numerical optimization

and parameter estimation in order to characterize the microstructure of the catalyst

layer using an agglomerate model. As there are several proposed agglomerate mod-

els, the first goal is to analyze the existing models for clarity and understanding.

They will then be enhanced by applying new knowledge and understanding of the

catalyst layer. It is then proposed to use a full MEA model to estimate the size

and structure of agglomerates by nonlinear least-squares parameter estimation. The

results will not only attempt to characterize the catalyst layer microstructure, but

the developed framework will provide researchers with a method to validate models

and determine multiple uncertain parameters using a set of physical data.
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Figure 1.1: Schematic of a PEM Fuel Cell

1.2 Fuel Cell Background

The basic function of a fuel cell is to convert the chemical energy in a fuel to electrical

energy by an electrochemical reaction, rather than to heat by combustion. Fuel cells

come in many types and configurations and can use various types of fuel. In this

work, the PEM fuel cell is considered, which uses hydrogen as its fuel. Much like

combustion, the overall chemical process that occurs in a PEMFC is the conversion

of hydrogen and oxygen to water.

O2 + 2H2 ⇀↽ 2H2O (1.1)

The electrical energy in the reaction is harnessed by isolating the half-cell reac-

tions (equations (1.2) and (1.3)) and passing the current around an external circuit.

Figure 1.1 shows a schematic of the construction and processes in a single cell

PEMFC. The cell is arranged into the anode and cathode, which are constructed

in a similar manner. An end plate (bi-polar plate) houses the gas channels which

3



transport the reacting gases to the individual cell. Between these end plates is the

membrane electrode assembly. The first layer is the gas diffusion layer (GDL), typi-

cally a very porous, fibrous layer that allows the gas to diffuse towards the electrode

while distributing more evenly under the current collector portion of the bi-polar

plate. In many cells, the layer that follows is a microporous layer (MPL). This layer

is constructed out of a solid conductive, but porous material that has been treated

so that the pores are hydrophobic. This is thought to help expel liquid water that

may accumulate in the electrode. The final layer of the electrode assembly is the

catalyst layer (CL), where the reaction occurs. Naturally, the requirement is that

the layer contains the catalyst that allows the reaction to proceed. There are many

proposed constructions for the CL, from an ultra-thin layer of catalyst deposited

on the membrane, to nano-structured layers, to thicker porous layers similar to the

MPL [2]. The CL, however, must also allow for the transport of protons, electrons,

and gases, which all must be present at the catalyst surface for a reaction to occur.

Electrons may travel through the solid phase, but the layer must also be porous

to allow for gas transport. Lastly it must contain an electrolyte for the transport

of protons. The most common electrolyte used is a perfluorosulfonated ionomer

(PFSI), typically Nafion® - a product offered by manufacturer DuPont™.

The anode and cathode electrodes are separated by a membrane, whose function

it is to separate the reactant gases and transport the ionic reaction intermediates

- in this case protons to the cathode. Thus, the membrane must be impermeable

to gases while being a good conductor of protons. This material is typically a

Polymer Electrolyte Membrane (usually Nafion), hence the acronym PEM, which

characterizes and lends its name to the cell (although a commonly used alternative

to the acronym is a proton exchange membrane). Multiple cells can be connected

in series, separated by the current collector, i.e. the bi-polar plate. Gas channels

on either side of the plate facilitate construction, assembly, and the distribution of

gases during operation.

Once hydrogen flows out of the gas channels and through the diffusive layers,

it is oxidized at the anode catalyst layer (ACL) by equation (1.2), the hydrogen

oxidation reaction (HOR). The electrons flow back through the solid network in

the diffusion layers, into the current collector plate and around an external circuit

(through a load) to the cathode. Protons generated by the reaction are allowed to

pass through the membrane separating the anode and cathode catalyst layers. In the

4



cathode, protons, electrons, and oxygen flowing in from the gas channel combine to

form water, as shown in equation 1.3. This is know as the oxygen reduction reaction

(ORR).

2H2(g) ⇀↽ 4H+
(aq) + 4e− (1.2)

O2(g) + 4H+
(aq) + 4e− ⇀↽ 2H2O(l) (1.3)

The amount of energy given by this process is determined by the work potential

of the reactions. From a thermodynamic perspective, the maximum theoretical

electrical cell potential can be obtained from the change in Gibbs free energy.

E0 =
−∆G

nF
(1.4)

At standard temperature and pressure (STP), this potential is 1.229 V . If the

reaction does not proceed at STP, the thermodynamic equilibrium shifts and is

governed by the Nernst equation [3]

Eeq = E0 +
∆s

nF
(T − T0) +

RT

nF
ln
(
pH2 p

1/2
O2

)
(1.5)

Potentials that differ from this point will drive the reaction in a specific direc-

tion. Applying a load at a lower voltage will draw current and consume hydrogen.

Applying higher voltages will reverse reaction (1.1) and produce hydrogen. The

half-cell reactions are governed by different reaction kinetics, but for the cell to be

in equilibrium, must produce the same total current. Therefore, the shift in the

equilibrium potentials, or overpotentials, will be different in the anode and cathode.

The HOR is characteristically a fast reaction, and is used in many electrochemical

electrode potential tables as a reference reaction (the standard hydrogen electrode).

The ORR at the cathode is a much slower reaction, and contributes to most of the

kinetic losses in the cell by requiring large overpotentials to proceed. The focus of

this work is on the cathode ORR, which will be described in detail in the following

sections and chapters. The HOR is only briefly described in Chapter 3.

The spontaneous reaction in the cathode occurs at negative overpotentials, de-

fined as η = E − Eeq. This reaction, however, is a multi-step process as the 4

electrons are consumed in the reaction. From Sun et al. [4], it is assumed that the

reaction can be described by Butler-Volmer Kinetics. For this assumption to be
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made, it must also be assumed that the overall reaction rate is governed by a single

limiting intermediate reaction, called the rate determining step (RDS). Furthermore,

this rate determining step must be free to proceed uninhibited by other reactants.

This means that catalyst surface be available for the reaction and therefore must be

nearly completely free of intermediate species or contaminates. If these conditions

are met, the reaction can be described by

i = i0

[(
cO2

crefO2

)γO2
(
cH

crefH

)γH
exp

(
−αcF
RT

η

)
− exp

(
αaF

RT
η

)]
(1.6)

By this definition, the reaction will proceed at a different rate depending on

reactant concentrations, where the order of this change, γ, is determined by the

reaction pathway. Similarly, the transfer coefficients, α, are determined by the elec-

trochemical reactions in the pathway, and the transfer coefficient of the RDS. There

are many proposed reaction pathways and it is still unclear which mechanism, or

combinations thereof, govern the ORR kinetics. Walch et al. [5] provide a thorough

review of proposed mechanisms for the ORR reaction as they introduce their model

and discuss non-electrochemical reactions in the cell. Recently, Shi et al. [6] also

discussed these mechanisms in the context of contamination and how this may af-

fect the reaction. Many theoretical and modeling works [7–11] cite the experimental

work by Parthasarathy et al. [12, 13] and Sepa et al. [14] where it is shown that the

order of the reaction with respect to oxygen concentration is 1, and that there are

two distinct regions where the order of the reaction with respect to proton concen-

tration and the cathodic transfer coefficient change - a low current density region

where γH = 1.5 and αc = 1.0, and a high current density region where γH = 1.0

and αc = 0.5. There is still no agreement over what the value of the transfer coef-

ficient should be, and values spanning from 0.5 to 2.0 have been used to describe

the reaction [7]. Furthermore, numerical studies where γH differs from unity have

not been discovered. In fact, due to the presence of Nafion, many models ignore the

effect of proton concentration, as it is assumed to be uniform within the layer and

thus never varies from the reference condition. There are many ways to model the

catalyst layer, some of which will be described in the following section.

1.3 Literature Review

This section provides a review of the literature and background information on the

relevant aspects of this work. Section 1.3.1 is a review of PEMFC modeling with
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a focus on the cathode catalyst layer. Herein, the developed agglomerate models

will be discussed, with particular focus on their use within the CCL. The discussion

in section 1.3.2 will shift to a review of the specific application of nonlinear least-

squares parameter estimation using high-fidelity physical PEMFC models.

1.3.1 Cathode Catalyst Layer Models

The content of this thesis has its focus on a two-dimensional model of an MEA.

Therefore, the review of the literature will only concern itself with high-fidelity,

physical, dimensional models of fuel cell electrodes. Zero-dimensional, empirical,

or so-called ’black box’ heuristic models will be ignored, as they are best suited

for other applications, such as system modeling or control. For electrode models

at the single cell level, the approximation of the catalyst layer has grown vastly in

complexity over the last few decades. In early studies where the catalyst layer was

not the focus, it was appropriate to define it as a thin interface where the flux of

species and cell current could be defined [15]. This method is still applied for three-

dimension flow analysis and optimization by authors such as Grujijic et al.[16]. Con-

ventional catalyst layers, however, have a finite thickness of approximately 10µm.

The layer is fabricated with a solid conductive material that supports a catalyst.

This is called a catalyst support particle, and is conventionally platinum on carbon

nanoparticles(Pt|C), which are approximately 30nm in size. An electrolyte (PFSI,

usually Nafion®), is used to bind the solid particles and to promote proton trans-

port throughout the layer. The mixture, or catalyst ink, is applied to a membrane

and dried, forming the pores required for gas transport. Figure 1.2 shows a segment

of a catalyst layer from a recent study by Thiele et al. [17] that has been digitally

reconstructed using a technique involving a focused ion beam - scanning electron mi-

croscope (FIB-SEM). The figure shows the random structure of the layer, with pore

space as the dark segments, and the remaining structure is the solid and electrolyte

network.

When the entire layer is assumed to be a uniform mixture of solid, electrolyte,

and pores, the model is called a macrohomogeneous, or pseudo-homogeneous cata-

lyst layer model. Each of the reactants are transported in a single phase: oxygen

through the pores, protons through the electrolyte, and electrons through the solid

network. The reaction can only take place on the surface of the catalyst when all

three reactants are present. Therefore, there must be contact between all three
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Figure 1.2: 3D reconstruction of the catalyst layer of a PEMFC by SEM imaging
from Thiele et al. [17]. The SEM captures 2D images as the FIB cuts away small
sections. The 3D image is the result of an overlay of many 2D images. The dark
regions in the extracted segment represent the pores, while the remaining structure
is the solid and electrolyte network. Note that these two phases cannot be visually
separated by the FIB-SEM.

phases. This will not be a common occurrence and it is likely that oxygen must

dissolve in order to reach the reaction site. Oxygen can then be transported by two

different mechanisms. In early models, it was not known whether oxygen was trans-

ported in liquid water flooding the CL pores [18–20], or transported through gaseous

pores and reacted at a solid/electrolyte interface [21–25]. These two assumptions

lead to dramatic differences in the transport resistance of oxygen within the catalyst

layer. The latter, however, lead to the necessity to define the microstructure, and

thus development of agglomerate models.

In agglomerate models, the network shown in Figure 1.2 is assumed to be com-

prised of interconnected groups of solid and electrolyte. It is suggested that during

fabrication the carbon particles aggregate and form clusters, or agglomerates, with

the long ionomer chains acting as a binder and maintaining the structure of the

overall layer [10]. It is postulated that mass transport limitations inhibit the reac-

tion towards the center of the agglomerate, thus low catalyst utilization. There are

two overarching assumptions for the mechanisms behind this limitation. One as-

sumption is that the ionomer penetrates the micropores in the agglomerate (known
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as primary pores) and facilitates proton transport in the agglomerate. It can then

be assumed that for the size of the agglomerate (0.1-1 µm diameter) that the over-

potential is constant. The limiting factor is then oxygen transport to the center

of the agglomerate. There are many examples of this type of implementation in

numerical modeling [4, 7, 26–34]. The second assumption is that the primary pores

are filled with water, and studies that model this process are few [7, 35]. Diffusion,

rather than conduction drives the transport of protons towards the center of the

agglomerate. A distribution of protons then induces an electric field within the ag-

glomerate, which inhibits the transport of protons to the center, but increases the

overpotential. These two balancing factors will contribute to the overall reaction

rate but determining which process dominates depends on reaction kinetics [7]. The

complex water-filled model has only been analyzed in the context of the catalyst

layer in one work [35]. The lack of an analytical solution requires that a second set

of partial differential equations (PDEs) must be solved to calculate the current den-

sity. Such a multiscale implementation is taxing and therefore the only CL model

with this configuration is one-dimensional [35].

From the earliest implementations of the catalyst layer agglomerate model, it

was noted that a better fit of experimental data could be obtained [26, 36]. Extra

parameters are used to characterize the size and structure of the agglomerates: the

radius (ragg), the porosity (εagg), and the thickness of a thin film of ionomer over

the agglomerate (δagg). While there are many studies that use such a model, a

unique set of parameter values has not yet been established which characterizes the

catalyst layer over a wide range of operating conditions. In numerical studies, the

range of reported values for the agglomerate size alone is large, with radii simulated

from 50nm to 1µm [4, 7, 32, 33, 37, 38]. Table 1.1 provides a summary of recent

agglomerate models and the wide range of structural parameters that have been

used. These values should be consistent with microscopy studies presented in the

literature. In a recent study by Ma et al. [39], it is suggested that the carbon support

particles of diameter of 30-40 nm aggregate to form grains of 100-120nm. This is

in agreement with SEM images shown in an agglomerate modeling study by Rao et

al. [40]. There is also little consistency in the value of the thin film thickness and

agglomerate porosity, which cannot be seen through microscopy.

In previous agglomerate model studies, the agglomerate structure and composi-

tion was changed independently of the macroscopic properties in the CL. This may
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Table 1.1: Review of Agglomerate Model Parameters

Author ragg, [nm] δagg[nm] εagg
Broka [26] 1000− 50001 - -
Chan[41](see Broka) 1000 - -
Chen[42] 1000 80 -
Das[43] 2500 - 0.4
Eikerling[32] 100-200 - 0.19
Gerteisen[37] 200 -2 0.4
Gode[44] 100 0 0.11-0.45
Ihonen[28] 110 0 0.38
Jain[38] 1000 80 0.5
Jaouen[27] 500 0-50 0.3
Kamarajugadda[45] 50-1000 0-100 0.2-0.5
Perry[46] 100 - -
Madhusudana Rao[40] 100-1000 5-50 0.1-0.5
Secanell[33] 250-1000 0-80 0.5
Siegel[29] 3000 - -
Shah[31, 47] 200 15 0.2
Sui[36] 1000-5000 - -
Sun[4] 1000 80 0.5
Wang, Q.[7] 50-200 - 0.3
Xia[35] 100 10 03

Notes:
1. ragg=1-5µm Observed with SEM.
Model uses agglomerate characteristic length L =

ragg

3
= 3µm

2. Thickness of film varies with water content
3. Water filled agglomerate

lead to unrealistic CL compositions. For example, if the size of the agglomerate is

increased while maintaining the amount of electrolyte inside the agglomerate and

the thin film thickness constant, an increase in the total amount of ionomer in the

CL must be accounted for. When considering such changes, it becomes clear that

there is only a small range of agglomerate sizes and compositions for which the total

volume fraction of electrolyte in the CL is within reasonable values for conventional

catalyst layer construction, e.g. 10-50% of the CL volume. Using the structure and

composition of agglomerates in reference [4], reducing the radius of the agglomerate

by half, which has been commonly done in previous studies, results in electrolyte

volume fractions of more than 80%. This is clearly unreasonable. Previous studies

in the literature that have compared the macrohomogeneous and agglomerate mod-

els [9, 26, 48] have all modified the microscale and macroscale input parameters in the
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two models independently of each other. Relations developed by Secanell et al. [33]

linking the microstructure to macroscale volume fractions can add consistency and

reduce uncertainty in the model, but are not widely used. Kamarajugadda and

Mazumder [45] have presented studies to numerically analyze the effect of cathode

structure and composition. They note the change in macroscale properties (using

the relations developed by Secanell et al. [33]) while they independently vary ag-

glomerate parameters. The results of such a methodology provides insight into the

coupling between the agglomerate parameters and catalyst layer composition, but

they focus on cell performance with respect to macroscale transport properties.

Based on the discussion above, a gap in the literature can be identified for

the analysis of agglomerate models in catalyst layers with geometrical constraints,

specifically in the application to a water-filled agglomerate model. Only a single

study exists for the direct comparison of the two types of agglomerates [7], and

none in the context of a catalyst layer. Agglomerate models are not completely

understood; the scope of the analysis in the literature allows for further investigation.

1.3.2 PEM Fuel Cell Parameter Estimation

As a part of the modeling procedure, input parameters must be chosen that define

the model appropriately in relation to experimental results. In fuel cell modeling, the

polarization curve, or I-V curve, is the most commonly used measure to fit models.

The polarization curve for a fuel cell is the voltage-current response across the full

range of operating conditions, and has a characteristic shape for a PEM fuel cell,

as shown in Figure 1.3. At low current densities, the reaction is dominated by the

kinetics, and therefore the losses are exponential. Once the current density increases,

the losses are dominated by charge transport, or ohmic losses through the membrane.

Finally, at high current densities, mass transport becomes the largest source of

loss, as reactants are not transported to the reaction sites at a high enough rate.

Typically, oxygen transport is limiting through the porous layers of the cathode,

but the limitation may also be at the nano-scale in the CL.

Parameter estimation in the vast majority of published works comes from trial-

and-error processes or parametric studies to fit data to the experimental curves.

Numerous studies aim to optimize the electrodes for performance [11, 33, 38, 49–56]

using numerical techniques; however, there are very few attempts to systematically

estimate the parameters used in the model. For non-linear models, parameter esti-
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Figure 1.3: Characteristic PEMFC polarization curve showing the typical regimes.
The theoretical cell voltage is 1.229V, but the equilibrium voltage drops due to the
operating conditions. The three typical regimes are shown. The kinetic losses from
the equilibrium potential occur all in the kinetic region. At higher currents, ohmic
losses through the membrane have an effect and produce a linear drop in voltage. In
the mass transport region, diffusion resistance prevents the reactants from reaching
the catalyst sites until a limiting current is reached. The value of the limiting current
depends on the cell construction and operating conditions

12



mation must be done using the same types of optimization methods, as regression

analysis will not suffice. Optimization is a method where a set of parameters (or

design variables) is manipulated in order to maximize or minimize a chosen objec-

tive function, f(~x), subject to a set of equality and inequality constraints, hi(~x) and

gi(~x). A general formulation is [1]

Minimize f(~x)
w.r.t.: xk for k = 1, 2, . . . , n
subject to: hi(~x) = 0 for i = 1, 2, . . . , p

gj(~x) ≤ 0 for j = 1, 2, . . . , q
~xL ≤ ~x ≤ ~xU

(1.7)

With a fuel cell model, there are many different objectives that could be opti-

mized, such as performance or cost [1]. In order to estimate parameters, a typical

least-squares formulation for parameter estimation will minimize the error between

experimental data and model predictions. This is accomplished by manipulating

the model input parameters such that the total residual is driven to zero. A generic

least-squares formulation is

minimize: 1
2

n∑
i=1

[ri (~x)]2

w.r.t: ~x
s.t: xlbj ≤ xj ≤ xubj

(1.8)

where ri is the residual at point i between the model and experimental values, and

xj are the parameters to be estimated. There are many different methods and

algorithms to solve the optimization, and the best choice is problem dependent.

Optimization-based parameter estimation in fuel cells is limited to a few recent

studies. Berg et al. [57] use a one-dimensional along-the-channel PEFC model to fit

data to multiple I-V curves independently. They estimate the exchange current den-

sity, oxygen mass transfer coefficient, water diffusivity and membrane conductivity,

by simulating data at points along the channel. The residuals are the cell voltage

differences between the model and the data for a given current density. Few details

of the optimization method are given, save that the Nelder-Mead algorithm is used.

This algorithm uses the simplex method, where a polygon in N-dimensions with

N+1 vertices is used to sample the design space for N parameters. The algorithm

uses gradient data to update its search direction and find a minimum. The fitted

values agree well with the data in previously published literature, but the 1D model

is limiting and do not simulate effects under the current collector.
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Carnes and Djilali [58] use a one-dimensional model to fit I-V curves indepen-

dently with five parameters. They estimate membrane conductivity, oxygen mass

transfer coefficients in the gas diffusion layer (GDL) and catalyst layer (CL), and

cathode and anode exchange current densities. Directly estimating the membrane

conductivity allows for model results to fit very closely with experimental data, as

the effects of water movement, membrane hydration, and conductivity are decou-

pled. A tailored algorithm for nonlinear least-squares is used, solving the optimiza-

tion with PDE constraints. This method is computationally efficient, as the model

(described by a system of PDEs) is more closely linked to the optimization problem.

The trade-off for this method is less versatility, as the optimization is no longer com-

pletely independent of the model. They obtain confidence intervals by estimating

the parameters independently and proceed to fit curves by simultaneously estimating

two and three of the five parameters. They conclude that simultaneous parameter

estimation is more accurate as it captures the coupling between the parameters.

In the most detailed study, Guo et al. [59] present a one-dimensional cathode

model to simultaneously fit curves at three different operating pressures. They use

the Marquardt method for optimization, and note the difficulties with gradient-based

methods for nonlinear systems of PDEs. Implementation of analytical sensitivities

was considered for this study. These are gradient evaluations - obtained from the

model by analytical differentiation - that are made available to the gradient estima-

tor of the optimization algorithm. This method is efficient in that the extra function

evaluations associated with finite differencing are avoided. Furthermore, the gradi-

ents are exact and never subject to the step-size dilemma of finite differencing. In

the end, the choice for using numerical sensitivities was made, rather than attempt-

ing the complex implementation of analytical gradients. Their results compare the

difference in parameter values when curves at different operating conditions are fit

simultaneously, rather than individually. The conclusion is that the parameter val-

ues and confidence interval obtained by simultaneous fitting are more representative

of the physical data and the range of uncertainty.

In all three of the aforementioned parameter estimation studies the one di-

mensional model is limiting, especially when evaluating mass transport coefficients.

Carnes and Djilali note the natural progression of these methods to extend to two-

and three-dimensions.

Jain et al. [60] extend this method to a two-dimensional along-the-channel MEA
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model paired with the optimization program IPOPT. They estimate the water diffu-

sion coefficient and cathode electrochemical properties by fitting the current density,

but with cell voltage included as a fitting parameter for the polarization curve. Using

the input as a fitting parameter is a modification to typical least-squares formula-

tions which is called the errors-in-variables-measured (EVM) approach, in which it

is assumed that there are errors in model output, errors in output from experimental

measurement, and uncertainty in the input variables. This method should be used

with caution as it effectively increases the number of design variables and improves

the ability to fit the curve. However, if used properly it may reduce bias when the

the input variables have measurable error.

Parameter estimation is a useful, and necessary step for determining the accuracy

and range of predictability of a model. This task grows in complexity and compu-

tational requirements as the models become more and more detailed. In the only

four examples in the literature for parameter estimation of PEMFCs, the reduced

dimensions and model complexity are noted as being influential on the results.

1.4 Contributions

This work will expand the body of knowledge in the area of fuel cell modeling and

analysis. The focus is on catalyst layer modeling and the characterization of its

microstructure. The main contributions will be:

• The development of a new ionomer-filled agglomerate model.

• The development of a new water-filled agglomerate model that directly simu-

lates the effect of an ionomer thin film.

• Integration of the agglomerate models as a unique multiscale simulation in the

catalyst layer of a 2D MEA model.

• The development of a parameter estimation framework for the purpose of

characterizing the CL structure and agglomerate parameters.

1.5 Thesis Outline

The objective of this work is to describe the catalyst layer microstructure in more

detail with agglomerate models. This will be the topic of Chapter 2. In Chapter 3
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these agglomerate models will be integrated into an existing numerical framework

for modeling PEMFC developed by Secanell [54] in order to see the catalyst layer

microstructure effects. Finally, the catalyst layer microstructure will be estimated

using nonlinear least-squares parameter estimation in Chapter 4.

16



Chapter 2

Catalyst Layer Agglomerate
Models

2.1 Introduction

While there are design obstacles to overcome in GDL and MPL design, the cathode

catalyst layer is the biggest challenge in PEMFC design. Improving the conditions

and mass transport in the cathode presents one of the largest opportunities for

performance increase and cost reduction. Modeling can be a critical tool in under-

standing the complexities of the cathode and lead to more effective design of cell

components and structure. The model, however, must be sufficiently complex to

capture the physical processes.

The prevailing assumption for catalyst layer models is the presence of agglom-

erates. While this may not be a completely accurate physical representation, it

is hypothesized that during fabrication the catalyst layer takes on a characteristic

structure. In the catalyst ink preparation, the catalyst support nanoparticles aggre-

gate in the presence of Nafion and a solvent. Figure 2.1 is a transmission electron

microscope (TEM) image from Mukherjee et al. [61] of the interaction of the compo-

nents on the nanometer scale. The image shows a small ionomer film around carbon

particles supporting the platinum catalyst, supporting the agglomeration theory,

however, the overall structure that results in the completed cell is largely unknown.

In modeling, it is convenient and common to describe the agglomerates as spherical,

and make simplifying assumptions about the inter-connectivity and structure of the

overall catalyst layer. A schematic of the presumed structure used in this work is

shown in Figure 2.2.

The catalyst layer has a full distribution of pore sizes from the nanometer scale
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Figure 2.1: High Resolution TEM image of agglomerate structure in the catalyst
layer from Mukherjee et al [61].

to the micron scale. The smallest pores, or the primary pores, exist within the

agglomerate, while the secondary pores are larger, typically void, and allow for the

transport of gaseous oxygen through the layer. The study by Thiele et al. [17],

however, reveals that the majority of the pores are between 15-120nm in diameter.

This means that at any modeling scale, agglomerate or catalyst layer, the diffusion

process cannot ignore the effect of molecular contact with the pore walls. Their

analysis shows that most of gaseous oxygen transport will be a ’transition zone’

between slip flow and molecular flow, and none in continuous (bulk) flow. What

still remains unclear is exactly how the structure and pores are physically arranged.

It is generally accepted that the long polymer chains of the ionomer bind the

agglomerate together, wrapping around the outside of the particle to form a so-

called thin-film. What is not agreed upon is the structure of the agglomerate core

itself. Inside the agglomerates, it is not known whether pores are void or filled with

ionomer. An assumption either way leads to the development of a vastly different

model. Figure 2.3 shows a schematic of the two types agglomerate that will be

investigated in this work. Figure 2.3(a) shows an agglomerate with the assumption

that ionomer penetrates the pores, while Figure 2.3(b) assumes the pores to be free

of ionomer and filled with water during cell operation.

Assuming an agglomerate structure in the catalyst layer leads to the inclusion

of additional transport losses. These losses will affect the performance of both the

anode and cathode, however, the cathode is of particular interest in PEM fuel cells

as it is where most of the energy losses in the cell occur due to the sluggishness of
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Figure 2.2: Schematic of the catalyst layer agglomerate structure.

(a) Representation of the structure
of a single, ionomer-filled agglom-
erate in the catalyst layer. The
ionomer chains bind the agglomer-
ate together in a thin film and pen-
etrate the pores in the core

(b) Representation of the structure
of a single, water-filled agglomerate
in the catalyst layer. The ionomer
chains only bind the agglomerate to-
gether by the thin film. The pores
are free of ionomer and flood with
water during operation

Figure 2.3: Schematic of the two types of agglomerates that are thought to exist
within the catalyst layer.
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(a) Representation of the structure
of a single, ionomer-filled agglomer-
ate in the catalyst layer.

(b) 3D spherical domain on which
the governing equations are applied.

Figure 2.4: Schematic of the ionomer-filled agglomerate and the assumed 3D domain
used for modeling.

the ORR.

2.2 Ionomer-Filled Agglomerates

The reaction inside an agglomerate requires all three reactants, i.e. oxygen, protons,

and electrons, to be readily available at the surface of the catalyst. For the reac-

tion to occur throughout, there must be an effective transport mechanism for each

species. The consequence of assuming that an agglomerate contains ionomer is that

proton transport to the center of the agglomerate is not significantly restricted. Pro-

tons migrate from the membrane into the catalyst layer and agglomerates through

the ionomer, aided by the sulphonic acid groups on the polymer backbone. The bulk

movement of protons through both the membrane and the catalyst layers is gov-

erned by the electric potential in the electrolyte. At the agglomerate scale (< 1µm),

this potential gradient is usually assumed to be constant. The case is similar for

electron transport, as the solid network readily conducts electrons from the bi-polar

plate through to the catalyst layer. Oxygen, therefore, becomes the limiting process

in terms of species transport. Gaseous oxygen must diffuse from the pores in the

catalyst layer into the ionomer thin film and towards the agglomerate core. Dis-

solved oxygen then diffuses through pores in the core which have been restricted by

ionomer. As it contacts the pore walls, it reacts in the presence of a catalyst.
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2.2.1 Governing Equations

The behavior of a general species in the agglomerate domain, shown in Figure 2.4,

can be described starting from a simple mass balance.

∂ci
∂t

= −~∇ · ~Ni +Ri (2.1)

where ci is the concentration of species i. This model will be solved at steady state;

the left-hand side of the equation is zero. Of two remaining terms, Ri is the local

source or sink for species i, which in this case is the electrochemical reaction. Ni

represents the flux of species through the domain. If the species are considered

infinitely dilute in the electrolyte and are free to move through the domain, fluxes

can be described by the Nernst-Planck equation.

~Ni = −Deff
i

(
∇ci +

ziF

RT
ci∇φ

)
+ ci~v (2.2)

where Di is the diffusion coefficient and zi is the valency of the species. This model

considers the transport of two species, oxygen and protons.

Protons - By ignoring convective transport, the average velocity of the solvent in

the domain, ~v is zero. By assuming the ionomer chains are present across the domain,

protons will be evenly distributed to maintain electroneutrality if conduction is

sufficiently high. The gradient of proton concentration, ∇ci, will be zero. Therefore

proton flux can be obtained using

NH+ = −ziF
RT

ci

(
~∇φm

)
(2.3)

where φm is the only unknown and ci will be equal to the concentration of negative

ion groups in the ionomer.

Applying this to the mass balance equation in (2.1),

− ~∇ ·NH+ = RH+ =
i

nziF
(2.4)

where i
nziF

relates the local volumetric current density (i) for a charged species to

the reaction rate through the reaction stoichiometry and Faraday’s constant. Noting

that the conductivity can be defined as [3],

σeffm = DH
(ziF )2

RT
ci (2.5)
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rearranging the coefficients in equation (2.4) results in the conductivity, therefore

equation (2.1) for protons reduces to Ohm’s law.

~∇ ·
[
σeffm

(
~∇φm

)]
= i (2.6)

Oxygen - Similar to protons, convective transport is ignored and the velocity

term can be dropped from the equation. In the case of oxygen, the valency zO2 is

0, and the flux equation simplifies to Fick’s Law of diffusion.

~NO2 = −Deff
O2

(∇cO2) (2.7)

The source term in equation (2.1) can be expressed as a function of the current

given by the ORR, or

RORR =
i

nF
(2.8)

where n = 4 for the oxygen mass balance equation, noting that the coefficients are

negative to represent consumption of the species.

~∇ ·Deff
O2

(
~∇cO2

)
=

i

4F
(2.9)

If the potential in the solid phase, φs, is assumed to be constant, the processes can

be defined by the system of two equations in (2.6) and (2.9)

Reaction Current Density - Defining an expression for the local volumetric

current density, i, couples the two equations. Looking back to the Butler-Volmer

equation, the resulting current density can be expressed by applying a few simpli-

fying assumptions. Recall first from equation (1.6) in Chapter 1 that

i = i0

[(
cO2

crefO2

)γO2
(
cH

crefH

)γH
exp

(
−αcF
RT

η

)
− exp

(
αaF

RT
η

)]
(2.10)

First, the concentration of protons is dropped from the equation, under the assump-

tion that it will be constant under reference conditions. The reference exchange

current density, iref0 , can then be defined as the exchange current of the cell under

equilibrium conditions per unit area of catalyst. The active area of catalyst per

unit volume in the domain (Av) must then be included in the expression. Next,

assuming that the cathode will always be operating at high negative overpoten-

tials, it can be assumed that the reverse (anodic) reaction is negligible and can be
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removed from the equation. Defining the cathode overpotential as positive value,

ηc = Eeq − (φs − φm), the current given by the reaction is

i = Avi
ref
0

[(
cO2

crefO2

)γO2

exp

[
αcF

RT
ηc

]]
(2.11)

Effective Transport Properties - Lastly, the diffusion coefficient for oxygen

and the effective conductivity of the bulk electrolyte must be obtained from exper-

imental values. In the thin film subdomain this nominal value is typically used,

e.g. DO2,N is represents bulk oxygen diffusion in Nafion. Within the agglomerate

core diffusion will be impeded by the structure of the pores. The effective transport

properties in porous media are commonly calculated by the Bruggeman relation [4].

The oxygen diffusion coefficient, for example, is

Deff
O2

= DO2,N ε1.5agg (2.12)

2.2.1.1 Thin film Subdomain

It is important to note that the reaction only exists in the agglomerate core. In

the thin film, the reaction will be zero and the problem reduces to simple transport

with mass conservation. Thus, two distinct subdomains exist on which to solve

the system of equations. Furthermore, the transport properties of both oxygen

and protons change between the thin-film and agglomerate core subdomains, as

transport is inhibited by the micropores, i.e. Deff
O2

and σeffm are not constant over

the domain.

2.2.1.2 Summary

In an ionomer-filled agglomerate, the system of equations must be described on

two distinct subdomains with different transport and reaction coefficients. The full

system of equations is given below.

Agglomerate Core:

 ~∇ ·Deff
O2

(
~∇cO2

)
= i

4F

~∇ · σeffm

(
~∇φm

)
= i

Thin Film:

 ~∇ ·DO2,N

(
~∇cO2

)
= 0

~∇ · σm
(
~∇φm

)
= 0

(2.13)
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Figure 2.5: One-dimensional domain of a spherical agglomerate of radius ragg and
thin-film thickness of δagg

2.2.2 Solution Methods

The equations in (2.13) will results in a set of nonlinear partial differential equations.

The solution can be obtained in a few different ways, some of which will be described

in this section.

2.2.2.1 Boundary Value Problem Solvers

A numerical boundary value problem (BVP) solver can be used to solve a system

of PDEs. The limitation is that most BVP solvers can only obtain a solution

in one dimension. The equations must therefore be expressed in the appropriate

coordinate system, with assumptions of symmetry in the un-modeled dimensions.

In this case, it is assumed that the agglomerate is spherical. It is then necessary

to assume that symmetry exists in the zenith and azimuthal directions. It is then

convenient to describe the problem in spherical coordinates, which simplifies to the

radial direction, r. The new computational domain is shown in Figure 2.5.

Equations - In order to guarantee conservation of flux over the domain, the con-

dition is explicitly imposed; the problem is expressed as a system of 4 first-order

equations, rather than 2 second-order. The four variables become the two fluxes

and the concentrations. The overall equations become

1

r2

∂

∂r

(
r2NO2

)
=

i

4F
(2.14)

1

r2

∂

∂r

(
r2NH+

)
= i (2.15)

Expanding equation (2.14) will allow the gradient of the flux to be isolated. Note
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that equation (2.15) is expanded similarly.

1

r2

(
2rNO2 + r2 ∂

∂r
NO2

)
=

i

4F
(2.16)

∂

∂r
NO2 =

i

4F
− 2

r
NO2 (2.17)

The flux is defined as before (noting that the negative coefficient has already

been moved to equation (2.14)).

NO2 = Deff
O2

∂

∂r
cO2 (2.18)

∂

∂r
cO2 =

NO2

Deff
O2

(2.19)

The equations are solved on a non-dimensional mesh from r̂ = 0 to r̂ = 1, where

r̂ =
r

(ragg + δagg)
. The change in variables is applied as follows.

NO2 =
1

(ragg + δagg)
Deff
O2

∂

∂r̂
cO2 (2.20)

A new flux variable can then be defined as

N̂O2 = NO2 (ragg + δagg) (2.21)

so that

N̂O2 = Deff
O2

∂

∂r̂
cO2 (2.22)

The transformation is first applied to equation (2.17), by substituting for r

1

(ragg + δagg)

∂

∂r̂
NO2 =

i

4F
− 1

(ragg + δagg)

2

r̂
NO2 (2.23)

and then for NO2

1

(ragg + δagg)
2

∂

∂r̂
N̂O2 =

i

4F
− 1

(ragg + δagg)
2

2

r̂
N̂O2 (2.24)

A similar approach is taken to obtain the non-dimensional equation for proton

transport. The resulting set of equations on the non-dimensional domain is then

Oxygen:


∂

∂r̂
cO2 =

N̂O2

Deff
O2

∂

∂r̂
N̂O2 =

i (ragg + δagg)
2

4F
− 2

r̂ N̂O2

Protons:


.
∂

∂r̂
φm =

N̂H+

σeffm
∂

∂r̂
N̂H+ = i (ragg + δagg)

2 − 2
r̂ N̂H+

(2.25)
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Boundary Conditions - Boundary conditions must be applied in order to obtain

a solution. At the inner boundary symmetry must be maintained, and thus both

variables will have a no flux condition.

NO2 (r = 0) = 0

NH+ (r = 0) = 0
(2.26)

Values are prescribed at the outer boundary. For the electrolyte potential, a

value corresponding to the local conditions in the catalyst layer can be set. The

concentration of oxygen at the boundary must be carefully selected, as the reaction

is directly dependent on this value. If the partial pressure of oxygen in the secondary

pores of the catalyst layer is known, the concentration in the thin film can be

determined. For a steady state solution, the dissolution of oxygen into the thin

film will be at equilibrium. This process will be governed by Henry’s Law, and the

concentration at the inner surface of the thin film is given by

c0
O2

=
pO2

HO2,N

[
Pa

Pa · cm3/mol

]
(2.27)

where Henry’s constant at equilibrium, HO2,N , is known from experimental testing.

The boundary conditions at the surface of the thin film are then given by

cO2 (r = ragg + δagg) = c0
O2

φm (r = ragg + δagg) = φ0
m

(2.28)

Performance Measures - The solution to these equations gives the concentra-

tion and electrolyte potential profiles through the domain. The most useful result,

however, is the total current produced. The solution is used to obtain the current

density distribution, which can be integrated over the sphere. Assuming symmetry

in the radial and azimuth directions, the integral is obtained as follows

Iagg =

∫
V
i dV =

∫ ragg

0
4πr2 i(r) dr (2.29)

and in non-dimensional form as

Îagg =

∫
V
i dV̂ =

∫ 1

0
4πr̂2 i(r̂) dr̂ (2.30)

On a numerical grid, the total current is obtained by Gaussian integration. Fi-

nally, the total current is averaged over the volume that agglomerate and thin film
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occupy,

iagg =
Iagg

4π (ragg + δagg)
3 (2.31)

=
Îagg

4π (1)3 (2.32)

Another measure of performance is the agglomerate effectiveness, Eagg. It is

defined here as the average current given by the agglomerate as a fraction of the

maximum, i.e. if the conditions at the boundary were maintained throughout the

agglomerate core [35].

Eagg =
iagg
imaxagg

(2.33)

The maximum current density is obtained by integrating equation (2.11) with

cO2 = c0
O2

and φm = φ0
m over the agglomerate domain (from 0 to ragg). The integral

over the domain and average current are again calculated using equations (2.29)

and (2.31). This maximum current density represents the case where all of the

available catalyst is used for the reaction. Thus, the effectiveness is an indication

of the performance of an agglomerate inclusive of mass transport effects. Using this

measure, the microscale transport losses can be accurately evaluated rather than

qualitatively described when analyzing cell performance.

Solver - The system here is solved with a general purpose BVP solver named

COLDAE developed by Ascher and Spiteri [62]. COLDAE has extended functional-

ity beyond solving simple ODE’s and can obtain a solution for mixed order systems

of differential algebraic equations using a selective projected collocation method. The

open source code written in FORTRAN is accessed through function wrappers in

C++, which is the native language for all programs presented in this work. The

solution and post-processing routines (e.g., integration for the average current and

effectiveness) are calculated by accessing COLDAE’s solution - a piecewise contin-

uous polynomial function (up to order 7) defined on each sub interval on the mesh.

Solutions here are defined on 100 sub-intervals with third-order polynomials.

2.2.2.2 Analytical Solution

It is possible, under certain conditions, to obtain an analytical solution to the ag-

glomerate problem described above. Firstly, the solution must only be a function

of the oxygen concentration. A solution with variation in the overpotential, tem-

perature, or proton concentration has not been found in the literature. Secondly,
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the reaction in the agglomerate must be first order with respect to this oxygen con-

centration. Lastly, the domain is only described in one dimension. The full domain

was shown previously in Figure 2.5.

The following is a summary of the analysis; a full derivation of the solution is

presented in Appendix A.1. This derivation is similar to Sun et al. [4] and Secanell

et al. [33] and starts with an analysis of oxygen transport through the thin-film

subdomain. The flux of oxygen (NO2) through the thin film surface must be equal

to the total consumption of oxygen in the agglomerate, i.e. from 0 to ragg

FO2 = NO2 · 4πr2 (2.34)

Using Fick’s Law for oxygen transport,

dcO2

dr
=

1

4πr2

FO2

DO2,N
(2.35)

The solution is given by integration over the thin film domain

cO2,(g|l) − cO2,(l|s)

δagg
=

1

ragg (ragg + δagg)

FO2

4πDO2,N
(2.36)

where subscript (g/l) denotes the gas/liquid interface of the outer boundary, and the

inner boundary is the liquid/solid interface (l/s). The concentration at the outer

boundary is known explicitly through Henry’s Law (see (2.27)). To obtain the value

at the inner boundary, all that remains is to define the consumption of oxygen in

the agglomerate.

The volumetric reaction rate with respect to oxygen in the agglomerate (RO2) can

be obtained by using the solution for a reaction in a porous catalyst, as summarized

by Bird, Stewart, and Lightfoot [63]. If an effectiveness factor (Er, similar to section

2.2.2) is defined as the average reaction rate in the agglomerate as a fraction of the

reaction at the surface, the total reaction rate can be defined as

RO2 = ErkccO2,(l|s) (2.37)

where kc is the reaction rate at the surface for an oxygen concentration of cO2,(l|s).
1

kc =
Avi

ref
0

4F (1− εV ) crefO2

exp

[
αcF

RT
(E0 − (φs − φm))

]
(2.38)

1The term (1 − εV ) in equation (2.38) comes from the scaling of the active area. Typically, the
active area for an electrode is given as the area per volume of catalyst layer. Since the agglomerate
deals only with the solid and electrolyte phases, dividing by (1 − εV ) gives the active area of Pt
(cm2

Pt) per volume of agglomerate (cm3
agg). See also Appendix A.1
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The equation for the effectiveness factor comes from the analytical solution the

oxygen transport equation on the agglomerate domain [63].

Er =
1

φL

(
1

tanh(3φL)
− 1

3φL

)
(2.39)

where φL is Thiele’s modulus, which characterizes the reaction-transport process for

a given geometry. For a sphere, the characteristic length is
ragg

3 , so Thiele’s modulus

becomes

φL =
ragg

3

√
kc

Deff
O2

(2.40)

Equation (2.37) defines oxygen consumption on a volumetric basis. As the vol-

ume of the agglomerate is known, the total oxygen consumption within the agglom-

erate can be defined.

FO2 = RO2Vagg = ErkccO2,(l|s)

(
4πr3

agg

3

)
(2.41)

This is where the derivation differs from Sun et al. [4], who instead looked at the

total consumption as a function of the flux through the outer surface of the thin film

(See Appendix A.1 for details). Substituting equation (2.41) into equation (2.36),

an expression for the concentration at the inner boundary can be obtained.

cO2,(l|s) =
PO2

HO2,N

[
δaggr

2
agg

3 (ragg + δagg)

Erkc
DO2,N

+ 1

]−1

(2.42)

The volumetric current density of the agglomerate can now be defined by the

reaction rate and the stoichiometry of the ORR.

iagg = 4FErkccO2,(l|s) (2.43)

However, this gives a current density per unit volume of the agglomerate core. To

obtain the average current produced over the full agglomerate volume the current

must be scaled by the volume of the entire domain. Simply

V̄agg =
Vagg
Vtot

=

4πr3agg
3

4π(ragg+δagg)3

3

=
r3
agg

(ragg + δagg)
3 (2.44)

iagg = 4FV̄aggErkccO2,(l|s) (2.45)

Combining and rearranging the solution, the final expression for agglomerate current

can be obtained.

iagg = 4FV̄agg
PO2

HO2,N

[
1

Erkc
+

δaggr
2
agg

3 (ragg + δagg)DO2,N

]−1

(2.46)
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2.2.3 Model Validation

The 1D model shown in section 2.2.2.1 is validated against that presented in section

2.2.2.2. First, a comparison is made between the numerical model and the analytical

solution for a spherical porous catalyst (with no thin film) [63]. The derivation

gives an analytical solution for the oxygen concentration across all r based on the

conditions at the boundary, R. The function is given as

cO2

cO2(R)
=

R sinh

(
r

√
kc

/
Deff
O2

)
r sinh

(
R

√
kc

/
Deff
O2

) (2.47)

The solution presented in Figure 2.6 shows the relative oxygen concentration as

a function of radial position for the two models. Two cases are presented, a medium

current density case (Figure 2.6(a)) at an overpotential of 0.5 V and a high current

density case (Figure 2.6(b)) at 0.8 V overpotential. Note that a low overpotential

results in a flat oxygen profile. For reference, the agglomerate parameters are pre-

sented in Table 2.1 on page 42. The first case illustrates a typical solution profile

and an agglomerate effectiveness of 81%, while the second is a more extreme case

where the oxygen is completely consumed and does not penetrate deeper than 2%

of the radius resulting in a 1.1% effectiveness factor. These results clearly show that

the models match and it is concluded that the numerical model will match the ana-

lytical solution for any set of parameter values. These results also demonstrate the

capability of the numerical solver, which easily handles a wide range of conditions,

including oxygen depletion.

The analytical model with the thin film developed in section 2.2.2.2 can now be

compared with the numerical model from section 2.2.2.1. The models are compared

by their predictions of average current density over the domain. This integral quan-

tity provides a more convenient measure for validation than a direct comparison of

the concentration as it takes the solution over the whole domain into account. For

the same set of parameters and boundary conditions, the difference in the current

density given by either method is within 0.1%. A sample of this result is shown in

Figure 2.7. The slight deviation can be explained by the inclusion of the electrolyte

potential in the numerical solution and precision in the numerical integration over

the mesh. The previous validation against published work and comparison between

newly developed models gives high confidence in the accuracy and robustness of the
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Figure 2.6: Validation of the numerical model against the analytical solution for
oxygen concentration given in equation (2.47) at medium and high overpotentials.
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Figure 2.7: Comparison of the numerical and analytical agglomerate model current
densities. Result were obtained for a range of overpotentials and a partial pressures
at the thin film boundary. Shown here is a sample for a partial pressure of oxygen of
0.1 atm. Changes in the partial pressure yield identical results. Random variation
in the agglomerate size and thin film from 50-300nm and 5-20nm respectively give
the same trends, the difference between the solutions remaining within 0.1%.

solution.

The numerical method offers an advantage over the analytical solution. The

expression for current density is not limited to a first order, single variable method.

This means that any order of reaction can be simulated without approximation.

Neyerlin et al. [64] for example, obtain a reaction order of around 0.5 from fitting

curves to experimental data. Alternately, a vastly different kinetic model can be

used. Dual path kinetic models, such as that suggested by Wang et al. [65] may

offer a more accurate representation of ORR kinetics over the entire operating range

of a PEM fuel cell. Substituting an expression for local current density using dual

path kinetics will give a unique model of an agglomerate never presented in the

literature. This will be a topic of future work.
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(a) Representation of the structure
of a single, water-filled agglomerate
in the catalyst layer.

(b) 3D spherical domain on which
the governing equations are applied.

Figure 2.8: Schematic of the water-filled agglomerate and the assumed 3D domain
used for modeling.

2.3 Water-Filled Agglomerates

The processes and solution described throughout section 2.2 was based around the

principal assumption that the primary pores of the agglomerate are flooded with

hydrated ionomer to facilitate proton transport. In this section, a similar model will

be developed with the assumption that ionomer does not penetrate the micropores.

This phenomenon was demonstrated by Malek et al. [66] who performed molecular

dynamic simulations that revealed that there is a phase separation between the

carbon and ionomer phases. The carbon particles will tend to group together,

surrounded by ionomer. It is thought that the pores between the carbon particles

fill with water. This conclusion can be drawn from two separate approaches.

During cell operation, water is assumed to be produced in liquid form. At steady

state and sufficient current densities, this water will necessarily flood the pores of

the agglomerate.

Alternately, it can be assumed that water is produced in vapour form. The

cell is typically run at 80℃ but a temperature gradient may develop within the

catalyst layer. Cells can also be designed to run closer to the boiling point where

vapour is more likely to exist. However, an assumption that the pore walls are

hydrophilic leads to a conclusion that vapour will condense and will flood the pores

during cell operation due to a low saturation pressure. Using the Kelvin equation,

the saturation pressure inside of a pore can be shown to be a function of its radius,
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rp.

psatr (T ) = psat∞ (T ) exp

(
−2σ cos (θ)Vm

RTrp

)
(2.48)

In this equation, the saturation pressure for water on a flat surface, psat∞ (T ), is

transformed by an expression based on the surface tension (σ), molar volume (Vm),

and contact angle (θ). The agglomerate pore walls are assumed to have a contact

angle less than 90°, i.e. a hydrophilic surface, and pore diameters ranging from 15-

40nm [17]. In this case, the exponential will tend to zero and drive the saturation

pressure to a very small value. Therefore the assumption that water will always

be a liquid in the agglomerate pores is in agreement with the representation of the

physical phenomena occurring in the agglomerate. A schematic of a water-filled

agglomerate is shown in Figure 2.8(a).

2.3.1 Governing Equations

A set of equations is presented here which describe the processes that are presumed

to occur within a water-filled agglomerate. These equations and the resulting model

are based on the work by Wang et al. [7], but are expanded by directly modeling the

thin-film subdomain. The set of governing equations is developed, starting with a

steady state mass balance for each species. These equations are applied to a spherical

domain similar to the ionomer-filled model. A schematic and a representation of

the domain are shown in Figure 2.8(a) and 2.8(b).

Oxygen - The equations describing the movement of oxygen within the domain

are identical to an ionomer-filled with coefficients chosen appropriately for the new

transport medium. To reiterate, the Nernst-Planck equation is used for the flux

term in the mass balance of equation (2.49). This again simplifies to Fick’s Law

by eliminating the ion migration term and the convective transport term with the

assumptions that there is no net flow in the pores.

∂cO2

∂t
= −~∇ · ~NO2 +RO2 (2.49)

~NO2 = −Deff
O2

(∇cO2) (2.50)

The source term is defined by the current density given by the ORR, adjusted for

the reaction stoichiometry. The oxygen equation is again

~∇ ·Deff
O2

(
~∇cO2

)
=

i

4F
(2.51)
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Protons - A mass balance for protons is included in the system of equations.

∂cH
∂t

= −~∇ · ~NH +RH (2.52)

The Nernst-Planck equation is again used to describe the flux. It can no longer be

assumed that the transport of protons is governed by Ohm’s law, as the conducting

ion chains of Nafion are not present to allow protons to distribute evenly through

the domain.

~NH = −Deff
H

(
∇cH +

zHF

RT
cH∇φm

)
+ cH~v (2.53)

The zero velocity assumption applies to both species; the convective transport term

is dropped. Ion migration can not be neglected for protons and thus the full expres-

sion for diffusion must include the transport effects in the presence of an electric

field. Finally, defining the reaction similar to the equation for oxygen

RH =
i

nF
(2.54)

where n = 1 according to the reaction stoichiometry. The equation defining proton

movement in the domain becomes

~∇ ·
[
Deff
H

(
~∇cH +

F

RT
cH ~∇φm

)]
=

i

F
(2.55)

Equations (2.55) and (2.51) both use the Bruggeman relation to calculate the

effective transport properties in the porous structure of the agglomerate [7], similar

to the ionomer-filled model described in section 2.2.

The system of equations is not yet closed, as it cannot be assumed that the

electrolyte potential remains constant through the domain. It follows that an extra

equation is required to solve for the three variables in equations (2.51) and (2.55).

For this, Poisson’s equation can be used [67], which defines the potential according

to the distribution of charges across the domain, given by zjcj .

~∇2φ =
−F
εε0

∑
j

zjcj + w (2.56)

where w is a fixed charge density that depends on the properties of the domain. In

the agglomerate subdomain, the fixed charge density is assumed to be zero. Substi-

tuting the appropriate variables and values defined in Table 2.1 into equation (2.56),

the final equation required to close the system of equations becomes

~∇2φm =
−F
εε0

cH (2.57)

35



The equations are coupled by describing the local current density with Tafel

reaction kinetics.

i = Avi
ref
0

[(
cO2

crefO2

)γO2
(
cH

crefH

)γH
exp

(
αcF

RT
ηc

)]
(2.58)

For the water-filled agglomerate, proton concentration varies throughout the do-

main. While the

(
cH
crefH

)γH
term was ignored in the ionomer-filled model due to

constant concentrations, it plays a significant role on the local volumetric reaction

rate in the water-filled model.

2.3.1.1 Thin film Subdomain

Similar to the ionomer-filled agglomerate, the problem must be redefined on the

thin film subdomain. Firstly, there is no reaction within the thin film subdomain

and thus the volumetric current density, i, will always be zero. Secondly, the bulk

diffusion coefficients for protons and oxygen in Nafion are used to describe their

movement. Equations (2.59) and (2.60) can now be used in the thin film to describe

proton and oxygen transport, respectively.

~∇ ·
[
DH,N

(
~∇cH +

F

RT
cH ~∇φm

)]
= 0 (2.59)

~∇ ·
[
DO2,N

(
~∇cO2

)]
= 0 (2.60)

The remaining equation changes to reflect the structure of the ionomer. It is

assumed that each sulphonic group
(
SO−3

)
on the polymer chains that comprise the

ionomer will be balanced by a proton. This means that the bulk electrolyte can be

considered electroneutral, i.e. there should be no local net charge in the ionomer.

To translate this into the equations, this means that the fixed charge density in the

thin film is equal to the concentration of sulphonic groups in the ionomer, cSO−
3

. It

is assumed that the ionomer also does not move or flow, so the charge density is

constant. Poisson’s equation can be re-written as:

~∇2φm =
−F
εε0

(
cH − cSO−

3

)
(2.61)

The concentration of SO−3 in the ionomer can be approximated with an estimate of

the density of the dry membrane (ρm,dry) and the equivalent weight (EW ), defined
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as the mass of dry membrane per mole of SO−3 [3] and is typically specified by the

manufacturer.

cSO−
3

[
mol

cm3

]
=
ρm,dry
EW

[
g/cm3

g/mol

]
(2.62)

2.3.1.2 Summary

The water-filled agglomerate model described here requires a set of three nonlinear

coupled partial differential equations, and is solved on two distinct subdomains. The

full system of equations is presented in (2.63)

Agglomerate Core:


~∇ ·Deff

O2

(
~∇cO2

)
= i

4F

~∇ ·
[
Deff
H

(
~∇cH + F

RT cH
~∇φm

)]
= i

F

~∇2φm = −F
εε0
cH

Thin Film:


~∇ ·
[
DO2,N

(
~∇cO2

)]
= 0

~∇ ·
[
DH,N

(
~∇cH + F

RT cH
~∇φm

)]
= 0

~∇2φm = −F
εε0

(
cH − cSO−

3

)
(2.63)

2.3.2 Solution Methods

The non-linearity of the system makes a numerical method the most appropriate way

to obtain a solution. A BVP solver can be used for this purpose, with the appropriate

definition of the problem in one dimension. Using a spherical agglomerate and

assuming symmetry, the system of equations described in (2.63) becomes.

1
r2
∂

∂r

(
r2NO2

)
= i

4F

NO2 = Deff
O2

(
∂

∂r
cO2

)
1
r2
∂

∂r

(
r2NH

)
= i

F

NH = Deff
H

(
∂

∂r
cH + F

RT cH
∂

∂r
φm

)
1
r2
∂

∂r

(
r2φm

)
= −F

εε0
(cH − cfixed)

(2.64)

where cfixed = 0 in the agglomerate core and the effective diffusion coefficients, Deff
i ,

are defined by the Bruggeman equation. The volumetric current density, i, is zero

in the thin film. Note that similar to the ionomer-filled agglomerate, the transport

equations have been defined as first order equations to ensure conservation of flux

over the two domains.
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Similar to the previous numerical model, the total current density in the ag-

glomerate, is defined by equation (2.31) and the agglomerate effectiveness by equa-

tion (2.33). The equations are again non-dimensionalized to a unit domain for

solving and plotting.

2.3.3 Model Validation

The characteristic solution given by this model is much different than the ionomer-

filled model. The tendency is that proton transport becomes more limiting than

oxygen [7]. This phenomenon is confirmed here in a validation of the model against

that of Wang et al. [7], using their base case conditions and parameters, i.e. a

100nm agglomerate with no thin film, boundary conditions set at reference values,

and an overpotential of 0.4 V . With the thin film removed, the model equations

become identical. The results in Figure 2.9 show very good agreement. Comparing

the proton concentration, Wang et al. [7] report a “proton penetration depth” of

13%. This value is defined as the radial distance into the agglomerate (from the

surface to the core) where the proton concentration drops to 2% of the boundary

value. Here, that value is found to be exactly 13.0% as well, as shown in Figure

2.9(b). A direct comparison of the electrolyte potential shows an increase towards

the centre of the agglomerate of 0.176V , which is similar to the published results of

approximately 0.18V . For equal comparison, the electrolyte potential is transposed

to match the boundary value of the published data. In this simulation, the elec-

trolyte potential at the boundary is set to zero, where the solid phase potential (φs)

and the equilibrium potential (E0) are set so that the overpotential (ηc) is 0.4 V .

The reaction rate also compares directly, with a maximum value at the boundary of

1.75 × 10−4 mol cm−3s−1 and reducing to 0.35 × 10−4 mol cm−3s−1 at the centre.

It can be concluded that the models are equivalent for an agglomerate with no thin

film. There is no analytical model in the literature to compare. The inclusion of

the thin film on the water-filled agglomerate is a novel contribution, unique to this

work.

2.4 Results and Discussion

With both the ionomer-filled and water-filled models validated against cases with

no thin film, it is now necessary to discuss how each reacts to the presence of a

thin film. Comparing the two will give insight into their performance within a
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catalyst layer model. In this section a comparison will be made directly between

single agglomerates. Chapter 3 will investigate the effects of integrating agglomerate

models into the catalyst layer.

2.4.1 Model Parameters

The performance of each of the models depends greatly on the choice of effective

transport parameters and kinetic parameters used in the set of governing equations.

Table 2.1 lists these parameters and the relevant physical constants. The kinetic

parameters are consistent between the two models, and will be the starting point

for the description.

The reference exchange current density is one of the most uncertain and sensi-

tive parameters in the model. The value that is often used in PEM cathode models

comes from the seminal works by Parthasarathy et al. [12, 13] investigating the pres-

sure and temperature effects on electrode kinetics. However, a wide range of values

used in models are obtained from various studies characterizing the ORR kinetics.

Neyerlin et al. [64] provide a review of the range of kinetic parameters used in these

studies, including the reference exchange current density at the cathode. The dis-

parity between reported values stems from inconsistent definitions, but they provide

a clear method to normalize the data to consistent reference conditions. Neyerlin

also provides a clear explanation for setting the cathode transfer coefficient (αc)

to 1.0 over the range of operation, avoiding defining regimes where the Tafel slope

doubles due to the kinetics. The model presented herein is built on the same belief

that the changes in the Tafel slope observed at higher current densities are due to

mass transport limitations rather than changes in electrode kinetics. Furthermore,

changes in the kinetics are best determined a priori by models such as the afore-

mentioned dual-path kinetic model by Wang et al [65]. In this manner, changes in

slope are observed without having to apply changes to the model over transition

zones determined empirically. Finally, the order of the reaction, γ, with respect to

oxygen and proton concentration in these equations is set to one [4].

The transport parameters are obtained from published works investigating the

bulk properties of water and Nafion. Specifically, the relative permittivity (or di-

electric constant) of water is obtained from the work of Archer and Wang [68], who

perform an in-depth study of the dielectric constant of water from Kirkwood equa-

tion and relate it to experimental results over a broad range of conditions. Most
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importantly, the constant depends strongly on the temperature. The value used

here accounts for the variation from STP in the simulation. Similarly, the relative

permittivity of hydrated Nafion is obtained from the first of a series of works by

Paddison et al [69] studying the dependence of water content on the permittivity.

It is assumed here that the ionomer is fully hydrated and the permittivity can be

approximated for a Nafion water content (λ) of 12 [70]. The oxygen diffusion coef-

ficient in Nafion is one that takes a wide range of values in the literature, from a

common value obtained from Parthasarathy [13], to the extremities in recent works

published by Kudo et al. [71] and Peron et al. [70]. For this work, the values from

Peron et al. [70] are examined over the range of operating conditions and a curve

following an Arrhenius equation is fit to account for the changes in temperature.

DO2,N = D0 exp

(
Ed
RT

(
1− T

T0

))
(2.65)

For a reference temperature of 353K D0 is 9.73× 10−6 cm2/s, while the activation

energy of oxygen diffusion, Ed, was fit to a value of 39.76 kJ/mol.

The diffusion coefficient of protons through ionomer is not often discussed in

such terms, but rather with respect to conductivity. It is known that the membrane

properties are very sensitive to humidification levels and temperature. One of the

founding models of PEMFC by Springer [72] describes a sorption isotherm for an

extruded Nafion 117 membrane. This formula is updated with a new description of

the sorption isotherm in equation (2.66), given by Mittelsteadt and Liu [73]

λ (aw, T ) =

[
1 + 0.2352a2

w

(
T (oC)− 30

30

)] [
14.22a3

w − 18.92a2
w + 13.41aw

]
(2.66)

where aw is the water activity. The membrane proton conductivity can then be

defined by membrane hydration but must be updated to reflect the change to re-

cast ionomer membranes in catalyst layers and newer fuel cell designs. Data from

BekkTech LLC [74] was used to obtain an expression for conductivity in Nafion

NR-211®.

σm(λ, T ) =
(
0.020634 + 0.01052λ− 1.0125× 10−4λ2

) [E
R

(
1

T0
− 1

T

)]
(2.67)

Where T0 = 303K and conductivity is given in S/cm. Membrane modeling is

discussed in more detail in Chapter3; figures of the sorption isotherm and membrane

conductivity can be found on page 66.

Note that for the water-filled model, the proton diffusion coefficient in water-

filled nanopores is obtained from Wang et al. [7]. The diffusion coefficient in the
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Table 2.1: Electrochemical, transport, and global constants for the agglomerate
simulations.

Description Variable Value

Electrochemical constants
Cathodic Transfer Coefficient αc 1.0 [64]
CL Active surface area of Pt Av 2.00 e5 (cm2/cm3) [this work]

Ref. exchange current density iref0 2.47 e− 8 (A/cm2) [64]

Ref. oxygen concentration crefO2
7.25 e− 6 (mol/cm3) [13]

Ref. proton concentration crefH 1.818 e− 3 (mol/cm3) [this work]

Reaction order wrt. protons γH 1.0 [7]
Reaction order wrt. oxygen γO2 1.0 [7]
Water transport constants
Bulk Oxygen diffusion coef. DO2,w 9.19 e− 5 (cm2/s) [7]
Bulk proton diffusion coef. DH,w 9.20 e− 5 (cm2/s) [7]
Relative permittivity of water ε 60 [68]
Ionomer transport constants
Bulk Oxygen diffusion coef. DO2,N 9.726 e− 6 (cm2/s) [70]
Bulk proton diffusion coef. DH,N 9.20 e− 5 (cm2/s) [7]
Relative permittivity of ionomer ε 20 [69]
Henry’s constant HO2,N 3.1664 e10 (Pa cm3 mol−1) [4]
Global constants
Universal constant R 8.314 (J mol−1K−1)
Faraday’s constant F 96485 (C/mol)
Permittivity of free space ε0 8.854 e− 14 (C2 J−1cm−1)

thin film is assumed to of a similar order. Changes to this value will not significantly

affect the results from the model as the boundary condition and electroneutrality

condition dominate the behavior of protons in the thin film subdomain.

2.4.2 Agglomerate Performance

To compare the two types of agglomerates, five cases are chosen which represent

current density regimes from very low to very high. From a cell perspective, the

points would span the kinetic, ohmic, and mass transport regions of the polarization

curve. At the thin film boundary, the oxygen concentration is set based on conditions

that may be seen at a point in the catalyst layer using humidified air at atmospheric

pressure. The electrolyte potential is set at a reference potential of 0.0 V , and the

overpotential is defined as it was previously, ηc = Eeq − (φs − φm). Recall that the

solid phase potential is constant through the domain and Eeq is calculated by the

Nernst equation. The operating conditions for the simulations are listed in Table 2.2.

The cases are compared for an agglomerate with a 100nm radius and a 10nm thin

film. All the results are presented on a grid normalized to ragg. Therefore, the
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Table 2.2: Operating conditions for three cases at which the agglomerate models
will be compared

Very Low I Low I Medium I High I Very High I

Case (i) (ii) (iii) (iv) (v)

xO2 [−] 0.15 0.125 0.100 0.075 0.05
ηc [V ] 0.2 0.4 0.5 0.6 0.8

region of the plot for 1.0 < r/ragg < 1.1 represents the thin film subdomain. As

such, reaction profiles are not plotted in this region due to the absence of catalyst.

Across all operating conditions, the most notable difference in the two models is

the change in proton concentration and overpotential throughout the domain in the

water-filled model. Recall that potential and proton concentration in the ionomer-

filled model will be constant through the domain. These effects are well understood

and explained by Wang et al. in their 2004 work [7]. Similarly here, Figure 2.10

shows that the proton concentration drops rapidly in the agglomerate core - three

orders of magnitude in the first 15% of the radius and approximately 4 orders of

magnitude at the center. Consequently, the local electrolyte potential increases to

counter the imbalance of protons through the domain. The difference from the

model by Wang et al. is the inclusion of the thin film. Figure 2.10 shows that there

is not a sharp change at the agglomerate boundary like the ionomer-filled model,

but rather a smooth transition from a conducting material to one where proton

transport is limited. In the model, this transition takes place over a nanometer

before the domain change. Physically, this domain change is not a single point, and

the transition is likely a more gradual decrease in concentration. The consequence

is that there is a notable change in the conditions at the interface from the reference

conditions, leading to a lower maximum current density prediction. The discrepancy

can be seen in Figure 2.11 where the reaction at the interface (r/ragg = 1) is higher

for the ionomer-filled model than the water-filled. At low current densities the

difference is subtle. The overpotential increases at the boundary, counteracting the

proton concentration drop and raising the reaction rate. The compensation is not

sufficiently high at larger overpotentials.

For the water-filled models alone, the transition to higher overpotentials does not

have a significant effect on the proton concentration and electrolyte potential pro-

files, as shown in Figure 2.10. The trend is that higher reaction rates cause marginal

decreases in proton concentration at the center of the agglomerate and consequently
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lower electrolyte potentials are observed. The anomaly in the simulations is the ex-

treme case of high current density where all of the oxygen is consumed and no

reaction occurs from r = 0 to r = 0.89 ragg. The behavior of protons in this case

more closely resembles the low current density case. It can be said that generally,

the reaction rate has little effect on the proton concentration profile.

The primary difference between the two model types is in the reaction profiles

and the oxygen concentration profiles, shown in figures 2.11 and 2.12, respectively.

At lower current densities of case (i) and (ii), the reaction profiles are nearly flat,

and produce nearly the same total current density. Table 2.3 shows the total current

density and the agglomerate effectiveness for each agglomerate at all five cases. The

table and figures clearly show that the results start to diverge in cases (iii)-(iv).

The oxygen profiles in Figure 2.12(b) show the limiting diffusion in the ionomer

agglomerate due to the restricted pore size from the penetration of ionomer into

the core. This effect, combined with a higher reaction rate at the boundary causes

oxygen to be nearly depleted in case (iv) by 0.33ragg, whereas in the water-filled

model oxygen is still available to react through the entire domain. The drop in

concentration over the water-filled agglomerate for the cases in Figure 2.12(a) is

much less pronounced. This trend is reflected in the current density profiles of

Figure 2.11, in the total current density, and the effectiveness factor. The higher

oxygen concentration and overpotential in the water-filled agglomerate lead to a total

current density more than double that of the ionomer-filled, which only performs

at an effectiveness of 24%. This extra current comes from the inner 80% of the

agglomerate core where the current drops less than an order of magnitude from its

value at the interface, relative to the three orders of magnitude drop in local current

density shown by the ionomer-filled agglomerate.

The model predictions start to converge in case (v) when oxygen becomes lim-

iting for the water-filled agglomerate as well. Such a case is never examined by

Wang et al. [7], who compare performances at much lower reaction rates. They

claim that oxygen diffusion in water-filled pores is not the limiting step, and that

the concentration will be quite uniform. In these extreme cases it is shown that

both proton and oxygen transport play a role in the limiting current. The high

reaction rate causes a large oxygen flux through the thin film, lowering the value at

the boundary. Oxygen is then completely depleted (below 10−12 mol · cm−3 in the

simulation) in the first 11% of the water-filled agglomerate in case (v), compared to
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Figure 2.10: Profiles of proton concentration and electrolyte potential within the
water-filled agglomerate for the five presented cases in Table 2.2.
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Figure 2.11: Reaction profiles within water-filled and ionomer-filled agglomerates
for the five presented cases in Table 2.2.
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Figure 2.12: Oxygen concentration profiles within water-filled and ionomer-filled
agglomerates for the five presented cases in Table 2.2.
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Table 2.3: Results comparing the two types of agglomerate at the five reference
cases.

Case (i) (ii) (iii) (iv) (v)

Water-filled Agglomerate

Current density (iagg) [A cm−3] 4.71 105 2147 21692 55066
Effectiveness factor (Eagg) [%] 100 99.8 95.3 47.9 0.25

Ionomer-filled Agglomerate

Current density (iagg) [A cm−3] 4.71 104 1805 10676 47692
Effectiveness factor (Eagg) [%] 100 99.0 80.1 23.6 0.22

4% in ionomer-filled pores. These combined effects bring the total current given by

both models much closer together.

2.4.2.1 Parameter Studies

Operating Conditions - The difference between the models is better demon-

strated by looking at the current density response of both over the range of operat-

ing conditions. A parameter study was performed to obtain the agglomerate current

from both models over oxygen partial fractions of 0.025 to 0.15, and for overpoten-

tials of 0.0 V to 0.9 V . It was found that while there are nonlinear changes in the

current density across the parameter space, the models only differ across changes

in overpotential. In other words, an increase in oxygen concentration at the thin

film boundary causes equal percentage increases in either model at any given over-

potential. To illustrate this phenomenon, the results are plotted in Figure 2.13 for

a partial pressure of oxygen of 0.100. At low overpotentials the models are equal,

as mass transport losses have little effect on the solution. A difference in the mod-

els only appears above overpotentials of 0.45 V . The water-filled agglomerate gives

higher current densities than the ionomer-filled, and the difference peaks around

0.6 V . As discussed above, higher overpotentials drive the reaction to such a high

rate that oxygen becomes limiting, and the models become equal as all of the oxygen

reacts at the outer surface (at ηc > 0.9 V ).

Reaction Order - In section 2.2.3 it was noted that the numerical models al-

lowed for different kinetics to be applied. Specifically, the results from Neyerlin

et al. [64], were highlighted, where it was suggested that a reaction order (γO2) of

0.5 best characterizes their experimental data. The effects of applying this change

are demonstrated in Figure 2.14 and 2.15. Figure 2.14 is an I-V plot comparing
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first- and half-order reactions for a water-filled model at the same reference condi-

tions as Figure 2.13(a). Points below overpotentials of −0.55 V are not shown, as

the model does not achieve convergence. The case is similar for the ionomer-filled

model, which gives identical results only to overpotentials of −0.45 V . Convergence

is not obtained due to the extremely high current densities. The current given by

the half-order reaction under these conditions is approximately 4 times greater than

the first order reaction. For some of the conditions tested the difference is nearly

a full order of magnitude. Consequently, the agglomerate reaches oxygen depletion

conditions and a limiting current at smaller overpotentials. A near limiting case for

a water-filled agglomerate is shown in Figure 2.15. The reaction at the surface of

the agglomerate is much higher, and remains high through the agglomerate core,

but following a very nonlinear profile (see Figure 2.15(a)). This leads to higher rates

of oxygen consumption through the core, nearly causing depletion at the center as

shown in Figure 2.15(b).

For cases at even higher reaction rates, oxygen depletion occurs. This is generally

troublesome for a numerical model. Concentrations are not allowed to be negative

when modeling these physical phenomena . Iterative solvers, however, will typically

test infeasible solutions. Some cases - such as the previously presented case (v)

in Figure 2.12 - are able to be resolved around zero by the solver and a solution

is obtained within the specified tolerance. Here, the problem is so nonlinear that

COLDAE cannot obtain a solution that meets the constraint. Shampine et al. [75]

give a detailed description of this type of problem and offer solution methods using

common examples.

The lesson that can be learned from this work is that solutions can be ob-

tained by applying special numerical treatment such as those described in [75], but

a generalized solution for all problem types does not exist. Techniques to improve

convergence were successfully used to obtain a solution, but not over the entire range

of operating conditions. This topic, however, is outside of the scope of work and

will not be described in detail.

Agglomerate Size - The size, composition, and thin film thickness of the ag-

glomerate is not known explicitly from catalyst layer imaging. It is therefore useful

to know the response of changing these parameters and how the models compare.

Current density predictions were obtained for both agglomerates between sizes of
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Figure 2.14: Comparison of the current density response for a water-filled agglom-
erates of differing oxygen reaction orders.

20nm and 300nm, and thin film thicknesses from 0 to 35nm. Operating conditions

were fixed at an overpotential of 0.5 V and oxygen partial pressure of 0.100. An

overpotential outside of the kinetic region was chosen to illustrate the difference

in mass transport limitations. Points below 0.4 V will not effectively illustrate the

difference between the models for reasons previously discussed.

The current density is nonlinear with respect to changes in radius and thin film

thickness for both models, but it was found that the difference between the models

is almost independent of the thin film thickness. A sample of the results for differ-

ent radii with a thin film thickness of 10nm is presented in Figure 2.16. This figure

illustrates two points. The first is that there is a radius that will maximize the

average agglomerate current for any given thin film thickness. It may be expected

that decreasing the agglomerate size will increase the average current density due to

shorter diffusive paths, but it is not intuitive to suggest that a maximum is reached

before the smallest size.2 The second is that the difference in the models monoton-

ically increases for growing agglomerate size, despite the shape of the curve. This

means that for any given current density (outside the kinetic region), the estimated

2Since the current density is averaged by the volume of the entire agglomerate, a large ratio of
thin-film to agglomerate radius decreases the volume fraction available for reaction.
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Figure 2.15: Comparison of water-filled agglomerates with differing reaction orders.
Operating conditions of xO2 = 0.100 and ηc = 0.55 V .
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size of the agglomerates will always be smaller if the assumption is made that the

pores are water-filled. This has particular implications on the results presented in

chapters 3 and 4.
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Chapter 3

PEM Fuel Cell Modeling

3.1 Introduction

A number of approaches can be taken for modeling PEM fuel cells. Two common

ones are empirical based (or reduced dimension) modeling and full physical modeling

of the cell. The former is typically used to model stack and system processes, or

component characteristics that can be compared to measured experimental data.

Detailed physical modeling is used for a different purpose altogether. These types

of models are typically used to analyze processes in a cell that cannot be observed or

easily measured experimentally. The models must therefore be capable of predicting

the measurable behavior of a cell while simulating the hidden physical phenomena

occurring within. Models in the literature are now typically single cells in two- or

three-dimensions, and can also be transient but generally at a smaller time scale

- seconds, rather than minutes, hours, or days. The focus of this chapter is on

the development of a 2D model of an MEA simulating the physics across the gas

channels. Figure 3.1 demonstrates the reduction of a 3D cell model to the 2D

computational domain. As the figure shows, the effects of gas flow under the current

collector will be directly modeled. This is in contrast to an along the channel model,

where changes in oxygen concentration and current densities may occur as the gasses

flow from the inlet to the outlet of the cell. In the model presented here, gas is

assumed to be provided in excess stoichiometries, and no significant depletion of

reactants occur throughout the cell. The focus can then be placed on the effects of

the diffusion through porous media, and on the reaction in the catalyst layer. Recall

that the anode and cathode reactions are given by

2H2(g) → 4H+
(aq) + 4e− (3.1)
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(a) Section of a single cell show-
ing two bipolar plates with gas
channels around a membrane
electrode assembly

Bipolar 
Plate

Gas 
Channel

GDL MPL CL
PEM

Computational 
Domain
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H
2

O
2

(b) Closeup on the section of the cell. The anode and
cathode gas channels feed reactants to an MEA con-
structed with a GDL, MPL and CL on a thin mem-
brane.

Figure 3.1: Three dimensional representation of a single cell used for the simulation.
3.1(b) shows the reduction of the problem from 3D to a 2D across-the-channel model
for the computational domain

O2(g) + 4H+
(aq) + 4e− ⇀↽ 2H2O(l) (3.2)

The cathode catalyst layer reaction was the focus of Chapter 2. Therein, methods

were presented to obtain a prediction of the current density given local operating

conditions in the catalyst layer. Section 3.2.3 will discuss how each of these methods

is integrated into the MEA model. This includes the integration of 1D agglomerate

models solved with a BVP solver. This type of multiscale model is unique to this

work; a similar case has not been found in the literature.

3.2 Membrane Electrode Assembly Model

This model is an extension of the work by Secanell [54], who describes the 2D MEA

model solved using the finite element method (FEM). The model and assumptions

are similar, and will be summarized here.

The MEA of a typical PEMFC will contain five transported species that are of

interest: Hydrogen, Oxygen, Water, Protons, and Electrons. Equations must be

developed to describe the movement of each of these species. First, the overlying
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assumptions for the transport of each species must be outlined.

1. The cathode is fed with humidified air, i.e. a mixture of oxygen, water vapour,

nitrogen.

2. The anode is fed with pure humidified hydrogen, i.e. a mixture of only hydro-

gen and water vapour.

3. The reacting gases contain no impurities.

4. All species behave as ideal gases.

5. The effects of convection in the MEA are negligible.

6. The membrane is impermeable to gases and electrons.

7. The cathode and anode remain at constant pressure.

8. Oxygen and water vapour are considered dilute species in Nitrogen in the

cathode.

9. Water vapour is considered a dilute species in Hydrogen in the anode.

10. The transport of gases is modeled using Fick’s Law of diffusion.

11. Proton transport only occurs in the electrolyte (ionomer membrane) phase.

12. Anion groups in the ionomer are in sufficient concentration to allow for the

free movement of protons; transport is governed by Ohm’s law.

13. Electron transport only occurs in the solid phase.

14. Electrons are free to flow through the solid phase; transport is governed by

Ohm’s law.

The assumption of no convection (5) is justified for two reasons. The model

domain is at a small scale and through porous media, thus the dominant form of

transport will be from the chemical potential (i.e. the concentration gradient). Small

changes in pressure will not cause a significant change in the flux of a species through

the domain. Secondly, from a modeling perspective, the domain is two dimensional

and across the channel. Since the membrane is impermeable to gases (assumption

6), there is only one inlet/outlet at the cathode for humidified air and similarly at
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the anode for humidified hydrogen. Modeling convection in such a domain leads to

an equalization in pressure. From this perspective, assumption 7 comes as a direct

result of 5 and 6.

Assumptions 1 and 7 lead to simplifications when developing the set of governing

equations for the cathode. At constant pressure, the total concentration of the gas

mixture will remain unchanged. The equations can then be developed using the

molar fractions, rather than concentrations of gases. This allows for a reduction

in the number of modeling equations, as Nitrogen is not of interest and simply

represents the remaining fraction of gas mixture. A similar argument can be made

at the anode. However, in this case of interest is the transport of water vapour.

Although the molar fraction of hydrogen will determine the rate of the reaction, it

can be easily determined based on the presence of water vapour.

Water is of interest as it is the only species that is present throughout the

entire domain. Furthermore, it exists within two phases. Since the gas streams

are humidified, vapour will exist wherever there is a presence of gas in the void

space of the porous media. Water will also be present in liquid form in the cell. In

this model, condensation of water in the pores is neglected. Models that account

for this phenomenon are called two-phase flow models [15], and are a very active

area of research [76]. Water will exist, however, in the ionomer membrane and the

membrane phase of the catalyst layer. Water is absorbed in the membrane from the

vapour in the pores and is transported in the membrane phase by chemical potential,

and by electro-osmotic drag. Water vapour and liquid water in the membrane will

therefore have to both be directly modeled and coupled by absorption/desorption

rates in the anode and cathode catalyst layers.

Assumption 10 that gas transport is governed by Fick’s law may be the broadest

assumption made in this section. Fick’s law applies for binary mixtures and in-

finitely dilute solutions, which applies well at the anode for humidified hydrogen [3].

Equation (3.3) is of a familiar form presented in Chapter 2.

~Ni = −Dij (∇ci) (3.3)

The binary diffusion coefficients (Dij) can be calculated using molecular theory of

gases and thus the fluxes (Ni) for each species can be determined from the gradient

of the concentration (ci). It should be noted that the total flux in any direction

should be zero. For multicomponent mixtures however, the gas diffusion is typically
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more complicated. In this case, the Maxwell-Stefan equations should be used to

determine the concentration profiles of each species.

∇xi = RT
∑
j 6=i

xiNj − xjNi

pDij
(3.4)

This equation gives the gradient of the mole fraction of species i (xi) accounting

for the effects of all other components j. Binary diffusion coefficients are used

to relate the fluxes between each of the species. The cathode is best described

by a multicomponent mixture of this type, but using these equations introduces

a great deal of non-linearity into the system of equations (the concentrations and

coefficients must be determined by the simulation). For a binary mixture, or for

components that are sufficiently dilute in a solvent, Fick’s equation can be derived

from equation 3.4 if there is no convective flux.

The above assumptions about transport relate only to bulk species movement.

The domain to be modeled is predominantly porous media. To help develop the

modeling equations that will result, there must be further assumptions about the

composition of the layers in the domain.

15. The GDL is modeled as a random anisotropic network of carbon fibers and

pore space.

16. The MPL is modeled as a random isotropic mixture of solid conductive mate-

rial (carbon) and pore space.

17. The CL is modeled as a random isotropic mixture of ionomer, solid conductive

material (carbon) and pore space.

18. The electrochemical reaction takes place only inside of an agglomerate (whose

structure is described in Chapter 2) which is comprised of the solid and

ionomer phases in the CL.

19. The membrane is modeled as an isotropic electrolyte material.

These assumptions, coupled with the transport assumptions will allow the gov-

erning equations and constitutive equations to be defined based on the local sub-

domain in the simulation. Finally, some general modeling assumptions are made to

simplify the system of equations.
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20. The domain remains at constant temperature.

21. The model is solved at steady state.

By using assumption 20, two phenomena are implied. Firstly, the system control-

ling the flow of gases is able to accurately regulate the temperature of the incoming

streams so that there will be no local fluctuation in temperature, nor any over the

modeling time. Secondly, the heat generated by the reaction in the catalyst layer

is not sufficient to significantly increase the temperature of the surrounding media

and gases. This residual heat is conducted away through the cell cooling system.

Finally, the last assumption is that the cell will develop an equilibrium over time

and operate under steady state conditions.

3.2.1 Governing Equations

As described in the previous section, the movement of all the species through the

domain must be described. A mass balance for each species is applied; the system

is coupled through the source terms.

∇ · (ctotDeff
O2
∇xO2) = RO2

∇ · (ctotDeff
w ∇xw) = Rw + Sλ

∇ · (σeffm ∇φm) = RH+

∇ · (σeffs ∇φs) = Re−

∇ ·
(
nd

σm
F ∇φm +

ρm,dry

EW Dλ∇λ
)

= −Sλ

(3.5)

Each of the equations will be described in more detail over this section. In short,

xi represents the mole fraction (partial pressure) of gas i. The electric potentials

are represented by φ. Finally, the membrane water content is described by λ. The

reaction terms are given by Ri and water sorption into the membrane by Sλ.

The system of equations was reduced for the anode, i.e. the hydrogen equation

was dropped. The movement of water through hydrogen fully describes the behavior

of both species since the sum of the two molar fractions is 1. Similarly in the cathode,

water vapour and oxygen diffuse in nitrogen and thus it is not required to model

its movement. The first two equations therefore describe the movement of gaseous

oxygen and water vapour through the domain. The next two equations describe the

changes in potential in the electrolyte phase and solid phase by Ohm’s law, which

is derived from the transport of protons and electrons. The final equation describes
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Table 3.1: List of subdomain names and abbreviations

Subdomain Abbreviation

Anode Gas Diffusion Layer AGDL
Anode Microporous Layer AMPL
Anode Catalyst Layer ACL
Membrane PEM
Cathode Catalyst Layer CCL
Cathode Microporous Layer CMPL
Cathode Gas Diffusion Layer CGDL

the movement of water through the membrane with a parameter λ, representing its

water content. The details of this equation will be described later in the section on

page 63. These governing equations are applied to each of the subdomains, where

subdomain-specific effective parameters are applied. The subdomain names and

abbreviations are tabulated in 3.1 and shown on the computational grid in Figure

3.2.

3.2.1.1 Boundary Conditions

Conditions must be imposed at the boundaries in order to obtain a solution to the

set of partial differential equations. There are 6 boundaries in the domain shown in

Figure 3.2

• Anode current collector at (x, y) = {x = 0, y = [0, Wcc
2 ]}.

• Anode gas channel at (x, y) = {x = 0, y = [Wcc
2 , Wcc

2 + Wch
2 ]}.

• 2 Symmetric boundaries at (x, y) = {∀x, y = 0 and Wcc
2 + Wch

2 }.

• Cathode current collector at (x, y) = {x = LMEA, y = [0, Wcc
2 ]}.

• Cathode gas channel at (x, y) = {x = LMEA, y = [Wcc
2 , Wcc

2 + Wch
2 ]}.

where LMEA = Lgdla +Lmpla +Lcla +Lm +Lclc +Lmplc +Lgdlc , and Lgdla , Lmpla , Lcla , Lm,

Lclc , Lmpla , Lgdlc represent the anode GDL, MPL, and CL, membrane and cathode CL,

MPL, and GDL thicknesses respectively. Wcc andWch represent the current collector

and channel width. The conditions for each of the variables at the boundaries are

listed below. Note that ~n is the normal to the boundary surface.
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Figure 3.2: Grid representation of the computational domain used for modeling the
MEA

Anode Current Collector:

NO2 = ~n · (ctot
~

Deff
O2
∇xO2) = 0

Nw = ~n · (ctot
~

Deff
w ∇xw) = 0

φs = 0

NH+ = ~n · ( ~σm∇φm) = 0

Nλ = ~n ·
(
nd
σm
F
∇φm +

ρm,dry
EW

Dλ∇λ
)

= 0

Anode Gas Channel:

NO2 = ~n · (ctot
~

Deff
O2
∇xO2) = 0

xw = x0
w,a

Ne− = ~n · ( ~σS∇φs) = 0

NH+ = ~n · ( ~σm∇φm) = 0

Nλ = ~n ·
(
nd
σm
F
∇φm +

ρm,dry
EW

Dλ∇λ
)

= 0
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Cathode Current Collector:

NO2 = ~n · (ctot
~

Deff
O2
∇xO2) = 0

Nw = ~n · (ctot
~

Deff
w ∇xw) = 0

φS = Vcell

NH+ = ~n · ( ~σm∇φm) = 0

Nλ = ~n ·
(
nd
σm
F
∇φm +

ρm,dry
EW

Dλ∇λ
)

= 0

Cathode Gas Channel:

xO2 = x0
O2

xw = x0
w,c

Ne− = ~n · ( ~σS∇φS) = 0

NH+ = ~n · ( ~σm∇φm) = 0

Nλ = ~n ·
(
nd
σm
F
∇φm +

ρm,dry
EW

Dλ∇λ
)

= 0

At the symmetric boundaries, the fluxes for all components are zero. The no flux

conditions for protons and membrane water content at the boundaries listed above

should be applied for a generalized solution method. It should be noted that for the

solution method used in this work, those boundary conditions effectively shift to the

CL boundary. It is explained in section 3.2.2 that these equations are not solved

outside of the domains where they exist, e.g. the membrane and catalyst layers.

The same applies for the oxygen boundary conditions in the anode and hydrogen in

the cathode. An alternate method is to solve all of equations in all domains, and

set transport properties to nearly zero. This method, however, may introduce some

numerical instability and is not computationally efficient.

3.2.1.2 Constitutive Equations

Many of the terms and coefficients in the generalized system of equations presented

in (3.5) are defined by expressions describing alternate physical processes within the

cell. These constitutive equations define the behavior of the solution variables over

the domain.

Reactions - One of the largest contributors are the source terms, which fully

couple the system of equations. The reaction source terms (Ri) describe either the
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consumption or production of the species in the subdomain and are related to the

current density and the reaction stoichiometry. The sorption source term (Sλ) links

the two phases of water by giving the absorption rate. These terms are typically

not defined on all domains. For example, the reaction terms will exist only in the

catalyst layer, defined by the local current density. For the first four equations, the

source terms are

RO2 =

{
iCL
4F in the CCL
0 all others

(3.6)

Rw =

{
− iCL

2F in the CCL
0 all others

(3.7)

RH+ =


iCL in the CCL
−iCL in the ACL

0 all others
(3.8)

and

Re− =


−iCL in the CCL
iCL in the ACL
0 all others

(3.9)

where iCL is the local volumetric current density in the catalyst layer given, for

example, by the Butler-Volmer equation (2.11) or by an agglomerate model (2.46)

discussed in Chapter 2. Using the same expression in all equations couples the

behavior of each of the species. Applying the reaction stoichiometry from equa-

tions (3.1) and (3.2) ensures conservation of mass applies within the computational

domain.

Membrane Modeling - The final equation in system (3.5) gives the water move-

ment through the domain by a parameter λ, defined as the amount of water absorbed

in the membrane. The concentration of sulphonic groups is used as the reference,

so that lambda represents the number of water molecules per acid group; i.e.

λ =
cH2O

cSO−
3

[
molH2O

molSO−
3

]
(3.10)

where the concentration of SO−3 in the ionomer can be approximated as in Chapter

2 by equation (2.62). Reiterating,

cSO−
3

[
mol

cm3

]
=
ρm,dry
EW

[
g/cm3

g/mol

]
(3.11)

The transport of this water is then defined by the flux, which can be broken up

into three terms. The first is convective flux, which is ignored in this case, assuming
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the anode and cathode will be at the same pressure. Once this is neglected, the model

takes on the same form as that presented by Springer et al. [72]. The model accounts

for two transport processes: diffusive flux and electro-osmotic drag. Diffusion takes

on a similar form as for water in the gas phase,

~Nw,diffusion = −DH2O∇cH2O (3.12)

however, the coefficients must be redefined. Using equation (3.10) and (3.11),

the concentration of water can be substituted for λ.

cH2O = λcSO−
3

=
ρm,dry
EW

λ (3.13)

and

~Nw,diffusion = −
ρm,dry
EW

Dλ∇λ (3.14)

if the diffusion coefficient for water in the membrane is defined as Dλ.

Water also moves by electro-osmotic drag. This is a process where proton flux

causes water movement due to dragging from the polarity of the water molecule. The

number of water molecules dragged per proton can be determined experimentally,

and can potentially range from zero to much greater than 1. Springer et al. [72] use

a linear relationship between the drag coefficient and water content, with a fully

hydrated membrane with λ = 22 carrying 2.5 molecules of water. This reduces at

lower hydration levels, so the drag coefficient (nd) becomes a linear relation of water

content.

nd = 2.5
λ

22
(3.15)

The protonic flux has already been defined by Ohm’s law,

~NH+ =
~i

F
(3.16)

and

− σeffm (∇φm) =~i (3.17)

The flux of water can then be defined as

~Nw,drag = nd ~NH+ (3.18)

and finally,

~Nw,drag = −nd
σm
F
∇φm (3.19)
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This flux term is nonlinear in the coefficient, as the proton conductivity, σm, is also

dependent on the water content. The conductivity is determined empirically, and is

a function of membrane hydration and temperature [73].

σm(λ, T ) =
(
0.020634 + 0.01052λ− 1.0125× 10−4λ2

) [E
R

(
1

T0
− 1

T

)]
(3.20)

Where T0 = 303K and conductivity is given in S/cm. The coefficients of the

equation were determined by fitting experimental data from BekkTech LLC [74]

for the specific ionomer NR-211® from DuPont. The membrane conductivity is

related to its water content through the relative humidity of the surroundings. This

relationship is given by the sorption isotherm, discussed below.

In the anode and cathode catalyst layers, water is transported through the mem-

brane, but is also in balance with the vapour phase. The sorption isotherm deter-

mines the equilibrium condition of liquid water inside the membrane in an atmo-

sphere of vapour. This isotherm is dependent on the temperature of the membrane,

but also the activity of the surrounding water vapour [73].

λeq (aw, T ) =

[
1 + 0.2352a2

w

(
T (oC)− 30

30

)] [
14.22a3

w − 18.92a2
w + 13.41aw

]
(3.21)

where,

aw =
pH2O

psat(T )
= RH (3.22)

The sorption isotherm and the resulting membrane conductivity are shown in

Figure 3.3. These properties are nonlinear and cause a large variation in effective

properties over the domain. Furthermore, the sorption isotherm has a direct effect

on the local absorption/desorption of water vapour in the catalyst layers.

Local water sorption will then occur from a concentration imbalance of water at

the gas/liquid interface. The rate of absorption/desorption is determined by a rate

constant, kλ and the concentration is again determined from λ by equation (3.13).

Sλ =

{
kλ

ρm,dry

EW (λeq − λ) ACL, CCL
0 all others

(3.23)

where, similar to Secanell [54], kλ is set to 10,000 to ensure that the water produced

in the CL does, in fact, hydrate the membrane. This represents a very fast absorp-

tion/desorption time between water in the vapour phase and membrane phase.

The mass balance for water in this phase combines the two flux terms defined

above with the source term to yield the fifth equation in the system (3.5):

∇
(
nd
σm
F
∇φm +

ρm,dry
EW

Dλ∇λ
)

= −Sλ
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tion of relative humidity.

Figure 3.3: Membrane sorption isotherm and the resulting membrane conductivity.
Conductivity is calculated for NRE-211 from BekkTech [74] and presented as a
function of λ in equation (3.20) but plotted here (in dashed lines) as a function of
RH.
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This source term is also included into the water vapour transport equation to enforce

the conservation of mass.

∇ · (ctotDeff
w ∇xw) = Rw + Sλ

Effective Transport Properties - The system of equations is solved over mul-

tiple unique subdomains, each with different characteristics. In this work, these sub-

domains are comprised of porous materials and must account for multiple species

transport. Therefore, the bulk properties for diffusion and conductivity don not

apply, and must reflect transport in the pores. This work is based on that by

Secanell [54] and similarly, percolation theory is used to model species transport

through porous domains. In short, percolation theory states that there is a min-

imum volume fraction of the transporting medium for which transport will occur.

Below this volume fraction, a network sufficient for transport does not exist. For

example, a gas diffusing to all points in a random porous material (from one direc-

tion) must pass through an interconnected network of pores. In a random network

of pores with a small volume fraction, it is unlikely that the pores at the inlet are

connected to the pores in the middle of the domain, and even less likely that the gas

will reach the outlet. It is postulated that there exists a threshold value of porosity

(εth) below which transport does not occur.

Deff = D

(
ε− εth

1− εth

)µ
Θ(ε− εth) (3.24)

where Θ(x) is the Heaviside unit step function

Θ(x) =

{
0 for x < 0
1 for x > 0

(3.25)

The constants in these functions depend strongly on the media being modeled.

In particular, µ determines the shape of the curve, i.e. how quickly the curve

approaches zero at low porosity and how it behaves at higher porosity. These values

will be discussed in the context of 2 different materials used in PEMFC, isotropic

and anisotropic.

Catalyst layers can be modeled as a random porous material with spherical

particles, similar to the agglomerates discussed in chapter 2. It is generally accepted

in percolation theory that µ lies between 1.7 and 2.0 for a three-dimensional lattice

of this type, and that the threshold value can be determined experimentally [54].

The catalyst layer, however, has been shown to contain micropores on the scale
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Figure 3.4: Curve fit of the oxygen diffusion coefficient from Yu and Carter [77] in
electrodes of differing porosities.

where Knudsen effects are dominant [17]. In this work, percolation theory is used

in conjunction with experimental data for diffusion in an electrode, rather than

modeling the direct effect of diffusion in pores on the nanometer scale. The effective

diffusion coefficient for oxygen is calculated in the cathode by fitting a curve to data

recently presented by Yu and Carter [77]. Threshold value, εth, and µ are used to fit

the data with the bulk diffusion coefficient fixed at a value given by the Chapman-

Enskog equation. The porosity threshold is set to a value of 0.3, while µ was set to

4.0. This curve fitting allows for the values to be interpolated for electrodes with

different porosities. The result of the curve fit is shown in Figure 3.4.

The GDL is a random porous material, however, most are constructed with

carbon fibers in a certain orientation, making it anisotropic. The fibers lie flat and

stacked on a plane. For fibers lying on the y-z plane, large pores are seen in the

x-direction, which facilitate gas transport. Transport in the in-plane direction (y-

or z-directions) is slightly more restricted, as gas moves around and along the fibers.

Tomadakis et al. [78] found a relation that takes a similar form to percolation theory
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Table 3.2: Percolation constants for each of the subdomains used in the MEA sim-
ulations

Parameter Value

Gas Diffusion Layer (GDL)

εthV 0.118
µxV 0.785, [79, 80]
µyV 0.521, [79, 80]
εthS 0.0
µxS 1.5
µyS 1.0

Microporous Layer (MPL)

εthV 0.118
µV 2.0
εthS 0.118
µS 2.0

Catalyst Layer (CL)

εthV 0.3
µV 4.0
εthS 0.118
µS 2.0
εthN 0.0
µN 2.0

that applies to gas transport in fibrous materials.

Deff
i = D ε

(
ε− εth

1− εth

)µi
Θ(ε− εth) (3.26)

Using this method, the diffusion coefficient Deff
i will be different for transport in

multiple directions, i based on the choice of µi.

The GDL is also responsible for electron transport. In this case, however, elec-

trons tend to encounter less resistance as they travel along the fibers in the y- and

z-directions, whereas in the x-direction they are forced to constantly jump between

the contact points on the overlying fibers. Percolation theory applies better to elec-

tron transport in the GDL. Secanell [54] discusses the transport phenomena in the

GDL extensively and obtains values for threshold porosities and transport constants

from experimental work [79–81].

Transport for each phase in the porous layer can be modeled by percolation

theory; Table 3.2 shows the constants used in this work for each of the subdomains.
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3.2.2 Solution Method

The system of nonlinear equations are solved using Newton’s method by lineariza-

tion. The solution, u, is updated iteratively until the residual R(un), is reduced to

the desired tolerance. Following the generic formulation for Newton’s method,[
∂R (un)

∂u

]
(−δu) = [R (un)] (3.27)

Here, u must be defined as a vector of the solution variables to the system of

equations R.

~u = {xO2 , xH2O, φm, φs, λ} (3.28)

The iterative nature of the problem requires an approximation of the residual for

the right hand side of the equation. For a solution at iteration n+1, the equation is

evaluated at iteration n. The linearized system is solved for the unknowns δu and

the solution is updated.

un+1 = un + δu

Each equation in the system must be transformed into the form presented in

equation (3.27). For example, the first equation for oxygen transport

∇ · (ctotDeff
O2
∇xO2) =

iCL
4F

becomes

∇ ·
(
ctotD

eff
O2
∇δxO2

)
− 1

4F

∑
j

(
∂inCL
∂uj

)
δuj = ∇ ·

(
ctotD

eff
O2
∇xnO2

)
−
inCL
4F

(3.29)

Once the equations have been linearized, they can be discretized and applied

to the grid using the finite element method (FEM). The Galerkin method is used

to obtain the weak form of the problem. To achieve this, each of the variables is

transformed to follow a standard shape function over each of the elements. The

equation is then multiplied by a test function, w, and integrated over the domain,

Ω. In the Galerkin method, the test and shape functions are identical. This method

transforms the differential system into a linear algebraic system. The solution to the

problem is a set of piecewise-continuous functions where the solution vector contains

coefficients to the shape function at each of the nodes in the element.

The weak form of equation (3.29) can be written as

∫
Ω
w∇ ·

(
ctotD

eff
O2
∇δxO2

)
dΩ−

∫
Ω
w

1

4F

∑
j

∂iCL
∂uj

δuj

 dΩ
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=

∫
Ω
w∇ ·

(
ctotD

eff
O2
∇xO2

)
dΩ−

∫
Ω
w
iCL
4F

dΩ

By applying the rules of vector calculus and Green’s theorem, this equation becomes:

−
∫

Ω

[
∇w

(
ctotD

eff
O2

)
∇δxO2

]
dΩ−

∫
Ω
w

1

F

∑
j

∂iCL
∂uj

δuj

dΩ

+

∫
Γ

[
w
(
~n · ∇

(
ctotD

eff
O2

δxO2

))]
dΓ

= −
∫

Ω

[
∇w

(
ctotD

eff
O2

)
∇xnO2

]
dΩ−

∫
Ω
w
iCL
4F

dΩ

+

∫
Γ

[
w
(
~n · ∇

(
ctotD

eff
O2

δxO2

))]
dΓ

where Γ represents the boundary.

The gradient operators are applied in the x- and y-dimension in this case, and

the discretization occurs by applying this equation to each individual element. The

solution variables u are mapped to the element shape function w so that the solution

is the scalar values at each node k on the element.

u =

N∑
k=1

u
(e)
k w

(e)
k (3.30)

The integral terms on each element boundary become negligible, as internal

boundaries are assumed to have continuity. For elements on the domain boundary,

a mix of Dirichlet and Neumann conditions are applied. For the Dirichlet boundary

conditions, the unknown is the change in the variable at the boundary, since the

Newton method is being used. This term is constant between iterations so the

contribution to the equation is 0 and can be dropped. For the Neumann boundary

conditions, in all cases the fluxes are equal to 0, e.g.(
ctotD

eff
O2

)
(~n · ∇xO2) = 0 (3.31)

and the term also disappears. In the case where the variable is not being solved in

the domain adjacent to the boundary (e.g. λ is not solved in the MPL or GDL), the

boundary effectively moves inward. In the global matrix there will be no interaction

between the adjacent cells in the subdomains, therefore it behaves similar to a

boundary. If a flux terms is not specifically applied at this internal boundary, then

it will be 0.

The integrals over the cell are obtained by Gaussian integration at Gauss points

determined by the order of the polynomial shape function.
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Some of the nodal values are shared between adjacent cells, so the full system

across the domain must be assembled. This results in a global system matrix and

residual vector. FCST, the Fuel Cell Simulation Toolbox [54] is designed to assemble

each cell matrix and residual and assemble the global equations cell by cell. FCST

interfaces with a finite element library in C++ called deal.II (Differential Equations

Analysis Library) [82], which provides state-of-the-art tools for grid handling, shape

function and degree of freedom handling, solving, and output for post processing. It

is important to note that over some of the subdomains, not all equations are assem-

bled and solved. This is a product of using Newton’s method to obtain the solution.

Since the solution to the linear system gives the update vector for the variables,

any variable that is known to not change can be dropped from the equations on the

subdomain. For example, oxygen does not exist in any of the anode subdomains or

in the membrane. The initial solution in these subdomains can be set to zero. As

the Newton solver obtains a solution iteratively, the value is not updated since no

equation is solved. This is one of the benefits to designing a specialized program

for finite element analysis, as skipping assembly saves computational time and re-

laxes the resources required for the linear solver, which may need to handle many

hundreds of thousands of degrees of freedom.

After the system is assembled using some of the tools from deal.II, the linear

problem is solved by the direct solver UMFPACK [83], which is also used in other

FEM software packages such as COMSOL[84]. Once a solution is obtained with

the desired residual, a new system is solved on an adaptively refined grid to better

approximate the solution in areas with the largest error. This usually corresponds

to areas with the steepest gradients between cells.

Finally, the total cell current is obtained in the post-processing stage by inte-

grating over the cells in the catalyst layer and evaluating the volumetric current

density at the final solution. A typical measure of cell performance, the current

density in A/cm2, is evaluated based on the in-plane unit surface area of the cell,

which is the y-z plane in this case. Since the simulations occur in the x-y plane and

assumes a unit length in z, dividing the total cell by the height, y, will give the cell

current density. icell.
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3.2.3 Catalyst Layer Agglomerate Models

It is now necessary to discuss how the current density is obtained in the catalyst

layer, and how the agglomerate model is integrated. This is not possible without

first discussing the volume fraction relations within the catalyst layer.

From section 3.2.1.2 is it evident that the porosity of the media in each sub-

domain has an impact on the transport properties. In the GDL, the porosity can

typically be obtained from the manufacturer, or by experimental testing. Further-

more, the remaining volume fraction is the solid material. In the catalyst layer, the

parameters are not as easily obtained. The layer will have a solid, electrolyte, and

pore phases. Conventional catalyst layers are fabricated with an ink comprised of

the solid nanoparticles with ionomer in a solvent. The ink is applied to the mem-

brane as a 10−20µm coating and dried so that the solvent evaporates. The structure

that results is not evident, but it is clear that the ink composition will have an effect

on the volume fractions. The structure and density of the materials can be used to

estimate the volume fraction of solid in the layer [85]

εS =

(
1

ρPt
+

1− Pt|C
Pt|C ρc

)
mPt

Lcl
(3.32)

where ρPt and ρc are the platinum and carbon densities, Pt|C is the platinum to

carbon ratio of the support particles, mPt is the platinum loading in the CL, and

lastly, Lcl is its thickness. All of these parameters are known prior to catalyst

layer fabrication with the exception of the thickness, which can be measured post-

fabrication.

Similarly, the volume fraction of electrolyte can be found if its mass fraction

(XN ) in the ink composition is known [85]

εN =
XN

ρN,dry(1−XN )

1

Pt|C
mPt

Lcl
(3.33)

The porosity of the layer (εV ) is then given by the remaining volume fraction.

εS + εN + εV = 1
εV = 1− (εS + εN )

(3.34)

This characterization of the catalyst layer seems to be independent of the as-

sumed structure, i.e. the presence of agglomerates. The macroscale properties,

however, directly affect the assumptions made about agglomerates. The pore struc-

ture on the inside of agglomerates will be on the nano-scale, and are called the
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primary pores in the CL, while the larger pores at the macroscale are called sec-

ondary pores. In most models using agglomerates, the primary pores are assumed

to be filled with ionomer. Few studies, however, link the macroscale properties to

the agglomerate microstructure. Secanell et al. developed relations to describe this

inextricable link [33]. They describe the solid and electrolyte volume fractions by

the (ionomer-filled) agglomerate structure:

εS = nagg

(
4

3
πr3

agg (1− εagg)
)

(3.35)

εN = nagg
4

3
π
(
r3
agg (εagg − 1) + (ragg + δagg)

3
)

(3.36)

εV = 1− εS − εN (3.37)

where nagg is the number of agglomerates per unit volume in the catalyst layer. Since

the solid volume fraction is known, nagg can be determined through equation (3.35).

Note that this is contingent on the assumption that the agglomerates are perfectly

spherical, and that a size and porosity of the agglomerate is known. Obtaining

the electrolyte volume fraction from equation (3.33) also allows the thickness of the

thin film, δagg, to be determined. This effectively reduces the number of unknown

structural parameters of the agglomerate that must be chosen for the simulation to

two, ragg and εagg.

An alternate assumption can be made for the primary pores; they can be filled

with water. This is discussed at length in Chapter 2, but what effect does that

have on the catalyst layer structure? If the primary pores are filled with water,

ionomer can only exist on the outside of the agglomerate and thus, the thin film

must be thicker. The primary pores are still not gaseous under this assumption, so

the volume of water must now be accounted for. These changes can be reflected in

the equations for the ionomer and pore volume fractions.

εN =
4

3
πnagg

(
r3
agg (εagg,N − 1) + (ragg + δagg)

3
)

(3.38)

εW = nagg

(
4

3
πr3

aggεagg,W

)
=

εSεagg
1− εagg

(3.39)

εV = 1− εS − εN − εW (3.40)

Equation (3.38) is remarkably similar to that developed by Secanell et al. [33]

(3.36), except for the definition of εagg,N - the fraction of agglomerate containing

ionomer. Similarly, the fraction of water in the CL is given by equation (3.39), where
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εagg,W is the fraction of the agglomerate containing water. In this case, εagg,N and

εagg,W will be zero and the agglomerate porosity, respectively. But defining the

variables in this way allows more flexibility in the model, i.e. cases between these

two extremes can be investigated. Finally, it is shown through equation (3.40) that

the assumed porosity of the CL is reduced by making the water-filled assumption.

The catalyst layer porosity has two effects on the model. The first is that oxygen

diffusion in the catalyst layer will be more limited and restrict the oxygen available

for the reaction. The second is a more numerical effect that comes from taking a

volume averaged approach. The reaction source terms in system (3.5) are defined as

the reaction rate per unit volume of the catalyst layer. The current densities given by

the agglomerates, however, are defined using a spherical reference volume that only

represents the solid and ionomer (and water) phases in the CL. The representative

volume of the agglomerate therefore does not take the CL porosity into account.

As a result, the agglomerate current must be scaled to the catalyst layer reference

volume.1

iCL = iagg (1− εV ) (3.41)

Changing the porosity will therefore have multiple and compounded effects on the

results of the MEA model.

At the cathode, the agglomerate models presented in Chapter 2 are used to

predict the current. A similar formulation for the current in an agglomerate is given

at the anode, however, dual-path kinetics from Wang et al. [86] is used to describe

the reaction rate.

3.2.3.1 Implementation

Agglomerate CL models in the literature use an analytical expression to obtain the

current density, such as that described in section 2.2.2.2 and Appendix A.1. These

analytical expressions limit the range of applicability of the model as they are re-

stricted by further assumptions. It is desirable to have a flexible agglomerate model.

This, however, requires that a solution must be obtained numerically (see section

2.2.2.1). Such an implementation is called a multiscale model; an agglomerate prob-

lem is solved to give properties described on the sub-grid scale of the FEM problem.

Using these sub-grid calculations is practical in that it avoids redefining the whole

problem or changing the grid to represent a microstructure. On the other hand,

1See also equation (A.27) in Appendix A.1
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it is impractical as it adds complexity and - perhaps most importantly - time to

the numerical simulation. The implementation of a multiscale agglomerate model is

also not a trivial task; only a single example in 1D has been found in the literature

related to fuel cell modeling [35]. Figure 3.5 shows the difference in the process for

the analytical and multiscale agglomerate model, as applied to the cathode.

For this MEA model, there are two requirements of a multiscale agglomerate:

accurately predict the current, and obtain a good estimate of the derivatives with

respect to each of the solution variables. In terms of the equations presented in

section 3.2.2, the agglomerate must be able to give iCL and ∂iCL
∂uj

for all uj . The

former is inherent in the model and described in Chapter 2; the latter must be

obtained by numerical differentiation. While an analytical derivative would be more

efficient, using the numerical derivative is much more convenient. The MEA model

required a gradient with respect to the solution variables at the boundary of the

agglomerate. Analytically, this is very difficult to obtain, as the entire solution

is dependent on this value. The analytical derivative of the current density can

be obtained for any point within the agglomerate, i.e. ∂i(r)
∂uj

, but this does not

capture the interaction between all other points. These derivatives, however, can be

obtained numerically by simply perturbing the input variables. A simple method is

forward differencing, where the gradient is calculated based on the secant between

two points.
∂f(~x, ~u)

∂ui
=
f(~x, ~u+ δui)− f(~x, ~u)

δui
(3.42)

where δui is the perturbation, or step size around the point. The choice in step size

is important for nonlinear models, as it will determine the accuracy of the gradient.

Too large and accuracy is lost; too small and there is a risk that rounding error

becomes a factor. To reduce this risk, step size analysis was performed for both

models across the range of operating conditions. The solution was found to be

nearly linear with oxygen concentration, however, the model is very nonlinear with

respect to the overpotential, so this is the more critical test.

A useful benchmark for accuracy appears for both the water-filled and ionomer-

filled agglomerate models. Based on the use of Butler-Volmer kinetics and the

simplified Tafel equation, the derivatives with respect to solid potential and elec-

trolyte potential should be equal and opposite since ηc = Eeq− (φs − φm). This can

be used as a numerical test for accuracy. The figures below show the phenomenon at

work. To normalize the results for any reaction rate, the results were transposed to
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Solve Cathode Model

Discretize Cathode PDEs

Compute coefficients
(incl. current density)

Discretize 
Agglomerate PDEs

Obtain coefficients
from cathode model

Solve system 
of PDEs

Calculate current
from final solution

Calculate current
from approximate

analytical expression

Estimate flux
into agglomerate

thin film

Solve system of 
equations for cathode model

Calculate cell
current density

Multi-scale Analytical
Multiscale?

Figure 3.5: Flowchart for the implementation of a multiscale agglomerate model.
The agglomerate is used to predict the local volumetric current density for the sys-
tem of equations in the FEM formulation. In the case of a multiscale model, a sep-
arate system of equations must be solved for the agglomerate, and post-processing
yields the current density. This adds significant time and computational require-
ments to the finite element simulation.
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0 - the point where the gradient with respect to each of the potentials were of equal

magnitude (the assumed “Actual Gradient”). The gradients are then normalized to

show percentage change. For example

% Deviation =
Estimated Gradient - Actual Gradient

Actual Gradient
× 100% (3.43)

The figures in 3.6 show a sample of the results at two different overpotentials for

both the water-filled and ionomer-filled agglomerate models. All of the results show

a zone of numerical instability for very small step sizes, typically below 10−10 V .

There exists a range of step sizes for both models where the gradients level off around

a common point, which can be said to be the most accurate approximation of the

gradient for forward differencing. For step sizes that are too small, the gradients are

not accurate enough due to the non-linearity of the solution. A step size of 10−7 V

was chosen to approximate the gradient for the multiscale model.

3.3 Results and Discussion

The above discussion is a summary of the model development by Secanell et al. [54].

Their MEA model, and reduced models of the anode and cathode have been val-

idated numerically and experimentally, and used in many publications for design

and optimization. [11, 33, 52–54, 56, 87] The contribution from this work comes

from the integration of the multi-scale agglomerate models into the cathode cata-

lyst layer. In this section, characteristic results from the model will be explained.

The multi-scale model will be validated against an analytical model based on the

work by Secanell et al. [33] and Sun et al. [4] to ensure accurate implementation.

Finally, the difference between the water-filled and ionomer-filled agglomerates in

the context of the catalyst layer - a comparison never before seen in the literature.

3.3.1 Characteristic Solution

The model equations are solved over the grid with the subdomain sizes listed in

Table 3.3. Each of the subdomain properties is listed in Table 3.4, and a particular

focus is put on the catalyst layer structure and microstructure in Table 3.5. Finally,

the transport and electrochemical properties of each of the layer are listed in Tables

3.6 and 3.7, respectively.

The finite element problem is solved on a grid discretized using Lagrangian

elements with quadratic shape functions. A Newton solver with a parabolic line
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(a) Gradient accuracy of the ionomer-filled ag-
glomerate at 0.2V overpotential

10
−15

10
−10

10
−5

−0.1

−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

0.1

Step Size [V]

%
 D

e
v
ia

ti
o

n
 f

ro
m

 d
e

s
ir
e

d
 a

c
c
u

ra
c
y

 

 
∂i / ∂φ

m

∂i / ∂φ
s

(b) Gradient accuracy of the ionomer-filled ag-
glomerate at 0.5V overpotential
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(c) Gradient accuracy of the water-filled agglom-
erate at 0.2V overpotential
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(d) Gradient accuracy of the water-filled agglom-
erate at 0.5V overpotential

Figure 3.6: Gradient accuracy by step size for multiscale agglomerate models
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Table 3.3: Electrode geometry

Parameter Value

Channel width, [cm] 0.1
Current collector width, [cm] 0.1
GDL thickness, Lgdl, [µm] 250
MPL thickness, Lmpl, [µm] 50
CL thickness, Lcl, [µm] 10
Membrane thickness, Lm, [µm] 25

Table 3.4: GDL, MPL, CL, and Membrane physical properties

GDL Structure

εS 0.6
εV 0.4

MPL Structure

εS 0.4
εV 0.6

CL Physical Properties

ρPt, [g · cm−3] 21.5, [49]
ρc, [g · cm−3] 2.0, [49]
ρN , [g · cm−3] 2.0, [49]
Nafion loading (%wt) 30
mPt, [mg/cm2] 0.4, [88]
Pt|C 0.46, [88]
Av, [cm2 · cm−3] 2× 105

Membrane Properties

EW , [g ·mol−1] 1100

search method is used to obtain convergence down to 10−9, i.e. the L2 norm of

the total residual vector for all five variables is smaller than 10−9. The grid is

refined adaptively, whereby 30% of cells with the largest errors (by interior boundary

fluxes) are chosen for refinement. The current density is evaluated at every level of

refinement to check for a grid independent solution.

The catalyst layer of this MEA model uses the analytical approximation of cur-

rent density given by the ionomer-filled agglomerate model. This expression is mod-

ified from the works by Secanell et al. [11, 33, 54] and thus the results will not

be identical. Chapter 2 confirmed that this expression matches the 1D model and

therefore can be used for validation of the multiscale MEA model. Recall equation
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Table 3.5: CL Structure and Microstructure by agglomerate type

Agglomerate Type

Water-filled Ionomer-Filled

εS 0.253 0.253
εN 0.186 0.186
εW 0.084 -
εV 0.476 0.560

CL Microstructure

ragg [nm] 100 100
εagg 0.25 0.25
δagg [nm] 15.8 9.2

Table 3.6: GDL, MPL and CL transport properties

Parameter Value

Bulk gas diffusion properties

DO2,N2 , [cm2 · s−1] 0.2741, [89]
DH2O,N2 , [cm2 · s−1] 0.2907, [89]
DH2O,H2 , [cm2 · s−1] 1.1390, [89]
GDL physical properties

σgdlS,XX , [S · cm−1] 16.03

σgdlS,Y Y , [S · cm−1] 272.78

MPL physical properties

σmplS , [S · cm−1] 88.84
CL physical properties

σclS , [S · cm−1] 88.84

σclN , [S · cm−1] (0.005139λ− 0.00326)e1268( 1
303
− 1

T
)

HO2,N , [Pa·cm
3

mol ] 3.1664× 1010, [4]

HH2,N , [Pa·cm
3

mol ] 6.94× 1010

DO2,N , [cm2 · s−1] 9.726 e− 6 (cm2/s), [70]
DH2,N , [cm2 · s−1] 12.8× 10−6, [90]
Membrane Properties

k, [s−1] 1× 104 [54]
nd 1.0 [32]
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Table 3.7: Catalyst layer electrochemical properties

Parameter Value

Cathode electrochemical properties

α 1, [12, 13, 64]
n 4, [4, 12, 13]
γO2 1.0, [4, 12, 13]
γH 1.0, [7, 12, 13]

iref0 , [A · cm−2] 2.707× 10−8[12, 13]

crefO2
, [mol · cm−3] 0.725× 10−5, [12, 13]

Anode electrochemical properties

jOT , [A · cm−2] 0.47, [86]
jOH , [A · cm−2] 0.01, [86]
γ 1.2, [86]

crefH2
, [mol · cm−3] 0.59× 10−6, [90, 91]

(2.46) for the volumetric current density

iagg = 4FV̄agg
PO2

HO2,N

[
1

Erkc
+

δaggr
2
agg

3 (ragg + δagg)DO2,N

]−1

Transport phenomena across the full MEA are shown in Figures 3.7 and 3.8.

This simulation is of a cell at a constant temperature of 80℃ , where the anode

and cathode gas streams are maintained at 1atm pressure with 70% relative humid-

ity. The cell voltage is maintained at 0.7 V resulting in a cell current density of

0.215A/cm2. A cell voltage of 0.7 V was chosen to illustrate the phenomena in the

cell at a moderate performance point. The operating point is near the center of the

polarization curve and shows kinetic effects in the CL, and the onset of diffusive and

ohmic effects. This is not, however, demonstrative of the mass transport limitations

that become influential on cell performance at higher current densities.

Starting with the oxygen profile in Figure 3.7(a), it can be seen that from the

inlet the air diffuses through the anisotropic GDL, encountering much less resistance

in the x-direction towards the CL compared with the y-direction under the current

collector. The sharp change in the contour occurs when oxygen reaches the MPL,

which is of much lower porosity. The reaction proceeds in the CL and consumes

available oxygen. The membrane, however, represents a boundary so that no oxy-

gen can diffuse and enter the anode. Water, however, exists on both sides of the

membrane, and is shown in Figure 3.7(b). It is shown here that the cell is well

humidified as there is not much variation in the mole fraction from the 70% RH at

the inlets. Water is in higher concentrations under the land area of the cathode, as

82



is it being produced by the reaction. From here it has two paths to exit the cell.

The first is back towards the channel, so it must diffuse through the MPL and GDL.

The second is to absorb into the membrane and diffuse towards the anode side. This

process can be seen in Figure 3.8(b), an exploded view of the two catalyst layers and

the membrane. Higher concentrations of absorbed water (λ) exist on the cathode

side, and therefore water will follow the concentration gradient to the anode, where

it hydrates the ACL, and can go through desorption process into the gas phase.

The solid phase (electric) potential, shown in Figure 3.7(c), is set to a reference

of 0 at the anode side and to the cell voltage of 0.7V at the cathode current collector.

The electric potential sees little to no variation within the anode and cathode sides,

on the order of 1.5mV in each with most of the losses from poor conduction in the

through-plane direction in the GDL.

The electrolyte potential is plotted in Figure 3.8(a) across the anode catalyst

layer, membrane, and cathode catalyst layer. There are only marginal losses on the

anode side due to good proton conduction and fast reaction kinetics. The losses are

purely ohmic and thus linear through the membrane but only amount to roughly

15 mV . The remaining losses come in the cathode catalyst layer where proton

transport is more limited than in the membrane, and sluggish reaction kinetics

cause high activation losses.

The phenomenon occurring in the cathode are of particular interest. Figure

3.9 shows the oxygen, overpotential, and current density profiles within the catalyst

layer. The overpotential is defined as: ηc = Eeq−(φs − φm), but the variation in φs is

less that 0.1mV within the catalyst layer. Since the equilibrium potential is constant,

all of the variation comes from ohmic and activation losses in the electrolyte potential

- φm. Oxygen variation within the layer is plotted in Figure 3.9(a), but the variation

is small. The reaction is therefore mostly driven by the overpotential, as can be seen

by the similarities in Figures 3.9(b) and 3.9(c).

3.3.2 Multiscale Validation

The characteristic solution above was obtained using an analytical model for the

agglomerate current density. Chapter 2 showed that the analytical and numerical

models give identical results for a reaction that is first order with respect to oxy-

gen concentration. In this section the numerical model will be integrated into the

catalyst layer and the model above will be used to validate the implementation.
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(a) (b)

(c)

Figure 3.7: (a) Oxygen, (b) water vapour, and (c) electric potential distributions
within the MEA. Refer to Figure 3.2 for the domain layout.
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(a) (b)

Figure 3.8: (a) Electrolyte potential and (b) membrane water content distributions
through the ACL, PEM, and CCL. The thickness has been expanded 10x for clarity)
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(a) (b) (c)

Figure 3.9: (a) Oxygen, (b) overpotential, and (c) current density profiles in the
cathode catalyst layer. The CL thickness (10µm) has been enlarged 20X for clarity.

The first test is to confirm the convergence of the model using the analytical

agglomerate expression. The convergence tolerance is first set to a value of 10−9.

This means that the L2 norm of the total residual vector for all 5 variables will

be less than 10−9. This is a strict convergence tolerance and with the numerical

agglomerate model this may lead to prohibitively long computational times. The

convergence tolerance will be relaxed to 10−6, but first it must be confirmed that

the model produces the same results.

A grid study at the two levels of convergence is presented in Figure 3.10. The

study was performed at two different current densities to ensure adequate conver-

gence over the range of operating conditions. Figures 3.10(a) and 3.10(b) show

the results at a cell voltages of 0.7 V and 0.4 V , producing current densities of

215mA/cm2 and 1444mA/cm2, respectively. The high current density case will be

the best indicator of convergence, as further refinement of the grid and added de-

grees of freedom (dof) will more accurately capture the large variations over the small

width of the catalyst layer. The figures allow two conclusions to be drawn. Firstly,

relaxing the convergence tolerance to 10−6 does not change the results down to the
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Table 3.8: Multiscale agglomerate validation showing the current densities of the
MEA for different agglomerate model configurations

Analytical Multiscale Multiscale (averaged)

icell(0.7V ) [mA/cm2] 215.209 215.208 215.177
icell(0.4V ) [mA/cm2] 1443.98 1443.97 1442.59

desired level of precision (which is given here to 6 significant digits or 0.001mA/cm2).

Secondly, refining the grid adaptively to approximately 100,000 degrees of freedom

is more than sufficient to get a grid independent solution at any condition. The

current density is an integral quantity of the grid, dependent on all of the solution

variables, so it is a very good indicator of a grid independent solution. The dif-

ference in current density between the lowest level of refinement (30,000 dofs) and

the highest is less than 1%, while changes from 50,000, to 100,000, to 200,000 dofs

change the current less than 0.1%. This is a strong indication that the solution at

these two points is stable.

The multiscale model using an ionomer-filled agglomerate is tested against these

two cases to validate the implementation. The grid refinement is stopped at ap-

proximately 100,000 dofs with a convergence tolerance of 10−6. Table 3.8 lists the

difference between the two models at low and high current density. The multiscale

model has two values. The first is the value given by assuming an identical imple-

mentation of the model at the cell level. The values at each quadrature point in

the cell are required to obtain an accurate value for the integral in the assembly

of the system matrix. Since the model uses 2nd order elements, this means that

9 evaluations are required per cell, which is computationally costly for solving the

agglomerate model. If the element is sufficiently small the variation in the solution

variables should also be small, and the values can be averaged to obtain a single

value of current density. The second value is the current density obtained if the

averaging method is used. It can be seen that the multiscale model and analyti-

cal model are nearly identical, while the averaging technique changes the current

density by approximately 0.1% in both cases. Averaging the current across the cell

leads to slower convergence of the Newton solver, but still saves computational time

(40% in this case).
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(a) Grid study at low current density
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(b) Grid study at high current density

Figure 3.10: Grid study at two levels of convergence tolerance. The study is per-
formed at low and high current densities to ensure convergence over the operating
range of the cell. The evaluation of current density is an indicator of a stable,
grid-independent solution.
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3.3.3 Water-Filled Agglomerate Multiscale Model

The previous section demonstrated that a multiscale implementation of the ionomer-

filled agglomerate model was successful. Chapter 2 directly compared individual

water-filled agglomerates to ionomer-filled. The two agglomerates must lastly be

compared in the context of the full MEA. The comparison will be made on two

levels, the polarization curve for overall effects and within the catalyst layer to

investigate the local effects.

Comparing the polarization curves for the two types of agglomerates will give

an indication of the transport limitations at the nanoscale, but since the assump-

tion of agglomerate type reflects the structure of the catalyst layer (see Table 3.4),

macroscale transport effects must also be taken into account. Figure 3.11 shows

the performance curves for the two different models at 80℃, and inlet pressures of

1atm with 70% relative humidity. For the water-filled agglomerate, convergence of

the model could not be obtained for current densities higher than 1 A/cm2. As

discussed in Chapter 2, the agglomerate model is sensitive to input parameters and

a generalized solution method for all operating conditions is difficult to develop.

Conditions vary widely in the catalyst layer when high currents are being drawn,

and a single point for which a solution can not be obtained causes the program

to fail. Nevertheless comparisons can be made through the kinetic and the ohmic

region, and towards the start of the mass transport region of the curve.

From a broad perspective, the figure shows that the difference in the predictions

between the two models are quite small and, therefore, the type of agglomerate does

not significantly affect fuel cell performance predictions under these conditions. This

result provides more insight into the difference between the two types of agglom-

erate models at the catalyst layer level. However, the results are only shown for

a single set of operating conditions due to the length of time required per simula-

tion. In the most extreme case, a single data point took nearly 57 hours to obtain.

Further investigation is required and may reveal larger differences. Some important

differences between the two models can still be observed at these conditions.

The only differences in the kinetic region come from the volume averaging ap-

proach in the catalyst layer. The two agglomerates will produce roughly the same

current density, but since the catalyst layer porosity is reduced with a water-filled
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Figure 3.11: Comparison of multiscale agglomerate models

agglomerate, a higher average current is observed at the catalyst layer level. Recall

iCL = iagg (1− εV )

Once operating in the ohmic region the water-filled agglomerate outperforms the

ionomer-filled. This is as anticipated by the results shown in Chapter 2. Around

1A/cm2, the water-filled model starts experiencing mass and charge transport lim-

itations inside the agglomerate and, as a result, water and ionomer-filled models

provide the same results. If the trend were continued, higher transport losses would

occur with the water-filled model at both the micro- and macro-scale. These trends

could only be simulated previously in the literature using ionomer-filled agglomerates

with very large radii [92], well beyond the size observed in microscopy studies [39].

The polarization curves in Figure 3.11 provide a unique opportunity to look at

the differences between the two agglomerates in the catalyst layer. At a cell volt-

age of 0.5 V the two models give exactly the same current of 1.05 A/cm2. All of

the cell components are identical, and thus the only differences will come from the

distribution of reactants and current in the CL - a direct result of the differences

in the agglomerates. Figure 3.12(a) shows the difference between the oxygen dis-

tributions for catalyst layers with ionomer-filled agglomerates (left) and water-filled
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agglomerates (right). It is immediately clear that the lower porosity in the layer

causes greater transport resistance for oxygen. The same results can be seen in

Figure 3.12(b), where the water produced by the reaction does not diffuse as easily

out of the CL and towards the channel. The partial pressure is very close to satu-

ration pressure for these conditions. This drives the absorption rate up towards the

membrane, keeping it well hydrated and water flowing to the anode side.

The oxygen concentration at the CL-MPL boundary (right) is nearly identical

for both models; towards the membrane, oxygen depletion with the water-filled

model is significant, especially under the current collector. The oxygen depletion

is also due to the differences in reaction rates from the two agglomerates. Figure

3.13 shows the differences in the reaction profiles for the given overpotentials. It

can be seen in Figure 3.13(a) that the overpotential distribution does not change

significantly between the two models, however, the overpotentials are starting to be

in the range where there is a notable discrepancy in the agglomerate models. This

is shown in Figure 3.13(b), where the reaction rates towards the MPL are higher for

the water-filled model, but are flatter towards the membrane than the ionomer-filled

model due to the drop in oxygen concentration.

The reaction for the ionomer-filled model is much more shifted towards the

membrane; through the first 60% of the thickness, the current densities are much

higher than the water-filled model. However, it drops much lower closer to the

MPL. The interesting comparison between these two models is that they give the

same average current density over the catalyst layer. This means that the disparity

in current density towards the membrane is balance by the inverse trend towards

MPL. This phenomenon is similar to the processes occurring within the agglomerates

themselves, where the water-filled model has a much flatter reaction profile.

The results shown here have implications for catalyst layer and cell design. For

example, if modeling studies indicate that the reaction is heavily shifted towards the

membrane, a case can be made to fabricate a catalyst layer which takes advantage

of this effect, e.g. changing the platinum loading in certain areas. The water-filled

model shown here still indicates a reaction shifted towards the membrane, but not

quite as dramatically; the reaction is more evenly distributed through the thickness.

It is evident that the difference in results can sway design decisions, and lead to a

better understanding of the processes occurring within the cell.

The results are highly dependent on the choice in parameters - kinetic, transport,

91



(a) (b)

Figure 3.12: Distribution of (a) oxygen and (b) water vapour within the cathode
catalyst layer at 1.05A/cm2. The CL thickness (10 µm) has been enlarged 20X for
clarity. The catalyst layer with ionomer-filled agglomerates is shown on the left and
the water-filled agglomerates on the right.
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(a) Overpotential distribution within
the CCL for ionomer- and water-
filled agglomerates.

(b) Current density distribution
within the CCL for ionomer- and
water-filled agglomerates.

Figure 3.13: (a) Overpotential and (b) local current density profiles within the
cathode catalyst layer at 1.05A/cm2. The CL thickness (10 µm) has been enlarged
20X for clarity. The catalyst layer with ionomer-filled agglomerates is shown on the
left and the water-filled agglomerates on the right.
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and structural. The scope of this work did not allow for a comprehensive parameter

study to compare the water- and ionomer-filled agglomerate models and how they

behave in the MEA. Results for the multiscale water-filled agglomerate model are

computationally expensive and difficult to obtain for a wide range of operating

conditions. Though the results are only valid for this single set of parameters, it

is concluded that the two models do not differ significantly in their trends and

predictive capabilities.
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Chapter 4

Catalyst Layer Parameter
Estimation

4.1 Introduction

The objective of parameter estimation is to minimize modeling error by system-

atically obtaining values for unknown or uncertain parameters by matching model

and experimental data. In the case of nonlinear models, linear regression analysis

does not suffice for characterizing a set of model parameters. It is necessary in that

case to use a nonlinear optimization-based method. Least-squares methods have a

characteristic formula that does not differ based on the choice of model, therefore,

a number of optimization methods and algorithms exist that take advantage of the

known structure. A generic least-squares optimization formulation is

minimize: 1
2

n∑
i=1

[ri (~x)]2

w.r.t: ~x
s.t: xlbj ≤ xj ≤ xubj

(4.1)

where ri is the residual at point i between the model and experimental values, and

xj are the parameters to be estimated. In this case ri is the difference in average

current density of a cell a given cell voltage, over a range of operating conditions:

temperature, pressure, and relative humidity.

4.2 Nonlinear Least-Squares Parameter Estimation

In this work, least-squares parameter estimation will be applied to the nonlinear

PEMFC membrane electrode assembly model described in Chapter 3. A numerical

framework has been developed within the Fuel Cell Simulation Toolbox (FCST)

that allows for fuel cell modeling and optimization. The framework will be briefly
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discussed in section 4.2.2.1, but first the least-squares optimization problem must

be developed.

4.2.1 Problem Formulation

The FCST framework allows parameter estimation to be applied to any set of vari-

ables in the model; the focus of this study is to characterize the structure of the

cathode catalyst layer by estimating structural parameters of the agglomerates. It

was previously shown that the ionomer-filled model does not significantly differ from

the water-filled model, and therefore the analytical ionomer-filled agglomerate model

will be used in the MEA simulation. It should be noted that the framework allows

for any model to be used for parameter estimation or optimization. The water-filled

agglomerate model could be used with these methods, but the simulations to be

described below would take months rather than weeks to complete. The objective

of this study is to determine the radius (ragg), porosity(εagg), and active area of

platinum (Av) of an ionomer-filled agglomerate in the catalyst layers of a PEMFC.

The problem is formulated as:

minimize: 1
2

n∑
i=1

[
Iexpi − Imodeli (~x)

]2
w.r.t: ~x = ragg, εagg, Av
s.t: 15nm < ragg < 250nm

0.05 < εagg < 0.45
8.0× 103 < Av < 4.0× 106

(4.2)

The variables are bounded to prevent divergence and testing of infeasible values.

These bounds are based on predictions on the range of uncertainty of each variable

based on previous values reported in the literature. The first two parameters in the

formula can be used to fully characterize the catalyst layer. First, the radius of the

agglomerate, ragg, and the porosity, εagg, are selected independently. The equations

developed by Secanell et al. [33] relating the volume fractions to the agglomerate

structure are then used to determine the thickness of the electrolyte film surrounding

the agglomerate (see section 3.2.3). These parameters are all determined assuming

that the composition of the catalyst layer, i.e. the platinum loading, the fraction

of Platinum on Carbon support particles, and the electrolyte loading in fabrication,

determines the volume fraction of electrolyte and pores, and that these volume

fractions are independent of the microstructure and operating conditions. These

parameters are set in both the anode and cathode since the cells in question are

96



fabricated with identical catalyst layers. The last parameter is the active area of

platinum catalyst, Av, at the cathode. The active area in the anode is held constant

since the kinetics are fast. The upper and lower bounds of this variable corresponds

approximately to the range of uncertainty in the reference exchange current density

since they are related by the Tafel equation. Therefore, these three parameters fully

characterize the microstructure and kinetics of the catalyst layer.

To determine the quality of fit, the root mean square of the residuals is evaluated

across all data points.

F (~x) =

√√√√ 1

N

n∑
i=1

[
Iexpi − Imodeli (~x)

]2
(4.3)

This measure allows the quality of fit to be determined independently of the number

of points in the data set. A low quality of fit is indicated with a high value of F ,

while F = 0 is the result for a perfect fit.

4.2.2 Solution Method

4.2.2.1 Optimization Interface Framework

The least-squares parameter estimation problem is solved by coupling the fuel cell

analysis code - the Fuel Cell Simulation Toolbox (FCST) - to the optimization

package DAKOTA [93]. The interface is designed so that analysis package has

access to select optimization strategies and options directly from DAKOTA, without

the use of input files. Conversely, DAKOTA’s packages have access to manipulate

variables in the analysis code, and are able to get solutions and gradient calculations

(if available) for each function evaluation. This clean, seamless integration of the

two software packages allows for better data management, simplified user controls,

and a faster interface for large scale optimization problems. A schematic of the

program is shown in Figure 4.1. Note that this method of coupling the analysis

and optimization algorithms will not be as efficient as those that directly couple

model equations with the optimization algorithm like Carnes and Djilali [58], but is

more versatile in its ability to change models, optimization algorithms and program

options.

97



F
ig

u
re

4.
1:

S
ch

em
at

ic
of

th
e

fu
el

ce
ll

an
al

y
si

s
co

d
e

an
d

D
A

K
O

T
A

O
p

ti
m

iz
at

io
n

in
te

rf
a
ce

98



Similar to the optimization formulation presented by Secanell [11], the solution

to a fuel cell optimization or parameter estimation problem is obtained through a

number of iterative loops. The analysis loop shown in Figure 4.1 solves the governing

equations for a given mesh using an integrated Newton solver, while an adaptive

mesh refinement loop ensures that the solution is grid independent1. The solution

or objective function is evaluated by the analysis code and returned to DAKOTA.

Gradients, if required, can be obtained either analytically or numerically through

finite differencing for each parameter. Convergence of the optimization algorithm is

controlled by the change in the objective function, the relative change in the design

variables, or the total number of iterations.

There are two types of optimization algorithms that can be used for optimization:

gradient-based, and non-gradient-based. The gradient based methods exhibit faster

convergence than non-gradient-based, but are typically local methods, and therefore

the final solution is dependent on the starting point. Non-gradient-based methods

are generally global methods, where the entire parameter range is tested. For the

least-squared problem presented here, three algorithms were tested in order to ensure

a reliable solution, two gradient-based methods and a global method. The first is a

gradient-based algorithm specific to least-squares problems; the last two are generic

global and local methods that can work for any model and objective function.

An algorithm specifically tailored to nonlinear least-squares parameter estima-

tion, NL2SOL [94], was used from DAKOTA’s optimization libraries [93]. The

algorithm is an adaptive secant-based method that periodically uses a first-order

approximation of the Hessian matrix to determine the solution direction and step

size. Solutions are obtained for each point on the experimental polarization curve

before the residuals, ri, are evaluated and returned to the optimization loop. The

algorithm evaluates the gradients and uses the sensitivity around every data point

to construct the Hessian approximation. It has been shown to exhibit faster conver-

gence than the Gauss-Newton method and Maquardt method for problems with a

residual that does not tend to zero. The choice here is appropriate, as the problem

being considered samples fuel cell data from a large range of operating conditions.

Data points predicted by a model may not necessarily tend to the experimental data

at the solution for all operating conditions. In works previously published by the

author [92], the NL2SOL algorithm was used in this exact manner to obtain a local

1This is identical to the method presented in Chapter 3
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optimal solution.

In order to ensure that the final solution is valid, a global method that tests

the parameters across their full range must be used. Multi-start methods can be

used with gradient based methods to tests the solution obtained from different start

points. A multi-start strategy with the NL2SOL algorithm is generally accurate and

robust, but for the set of parameters and the uncertainty range being investigated,

the algorithm was determined to be unsuitable. It was found that the gradient

approximation near the variable bounds (specifically small ragg, εagg, and low Av),

were inaccurate and would not lead to a global minimum. The gradient approxima-

tion was changed to a second-order method (central-differencing), and a step-size

study gave good precision in the gradient approximation, but not the accuracy re-

quired. Central differencing also requires two extra function evaluations per variable

to obtain a gradient approximation. This leads to long computational times on a

similar scale to global methods.

Based on the inconclusive preliminary results by the NL2SOL algorithm, a hybrid

sequential multi-strategy optimization formulation was developed [93]. The strategy

employed a global method to obtain an approximation of a solution, where a local

gradient-based method then takes over to find an exact solution to a lower level of

convergence.

The global method chosen for this application is the dividing rectangles method,

specifically an enhanced method developed at North Carolina State University called

NCSU-Direct [95]. The parameter space forms a hypercube, and the method starts

by evaluating the objective function at the center. It then obtains evaluations at

equally spaced distances from the center towards the edges of the hypercube (i.e.

c±δ). The distance δ is defined as 1/3 of the total edge distance of the cube. Based

on an evaluation criteria, the cube is divided along one of the axis into rectangles.

The algorithm then uses a measure based on an estimation of the function’s Lips-

chitz constant to determine whether the rectangle is potentially optimal. The best

rectangle is divided into cubes and the process is repeated starting with the cube

having the smallest objective function. Figure 4.2 shows the process in 2 dimensions

from the beginning. The advantages to using such a method is that gradient infor-

mation is not required and global convergence is more likely. Other specific benefits

to this algorithm exist, such as handling hidden constraints. As an example, if a

solution does not exist or can not be obtained for a given set of parameters, the
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analysis code will return NaN, or Not a Number. This algorithm recognizes that

as a constraint and constructs a feasibility front, where nearby values are used in

place of infeasible ones. Gradient based methods typically fail as soon as a solution

cannot be obtained.

Once objective function (4.2) converges to a tolerance of 10−3 around its min-

imum through the NCSU algorithm, a local method takes over, using the global

coarse solution as its starting point. The algorithm converges to 10−4 for added

accuracy. The local method used is a simple quasi-Newton algorithm with a line-

search to ensure reduction of the residual at every iteration. The algorithm can be

found in the OPT++ library of optimization algorithms in DAKOTA [93]. Numer-

ical gradients are obtained using a central differencing scheme, with a step size of

xj × 10−3, or a 0.1% change in the current value of the variable.

4.2.3 Experimental Setup

In order to estimate the agglomerate structure by parameter estimation as described

above, the model must be compared to a set of experimental data. The National

Research Council Canada - Institute for Fuel Cell Innovation (NRC-IFCI) has pro-

vided polarization curve data for this purpose. The following is a summary of their

cell construction and testing process.

A 25cm2 (5x5cm) catalyst coated membrane (CCM) and MPL was inserted

between two SIGRALET 24BC GDLs and assembled into a single cell with straight

flow-through channels. The catalyst layers have a platinum loading of 0.4mg/cm2

and 30%wt Nafion loading. The single cell was evaluated in a fuel cell test station

(100W, Scribner 850C, Scribner Associates, Inc.). H2 (purity 99.99%) flow rates were

held constant at 2 SLPM (Standard Litres Per Minute), while air flow rates were

held constant at 5 SLPM. The high gas flow rates, equal to excess stoichiometries,

were used to ensure that the gas supply to the catalyst layer was not limited by

mass transport. The results presented in section 4.3 are for four polarization curves

at 30%, 50%, and 70% relative humidity, 95℃, and at 1 and 2 atmospheres. The

input parameters for the set of data is presented in Table 4.1 and the dimensions of

the cell are listed in Table 4.2. Note that the dimensions are similar to those used

in Chapter 3, as only the CL thickness has changed.
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Figure 4.2: Schematic of the dividing rectangles (DIRECT) optimization algorithm
from [95]. Row a shows the hypercube (square), and the division of the evaluation
points. The value of the objective function is shown next to each point. Row b
shows a shaded, potentially optimal rectangle, and its division in the subsequent
columns. Row c then shows another potentially optimal rectangle being divided,
and the best cube being divided (twice - identically to step a). The process repeats
until the convergence criteria are met.

Table 4.1: Cell operating conditions

Operating Conditions
Data Curve Temperature (K) Pressure (atm) Relative Humidity (%)

A 368 1 30
B 368 1 50
C 368 1 70
D 368 2 50
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Table 4.2: Electrode geometry

Parameter Value

Channel width, [cm] 0.1
Current collector width, [cm] 0.1
GDL thickness, Lgdl, [µm] 250
MPL thickness, Lmpl, [µm] 50
CL thickness, Lcl, [µm] 11
Membrane thickness, Lm, [µm] 25

4.3 Results and Discussion

Two sets of results were obtained and will be discussed in this section. Parameter

estimation of an MEA with an ionomer-filled agglomerate microstructure was first

conducted for a single curve, as is typically done by parametric studies in the lit-

erature. However, Springer [96] and Guo [59] suggested that estimating the model

parameters simultaneously over a range of operating conditions gives a much better

confidence in the results than estimating the parameters individually for each po-

larization curve. The second study presented in this section, therefore, is conducted

using all four curves from Table 4.1.

Single Curve Fit - The MEA model was used to fit curve B from the data set.

The curve fit is shown in Figure 4.3 and the results presented in Table 4.3.

From Figure 4.3 it is clear that the algorithm improves the quality of the fit over

the initial solution at the center of the parameter space (ragg = 132.5 nm, εagg =

0.235, Av = 3.9 × 106). The NCSU Direct algorithm is not a successive iterative

process, therefore a convergence plot is not available. The algorithm evaluated

the residual norm at 285 points across the parameter space to find one near the

global minimum.2 Final convergence was obtained through the Newton method in

1 iteration (14 function evaluations - 1 function evaluation followed by 12 evaluations

for the gradient, and 1 final evaluation to check for convergence). The decrease in the

active area brings the curve closer to the data in the kinetic region. The increase

in the agglomerate radius and the decrease in porosity helps to increase some of

the mass transport losses at high current densities. The most important result to

note from Table 4.3, however, is that the agglomerate radius variable, ragg, hit

2Note that the objective function to be minimized is the sum of the squares of the residual,
given in equation (4.2). Therefore a single function evaluation is comprised of n solutions to the
MEA model (where n = 9 for this case).
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Table 4.3: Results from least-squares parameter estimation for a single curve fit

Parameter Curve B

Agglomerate Radius (ragg) [nm] 250
Agglomerate Porosity (εagg) [-] 0.169
CCL Active Area (Av) [cm2

/
cm3 ] 1.7163× 106

Quality of Fit (F (x)) 0.0314

its upper bound for size of 250 nm. This is one of the dangers of bound-constraint

optimization. It means that a better solution can be obtained if the bound is relaxed,

or unconstrained. This parameter is constrained so that the results are within the

range of estimated particle sizes from microscopy studies in the literature [17, 39],

which are typically in the 100 − 200 nm diameter range. The model here predicts

agglomerates of 500 nm in diameter, a significant increase over this estimated size.

The remaining optimization becomes a trade-off in the other two variables and may

not accurately represent the structure or kinetics of the agglomerate.

The active area of platinum is fit to a high value (nearly an order of magnitude

higher than measured experimentally) to try to match the shape of the curve. The

result, however, is that in the kinetic region the model over-predicts the performance

of the cell. In the ohmic region, the data is fit quite well by a straight line, although

the data seems to indicate some curvature. The agglomerate porosity converges to

a low value of approximately 17% in order to fit the higher end of the curve where

mass transport resistance is starting to have an effect. Across the entire range of

the data, the model does not differ from the experiments by more than 55 mA,

indicating a good quality of fit. However, it is expected that for fitting only one

curve, the data points could be fit nearly exactly (10 − 20 mA); the quality of the

fit is not as high as expected.

The quality of the results cannot be discussed without mentioning the potential

sources of error. There are uncertain parameters in the agglomerate, such as the

oxygen diffusion coefficient in Nafion, DO2,N , which heavily influence the solution.

Chapter 2 showed that the agglomerate model will give very different results based

on the choice of parameters. Parameters such as oxygen diffusion through Nafion

are plagued with uncertainty, and can vary up to an order of magnitude in different

publications [70, 71]. Previous studies performed as a precursor to this work with the

agglomerate model previously used by Secanell et al. [11, 33, 54] have indicated that

decreasing the oxygen diffusion coefficient decreases the size of the radius predicted
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Figure 4.3: Single curve fit from least-squares parameter estimation

by parameter estimation [97, 98]. As the agglomerate models are similar, the results

are likely to apply to this model as well. However, the decreased radius indicated

in the results had no substantial effect on increasing the overall quality of fit. The

model showed improved accuracy with the data at some operating conditions while

the quality of fit at some operating conditions deteriorated. These studies were a

good indication that the oxygen diffusion in Nafion is critical in determining the

performance of a cell and a good approximation of the diffusion coefficient should

be used in models. Unfortunately, in-situ measurements have not been reported

in the literature, so results from testing with a Nafion membrane sample must be

used. The estimated value will depend heavily on the method of preparation of the

sample, and vastly different results can be obtained. Since the goal of this study is

to characterize the structure of the agglomerate, uncertainty in all other parameters

should be minimized. That task, however, is difficult to accomplish.

These sources of uncertainty make it possible that the results are skewed. The

current density given by the agglomerates was shown in Chapter 3 to have coupled

effects on the performance of the MEA model. These coupled effects make diagnos-

ing the source of error extremely difficult. Furthermore, the presence of agglomerates

in the CL cannot be confirmed experimentally, nor can many of the effects can be
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measured. This is why some researchers call into question the agglomerate concept

altogether. The modeled structure may be an oversimplification and idealization of

the real structure of a catalyst layer and characterization of its exact size in relation

to images may not be a useful measure. It may be more beneficial to define the

size of an idealized agglomerate, as long as the model is a good predictor of cell

performance. Bounded parameter estimation in that case would not be the most

appropriate choice. It would also be a requirement to make it clear to modelers that

the agglomerate is simply a tool to predict cell performance.

The experimental sources of error cannot be ignored either. There are inexact

parameters from experimental measurement being used in the model, such as the

catalyst layer thickness and porosity. As shown in Chapter 3, the porosity alone can

affect the current density predicted by the model, especially when the conditions

come near the onset of mass transport limitations. The data may also have some

inconsistencies, as the repeatability of the the experiments is unknown. For the gath-

ered data, it is not known how the results change for reproducing the experiments

with the same cell, or reproducing the experiments from the fabrication stage. Such

results would give a better indication of the variability in some of the parameters,

and help determine the actual quality of the fit for parameter estimation.

Multiple Curve Fit - The agglomerate model is meant to characterize the

behavior of a PEMFC over a wide range of operating conditions. It has just been

demonstrated that the model can do so for a single operating condition, albeit

to a marginally lower level of accuracy than expected. If agglomerates exist in the

catalyst layer, they will be a product of the fabrication technique, not the conditions

for which the cell is being run. Therefore, agglomerate parameters should be valid

over a range of operating conditions to characterize the structure. It is expected

that the quality of fit will deteriorate slightly, but that the trends will be captured

by the model.

With this larger set of data, both the NL2SOL algorithm and the hybrid opti-

mization method used previously were tested to ensure consistency. The hybrid opti-

mization strategy was found to reduce the residual beyond the result from NL2SOL.

The radius and porosity of the agglomerate settle at the same value for both algo-

rithms, but the NL2SOL algorithm predicts an active area of nearly half of that

predicted by the NCSU Direct algorithm. This is due to the sensitivity of the active
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area on the solution and the inability of the numerical differencing scheme to resolve

the gradients. Using a non-gradient based global method to get very close to the

solution and proceeding with a local method is more robust than a gradient-based

method. The trade-off for the global method is time. The NCSU Direct algorithm

performed 849 function evaluations before switching to the local method, which per-

formed a further 111 evaluations (including gradient evaluations) in order to arrive

at a solution. This is in comparison to 62 evaluations by using NL2SOL as a single

gradient-based method (note that multi-start methods would increase the number

of required evaluations).

The final results for the fitting parameters at the global minimum are presented

in Table 4.4. The agglomerate radius again tends its upper bound of 250 nm. This

leads to a similar case to the single curve fit where the active area is increased to

twice that of the single curve fit in order to match the data in the ohmic region.

The agglomerate porosity is then reduced to approximately 12% to capture mass

transport effects. Note that these results are very similar to those obtained for the

single curve fit. This is a good indication that the agglomerate model with these

parameters helps to fit the trends of the polarization curves, despite that the results

are not necessarily an indication of the microstructure. Model trends can be seen in

Figure 4.4, where all the curves are plotted over the whole range of current densities.

To discuss the data in the kinetic region, Figure 4.5 shows a closeup of the curves

up to 250mA/cm2.

Although the kinetics predict smaller losses, the trends are captured by the

model. It can be seen that at very low current densities (below 100 mA/cm2)

the data indicates better performance of the cell at lower humidity. Within the

kinetic range, a crossover occurs, where higher relative humidity leads to better

performance. At very low current, membrane hydration will not play a significant

role. The small increase in performance at low humidity levels comes from the

higher concentration of oxygen and lower concentrations of water vapour in the

inlet stream. As more current is drawn, ohmic effects become more significant. For

the curves at 1atm there is first a crossover between the 30%RH curve and the

50%RH curve, and the 30%RH curve and the 70%RH curve near the same current

of 60mA/cm2 and finally the 50%RH curve and the 70%RH curve cross over around

100mA/cm2. These trends are followed by the model, but they occur much earlier

in the curve (near 5 − 10 mA/cm2) and are not as pronounced due to much faster
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Table 4.4: Results from least-squares parameter estimation for fitting multiple
curves

Parameter All Curves

Agglomerate Radius (ragg) [nm] 250
Agglomerate Porosity (εagg) [-] 0.116
CCL Active Area (Av) [cm2

/
cm3 ] 3.5706× 106

Quality of Fit (F (x)) 0.0529

reaction kinetics.

In the 400 − 800 mA/cm2 region, shown in Figure 4.4, the trends are not cap-

tured for all the curves. The model can predict the performance at low humidity

levels; the 30%RH and 50%RH curves are fit very well. At 70%RH, the experimen-

tal data indicates much better performance over the 50%RH case, likely due to a

well hydrated membrane and high proton conductivity through the membrane and

catalyst layers. At higher current densities there is a notable drop in performance

beyond the typical ohmic losses. The model is not able to simulate either effect,

using a constant slope to fit the data, with only a marginal performance increase

over the 50%RH case.

The higher pressure case of 2atm and 50%RH on the inlet streams shows similar

trends to the 1atm, 50%RH case. The kinetic losses are much smaller than measured,

while the ohmic losses are slightly exaggerated. The data is fit by a constant slope,

and at higher current densities the onset of mass transport losses is not able to be

captured by the model. As expected, the overall quality of fit is not as good as the

single curve, as indicated by the higher value of F (x) in Table 4.4. Table 4.5 breaks

down the quality of fit measure by curve. This shows that the model is best able to

fit the data at 30%RH, and has difficulty with the case at 70%RH. The quality of

fit for the cases at 50%RH are good, and the values between 1 and 2atm pressure

are similar, showing that the fit quality is independent of pressure. Therefore, the

model gives a good fit of all the data over the operating ranges, and can accurately

capture the trends of increased pressure, but not of increasing relative humidity.

The results from this study show that the behavior of a PEMFC can be approxi-

mated, but not completely characterized by a steady-state, single phase, isothermal

model with a catalyst layer agglomerate model. The agglomerate model helps cap-

ture some of the transport losses at medium and high current densities, making it

a useful modeling tool. It cannot, however, completely characterize the structure of
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Table 4.5: Quality of fit parameter by experimental curve

Curve Quality of Fit (F (~x))

A 0.0324
B 0.0536
C 0.0610
D 0.0589

Overall 0.0529
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Figure 4.4: Multiple curve fit from least-squares parameter estimation
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Figure 4.5: Kinetic region of multiple curve fit from least-squares parameter esti-
mation

the catalyst layer and capture the trends across all operating conditions. It is evi-

dent that there are physical phenomena at work that are not being modeled. Those

effects could be from temperature, two-phase flow, or three-dimensional phenomena,

but the agglomerate model alone can not - and should not - be used to completely

describe all of the mass transport losses. In this work, the source of error has not

been pinpointed, whether it be experimental or modeling, and further studies with

expanded data sets should be (and will be) performed. It should also be noted that

despite the countless models that exist within the literature, this author has not

found one that can demonstrate it characterizes PEMFC performance over a wide

range of operating conditions. The objective of any model is to be able to do so; the

work in this chapter described the development of a tool for estimating parameters

within models of ever expanding complexity.

The complexity added by the water-filled agglomerate model developed in this

work may help capture the trends and better characterize the structure of the cata-

lyst layer. Specifically, the results from Chapter 3 showed increased performance in

the ohmic region and higher mass transport losses towards 1 A/cm2, which better

characterizes this particular set of data. The scope of this work, however, did not

allow for a full investigation of the water-filled agglomerate by parameter estima-
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tion. Simulation times for the above optimization studies are measured in weeks

due to the incredible amount of function evaluations required to obtain a solution.

This timescale is for an MEA model that can be solved, on average, in less than a

minute. An MEA model with a water-filled agglomerate in the cathode alone can

take up to 57 hours to compute. Parameter estimation in this case is prohibitive.
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Chapter 5

Conclusions and Outlook

5.1 Conclusions

The objective of this work was to be able to describe the catalyst layer with more

detailed agglomerate models and characterize its microstructure by parameter es-

timation. To this end, agglomerate models in the literature were studied and two

enhanced agglomerate models - an ionomer-filled and a water-filled model - were

developed for use in a cathode catalyst layer model. A model by Secanell [54] of

a 2D across-the-channel PEMFC membrane electrode assembly was enhanced and

expanded by integrating the agglomerate models as a multiscale simulation. Lastly,

nonlinear least-squares parameter estimation was performed with the MEA model to

characterize the structure of the agglomerates using a framework developed specifi-

cally for fuel cell design and optimization.

There is conflicting discussion in the literature about the structure of the cat-

alyst layer, the presence of agglomerates, and how they should be modeled. This

work assumed that the catalyst layer can be modeled with a spherical agglomerate

and looked explicitly at how two different assumptions affect the current density

predictions. A water-filled model and an ionomer-filled agglomerate model with

ionomer thin-films were developed to simulate cathode kinetics and mass transport

effects at the nanoscale. The water-filled model provides the first example in the

literature where the thin film is directly modeled and shown to have an effect on

the results. A comparison of the two models showed that they produce the same

current at low overpotentials (up to ηc = 0.4 V ) in the cathode due to adequate

transport of oxygen through the agglomerate. In the ohmic region, at overpoten-

tials above 0.4 V and into the mass transport region up to overpotential of 0.9 V ,

the water-filled agglomerate outperforms ionomer-filled agglomerate. This is due to
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increased oxygen transport but also from higher induced overpotentials from charge

transport limitations inside the agglomerate. At overpotentials above 0.9 V - an

extremely unlikely condition in a cell - the two models again do not differ because

all available oxygen is consumed at the surface of the agglomerate.

This study also took a first look at the behavior of a water-filled agglomerate

under a half-order oxygen reaction. The reaction rate was shown to significantly

increase over the first-order reaction, up to a full order of magnitude. The trends

over the range of overpotentials, however, are very similar. The study shows that

the behavior of the reaction and oxygen diffusion inside the agglomerate is very

irregular, very nonlinear. This provides an interesting case for further analysis, but

also is a challenging numerical problem and results could only be obtained for a

limiting number of conditions.

The purpose of an agglomerate model is to be able to predict the current density

in a catalyst layer. A standalone model is therefore only useful for nanoscale anal-

ysis of transport and kinetics. This work expanded on a multi-dimensional MEA

simulation, originally developed by Secanell [54], to present the first instance of a

state-of-the-art multiscale agglomerate model. The study also emphasized the inex-

tricable link between the volume fractions of materials in the catalyst layer and the

agglomerate structure. Assuming that a water-filled agglomerate exists in the cat-

alyst layer leads to a reduced porosity since ionomer is displaced from the primary

pores. This phenomenon was shown to have an effect on the distribution of reactants

within the catalyst layer. Despite this difference, the cell current densities given by

the MEA model do not differ significantly based on the choice of agglomerate. This

result, however, is only confirmed for a single performance curve at one set of oper-

ating conditions. At up to 57 hours for a single data point, the MEA model with a

water-filled agglomerate in the cathode requires the most computational resources;

at this time scale extensive and detailed analysis becomes prohibitive. This long

computational time comes even after several measures were implemented to reduce

the computational cost. The short analysis, therefore, failed to help characterize

the structure of the catalyst layer. It did, however, illustrate that the ionomer-

filled model does not significantly differ from the water-filled model, and is useful in

predicting PEMFC trends and characterizing the CL microstructure.

Finally, nonlinear least-squares parameter estimation was used in an attempt

to characterize the structure of the agglomerates in the catalyst layer. For this
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purpose, a tool was developed as an extension of the Fuel Cell Simulation Toolbox

that directly links the optimization program DAKOTA to the fuel cell analysis

code, opening up the full array of optimization options provided by DAKOTA while

increasing the efficiency with seamless data handling between the two programs. The

optimization-based parameter estimation method was demonstrated to work with a

single curve and a set of curves at multiple operating conditions. Two methods were

tested to ensure that a global minimum was obtained over the parameter space. In

the end, a hybrid method using a non-gradient based algorithm (DIRECT) that

switched to a local quasi-Newton method was more reliable than using a multi-

start strategy with a specific method tailored to least-squares optimization. The

results, however, showed that the current agglomerate-based model was unable to

accurately characterize the agglomerate structure, as the algorithm predicted that

an agglomerate radius at or above the realistic bounds best matches the data. The

trends in the experimental data could also only be followed for certain operating

conditions. The tool was extensively tested as demonstrated in the literature and

through internal technical reports. Through all of these efforts, the exact source

of error could not be pinpointed. The model was consistently improved with little

effect on the results. Therefore, the experiments must have physical phenomena

occurring within the cell that are not being modeled, or some inconsistencies exist

within the data.

In summary, the catalyst layer microstructure of a polymer electrolyte membrane

fuel cell was investigated through modeling studies looking at three aspects. First,

the performance of different types of agglomerates was compared using enhanced

models that are the first of their kind in the literature. These models were integrated

into an MEA model to analyze their impact on catalyst layer performance. Lastly,

an attempt was made to characterize the microstructure of the catalyst layer by

parameter estimation. A robust tool and method was developed and successfully

implemented, but the results from this particular set of data failed to characterize

the structure of the layer. The studies and analysis performed in this work have

created a platform for development and further study, which holds promise for

computational PEMFC analysis and computational design.
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5.2 Outlook

Over the course of this work, several novel models were developed for PEM fuel

cell and catalyst layer analysis. The studies within looked at the broader aspects of

model performance. Further work is needed to test and develop each of the models

for validation and greater understanding.

The water- and ionomer-filled agglomerate models were shown to be similar at

low and high current densities and only differ in the ohmic region. Agglomerate

models are expected to introduce higher mass transport limitations and decrease

catalyst utilization. While some of these effects can be seen, neither model is able

to predict the steep drop in performance at high current densities seen in experi-

mental data. This could be due to a variety of different effects from mass transport,

to kinetics, to anisotropy of the structure. More comprehensive studies can be

performed with critical parameters, specifically the oxygen diffusion coefficient and

kinetic parameters. If oxygen diffusion is shown to be more limiting than simu-

lated in this study, the agglomerates may give very different performance curves.

The kinetics may also introduce different trends. A half-order reaction order with

respect to oxygen was briefly investigated, but different reaction orders may bet-

ter characterize the reaction. There is also not a firm consensus on the transfer

coefficient, which has a profound impact on model behavior. The developed code

also allows for completely different reaction kinetics to be simulated; the model is

not constrained by Butler-Volmer kinetics and therefore a dual-path kinetic model,

for example, could be used to describe the reaction in the agglomerate core. The

last improvement to the agglomerate model would be to move to three dimensions.

The assumptions made in this and all agglomerate models is that there is spherical

symmetry. The unstructured nature of the catalyst layer means that there is likely

anisotropic effects from uneven distributions of ionomer thin films and oddly shaped

agglomerates.

The multiscale implementation of the agglomerate model shown in this work also

leaves room for further study and development. The first step is to improve on the

speed and robustness of the numerical code. The time required to solve an MEA

model with a water-filled agglomerate model is prohibitive for comprehensive and

detailed analysis. It is proposed that the agglomerate models be substituted with

surrogate models for the bulk of the computations, or that a detailed parameter
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map is developed for each agglomerate in order to improve the speed of access to

the current density data. Once this is accomplished, the MEA model can be further

studied with respect to changes in the reaction kinetics, transport properties, and

agglomerate structure. This will allow for the electrodes to be better understood,

characterized, and eventually custom designed.

The final component for this study was the parameter estimation and optimiza-

tion framework. This is where much of the opportunity for future work lies. The

framework is a tool developed for computational analysis and optimization of fuel

cells, based on the methods used by Secanell [54]. The direct coupling of the opti-

mization software to the analysis code provides countless opportunities and makes

it a very versatile and powerful computational tool. It has been shown that there is

a lack of parameter estimation or characterization studies performed with respect to

fuel cells. This deficiency is not only for characterization of the CL microstructure,

but determination of any set of parameters and their coupled effects on the model.

It is suggested that for any model with a set of parameters with an unreasonable

range of uncertainty be tested and characterized by parameter estimation. However,

the model must first be validated - the usefulness of the tool is dependent on the

model and data provided.

The model here was shown to match experimental data well at some operating

conditions, but lack predictive capability at others. It is evident that at some

conditions there is not sufficient detail and complexity in the model to predict cell

performance. All models are simplifications of reality and physical processes, so

it is likely that the model here does not capture all of the physical phenomena

occurring within a cell. There are many suggested improvements for modeling.

The area with much active research is two-phase flow modeling. Saturation and

flooding of the cell can lead to significant mass transport limitations and decreased

performance of the cell at high current densities, which is thought to better describe

experimental trends. Modeling this behavior, however, is complex and very difficult

to verify experimentally. The model presented here also does not include energy

balances and is assumed to be isothermal. Heat rejection from the cell is also only

a more prominent issue at higher current densities, and this approximation likely

contributes to the discrepancy between model and experimental data. Lastly, the

conditions throughout the cell are not completely uniform; the model here captures

only 2-dimensional effects. The along-the-channel effects that this model ignores
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should be directly simulated. The drawback to enhancing the model is the time

requirements of optimization methods and the strain that added model complexity

puts on the simulation. The benefit to this optimization framework, however, is that

it is model independent; parameter estimation and optimization can be performed

for any model with any level of complexity.

The analysis code and optimization routines used in this work have been shown

to be accurate and faster than commercially available software [54], but for smaller

scale simulations. The computing resources necessary for large scale simulations

and larger optimization problems are too great for a single processor or small multi-

processor machine. The final suggestion for improvement of the framework is mas-

sive parallelization of the code. This can be accomplished at several different levels.

At the highest level, the optimization code can be run in parallel. This includes

asynchronous evaluations of independent function evaluations, but also concurrent

optimization iterator tasks. The next level is at the analysis code. FCST is capa-

ble of parallel computing to run a simulation. It is possible to segment a grid into

subdomains and solve the entire problem in parallel. Similarly, a very large global

matrix can be solved using a parallel linear algebra package such as those available

in the Trilinos Project, integrated into deal.II [82]. All of these enhancements and

possibilities open a pathway for fuel cell development, enhancing analysis and design

through numerical simulation.
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Appendix A

Mathematical Derivations

A.1 Ionomer-Filled Agglomerate Model

A.1.1 Formulation of Model Equations

The derivation of an analytical solution for an ionomer-filled agglomerate model used

in this work is described in this section. The description of the transport properties

of oxygen in the agglomerate is presented in section 2.2. The model equations here

start with an analysis of the oxygen flux through the thin film.

NO2 = −DO2,N
dcO2

dr
(A.1)

A solution is obtained by defining a the flux in the thin film equal to the consumption

of oxygen in the agglomerate core, FO2 , through the surface of the agglomerate.

FO2 = −NO2 · 4πr2 (A.2)

dcO2

dr
=

1

4πr2

FO2

DO2,N
(A.3)

If the consumption of oxygen is constant, the integral becomes∫ (ragg+δagg)

ragg

dcO2 =
FO2

4πDO2,N

∫ (ragg+δagg)

ragg

1

r2
dr (A.4)

cO2 (ragg + δagg)− cO2 (ragg) =

[
FO2

4πDO2,N

−1

r

](ragg+δagg)

ragg

(A.5)

The boundaries are defined by the outer boundary - the gas/liquid interface (g/l)

- and the inner boundary between the hydrated electrolyte and the solid-porous

agglomerate core - the liquid/solid interface (l/s). Substituting and rearranging the

equation yields

cO2,(g|l) − cO2,(l|s)

δagg
=

1

ragg (ragg + δagg)

FO2

4πDO2,N
(A.6)
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The concentration at the outer boundary is given by Henry’s Law: cO2,(g|l) =
PO2
HO2,N

.

To obtain the value at the inner boundary, all that remains is to define the con-

sumption of oxygen in the agglomerate.

If an effectiveness factor (Er) is defined as the average reaction in the agglomerate

as a fraction of the reaction at the surface, the total reaction rate can be defined as

RO2 = ErkccO2,(l|s) (A.7)

where kc is the reaction rate at the surface for an oxygen concentration of cO2,(l|s).

kc =
Av

(1− εV )

iref0

4FcrefO2

exp

[
αcF

RT
(E0 − (φs − φm))

]
(A.8)

The term (1− εV ) comes from the scaling of the active area, i.e.

Av(agg) =
Av

(1− εV )
(A.9)

Typically, the active area for an electrode is given as the area per volume of cata-

lyst layer. Since the agglomerate deals only with the solid and electrolyte phases,

dividing by (1− εV ) gives the active area of Pt (cm2
Pt) per volume of agglomerate

(cm3
agg). The equation for the effectiveness factor comes from the analytical solution

of the system on the agglomerate domain.

Er =
1

φL

(
1

tanh(3φL)
− 1

3φL

)
(A.10)

where φL is Thiele’s modulus, which characterizes the reaction-transport process for

a given geometry. For a sphere, the characteristic length is
ragg

3 , so Thiele’s modulus

becomes

φL =
ragg

3

√
kc

Deff
O2

(A.11)

These equations allows for the definition of the total oxygen consumption within

the agglomerate.

FO2 = RO2Vagg = ErkccO2,(l|s)

(
4πr3

agg

3

)
(A.12)

Substituting equation (A.12) into equation (A.6) for the concentration profile in

the thin-film,

PO2

HO2,N
− cO2,(l|s) =

δagg
ragg (ragg + δagg)

ErkccO2,(l|s)

4πDO2,N

(
4πr3

agg

3

)
(A.13)
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cO2,(l|s) =
PO2

HO2,N

[
δaggr

2
agg

3 (ragg + δagg)

Erkc
DO2,N

+ 1

]−1

(A.14)

Now, the volumetric reaction rate in the agglomerate is given by equation (A.7).

However, the current density is what is of particular interest in the simulation. Fur-

thermore, the current density is based on the size of the agglomerate, not the entire

domain. Therefore, a multiplying factor is required to transform the reaction rate

per volume of the agglomerate core, to the current density of the entire agglomerate.

First, the volume scaling factor is defined.

V̄agg =
Vagg
Vtot

=

4πr3agg
3

4π(ragg+δagg)3

3

=
r3
agg

(ragg + δagg)
3 (A.15)

Next, Faraday’s constant and the reaction stoichiometry of the half reaction is ap-

plied to obtain the volumetric current density for the agglomerate, which can now

be expressed as

iagg = 4FV̄aggErkccO2,(l|s) (A.16)

Substituting equation (A.14) for oxygen concentration into equation (A.16) for the

current density,

iagg = 4FV̄agg
PO2

HO2,N

 Erkc
δaggr2agg

3(ragg+δagg)
Erkc
DO2,N

+ 1

 (A.17)

Rearranging,

iagg = 4FV̄agg
PO2

HO2,N

[
1

Erkc
+

δaggr
2
agg

3 (ragg + δagg)DO2,N

]−1

(A.18)

A.1.2 Alternate Formulation

The model developed above for this work differs from that derived by Sun et al. [4]

and subsequently used by Secanell et al. [33] and many others. This section clarifies

the derivation of the model presented in the literature.

The solution is obtained by assuming that the constant rate of consumption can

be expressed in terms of the flux through the surface (at the inner or outer bound-

ary, since the flux is constant). This assumption is only valid assuming that the

concentration profile within the thin film is linear. Sun et al. [4] make this assump-

tion by claiming δagg will always be small compared to the radius. Substituting for

FO2 = NO2 · 4πr2 in equation (A.6),

cO2,(g|l) − cO2,(l|s)

δagg
=

1

ragg (ragg + δagg)

NO2 · 4πr2

4πDO2,N
(A.19)
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Evaluating at the outer boundary, r = ragg + δagg, where cO2,(g|l) =
PO2
HO2,N

by

Henry’s law, the flux through the agglomerate is obtained.

NO2 = DO2,N

[
PO2

HO2,N
− cO2,(l|s)

]
ragg

δagg (ragg + δagg)
(A.20)

However, the full area of the spherical agglomerate is not available to dissolve

oxygen from a gas into the electrolyte since the catalyst layer is a continuous network

of solid and electrolyte. If the consumption of oxygen is described on a ’per volume’

basis, the reaction rate in the catalyst layer is given by

RO2 = NO2aagg

[
mol

cm3
CLs

]
(A.21)

where aagg is the available surface area per unit volume of catalyst layer. An ex-

pression for this value is given by Secanell et al. [33]. Using Thiele’s modulus, RO2

can be obtained analytically for the reaction-diffusion process in the agglomerate,

assuming the source term is linear with respect to oxygen concentration.

RO2 = ErkccO2,(l|s) (A.22)

Similar to the derivation above, the active area in the catalyst layer is trans-

formed into the active area in the agglomerate by excluding the volume fraction of

void space in the catalyst layer, (1− εV ). Consequently, equation (A.22) must be

scaled back to the catalyst layer level. However, it is important to note that this

correction is already applied to the reaction rate kc, identical to equation (A.8). A

detailed explanation of this step is not given by Sun et al. [4], so it is unclear why

the change in the reference volume back to the catalyst layer level is applied at this

stage.

RO2 = (1− εV )ErkccO2,(l|s) (A.23)

The final result will be an equation with mixed units of volume. Nevertheless,

the expression can be derived by again following a similar procedure of substitution

as above. The equation for concentration at the inner boundary becomes

DO2,N

[
PO2

HO2,N
− cO2,(l|s)

]
ragg

δagg (ragg + δagg)
aagg = (1− εV )ErkccO2,(l|s) (A.24)

Expressing this reaction rate in terms of current density per volume of catalyst layer,

i = 4FRO2 = 4F (1− εV )ErkccO2,(l|s) (A.25)
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Finally, the concentration at the internal boundary can be eliminated and an equa-

tion for the current density can be obtained.

i = 4F
PO2

HO2,N

(
1

(1− εV )Erkc
+
δagg (ragg + δagg)

raggaaggDO2,N

)−1

(A.26)

To compare these two solutions, the current given in equation (A.18) must be

scaled to a per volume of catalyst layer basis.

iagg = 4FV̄agg
PO2

HO2,N

[
1

Erkc
+

δaggr
2
agg

3 (ragg + δagg)DO2,N

]−1

must therefore be reformulated to include a (1− εV ) term for scaling.

iagg = 4FV̄agg (1− εV )
PO2

HO2,N

[
1

Erkc
+

δaggr
2
agg

3 (ragg + δagg)DO2,N

]−1

(A.27)

These equations differ slightly, but give a vast difference in current density pre-

dictions. Volume scaling by V̄agg aside, there are two notable differences. The first is

the definition of aagg, which is a scaling factor that is used to represent a reduction

in the available area for oxygen dissolution based on the three-dimensional struc-

ture of the catalyst layer. Physically, this is very difficult to define and can have a

profound impact on when diffusion resistance begins to dominate in the cell. The

author recommends that a 3-D model or a surrogate be used to study anisotropy

of the agglomerate in the catalyst layer. Furthermore, it has been shown that this

definition available area is unnecessary if the reaction is defined on a volumetric

basis (see equation (A.12)) rather than by the flux through the surface.

The second is the method of scaling the variables to the catalyst layer level. The

method presented in this work defines the reference volume as the agglomerate. As

such, only a single scale transformation is required for a variable (Av) determined

experimentally based on the volume of the CL. While catalyst scale modeling re-

quires a transformation back to a different unit volume, this can be easily applied

after the result for the agglomerate current is obtained. In the derivation presented

in [4] the multiple transformations become difficult to account for, and prone to

error. The resulting equation of (A.26) actually defines the current on the agglom-

erate scale with the active area defined on the catalyst layer scale. This equation

of mixed units is not evident, but its discovery leads to a better understanding of

agglomerate models.
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