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Abstract

We address the missing analog of vague convergence in the weak-converge-large-

deviations analogy. Specifically, we introduce the weak Laplace principle and show

it implies both the well-known weak LDP and the Laplace principle lower bound.

Both the weak LDP and weak Laplace principle hold in settings where there is no

exponential tightness and imply the LDP when exponential tightness holds as well

as the Laplace principle when, in addition, the space is Polish. As a side effect,

we also generalize Bryc’s lemma. Whereas vague convergence is only defined on

locally compact spaces, our definition of the weak Laplace principle holds on general

topological spaces.
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1 Introduction

Large deviation principles (LDPs) imply the convergence of scaled log-Laplace func-

tionals, the latter often being referred to as the Laplace principle and the implication

as Varadhan’s lemma (see Varadhan [17]). Bryc’s lemma (see Bryc [2]), a converse

of Varadhan’s lemma, establishes that the convergence of these scaled log-Laplace

functionals implies the LDP assuming exponential tightness. A second converse of

Varadhan’s lemma establishes that the LDP holds when the Laplace principle holds

with limits being characterized in terms of a good rate function (see Dupuis and Ellis

[8]). These three results are among the most important and useful basic results in

large deviation theory. Herein, we define a weak Laplace principle, whose relationship

to the full Laplace principle is analogous to the relationship of vague convergence to

weak convergence of probability measures on locally compact spaces. We explore the

connections between weak forms of the Laplace and large deviation principles and

give simple examples. The application to larger problems will be handled in future

work.

Suppose E is a topological space, {Xn} is a sequence of E-valued random variables

and I : E → [0,∞] is a lower semicontinuous function, implying that {x : I (x) ≤ c}

is closed for each c ∈ [0,∞). Then, {Xn} satisfies the (full) LDP with rate function

I if:

lim sup
n→∞

1

n
logP (Xn ∈ F )≤− inf

x∈F
I(x) for each closed set F ; and (1.1)

lim inf
n→∞

1

n
logP (Xn ∈ O)≥− inf

x∈O
I(x) for each open set O. (1.2)
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Email addresses: mkouritz@math.ualberta.ca (Michael A. Kouritzin),

wei.sun@concordia.ca (Wei Sun).

2



I is called good if {x : I (x) ≤ c} is in fact compact for each c ∈ [0,∞). An LDP is

equivalent to the assertion that for each set A ∈ B (E) (the Borel σ-algebra)

− inf
x∈Ao

I(x) ≤ lim inf
n→∞

1

n
logP (Xn ∈ A) ≤ lim sup

n→∞

1

n
logP (Xn ∈ A) ≤ − inf

x∈A
I(x),

where Ao (A) is the interior (closure) of A. In the case that E is a Polish space and

I is good, the LDP upper bound (1.1) and lower bound (1.2) are also respectively

equivalent to the Laplace principle upper bound and lower bound:

lim sup
n→∞

1

n
logE[e−nφ(Xn)]≤− inf

x∈E
{φ(x) + I(x)} ∀φ ∈ C(E);

lim inf
n→∞

1

n
logE[e−nφ(Xn)]≥− inf

x∈E
{φ(x) + I(x)} ∀φ ∈ C(E),

where C(E) denotes the space of continuous bounded R-valued functions on E. In-

deed, Varadhan showed the LDP implies (both bounds) of the Laplace principle under

more general conditions and this implication is referred to as Varadhan’s lemma. The

reverse, Laplace-principle-to-LDP implication under the above conditions is a con-

verse to Varadhan’s lemma, but there is second converse to Varadhan’s lemma:

Lemma 1 (Bryc) Suppose E is a completely regular topological space, i) Λ(φ)
.
=

lim
n→∞

1
n

logE[enφ(Xn)] exists for each φ ∈ C(E) and ii) exponential tightness holds, i.e.,

for any a > 0, there is a compact Ka ⊂ E such that lim sup
n→∞

1
n

logP (Xn ∈ Kc
a) ≤ −a.

Then, the LDP holds with good rate function

I(x) = sup
φ∈C(E)

{φ(x)− Λ(φ)} = − inf
φ∈C(E),φ(x)=0

Λ(φ). (1.3)

The two converses of Varadhan’s lemma differ in what is known a priori: the limits

in terms of a good rate function for the Laplace-principle-to-LDP implication or

exponential tightness of {Xn} in the case of Bryc’s lemma. Bryc [2] gave results

where the limits Λ(φ) need only exist for φ in a subset of C(E) and [7, Theorem
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4.4.10], [10, Proposition 3.20] generalize Bryc’s lemma. However, these results require

exponential tightness, which can be difficult to establish directly.

Often when there is an escape of mass neither a full LDP nor a Laplace principle hold

(cf. [7, page 7] and Section 6 herein) and one must settle for a weak LDP where (1.1)

is only proved for all compact sets K instead of closed sets F . Indeed, to show a weak

LDP with a rate function I, one need only show (1.2) and for any α ∈ [0,∞) that

lim sup
n→∞

1

n
logP (Xn ∈ K) ≤ −α

for each compact K ⊂ {x ∈ E : I(x) > α}. The weak LDP can be used to attain

the full LDP when exponential tightness holds (see [7, Lemma 1.2.18]). Our first

main result, Theorem 19, generalizes Bryc’s lemma by establishing the weak LDP

without requiring exponential tightness while only requiring the limits Λ(φ) to exist

for a small class of functions φ. This result is then re-interpretted in Theorem 22

to give a new, small rate-function-determining class of functions that can be used

to establish the LDP. For our second main result, Theorem 26, we define the weak

Laplace principle (see (5.1) below) and use this to obtain weak LDPs and LDPs.

Our motivation for both main results stems from Blount and Kouritzin [1], who used

homemorphic methods to transfer weak convergence on test functions to completely

regular spaces, and Dawson and Gärtner [6], whose projective limit large deviation

result lifts our LDPs from finite dimensional spaces to infinite dimensional spaces.

A key idea is to split the test functions φ into inner and outer functions, which is

common practice for random measures and distributions. The inner functions need

only strongly separate points while the outer functions need only be rate function

determining on compact subsets of Rk. These methods are used to establish a full

LDP on a Hausdorff compactification E of E from which we obtain a weak LDP

on E by the following simple result (proved within by the proof of Theorem 19 and
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Remark 21).

Lemma 2 Suppose that E is imbedded into a compact space E, {Xn} lives on E and

satisfies the LDP on E with rate function I∗. Then, {Xn} satisfies the weak LDP on

E with rate function I0 .
= I∗|E. Moreover, if in addition I∗(x) = ∞ for all x /∈ E,

then {Xn} satisfies the LDP on E with rate function I0 and I0 is good.

We discuss the relationship of our work with the variational approach in the next

section, which can be skipped by the uninterested reader. Our notation is provided

in Section 3. Section 4 contains series/entropy conditions for weak LDP and our

weak version of Bryc’s lemma. These are results on inferring weak LDPs for random

variables {Xn} on general topological spaces from weak Laplace convergence or from

weak LDPs of {g(Xn)} for a small collection of test functions g. In Section 5, we

define the weak Laplace principle and prove that it implies the weak LDP. In other

words, we show that convergence of a small class of Laplace functionals to a limit

characterized by a rate function implies a weak LDP with this rate function. Section

6 houses simple motivating examples.

2 Relationship with the Variational Approach

As mentioned in the introduction, the LDP and the Laplace principle are equiv-

alent in the Polish, good-rate-function case. Representation theorems can used to

prove Laplace principles for certain stochastic partial differential equations driven by

(possibly-infinitely-dimensional) Brownian motion or Poisson random measures (see

e.g. Budhiraja and Dupuis [3] as well as Budhiraja, Dupuis and Maroulas [4]). This

beautiful approach also uses weak convergence and stochastic control type arguments.

However, it is only known to work on Polish spaces, it requires strong solutions to
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stochastic equations driven by processes with known Laplace principles and it does

not allow escape of mass (even in the diminishing manner demonstrated herein). One

interesting aspect of this approach that relates to our work is that the Laplace prin-

ciple proof is often broken into the upper and lower bounds (see e.g. the proofs of

[3, Theorem 4.4] and [4, Theorem 5]). Our results can reduce the burden of showing

these bounds, especially the lower one, when E is Polish and I is good.

While the LDP-Laplace-principle equivalence is only known for Polish spaces and good

rate functions, our results hold more generally. This generality is important since the

LDP for random variables {Xn} living on non-Polish Lusin spaces or nuclear Fréchet

space duals is of interest (see e.g. Xiong [19]). In the related problems of tightness

and weak convergence for random variables on completely regular spaces it proved

profitable to first establish these properties for the real random variables {g(Xn)} for

a suitable class of test functions g (see Jakubowski [13], Blount and Kouritzin [1])

and then transfer these properties to {Xn}.

3 Notation and Background

(E, T ) or just E will denote a topological space, B(E) or B(T ) will be the Borel

sets, P (E) will be the space of Borel probability measures equipped with the weak

topology, and M(E), B(E), C(E), C(E) will denote the Borel measurable, bounded

measurable, continuous, and continuous bounded R-valued functions on E, respec-

tively. Our product spaces will be given the product topology.

Definition 3 Let (E, T ) be a topological space and M ⊂ M(E). Then: (i) M sep-

arates points (s.p.) if for x 6= y ∈ E there is a g ∈ M with g(x) 6= g(y). (ii) M

strongly separates points (s.s.p.) if, for every x ∈ E and neighborhood Ox of x, there
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is a finite collection {g1, . . . , gk} ⊂ M such that infy/∈Ox max1≤l≤k |gl(y)− gl(x)| > 0.

We also use s.s.p. below for strongly separating points and strongly separate points,

depending upon which is the correct English usage.

If M s.s.p., then for any x and neighborhood Ox there are ε > 0 and {g1, . . . , gk}

⊂ M such that {y ∈ E : max1≤l≤k |gl(y)− gl(x)| < ε} ⊂ Ox. Thus, M s.s.p. implies

M s.p. (in a Hausdorff space) and the basis

BM .
= {{y ∈ E : max

1≤l≤k
|gl(y)− gl(x)| < ε}, g1, . . . , gk ∈M, ε > 0, x ∈ E, k ∈ N}

defines a topology T M on E that is finer than the original topology. This yields the

following simple lemma ([1, Lemma 1]):

Lemma 4 Let E be Hausdorff, M ⊂ M(E) and G(x)
.
= (g(x))g∈M. Then, G has a

continuous inverse G−1 : G(E) ⊂ RM → E if and only if M s.s.p. Hence, G is an

imbedding of E in RM if and only if M⊂ C(E) and M s.s.p.

Proof. If M s.s.p., then M s.p., so G−1 exists. Moreover, T ⊂ T M, so G−1 is

continuous.

An immediate consequence of Lemma 4 is that T = T M when M ⊂ C(E) s.s.p.

Given a collection M ⊂ M(E) that does not necessarily s.s.p., one can still define

T M through the basis BM and find that T M may differ from T . For our LDP results,

it will be helpful to look at the s.s.p. property from another angle:

Lemma 5 (cf. [1, Lemma 4]). Suppose (E, T ) is a Hausdorff space and M⊂M(E).

Then, M s.s.p. if and only if for any net {xi}i∈I ⊂ E and point x ∈ E, one has that

g(xi) → g(x) for all g ∈M implies that xi → x in E.

There is a class of functions that is particularly important for large deviations.
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Definition 6 (cf. [10, Definition 3.15]) Let E be a topological space. Define

Ξ{Xn} =
{
f ∈ C(E) : Λ(f)

.
= lim

n→∞

1

n
logE[enf(Xn)] exists

}
.

D ⊂ C(E) is rate function determining (r.f.d.) if whenever E-valued random variables

sequence {Xn} is exponentially tight and D ⊂ Ξ{Xn}, {Xn} satisfies the LDP with good

rate function

I(x) = sup
f∈D

{f(x)− Λ(f)} ∀ x ∈ E.

Assume that E is a completely regular space, i.e., Hausdorff and C(E) separates

points from closed sets, meaning for any closed F ⊂ E and any point x /∈ F , there

is a f ∈ C(E) such that f(x) = 1 and f(y) = 0 for every y ∈ F . 1 We will use the

following simple fact:

Lemma 7 Suppose E is Hausdorff. Then, C(E) s.s.p. if and only if it separates

points from closed sets. Hence, E is completely regular if and only if C(E) s.s.p.

Proof. Suppose C(E) separates points from closed sets. Then, by the imbedding

theorem (see Munkres [15, Theorem 4-4.2]), G(x)
.
= (g(x))g∈C(E) is an imbedding into

RC(E). Hence, C(E) s.s.p. by Lemma 4. Now, let C(E) s.s.p. so G(x)
.
= (g(x))g∈C(E)

is a homeomorphism into a precompact subset G(E) of RC(E). Let Fk be the class of

Friedrichs’ mollifiers on Rk for k ∈ N and πα be the projection function from RC(E)

to Rα for α ⊂ C(E). Define

U =̇{f ◦ πα : f ∈ F|α|, α ⊂ C(E) with finite cardinality |α|}.

Then, U separates points from closed sets on RC(E). Hence, {u ◦G : u ∈ U} separates

points from closed sets on E. 2

1 Some authors exclude the Hausdorff property from the completely regular definition.
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C(E) is r.f.d. by Bryc’s lemma (cf. [7, Theorem 4.4.2]). We will generalize Bryc’s

lemma by coming up with a much smaller class of functions that is r.f.d. Our functions

will be composite functions, where the inner functions map into some compact subset

of Rk and the class of outer functions is r.f.d. on each such compact subset of Rk.

Definition 8 A family D = {Dk}∞k=1 is well-determining (w.d.) if for each k ∈ N:

(a) Dk ⊂ C(Rk) and (b) Dk|Gk

.
= {f |Gk

: f ∈ Dk} is r.f.d. for any compact subset Gk

of Rk. (For clarity, Definition 6 holds for each compact E = Gk with D = Dk|Gk
.)

We can replace the abstract r.f.d. notion with a verifiable condition in our (outer

function) w.d. class:

Definition 9 Let x ∈ Rk and ε ∈ (0, 1). A function h ∈ C(Rk) is an x, ε-highpoint

function (h.f.) if h(x) ≥
(
sup0<|y−x|<ε h(y)− ε

)
∨
(
supε≤|y−x|< 1

ε
h(y) + 1

ε

)
.

Such functions have a maximum near x and then quickly drop off.

Lemma 10 {Dk}∞k=1 is w.d. if each Dk ⊂ C(Rk) contains an x, ε-h.f. for any x ∈

Rk, ε > 0.

Proof. Let Gk be a compact subset of Rk and {Xn} be a sequence of Gk-valued

random variables such that Dk|Gk
⊂ Ξ{Xn}. Then

Λ(f)
.
= lim

n→∞

1

n
logE[enf(Xn)]

exists for all f ∈ Dk. It suffices to show that (cf. [10, Theorem 3.7 and Proposition

3.8]) for any subsequence along which the LDP holds, the corresponding rate function

is given by

I(x) = sup
f∈Dk

{f(x)− Λ(f)} ∀ x ∈ Gk.

Suppose {Xnj
} is a subsequence satisfying the LDP with good rate function J . Denote
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Γ(g)=̇ lim
j→∞

1

nj
logE[enjg(Xnj )] ∀ g ∈ C(Gk).

Then, J(x) = − infg∈C(Gk),g(x)=0 Γ(g) (cf. (1.3)).

Let x ∈ Gk, δ > 0 and g ∈ C(Gk) satisfy g(x) = 0. Take ε ∈ (0, δ) small enough that:

i) g(y) ≥ −δ for |y−x| < ε, ii) g(y) ≥ −1
ε

for all y ∈ Gk, and iii) Gk ⊂ B(x, 1
ε
). Now,

let h ∈ Dk be an x, ε-h.f. and f(y)=̇h(y) − h(x) for y ∈ Gk. Then, it is easy to see

that f(y) ≤ g(y) + 2δ so

Γ(g) ≥ Γ(f)− 2δ = Λ(h)− h(x)− 2δ.

By the arbitrariness of δ and g, we get J(x) = supf∈Dk
{f(x)−Λ(f)}. This completes

the proof. 2

Definition 11 A family D = {Dk}∞k=1 is well-isolating (w.i.) if for each k ∈ N: (a)

Dk ⊂ C(Rk) and (b) Dk contains an x, ε-h.f. for any x ∈ Rk, ε > 0.

By Lemma 10, we know that if D = {Dk}∞k=1 is w.i. then it is w.d.

Example 12 For k ∈ N and x ∈ Rk, we define cik(x)
.
= xi for 1 ≤ i ≤ k. Define

D1
k
.
= {the smallest algebra over Q generated by {1, cik, 1 ≤ i ≤ k}}
= {f : f is a polynomial on Rk with rational coefficients}, and

D2
k
.
= {the smallest linear lattice over Q generated by {cik, 1 ≤ i ≤ k}}.

(A linear lattice over Q is defined by the properties: (i) g1, g2 ∈ L ⇒ g1 ∧ g2 ∈ L and

(ii) α1, α2 ∈ Q, g ∈ L ⇒ α1 + α2g ∈ L.)

Then, D1 .
= {D1

k}∞k=1 and D2 .
= {D2

k}∞k=1 are w.i. by the Stone-Weierstrass theorem

(cf. [12, Theorem 4.45 and Lemma 4.49]) and hence w.d.
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4 The Weak Bryc’s Lemma

In this paper, the term ‘LDP’ means ‘full LDP’; whereas ‘weak LDP’ is defined in [7,

page 7] as well as the introduction. Bryc showed that full Laplace convergence implies

the LDP. In this section, we show that weak Laplace convergence implies the weak

LDP.

Definition 13 Weak Laplace convergence means the following (A-D) hold.

(A) (E, T ) is a topological space.

(B) {Xn} is a sequence of E-valued random variables on probability space (Ω,F , P ).

(C) M⊂ B(E) s.p. and s.s.p.

(D) There exists a w.d. class D = {Dk}∞k=1 such that either

i) Λ(g)
.
= lim

n→∞

1

n
logE[eng(Xn)] exists for all g ∈ G, or (4.1)

ii) {g(Xn)} satisfies the weak LDP in R for all g ∈ G, (4.2)

where G .
= {f(g1, . . . , gk) : f ∈ Dk, g1, . . . , gk ∈M, k ∈ N}.

Remark 14 1) If E is Hausdorff, then we need not assume M s.p. in (C) as s.s.p.

implies s.p. on Hausdorff spaces. 2) If E is completely regular, then M = C(E) fulfils

(C) and Dk = C(Rk) can be used in (D). This completely-regular, M = C(E) case

is the setting for Bryc’s lemma, which can be considered a weak LDP result (see [7,

Lemmas 4.4.5 and 4.4.6]). 3) If M ⊂ B(E) is an algebra or a linear lattice over

Q such that (4.1) exists for all g ∈ M, then letting D be respectively the D1 or D2

defined in Example 12, we find that (4.1) exists for all g ∈ G. Therefore (D) holds. 4)

Similar to domains of martingale problems, G must be large enough to capture complex

spatial interactions in a collection of scalar LDPs or the scalar limits assumed in (D).
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Below we introduce two conditions that imply (4.1) and will be useful in the appli-

cations to follow in Section 6. Denote θn
.
= PX−1

n for n ∈ N.

(D1) For any ε > 0 and g ∈ G, there exists N such that for every M ≥ N , k > 0

M+k∑
n=M

1

n+ 1

(
log

E[e(n+1)g(Xn)]

E[e(n+1)g(Xn+1)]

)
< ε.

(D2) For any ε > 0, there exists N such that for every M ≥ N , k > 0

M+k∑
n=M

1

n+ 1
sup
x∈E

(
log

dθn
dθn+1

(x)

)
< ε.

Lemma 15 (D2) implies (D1) and (D1) implies (4.1).

Remark 16 Since Condition (D2) does not depend upon g, it implies the weak LDP

by the weak LDP version of Bryc’s lemma (see [7, Lemmas 4.4.5 and 4.4.6]) and

our argument below. We will show that (D1) is also sufficient for a weak LDP. Any

term in the sums in (D1) and (D2) could be negative, which will only help satisfy the

condition.

Proof. (D2) ⇒ (D1): We need only show that

log

(
E[e(n+1)g(Xn)]

E[e(n+1)g(Xn+1)]

)
≤
∫
E

(
log

dθn
dθn+1

)
e(n+1)g∫

E e
(n+1)gdθn

dθn.

Letting dγn = e(n+1)gdθn∫
E
e(n+1)gdθn

, we obtain by [8, Proposition 1.4.2] that

logE[e(n+1)g(Xn)] = sup
γ∈P(E)

−R(γ‖θn) +
∫
E

(n+ 1)gdγ


=−R(γn‖θn) +

∫
E

(n+ 1)gdγn

and

logE[e(n+1)g(Xn+1)] ≥ −R(γn‖θn+1) +
∫
E

(n+ 1)gdγn,
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where R(γ‖θ) =
∫
E

(
log dγ

dθ

)
dγ denotes the relative entropy. Therefore,

log

(
E[e(n+1)g(Xn)]

E[e(n+1)g(Xn+1)]

)
≤−R(γn‖θn) +R(γn‖θn+1)

=−
∫
E

(
log

dγn
dθn

)
dγn +

∫
E

(
log

dγn
dθn+1

)
dγn

=
∫
E

(
log

dθn
dθn+1

)
dγn.

(D1) ⇒ (4.1): Suppose (4.1) does not hold. Denote an = 1
n

logE[eng(Xn)]. Then, there

exist two subsequences {np} and {mq}, ε > 0 and R > 0 such that

anp − amq > ε (4.3)

whenever p ≥ R and q ≥ R.

If (D1) holds, then there exists an N such that for every M ≥ N , k > 0

M+k∑
n=M

1

n+ 1

(
log

E[e(n+1)g(Xn)]

E[e(n+1)g(Xn+1)]

)
< ε. (4.4)

We fix a p ≥ R satisfying np ≥ N and a q ≥ R satisfying mq > N ∨ np. Note that by

Jensen’s inequality and (4.4) we get

anp − amq =
mq−1∑
t=np

{at − at+1}

=
mq−1∑
t=np

{
1

t
logE[etg(Xt)]− 1

t+ 1
logE[e(t+1)g(Xt+1)]

}

≤
mq−1∑
t=np

{
1

t+ 1
logE[e(t+1)g(Xt)]− 1

t+ 1
logE[e(t+1)g(Xt+1)]

}

=
mq−1∑
t=np

1

t+ 1

(
log

E[e(t+1)g(Xt)]

E[e(t+1)g(Xt+1)]

)
<ε,

which contradicts (4.3).
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There is no need to explicitly establish limits if (D1) or (D2) is used. Now, we show

that (4.1) and (4.2) are equivalent and (A-D) give us a full LDP for vectors.

Lemma 17 Suppose (A-C) hold. Then, the following are equivalent: a) (4.1), b) (4.2)

and c) {(g1(Xn), . . . , gk(Xn))} satisfies the LDP in Rk with the good rate function

Jk(z) =


supf∈Dk

{f(z)− Λ(f(g1, . . . , gk))} , if z ∈ Fk,

∞, otherwise,

for all g1, . . . , gk ∈M, where Fk
.
= (g1, . . . , gk)(E) is the Rk-closure of (g1, . . . , gk)(E).

Proof. Suppose (4.2) holds. Then, g is bounded so {g(Xn)} satisfies the LDP in a

compact Kg ⊂ R with some good rate function Ig. Hence, by the Laplace principle

lim
n→∞

1

n
logE[eng(Xn)] = − inf

x∈Kg

{Ig(x)− x}

and (4.1) holds. Now, suppose (4.1) holds. Let g1, . . . , gk ∈ M. Since each gi is

bounded, {(g1(Xn), . . . , gk(Xn))} is exponentially tight in Fk. For each f ∈ Dk,

Λ(f(g1, . . . , gk)) = lim
n→∞

1

n
logE[enf(g1(Xn),...,gk(Xn))]

exists by (4.1). Hence, the sequence {(g1(Xn), . . . , gk(Xn))} of Fk-valued random vari-

ables satisfies the LDP with the good rate function

Ik(z) = sup
f∈Dk

{f(z)− Λ(f(g1, . . . , gk))}, z ∈ Fk.

Then, Jk(z)
.
=


Ik(z), if z ∈ Fk,

∞, otherwise

is a good rate function on Rk and {(g1(Xn), . . . , gk(Xn))}

satisfies the LDP in Rk with the Jk by [7, Lemma 4.1.5(a)]. Finally, (4.2) holds by
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the contraction principle.

We now use mapping methods, the Dawson-Gärtner theorem and Lemma 17 to

extend our LDP for vectors to an LDP for random variables on (potentially) infi-

nite dimensional spaces. We define a measurable bijection G : E → G(E) ⊂ RM

by G(x)
.
= (g(x))g∈M. By Lemmas 4 and 7, (E, T M) is completely regular and

G is a homeomorphism when E is equipped with T M. Then, (by [15, page 239])

(E, T M) can be densely imbedded into a compact Hausdorff space E, referred to

as the Stone-Čech compactification, and G can be extended to a homeomorphism

Γ = (g)g∈M : E → G(E), the closure of G(E) in RM. Next, we let g denote the

extension of g from this homeomorphism and infer an LDP for {Xn} on E.

Proposition 18 {Xn} satisfies the LDP in E with good rate function I∗, where

I∗(x) = sup
g∈G

{g(x)− Λ(g)} ∀x ∈ E, (4.5)

when (A)-(D) hold.

Proof. Idea: 1) Transfer the LDP for each {φ(Xn) = (g1(Xn), . . . , gkφ
(Xn))} on Rk

to an LDP on a subset Zφ of RM via homeomorphism. 2) Define distributions on

the projective limit X , a subset of product space of the Zφ over all possible φ that

preserves the notion that some φ contain others. 3) Transfer these LDPs on Zφ to

X via the Dawson-Gärtner theorem. 4) Transfer the LDP to product space RM via

homeomorphism W from the projective limit X to this product space. 5) Finally, use

our homeomorphism Γ to transfer the LDP from RM to E.

Notation: Throughout φ(x) = (g1(x), . . . , gkφ
(x)) for some kφ ∈ N and g1, . . . , gkφ

∈

M.

Step 1: Define Zφ, create homeomorphism and transfer LDPs to Zφ.

Let Φ be the family of all finite subsets of M and

15



Zφ
.
= {z = (zg)g∈M ∈ RM : zg = 0 if g /∈ φ},

equipped with the subspace topology of RM, for all φ ∈ Φ. Define the homeomorphism

τφ : Zφ → Rkφ , τφ((xg)g∈M) = (xg)g∈φ. One finds {τ−1φ(Xn)} satisfies the LDP on

Zφ with the good rate function Jkφ
◦ τφ by Lemma 17 and the contraction principle.

Step 2: Define projective system, its limit X and the distributions on X .

For φ, ψ ∈ Φ with φ ⊆ ψ and z = (zg)g∈M ∈ Zψ; we define pφ,ψ : Zψ → Zφ by

(pφ,ψ(z))g = zg if g ∈ φ and (pφ,ψ(z))g = 0 otherwise. We also define Z .
=
∏
φ∈Φ Zφ with

the product topology and X = {ζ ∈ Z : ζφ = pφ,ψ(ζψ) if φ ⊆ ψ} with the subspace

topology of Z. Then, (Φ,⊆) is a partially ordered, right-filtering set, (Zψ, pφ,ψ)φ⊆ψ∈Φ is

a projective system and X is its projective limit. For φ ∈ Φ, we let qφ be the coordinate

map from Z to Zφ and define pφ
.
= qφ|X . Finally, we define the homeomorphism

W : X → RM, x→ W (x) = (W (x)g)g∈M by

W (x)g
.
= (p{g}(x))g.

For n ∈ N, we define Q∗n
.
= P (H(G(Xn)))

−1 on X , where H
.
= W−1.

Step 3: LDP on projective limit X .

{Q∗np−1
φ } satisfies the LDP on Zφ with the good rate function Jkφ

◦ τφ by Step 1. By

the Dawson-Gärtner theorem (cf. [7, Theorem 4.6.1]), {Q∗n} satisfies the LDP with

the good rate function

J∗(x) = sup
φ∈Φ

{Jkφ
◦ τφ ◦ pφ(x)}, x ∈ X .

Step 4: LDP on product space RM.

By the contraction principle {Qn}, defined by Qn = Q∗nH, satisfies the LDP in RM

with the good rate function J
.
= J∗ ◦H, which satisfies

16



J(z) = sup
(zg1 ,...,zgk

)
sup
f∈Dk

{f(zg1 , . . . , zgk
)− Λ(f(g1, . . . , gk))} ∀z = {zg}g∈M ∈ G(E). (4.6)

Note that if z = (zg)g∈M ∈ G(E), then (zg1 , . . . , zgk
) ∈ (g1, . . . , gk)(E) for any

g1, . . . , gk ∈M so the above definition makes sense.

Step 5: LDP on compact Hausdorff space E by restriction and homeomorphism.

J(z) = ∞ if z /∈ G(E) by (1.2) and the fact Qn(G(E)) = 1 for n ∈ N. Thus, {Qn}

satisfies the LDP in G(E) with the good rate function J |G(E) by [7, Lemma 4.1.5(b)].

To simplify notation, we still use J to denote J |G(E). Define I∗
.
= J ◦ Γ, where Γ is

defined above the proposition. By the contraction principle, {Xn} satisfies the LDP

in E with the good rate function I∗. Finally, I∗ has the form (4.5) by (4.6).

When we strengthen (C) so M ⊂ C(E), we can infer a weak LDP on the original

space (E, T ) from our LDP on E. The following is our first main result.

Theorem 19 {Xn} satisfies the weak LDP in E with rate function

I0(x) = sup
g∈G

{g(x)− Λ(g)} ∀x ∈ E,

when (A)-(D) hold and M⊂ C(E).

Proof. We define P n
.
= PX−1

n and Pn
.
= PX−1

n when Xn is considered E and

E-valued respectively. By Proposition 18, {P n} satisfies the LDP in the compact

Hausdorff space E with rate function I∗. We show that {Pn} satisfies the weak LDP

with rate function I0 .
= I∗|E.

Let G ⊂ E and G′ ⊂ E be open and satisfy G = G′ ∩ E. (1.2) holds as follows:

lim inf
n→∞

1

n
logPn(G) = lim inf

n→∞

1

n
logP n(G

′)

≥− inf
x∈G′

I∗(x)

≥− inf
x∈G

I∗(x)

17



=− inf
x∈G

I0(x).

Let α ∈ [0,∞) and K be a compact subset of E such that K ⊂ {x ∈ E : I0(x) > α}.

Note that K is also a compact subset of E. Then, by the LDP of {P n} on E, we get

lim sup
n→∞

1

n
logPn(K) ≤ −α.

Therefore {Xn} satisfies the weak LDP in E with the rate function I0.

Remark 20 Theorem 19 provides a non-trivial generalization of Bryc’s lemma that

does not require exponential tightness. Our method might be distinguished from those

of [7, Theorem 4.4.10] or [10, Proposition 3.20)] by the fact that we imbed our random

variables into a compact space to avoid requiring exponential tightness.

Remark 21 With respect to the previous two results, we can think of I∗ as the ex-

tended rate function for the weak LDP of {Xn}. If it can be determined that I∗(x) = ∞

for all x 6∈ E, then Theorem 19 actually gives a full LDP on E and the rate function

I0 is good: Let F ⊂ E and F ′ ⊂ E be closed and satisfy F = F ′ ∩ E. Then,

lim sup
n→∞

1

n
logPn(F ) = lim inf

n→∞

1

n
logP n(F

′)

≤− inf
x∈F ′

I∗(x)

≤− inf
x∈F

I∗(x) since I∗(Ec) = ∞

=− inf
x∈F

I0(x).

Goodness of I0 follows from the goodness of I∗.

This leads to an important result, which really is just another way of looking at our

first main result.

Theorem 22 Let E be completely regular, M ⊂ C(E) s.s.p. and D = {Dk}∞k=1 be

w.i. Then, G .
= {f(g1, . . . , gk) : f ∈ Dk, g1, . . . , gk ∈M, k ∈ N} is r.f.d. on E.
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Proof. Let {Xn} be a sequence of exponentially tight E-valued random variables

such that D ⊂ Ξ{Xn}. By Proposition 18, {Xn} satisfies the LDP in E with good

rate function I∗(x) = supg∈G{g(x) − Λ(g)}. To show that G is r.f.d. on E, by The-

orem 19 and Remark 21, we need only show that exponential tightness implies

I∗(x) = ∞ for all x /∈ E. Let x /∈ E. Given 0 < δ < 1, let compact Kδ ⊂ E satisfy

lim sup
n→∞

1
n

logP (Xn ∈ Kc
δ) ≤ −1

δ
. Now, there exist 0 < ε < δ and φ = (g1, ..., gkφ

) for

some kφ ∈ N and g1, . . . , gkφ
∈M such that

ε < sup
y∈Kδ

|φ(y)− φ(x)| < 1

ε
.

Let h ∈ Dkφ
be an φ(x), ε-h.f. and f(y)=̇h(y)− h(φ(x)) for y ∈ Rkφ . Then,

lim sup
n→∞

1

n
logE

[
enf◦φ(Xn)

]
≤ lim

n→∞

1

n
log{enεe−

n
δ + e−

n
ε } ≤ δ − 1

δ
.

Hence,

I∗(x) ≥ f(φ)(x)− Λ(f ◦ φ) ≥ 1

δ
− δ (4.7)

and the result follows by the arbitrariness of δ. 2

Remark 23 Actually, by Theorem 19 and [7, Lemma 1.2.18], we can show that The-

orem 22 holds if we use w.d. instead of w.i. However, we chose to use the highpoint

functions within the proof as they are an easily verifiable class that is still very general.

In Theorem 19, we imposed the extra condition that M ⊂ C(E) to ensure that the

topologies T = T M. If M is not a subset of C(E) we still have the following:

Corollary 24 Suppose (A)-(D) hold and M is countable. Then, {Xn} satisfies the

weak LDP in (E, T M) with rate function I0 given in Theorem 19. Moreover, we have
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lim inf
n→∞

1

n
logP (Xn ∈ U) ≥ − inf

x∈U
I0(x) ∀ open subset U of (E, T ).

Proof. Each Pn
.
= PX−1

n is a probability measure on both (E, T M) and (E, T ) (cf.

[1, Lemma 3]). Then, the assertions follow from Theorem 19 applied to (E, T M) and

the fact that (E, T ) has a coarser topology than (E, T M).

We have an immediate corollary in terms of the Laplace principle:

Corollary 25 {Xn} satisfies the Laplace principle lower bound with rate function

I0(x) = sup
g∈G

{g(x)− Λ(g)} ∀x ∈ E,

when (A)-(D) hold, E is Polish and either M⊂ C(E) or M is countable.

5 The Weak Laplace Principle and its Ramifications

Now, we consider the situation where the rate function on E is known. Besides (A)-(C)

of Section 4, we assume throughout this section our weak Laplace principle:

(D’) I is a rate function on E and there is a w.i. class {Dk}∞k=1 such that either

i) lim
n→∞

1

n
logE[e−ng(Xn)] = −inf

y∈R

{
y + inf

x∈E: g(x)=y
I(x)

}
∀g ∈ G, (5.1)

or ii)

lim sup
n→∞

1

n
logP (g(Xn) ∈ K)≤− inf

x∈E: g(x)∈K
I(x) ∀ compact K ⊂ R, g ∈ G, (5.2)

lim inf
n→∞

1

n
logP (g(Xn) ∈ O)≥− inf

x∈E: g(x)∈O
I(x) ∀ open O ⊂ R, g ∈ G, (5.3)

where G .
= {f(g1, . . . , gk) : f ∈ Dk, g1, . . . , gk ∈M, k ∈ N}.

Theorem 26 Suppose (A)-(C) and (D’) hold. Then,
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(a) {Xn} satisfies the weak LDP in (E, T ) with rate function I if M⊂ C(E).

(b) {Xn} satisfies the weak LDP in (E, T M) with rate function I and

lim inf
n→∞

1

n
logP (Xn ∈ U) ≥ − inf

x∈U
I(x) ∀ open U ⊂ (E, T ) if M is countable.

In either case, we have the Laplace lower bound

lim
n→∞

1

n
logE[e−nφ(Xn)] ≥ − inf

x∈E
{φ(x) + I(x)} ∀φ ∈ C(E).

Remark 27 Conditions (5.2) and (5.3) constitute a weak LDP for each {g(Xn)}.

Hence, we have established conditions on G that allow transfer of the weak LDP from

test functions to the underlying random object.

Proof. (a) For g ∈ G and y ∈ R, we define

Ig(y)
.
= inf

x∈E: g(x)=y
I(x).

Following the argument of the proof of [8, Theorem 1.2.1], we can show (5.2, 5.3)

implies that

lim
n→∞

1

n
logE[e−ng(Xn)] = −inf

y∈R
{y + Ig(y)},

i.e., (5.1) holds. By (A-C) and either (5.1) or (5.2, 5.3), {Xn} satisfies the weak LDP

by Theorem 19. To complete the proof, we show the rate function is I.

By (4.6) and the fact Λ(g) = supy∈R{y − Ig(y)} for g ∈ G, {Qn
.
= P (G(Xn))

−1}

satisfies the LDP in RM with good rate function:

J(z) = sup
(zg1 ,...,zgk

)
sup
f∈Dk

{f(zg1 , . . . , zgk
)− sup

x∈E
Nk(f, x)} (5.4)

if z = (zg)g∈M ∈ G(E), where

Nk(f, x)
.
= f(g1(x), . . . , gk(x))

− inf{I(x̃) : x̃ ∈ E and f(g1(x̃), . . . , gk(x̃)) = f(g1(x), . . . , gk(x))}
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for g1, . . . , gk ∈M, f ∈ Dk and x ∈ E.

We now show J(z) = IG(z)
.
= I(G−1(z)) for z ∈ G(E): Suppose z = (zg)g∈M ∈ G(E)

and x∗ = G−1(z) so IG(z) = I(x∗). We first suppose that I(x∗) <∞. Let ε > 0. Then

by the lower semicontinuity of I on E and (C), there exist g1, . . . , gk ∈ M such that

for any x̃ ∈ E satisfying |gj(x̃)− zgj
| = |gj(x̃)− gj(x∗)| < ε for all 1 ≤ j ≤ k, one has

that I(x̃) ≥ I(x∗)−ε. Let 0 < ε < 1, h ∈ Dk be a (zg1 , ..., zgk
), ε-h.f. and f(y)=̇h(y)−

h(zg1 , ..., zgk
) − ε for y ∈ Rk. Then, f(zg1 , . . . , zgk

) = −ε, supw∈(g1,...,gk)(E) f(w) ≤ 0

and

sup
w∈(g1,...,gk)(E)∩Bc((zg1 ,...,zgk

), ε)

f(w) < −1

ε
. (5.5)

(5.5) implies that

if w ∈ (g1, . . . , gk)(E) satisfies f(w) ≥ −1

ε
, then w ∈ B((zg1 , . . . , zgk

), ε). (5.6)

Then, by (5.4), we get

J(z) ≥ f(zg1 , . . . , zgk
)− sup

x∈E
Nk(f, x)

≥ −ε− sup
x:f(g1(x),...,gk(x))<− 1

ε

Nk(f, x) ∨ sup
x:f(g1(x),...,gk(x))≥− 1

ε

Nk(f, x)

≥ −ε− sup
x:f(g1(x),...,gk(x))<− 1

ε

Nk(f, x) ∨
(
− inf

x̃:(g1(x̃),...,gk(x̃))∈B((zg1 ,...,zgk
), ε)

I(x̃)

)

≥ −ε−
{(
−1

ε

)
∨ (−(I(x∗)− ε))

}
→ I(x∗) = IG(z) as ε→ 0,

where the fact supw∈(g1,...,gk)(E) f(w) ≤ 0 and (5.6) were used in the third inequality.

If I(x∗) = ∞, we follow the argument in the previous paragraph, starting with I(x̃) >

1
ε

for all x̃ ∈ E satisfying maxj≤k |gj(x̃)−gj(x∗)| < ε for some g1, . . . , gk ∈M to show

that J(z) = ∞. Hence, J(z) ≥ IG(z) for z ∈ G(E).
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By choosing x = x∗ = G−1(z) in (5.4), we see that

J(z)≤ sup
(zg1 ,...,zgk

)
sup
f∈Dk

inf{I(x̃) : x̃ ∈ E, f(g1(x̃), . . . , gk(x̃)) = f(g1(x
∗), . . . , gk(x

∗))}

≤ I(x∗) = IG(z).

Thus, J(z) = IG(z) for z ∈ G(E) and the rate function I0 associated with the weak

LDP of {Xn}, given in the proof of Theorem 19, is equal to I.

(b) The assertions follow from Corollary 24 and the above characterization of the rate

function associated with the weak LDP of {Xn}.

The next result gives a common, convenient way to choose {Dk} and M.

Corollary 28 Suppose (i) Dk is the set of polynomials on Rk; (ii) E is a metric

space and M is the space of uniformly continuous functions with bounded support,

or E is a locally compact metric space and M is the space of continuous functions

with compact support; and (iii) {Xn} is a sequence of E-valued random variables on

probability space (Ω,F , P ). Then,

(a) {Xn} satisfies the weak LDP in E if (D) holds.

(b) {Xn} satisfies the weak LDP in E with rate function I if (D’) holds.

Proof. This follows from Theorem 19, Theorem 26 and [1, Equation (4)].

6 Motivation and Examples

In this section, we provide simple motivation for our main results, first in the finite

dimensional setting, then in the random measure setting and finally in the stochastic

process setting.
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6.1 Random Variable Examples

Example 29 (i) We consider the geometric Brownian motion

dXt = αXtdt+ βXtdWt, X0 = x > 0.

It can be shown that (cf. [5, (8.11.49)]) Xt has the transition density

p(t, x, y) =
1

y
√

2πβ2t
e
−

[
log y−log x−

(
α−β2

2

)]2
2β2t , t > 0. (6.1)

Define Xn(ω) = X(n, ω), n ∈ N. Then

log
dθn
dθn+1

≤ 1

2
log

(
1 +

1

n

)
≤ 1

2n
.

Therefore (D2) holds and {Xn} satisfies the weak LDP.

(ii) Let X(t, ω) be the standard d-dimensional Cauchy process starting at x ∈ Rd.

Define Xn(ω) = X(n, ω), n ∈ N. Then

dθn =
cdn

(n2 + |x− y|2)(d+1)/2
dy

for some positive constant cd. Hence

log
dθn
dθn+1

≤ d+ 1

2
log

(
1 +

3

n

)
≤ 3(d+ 1)

2n
.

Therefore (D2) holds and {Xn} satisfies the weak LDP.

Example 30 Let Z be a standard normal random variable on R and {Yn} be a se-

quence of random variables on R2 satisfying limn→∞{infω∈Ω |Yn(ω)|} = ∞. Define

Xn =̇


(
√
nZ, 0), with probability 1/2,

Yn, with probability 1/2.
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Let Cc(R2) be the space of continuous functions on R2 with compact support and Dk

be the polynomials on Rk. Then, for f ∈ Dk, g1, . . . , gk ∈ Cc(R2) and sufficiently large

n ∈ N, we have

log
E[e(n+1)f◦(g1,...,gk)(Xn)]

E[e(n+1)f◦(g1,...,gk)(Xn+1)]
= log

E[e(n+1)f◦(g1,...,gk)((
√
nZ,0))] + f(0, . . . , 0)

E[e(n+1)f◦(g1,...,gk)((
√
n+1Z,0))] + f(0, . . . , 0)

≤ log

(
E[e(n+1)f◦(g1,...,gk)((

√
nZ,0))]

E[e(n+1)f◦(g1,...,gk)((
√
n+1Z,0))]

∨ 1

)

=

(
log

E[e(n+1)f◦(g1,...,gk)((
√
nZ,0))]

E[e(n+1)f◦(g1,...,gk)((
√
n+1Z,0))]

)
∨ 0

=

(
log

n−1/2
∫∞
−∞ e

(n+1)f◦(g1,...,gk)((y,0))e−y
2/2ndy

(n+ 1)−1/2
∫∞
−∞ e

(n+1)f◦(g1,...,gk)((y,0))e−y2/2(n+1)dy

)
∨ 0

≤ 1

2
log

(
1 +

1

n

)
≤ 1

2n
.

Therefore, (D1) holds and {Xn} satisfies the weak LDP by Lemma 15 and Corollary

28.

The limits Λ(g)
.
= limn→∞

1
n

logE[eng(Xn)] may not exist for some g ∈ C(R2) and thus

the weak LDP version of Bryc’s lemma (see [7, Lemmas 4.4.5 and 4.4.6]) does not

apply. For instance, let Yn ≡ (0, n) and g ∈ C(R2) satisfying

g((x1, n)) =


1, if x1 ∈ R and n is an even number,

2, if x1 ∈ R and n is an odd number.

Then

lim sup
n→∞

1

n
logE[eng(Xn)] ≥ 2, lim inf

n→∞

1

n
logE[eng(Xn)] ≤ 1.

Therefore the limit Λ(g) does not exist.
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6.2 Random Measure Application

We consider application of Theorem 19 to random measures. Let E be a topological

space. For ν ∈ P (E) and γ ∈ C(E), define γ̂(ν) =
∫
E γdν.

Corollary 31 Suppose E is a topological space; {Xn} is a sequence of P(E)-valued

random variables; D = {Dk}∞k=1 is w.d., H ⊂ C(E) s.p., s.s.p. and is closed under

multiplication; either H is countable or E has a countable base; and

Λ (f ◦ (ĝ1, . . . , ĝk))
.
= lim

n→∞

1

n
logE[en(f◦(ĝ1,...,ĝk)(Xn))] exists ∀f ∈ Dk, g1, . . . , gk ∈ H.

Then, {Xn} satisfies the weak LDP in P(E) with rate function

I(µ) = sup
φ=f◦(ĝ1,...,ĝk),f∈Dk,gi∈H

{φ(µ)− Λ (f ◦ (ĝ1, . . . , ĝk))}.

Proof. This follows from Theorem 19 and [1, Theorems 6 and 11 (a)].

We also give a known-rate-function version of Corollary 31 for convenience.

Corollary 32 Suppose E is a topological space; {Xn} is a sequence of P(E)-valued

random variables; D = {Dk}∞k=1 is w.i., H ⊂ C(E) s.p., s.s.p. and is closed under

multiplication; either H is countable or E has a countable base; I is a rate function

on P(E); and

lim
n→∞

1

n
logE[e−n(f◦(ĝ1,...,ĝk)(Xn))] = −inf

y∈R
{y + inf

µ:f◦(ĝ1,...,ĝk)(µ)=y
I(µ)}

∀f ∈ Dk, g1, . . . , gk ∈ H. Then, {Xn} satisfies the weak LDP with rate function I.

Proof. This follows from Theorem 26 and [1, Theorems 6 and 11 (a)].
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We now illustrate Corollary 31. Let E = [0,∞) and H = Cc(E), the continuous

functions on E with compact support, so H s.p. and s.s.p. Let Dk be the polynomials

on Rk. Furthermore, for n ∈ N, we let {ξi}
n
i=1 be n particles on [0,∞) such that

with probability n−1
n

all particles are at site {0} and with probability 1
n

all particles

are independently and uniformly distributed over [n, n+ 1]. Let Xn be the empirical

measure of {ξi}
n
i=1 on [0,∞) so ĝ (Xn) = 1

n

n∑
i=1

g (ξi) for g ∈ H.

Then, for all f ∈ Dk and g1, . . . , gk ∈ H, we obtain by the fact limn→∞
1
n

log
(
n−1
n

)
= 0

and [7, Lemma 1.2.15] that

Λ(f ◦ (ĝ1, . . . , ĝk)) = lim
n→∞

1

n
logE[en(f◦(ĝ1,...,ĝk)(Xn))]

= lim
n→∞

1

n
log

(
n− 1

n
enf(g1(0),...,gk(0)) +

1

n
enf(0,...,0)

)
= lim

n→∞

1

n
log

(
enf(g1(0),...,gk(0)) +

1

n− 1
enf(0,...,0)

)
= max

{
lim
n→∞

1

n
log enf(g1(0),...,gk(0)), lim

n→∞

1

n
log

1

n− 1
enf(0,...,0)

}
= f(g1(0), . . . , gk(0)) ∨ f(0, . . . , 0),

so {Xn} satisfies the weak LDP in P([0,∞)) by Corollary 31 with rate function

I (µ) = sup
φ=f◦(ĝ1,...,ĝk),f∈Dk,gi∈H

{φ (µ)− f(g1(0), . . . , gk(0)) ∨ f(0, . . . , 0)}

=


0, if µ = δ0,

∞, if µ 6= δ0.

Here, we used the fact that if µ 6= δ0, then µ((ε, 1
ε
)) > 0 for some ε > 0. Notice

Λ(−f ◦ (ĝ1, . . . , ĝk)) 6= −f(g1(0), . . . , gk(0)) = − infµ∈P(E){f ◦ (ĝ1, . . . , ĝk) (µ) + I(µ)}

as would be predicted by the Laplace principle. However, it does satisfy the Laplace

lower bound and our weak Laplace principle (see (5.1)) since:

Λ(−f ◦ (ĝ1, . . . , ĝk)) =− inf
y∈R
{y + inf

µ: f◦(ĝ1,...,ĝk)(µ)=y
I(µ)}

27



=− inf
z∈(ĝ1,...,ĝk)(P(E))

{f(z) + inf
µ:(µ(g1),...,µ(gk))=z

I(µ)}.

Next, we show that {Xn} cannot satisfy the full LDP and hence neither satisfies the

Laplace principle nor is exponentially tight. Let γ ∈ C([0,∞)) be supported on [1,∞)

and satisfy γ(x) = 1 for x ≥ 2 and set F = {µ ∈ P (E) :
∫∞
0 γ (x)µ (dx) ≥ 1} . Then,

F is closed in the weak topology and P (Xn ∈ F ) = P (Xn([2,∞)) ≥ 1) = 1
n

for n ≥ 2,

so lim
n→∞

1
n

log (P (Xn ∈ F )) = lim
n→∞

1
n

log 1
n

= 0. But inf
µ∈F

I (µ) = ∞ so the upper bound

and hence the full LDP cannot hold. Therefore, this weak LDP could not be obtained

directly from the Laplace principle, Bryc’s Lemma, Dembo and Zeitouni [7, Theorem

4.4.10], nor Feng and Kurtz [10, Proposition 3.17]. Indeed, the limits Λ(ĝ) do not even

exist for some g ∈ C(E): Let g = sin(πx) so P (ĝ(Xn) > 0) = 0 for n = 1, 3, . . . and

P (ĝ(Xn) ≥ 1√
2
) = 1

2n
for n = 2, 4, . . ., which implies E[enĝ(Xn)] < 1 for n = 1, 3, . . .

and E[enĝ(Xn)] ≥ n−1
n

+ 1
2n
en/

√
2 for n = 2, 4, . . . Thus, 1

n
logE[enĝ(Xn)] oscillates, Λ(ĝ)

does not exist and even the weak LDP version of Bryc’s lemma does not apply.

While this simple example is contrived to demonstrate the need for new results, our

real motivation shares some of the same features. In 1967, Watanabe [18] showed a

strong law of large numbers (as t→∞) for a class of supercritical branching Markov

processes in the non-ergodic case. The limit, in the sense of vague convergence, was

randomly-scaled Lebesgue measure. Hence, his result says that the mass blows up and

escapes to infinity but does so in such a regular manner that the (non-exponentially)

time-scaled version of the empirical measure converges to Lebesgue measure. Recently,

we proved a superprocess analog for Watanabe’s result (see Kouritzin and Ren [14]).

Our motivation is to develop weak LDPs for superprocesses where there is escape of

mass and the state space might not be metrizable (see Fitzsimmons [11]).
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6.3 Cadlag Process Examples

We turn our attention to cadlag processes under the measurability constraint that

they can be treated asDE[0,∞)-valued random variables with the Skorohod topology.

This holds, for example, for any cadlag process if E is a separable metric space (see

Ethier and Kurtz [9, Proposition 3.7.1]). In this DE[0,∞) setting, there are two

homeomorphisms of interest: The first homeomorphism is defined by:

G̃ : DE[0,∞) → DRM [0,∞), G̃(x)(t) = G(x(t)) ∀x ∈ DE[0,∞), t ≥ 0,

where G = (g)g∈M is our familiar homeomorphism. We just fixed time and applied our

familiar homeomorphism pointwise. For the second homeomorphism Ĝ : DE[0,∞) →

(DR[0,∞))M
′

we fix a test function instead of time. It is defined by Ĝ = (g̃)g∈M′ ,

where g̃(X)(t) = g(X(t)). It is a quirk of the Skorohod topology that the class of

functions M′ used in the definition of this second homeomorphism may have to be

larger than the class of functions M for the first homeomorphism. As is shown in

Jakubowski [13, Theorems 1.7 and 4.3(ii)], it is sufficient for M′ to s.s.p. and be

closed under addition. Next, suppose that {hk}∞k=1 ⊂ C(DR[0,∞)) s.s.p. 2 so {hk ◦

πα : k ∈ N, α ∈ M′} s.s.p. on (DR[0,∞))M
′

by Lemma 5. Then, the combined

H ◦ Ĝ : DE[0,∞) → R∞×M′
homeomorphism, defined by (hk ◦ πα ◦ Ĝ)k∈N,α∈M′ , is of

our usual type and uses the composite functions {hk ◦ g̃}k∈N,g∈M′ , which must then

s.s.p. on DE[0,∞) by Lemma 4. We will use these facts below.

For processes, Theorem 19 can be used to obtain a weak LDP analog of [1, Theorem

10], giving an alternative to showing exponential compact containment or exponential

tightness, which might not be true when one is only interested in a weak LDP.

2 We only need a countable number of functions since DR[0,∞)) is separable.
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Theorem 33 Let E be a Hausdorff space and {Xn} be a sequence of DE[0,∞)-valued

random variables. Suppose that M⊂ C(E) s.s.p. and {(g1, . . . , gk) ◦Xn} satisfies the

LDP in DRk [0,∞) with a good rate function for each g1, . . . , gk ∈ M. Then, {Xn}

satisfies the weak LDP in DE[0,∞).

Proof. Note that DE[0,∞) is Hausdorff. Let M′ be the collection of finite sums of

functions inM and {hk}∞k=1 ⊂ C(DR[0,∞)) s.s.p. Then, it follows from the above dis-

cussion that the collection {hk ◦ g̃}k∈N,g∈M′ s.s.p. on DE[0,∞), where g̃ : DE[0,∞) →

DR[0,∞) is defined by g̃(x)(t) = g(x(t)) for t ≥ 0. Define H .
= {∏m

i=1(h
i ◦ g̃i) : gi ∈

M′, hi ∈ {hk}∞k=1,m ∈ N}. Then, by assumption and the contraction principle, we

know that {∑l
i=1 αifi(Xn)} satisfies the LDP with a good rate function for any αi ∈ R

and any fi ∈ H. Note that G .
= {∑l

i=1 αifi : αi ∈ R, fi ∈ H, 1 ≤ i ≤ l, l ∈ N} is an

algebra. Hence, {Xn} satisfies the weak LDP in DE[0,∞) by Theorem 19.

The following theorem and its corollary provide an extension of Feng and Kurtz [10,

Theorem 4.28] from Polish spaces to completely regular spaces.

Theorem 34 Let E be a Hausdorff space and {Xn} be a sequence of exponentially

tight DE[0,∞)-valued random variables. Suppose that M⊂ C(E) s.s.p.

and {g1(Xn(t1)), . . . , gk(Xn(t1)); . . . ; g1(Xn(tm)), . . . , gk(Xn(tm))} satisfies the LDP

in Rk×m for each 0 ≤ t1 < t2 < · · · < tm and g1, g2, . . . , gk ∈ M. Then {Xn}

satisfies the LDP in DE[0,∞).

Proof. Let g1, . . . , gm ∈ M. Then, {(g1, . . . , gk) ◦ Xn} is exponentially tight in

DRk [0,∞) by the continuity of x→ (g1, . . . , gk) ◦x. By assumption and [10, Theorem

4.28], we know that {(g1, . . . , gk) ◦ Xn} satisfies the LDP in DRk [0,∞) with a good

rate function. Therefore, the proof is completed by Theorem 33.

Corollary 35 Let E be a completely regular space and {Xn} be a sequence of expo-
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nentially tight DE[0,∞)-valued random variables. Suppose that {(Xn(t1), Xn(t2), . . . , Xn(tm))}

satisfies the LDP in Em with a good rate function for each 0 ≤ t1 < t2 < · · · < tm.

Then {Xn} satisfies the LDP in DE[0,∞).

Proof. By Lemma 7, a Hausdorff space is completely regular if and only if some

M ⊂ C(E) s.s.p. Hence, the corollary follows from Theorem 34 and the contraction

principle.

By combining Theorem 33 and Schied [16, Theorem 1] (cf. also [10, Theorem 4.4]), we

obtain the following path space LDP criterion. Our result improves Schied’s result,

which only gives exponential tightness.

Theorem 36 Let E be a completely regular space with metrizable compacts and {Xn}

be a sequence of DE[0,∞)-valued random variables. Then, {Xn} is exponentially tight

and satisfies the LDP in DE[0,∞) if and only if the following two conditions are

fulfilled:

(i) (Exponential compact containment) For every a, T > 0 there is a compact Ka,T ⊂

E such that lim sup
n→∞

1

n
logP (∃t ∈ [0, T ] : Xn(t) /∈ Ka,T ) ≤ −a.

(ii) There exists a family M⊂ C(E), which s.s.p. and is closed under addition, such

that {g(Xn)} is exponentially tight in DR[0,∞) for each g ∈M and {(g1, . . . , gk)◦Xn}

satisfies the LDP in DRk [0,∞) for each g1, . . . , gk ∈M.

Proof. This is a direct consequence of [16, Theorem 1] and Theorem 33.

Corollary 37 Let E be a completely regular space with metrizable compacts and {Xn}

be a sequence of DE[0,∞)-valued random variables. Suppose that the following two

conditions are fulfilled:

(i) (Exponential compact containment) For every a, T > 0 there is a compact Ka,T ⊂
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E such that lim sup
n→∞

1

n
logP (∃t ∈ [0, T ] : Xn(t) /∈ Ka,T ) ≤ −a.

(ii) There exists a family M⊂ C(E), which s.s.p. and is closed under addition, such

that {g(Xn)} is exponentially tight in DR[0,∞) for each g ∈M and

{g1(Xn(t1)), . . . , gk(Xn(t1)); . . . ; g1(Xn(tm)), . . . , gk(Xn(tm))} satisfies the LDP in Rk×m

for each 0 ≤ t1 < t2 < · · · < tm and g1, g2, . . . , gk ∈M.

Then, {Xn} is exponentially tight and satisfies the LDP in DE[0,∞).

Proof. This is a direct consequence of [16, Theorem 1] and Theorem 34.
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