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A b stra c t

Critical phenomena in gravitational collapse have been a  relatively 

recent and interesting development in the established field of general 

relativity. Due to the difficulty of the problem, most of the work on 

the subject is done using numerical methods. In my study, I approach 

critical collapse of a massless scalar field using analytical methods. 

I consider evolution of scalar field configurations close to a certain 

continuously self-similar solution at the threshold of black hole for­

mation, and analyze their departure from that solution at the later 

times using perturbative methods. In the framework of this analyt­

ical model, one can observe (and test) important general features of 

the critical collapse, such as universality of the critical solution with 

respect to initial data, mass scaling in black hole production, and 

formation of discretely self-similar structure in the course of the field 

evolution.
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Chapter 1 

Introduction

Critical phenomena in gravitational collapse have been a relatively recent and 
interesting development in the established field of general relativity. Following the 
numerical work of C hoptuik on the spherically symmetric collapse of the minimally 
coupled massless scalar field [31], critical behavior was discovered in most common 
m atter models encountered in general relativity, including pure gravity [1], null 
fluid [37] and, more generally, perfect fluid [81, 88], as well as more exotic models.

The essence of critical phenomena in general relativity is the fact that just at 
the threshold of black hole formation, the dynamics of the field evolution becomes 
relatively simple and, in  some important aspects, universal, despite the compli­
cated and highly non-linear form of the equations of motion. In analogy with 
second order transitions in condensed m atter physics, the mass of the black hole 
produced in near-critical gravitational collapse usually scales as a power law,

M Bh (p ) ° c  \p - p * \ 0 , ( 1-1)

with parameter p describing initial data. The mass-scaling exponent Q is depen­
dent only on the m a tte r  model, but not on the initial da ta  family. The critical 
solution, separating solutions with black hole formed in the collapse from the ones 
without a black hole, also depends on the m atter model only, and serves as an 
intermediate a ttrac to r in  the phase space of solutions. It often has an additional 
symmetry called self-similarity, in either continuous or discrete flavors.

The discovery of critical phenomena in gravitational collapse was a real suc­
cess of numerical relativ ity  in which a physical effect was observed in simulations 
without being first predicted by theoretical physicists. For the theoretician, the 
challenge and a ttrac tio n  of studying critical phenomena lie in the possibility of 
exploring a new class o f exact solutions of Einstein’s equations, having simple 
properties and high sym m etry, but previously undiscussed. Another interesting 
thing about critical solutions is that they are relevant to the cosmic censorship

1
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conjecture, offering a rather generic counterexample of a naked singularity forming 
in gravitational collapse of regular data.

Much work has been done, and most general features of critical behavior are 
now understood. However, the theory of critical phenomena in general relativity 
is somewhat incomplete with respect to our lack of knowledge of critical solutions 
(or even their approximations) in explicit closed form. Due to the obvious diffi­
culties in obtaining solutions of Einstein equations, most of the work on critical 
phenomena seems to be using numerical methods. In this thesis, we attem pt to 
remedy this deficiency by studying critical collapse of a massless scalar field using 
analytical models and methods.

Layout of the thesis
This thesis is organized in the following way:

Chapter 2 is an introduction to critical phenomena in general relativity. It de­
scribes generic features of critical behavior in general relativity, presents evidence 
in support of universality of critical collapse, and discusses self-similarity and its 
role in critical solutions. A review of the extensive literature on the subject is 
provided in Section 2.5.

Chapter 3 constructs analytical solutions of a spherically symmetric, contin­
uously self-similar gravitational collapse of a scalar field in n  dimensions. The 
qualitative properties of these solutions are explained, and the critical behavior in 
this model is discussed. Closed-form answers are provided where possible. Equiv­
alence of scalar field couplings is used to generalize minimally coupled scalar field 
solutions to the model with general coupling.

Chapter 4 considers stability of the continuously self-similar critical solution 
of the gravitational collapse of a massless scalar field which lies at the threshold 
of black hole formation (the Roberts solution). The linear perturbation equations 
are derived and solved exactly. The perturbation spectrum  is found to be not 
discrete, but occupying a continuous region of the complex plane.

Chapter 5 continues the perturbative analysis of Chapter 4 beyond spherical 
symmetry. The exact analysis of the perturbation equations reveals that there 
are no growing non-spherical perturbation modes. This shows that all the non­
sphericity of the initial da ta  decays in the collapse of the scalar field, and only the 
spherically symmetric part will play a role in the critical behavior.

Chapter 6 considers the near-critical evolution of the spherically symmetric 
scalar field configurations close to the continuously self-similar solution in more 
detail. Using Green’s function method, it is shown that a generic growing pertur­
bation departs from the Roberts solution in a universal way. We argue that in the 
course of its evolution, initial continuous self-similarity of the background is bro-

2
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ken into discrete self-similarity with echoing period A =  y/2n = 4.44. reproducing 
the symmetries of the critical Choptuik solution.

Chapter 7 concludes this thesis by discussing the obtained results. We briefly 
summarize the material presented here and ponder the possibilities for future 
studies.

Conventions
Throughout this thesis we use units where G  =  c =  1. Greek letter indices run 
through 0 ,1 .2 ,3 . capital Latin indices take values {0,1}, and lower-case Latin 
indices run over angular coordinates {2,3}. A semicolon (:) denotes the covariant 
derivative in four-dimensional spacetime, and a stroke (|) denotes the covariant 
derivative in two-dimensional spacetime with respect to the two-metric 7a b - The 
sign conventions are as in Misner, Thorne, and Wheeler’s book Gravitation. The 
Newman-Penrose formalism quantities follow the original sign conventions of New­
man and Penrose.

3
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Chapter 2

Overview of Critical Phenomena 
in General Relativity

In general, there are two d istinct possible late-time outcomes of gravitational 
collapse, classified by w hether the black hole was formed in the collapse or not. 
The first end state consists of a black hole, plus some outgoing m atter and outgoing 
gravitational radiation. The second end state consists possibly of a stationary 
remnant star (if it is allowed by  the m atter model), plus some outgoing m atter and 
outgoing gravitational radiation, but no black hole. Which end state is realized 
for a particular evolution depends on initial conditions: gravitational collapse 
produces a black hole only if th e  gravitational field becomes strong enough during 
the collapse. At the threshold of black hole formation critical phenomena occur.

In this chapter, we talk at>out generic features of critical behavior in general 
relativity, and review the extensive literature on the subject.

2.1 Critical collapse of a massless scalar field
In numerical simulations of th_e spherically symmetric gravitational collapse of a 
minimally coupled massless scalar field, Choptuik discovered a new and exciting 
physical effect — the existence of critical phenomena in general relativity [31]. In 
this section, we briefl\r sum m arize his findings.

The general tim e-dependent, spherically symmetric metric can be written in 
Schwarzschild coordinates as

ds2 =  —ar(r, t) dt2 +  c? [ t . t) dr2 + r2 dQ2, (2-1)

where dQ2 = dff2 -I- sin2 6 dtp2 is  the metric of a unit two-sphere. The evolution of

4
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the minimally coupled scalar field 4> is described by Einstein equations1 and the 
massless Klein-Gordon equation.

□<£ =  0 , ( 2 .2 )

which for metric (2 .1) have the form

(2.3b)

(2.3a)

1 da  
a dr

(2.3c)

(2.3d)

where auxiliary scalar field variables X  and Y  defined by

(2.4)

were introduced. Both system of equations (2.3) and auxiliary variables (2.4) are 
invariant under simultaneous rescaling of time and space variables r i-» kr, t t—>• 
kt. This invariance reflects the absence of m ass/length scale in the model. The 
solution is most conveniently analyzed in terms of the logarithmic coordinates

where To is the proper time of a central observer T0 = f  a(0, t ) dt. and T0* is the 
moment of formation of the black hole.

Choptuik solved equations (2.3) numerically using a finite-difference technique 
with adaptive mesh-refinement, where the basic discretization scale h is allowed 
to vary locally, both in space and time, in response to the development of the 
solution features. The computations were made for several families of the initial 
scalar field profiles dependent on the parameter p, and for each family, a critical 
value p* corresponding to the threshold of the black hole formation was found 
using a binary search.

The critical solution was found to be universal for all families and serving as 
an intermediate a ttrac to r for all nearby solutions. Near-critical solutions were

1 Note the factor of 8tt in the Einstein equations used by Choptuik. Elsewhere throughout this 
thesis, we use a slightly different convention where a factor of 47t is absorbed in the definition of 
the scalar field action. In our convention, the Einstein equations are written as

p =  ln r  4- const, r  =  ln(T0* — T0) +  const, (2.5)

5
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observed to display a curious symmetry, known as discrete self-similarity (a.k.a. 
echoing), where asym ptotic critical field profiles (denoted by asterisk) are invariant 
under rescaling of spacetime

{X, Y}*{p — A, r  — A) ~  {X, Y}*{p , r) (2 .6 )

by a particular factor A «  3.44. The mass of the black holes produced in super­
critical evolution was rem arkably well described by the power law

over a wide range of black hole masses, with exponent being approximately ,8 ss 
0.37. The numerical results indicated that there is no mass gap in this model, and 
the black hole production is turned on at infinitesimal mass.

2.2 Generic features of critical collapse
Using 3 + 1 split of the spacetime, the gravitational collapse is described by the 
initial value problem, dynamics of which is given by the Einstein equations

and equations governing m atter dynamics. The initial data  for this problem is 
specified on some past Cauchy surface. As time passes, the solution (given by 
a m atter field and a metric on a three-surface of constant time) is evolving in 
the configuration space of all solutions. This configuration space is divided into 
two parts according to the end result of the evolution, with the critical threshold 
hvpersurface separating the “non-black-hole-end-state” solutions from the "black- 
hole-end-state” ones, as illustrated in Fig. 1. Among the infinite number of pa­
ram eters describing the initial state, pick a single parameter p characterizing the 
strength of gravity in the ensuing field evolution.

For small values of param eter p the gravitational field during evolution is too 
weak to form a black hole, while for large values of p the black hole is produced. 
In general, between these two extremes there is a critical param eter value, p*. 
where black hole formation first occurs. We will refer to the solutions with p < p* 
and p > p* as subcritical and supercritical, respectively. The quantity (p — p*) is 
a natural choice for discussing the phenomenology of the solutions, and plays a 
role similar to the order param eter in condensed m atter systems.

Mbh(p) ex \p —p*\0 (2.7)

(2 .8 )

where is the stress-energy tensor obeying the conservation laws

T f*u.u =  0, (2.9)

6
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attraction
point

F ig u re  1: Schematic view of near-critical evolution of solution in the configuration 
space.

In retrospect, the existence of some sort of critical behavior in general relativity 
is not surprising, as in any system with two distinct phases there’s bound to be a 
phase transition. However, some of its features are surprisingly simple for a system 
as non-linear as Einstein equations are. One could imagine that the threshold 
behavior would be very complicated, and could depend strongly on exactly how 
the parameter is tuned across threshold. It turns out, however, that this is not 
the case, and the critical behavior of solutions is relatively simple and, more 
im portant, universal in some important aspects. The characteristic properties of 
the near-critical gravitational collapse were first discussed by Choptuik [31]. Here 
we list the features which are common to critical behavior in most m atter models, 
and postpone the discussion of the particular m atter models until Section 2.5.

N o  m ass gap

In astrophysical context, gravitational collapse normally starts from a star. The 
initial conditions are almost stationary, and the Chandrasekhar mass sets the scale 
of minimum mass for any black hole formed in the collapse. Near the threshold of 
black hole formation the mass Mbh(p ) of the black hole produced in the collapse 
is discontinuous, and the height of the jump is called the mass gap. This behavior 
is similar to the first order phase transition in condensed m atter physics.

In contrast to the above, arbitrary small black holes can be formed in the

7
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near-critical gravitationaal collapse of a massless scalar field, and there is no mass 
gap. Critical behavior i n  such a system is reminiscent of the  second order phase 
transition. Transitions with no mass gap are by far the m ost common in the 
existing literature on the= critical gravitational collapse, although there are matter 
models that exhibit m ass gaps, most notably the Yang-Mills field [32].

M ass scaling

For m atter models w ithou t mass gaps, the dependence of the mass of the black 
hole formed in the super*-critical collapse on param eter p describing the strength 
of gravitational interacti.on during the collapse turns out to be described well by 
a power law

M Bh(p ) = cf \p -  p ^ f ,  (2.10)

where p* is the critical p aram eter value. The constant of proportionality cj de­
pends on the choice of thie family of initial data, while the exponent 3  is universal 
for a given m atter model!2.

U niversality

For marginal data, both* supercritical and subcritical, the evolution approaches 
a certain universal solutnon which is the same for all the families of initial data. 
This solution, which is uanique and corresponds to the field configuration exactly 
at threshold of black hol e formation p*, is called the critical solution.

Universality of the neear-critical behavior has been explained by perturbation 
analysis and renorm alization group ideas [37, 81, 88 , 67], and is rooted in the 
fact that critical solutioms generally have only one unstable perturbation mode. 
In the course of evolution of the near-critical initial field configuration, all the 
perturbation modes contained  in it decay, forgetting details of the initial data and 
bringing the solution c loser to critical, except the single growing mode which will 
eventually drive the so lo tion  to black hole formation or dispersal, as illustrated 
in Fig. 1. In this sense, the critical solution acts as an intermediate attractor in 
the phase space of all fiedd configurations. Because there is only a single growing 
mode, the codimension of the attractor is one. The eigenvalue of the growing 
mode determines how rap id ly  the solutions will eventually depart from critical, 
and it can be used to calcu late  the mass-scaling exponent ,3 , as it is argued in 
Section 2.4.

^Initially, it was thought to be universal even across com pletely unrelated m atter models, 
due to the fact that numericaal calculations had shown that (3 «  0.37 for gravitational collapse of 
the massless scalar field [31] _  gravitational waves [1], and radiation fluid [37]. As no argument 
why these three m atter m o d els  should have the same mass-scaling exponent was ever produced, 
it is now thought to be a coim cidence, or so it would seem.

8
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S elf-sim ilarity

The critical solution often has additional symmetry besides the spherical sym­
metry. called continuous or discrete self-similarity. This symmetry essentially 
amounts to the solution being independent of (in the case of continuous self­
similarity) or periodic in (in the case of discrete self-similarity) one of the coor­
dinates, a scale. We already encountered an example of discrete self-similarity 
when presenting Choptuik’s results in Section 2 .1. We will talk a bit more about 
self-similarity later in Section 2.3. The role of this sym m etry in critical collapse 
is not completely understood.

Critical phenomena in general relativity are very interesting not only because 
of the simple phase transition picture above, but also because they are relevant 
to two fundamental problems posed before the modern theory of gravity.

The first is the cosmic censorship conjecture, the long-unsolved problem of 
classical general relativity (see, for example, [111, 118]). W ith  the ability of crit­
ical solutions to produce arbitrarily  small black holes and, in the critical limit, 
curvature singularity w ithout an event horizon, in the course of quite generic 
gravitational collapse (where tuning is limited to only one parameter), they may 
serve as an acceptable counterexample to the cosmic censorship conjecture (see 
review [63] and references therein).

The second is the quantum  theory of gravity. As spacetime curvature in the 
course of critical collapse can, in principle, reach arbitrarily large values, quantum 
effects will become im portant. The near-critical solutions could possibly be used 
as a test probe for the physics on Planckian scales, and relativistic quantum field 
theory or string theory may be studied [36]. We wall say more about the possible 
effect of quantum corrections in Section 3.8.

Critical collapse may also be relevant to the cosmological problem of primordial 
black hole production [56, 83, 95, 122]. We will not discuss this topic here, and 
refer the reader to the papers cited above.

2.3 Self-similarity
As we mentioned above, critical solutions often are self-similar. In this section, 
we discuss this symmetry in more detail, give rigorous definitions of continuous 
and discrete self-similarity, and  provide some examples.

The notion of self-similarity in physics is very old, and often emerges in various 
branches of physics whenever length scales of the underlying theory become unim­
portant for the details of the motion. In the absence of the preferred scale, it is 
reasonable to think that the solution will tend to look the same on all scales. For 
an extended discussion of the role of self-similarity in general relativity, see the ex-

9
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cellent review [24]. Here we will just mention that self-similar solutions have been 
proposed as counterexamples to the cosmic censorship conjecture [100. 101. 110], 
self-similar perfect fluid solutions might be relevant in cosmology (and have now 
been completely classified [106, 96, 53, 54, 25, 26, 27]), and, of course, self-similar 
solutions play a key role in the critical gravitational collapse.

Continuous self-similarity essentially means that the solution is completely 
independent of one of the variables, a scale. Coordinate ambiguity in general 
relativity requires a more rigorous geometrical definition, however. The spacetime 
metric is said to be continuously self-similar if there exists a vector field f  such 
that

£ z 9h v  =  ( 2 . 1 1 )

where £  ̂ denotes the Lie derivative. (The factor 2 in the definition is arbitrary 
as a vector field can always be rescaled by a constant.) The vector £ is then a 
homothetic Killing vector. The m atter fields should also satisfy the conditions of 
continuous self-similarity, which for the scalar field 0  would be

^ 0  =  0 . ( 2 .12 )

An example of a continuously self-similar scalar field solution, which will play an 
important role in the discussion that follows, is due to Roberts [110]. In the null 
coordinates, the solution is given by

ds2 =  —2 du dv -t- r 2 dQf , r2 = u2 — uv, 0  =  ^Tn v
1 ------u (2.13)

The explicit expression for the homothetic Killing vector f  is

* = “ k +v k- (2 -14)

The discrete self-similarity is a weaker version of the symmetry. It basically 
means that the solution is a periodic, rather than a constant, function of scale. We 
already encountered discrete self-similarity when we discussed Choptuik:s results 
in Section 2 .1. Recall th a t under rescaling of space and time variables

1 1-* e-A£, r h->- e~Ar  (2.15)

by a particular factor A, the metric and scalar field scaled as

ds2 e~2Ads2, 0  0 . (2.16)

The rigorous definition of discrete self-similarity can be given in a coordinate- 
invariant way similar to (2 .11) above, but for discrete displacement map, rather 
than infinitesimal displacement flow. The spacetime metric is said to be discretely

10
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self-similar if there exists a diffeomorphism if on the spacetime manifold and a 
constant i \ 6 l  such that

{V*)n9nt, =  exp(2A n ) ^ ,  Vn e  Z, (2.17)

where if* is the pullback of if. The m atter fields should also satisfy corresponding 
conditions. For the scalar field, it is

2.4 Linear perturbation analysis and mass scal­
ing

Linear perturbation analysis is a powerful tool that allows one to calculate the 
mass-scaling exponent (3 as well as analyze the stability of a critical solution. Due 
to the importance of this method for our study of critical behavior in the scalar 
field collapse, we reproduce the general argument of Koike, Hara, and Adachi [81] 
in this section.

A spherically symmetric continuously self-similar solution can be written in 
terms of scaling coordinates which are adopted to the self-similarity of the solution, 
with coordinate x  giving the spatial dependence of the solution, and coordinate 
s setting the overall scale via an e~s factor3. Let h = {hl5. . . ,  hm) be functions 
of s and x  which describe the solution, and satisfy a system of partial differential 
equations (which can be taken to be first-order without loss of generality, as tha t 
always can be arranged by introducing derivatives of the original variables as 
auxiliary variables)

In terms of scaling coordinates, the self-similarity of the solution is manifest in 
invariance of the system of partial differential equations (2.19) under the scaling 
transformation

(if*)ncf =  d>, Vn E Z. (2.18)

( 2 . 1 9 )

/l(s, x) 1-4- h(s +  So, x), (2 .20 )

where s0 E M. A renormalization group transformation TZSo is a transform ation 
on a space of functions of x

1ZSQ : H  f-4 H {so) (2 .21 )

3For instance, for Choptuik’s solution (2.1) one can take s =  — In(—t), x  =  In(—r / t ) .
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which evolves the initial d a ta  H  a t s =  0 by the partial differential equations
(2.19) to s =  .s0

H{x)  =  A(0,x), H iso)(x) = h(s0,x ).  (2.22)

1ZS0 forms a semigroup with param eter sq and generator D1Z =  lim5o_).o(^so ~  
l) /.s0. In this context, a self-similar solution hss(s,x) = Hss(x) can be considered 
as a fixed point of TZSo for any .s0, and satisfies 7ZSoHss = Hss, or D7ZHSS =  0.

The tangent map of 1ZS a t a fixed point is a transformation on functions 
of x  defined by

rrt   T Z s n t H s s  “f-  6 F ) --- F g S  -TSa F  =  lim oV ss  ------------------------------------------------------------- (2.23)£—vo e

An eigenmode F(x)  of D T  =  limso_^.o(rso — l) /s o  is a function that satisfies

D T F  = kF , (2.24)

where k £  C. These modes determine the flow of the renormalization group near 
the fixed point, and are classified by Re k . Relevant modes (Re k > 0) diverge 
from HSSl irrelevant modes (R e«  <  0) converge to it, and R e« =  0 modes are 
called marginal.

Let Hc be the initial d a ta  for critical param eter p*, which eventually evolves 
to the fixed point

lim \ H ^ ( x ) - H ss( x ) \ = 0 .  (2.25)
S — T  oc

Now consider the fate of initial datum  H i nit in the one-parameter family described 
by the parameter p, which is close to Hc

H init(x) = Hc(x) +  eF(x),  (2.26)

where e =  p — p*. It first converges to Hss, but then eventually diverges away 
from the critical solution (to form a black hole or dissipate). This is schematically 
shown in Figure 1. If one evolves the data  to some s = s0, to be chosen later, 
using linear perturbations one can write

# £ >  =  R , 0 f f init =  TZ,0(HC + cF) = +  e t , F  + 0(,;2). ( 2 . 2 7 )

In the second term, only the relevant mode with largest k survives

TS0F  = exp(s0D T ) F  ~  eK*°Frel, (2.28)

where F re 1 is the component of the relevant mode in F. Since H c eventually 
converges to ifss, as shown by equation (2.25), we will have

ffLZ’M  =  H ^(x)  +  c e ^ F ^ x )  (2.29)
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for large enough s0 and x  <  .s0. When the first and the second term  in (2.29) 
become comparable, i.e. when

|e |e (Re/c)s0 =  0 ( 1 ) ,  ( 2 .3 0 )

the data  differs from Hss so much that one can tell whether the black hole will 
be formed, and determine its parameters. The radius of the apparent horizon (and 
so the mass of the black hole) will be 0 (1) measured in x,  meaning r AH =  O(e~so). 
Therefore, using equation (2.30), the mass of the black hole produced in the near- 
critical collapse is

M b h  =  O(e~so) = 0 ( | e | 1/(ReK)) ( 2 . 3 1 )

in the linear approximation. This is precisely the mass-scaling relationship (2.10), 
with exponent being

0 = - 5 T --  (2-32)Re k,
Hara, Koike, and Adachi further argue [67] that this value of the mass-scaling 
exponent is actually exact, not just a linear approximation.

Thus the analysis of the stability of a critical solution and the calculation of 
the mass-scaling exponent 8  reduces to the study of eigenvalues of the partial 
differential evolution equations, given by (2.24).

2.5 Literature overview
Since Choptuik’s original publication [31] appeared in 1993, a lot of work has 
been done in the area of the critical gravitational collapse, and a great number 
of publications have appeared. In this section, we give a brief overview of the 
available literature. For more detailed discussion, see one of the review articles 
[11, 21, 34, 63].

The massless scalar field is one of the simplest m atter fields in general rela­
tivity. so it is not surprising tha t a large portion of published studies of critical 
behavior are based on a scalar field m atter model and its various generalizations. 
Indeed, critical phenomena were first noticed by Choptuik [31] precisely in the 
model of minimally coupled massless scalar field. His results were later confirmed 
by independent numerical simulations [44, 65] using different coordinate systems 
and numerical algorithms, thus establishing that the observed effect was not a 
numerical artifact. The critical solution found by Choptuik has no mass gap and 
is discretely self-similar. It was subsequently extensively studied in Refs. [57, 58], 
and generalized to the charged (complex) scalar field in Refs. [59, 75].
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A different family of minimally coupled massless scalar field solutions with 
critical behavior can be obtained by assuming continuously self-similar ansatz 
[110, 17, 18, 102, 103, 119, 22, 23]. Because continuous self-similarity is a much 
stronger symmetry than  discrete self-similarity, these solutions are simpler and can 
be written down in a closed form (which accounts for their popularity), as opposed 
to Choptuik's and most other solutions known only numerically. Although these 
solutions are not a ttractors of codimension one [39], and so technically are not 
critical solutions in the usual sense, they provide reasonably simple toy models 
of critical collapse, and are studied in detail in this thesis. These solutions can 
be easily generalized to other scalar field couplings [40], in particular conformally 
coupled scalar field [98] and Brans-Dicke theory [99]. Also, the symmetry of the 
background allows the complete linear perturbation analysis of this model to be 
carried out analytically [39, 41, 42].

The generalizations of the real massless scalar field model to more exotic the­
ories were also explored, in particular various multi-scalar sigma models [72. 73, 
121]. This family includes the cases of a free complex scalar field [70, 71, 85], a 
real scalar field coupled to Brans-Dicke gravity [30, 33, 84] and, as a special case 
of the latter, an axion-dilaton model [36, 66].

The massive scalar field case is principally different from the massless one by 
the presence of a m ass/length scale in the theory, and exhibits more complicated 
critical behavior. Depending on the initial conditions, both first and second order 
transitions can be realized [19, 28, 55]. If the initial pulse size is small compared 
to the Compton wavelength of the scalar field (light field), black hole formation 
starts from arbitrary  small black holes, just as the massless case. However, if the 
initial pulse size is large (heavy field), black hole formation turns on at finite mass 
and the critical solutions are unstable soliton stars with masses of the order of 
the Compton wavelength of the scalar field. Such dual mode first/second order 
critical behavior is also encountered in the collapse of Yang-Mills field [32, 35, 60] 
and some other models [12, 13, 14, 86].

Although the scalar field models are the ones most extensively studied, critical 
phenomena were also discovered in most other m atter models, in particular, in 
pure vacuum collapse of gravitational waves [1, 2, 15, 3], perfect fluid collapse [37, 
81, 88, 68, 82, 93, 94, 116, 117], collapse of thin shells coupled to null radiation [80], 
collisionless m atter [109] and so on. Critical behavior persists beyond spherical 
symmetry [61, 64, 91, 41], as well as in spacetimes of different dimensions [10, 40, 
50, 79. 87. 89. 92, 104, 113, 117]. Even models with dynamics very different from 
Einstein gravity, such as domain walls interacting with black holes [43], seem to 
display some sort of critical behavior.

All this evidence suggests that the critical behavior in gravitational collapse 
is indeed a very general phenomenon. Large amounts of phenomenological data
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have been accumulated, and some understanding has been gained, but a few mys­
teries still remain. Universality of the near-critical evolution and mass scaling are 
generally believed to be explained by the perturbation analysis and renormaliza­
tion group ideas [37, 81, 88, 67], similar to those of phase transitions in condensed 
m atter physics. However, the exact nature of the self-similarity of critical solu­
tions and its relation to critical behavior is still largely unclear. The fact that 
most solutions are known only numerically presents an additional difficulty for 
building a complete theory of critical phenomena in general relativity, and more 
effort should be applied to the  search of the closed form solutions or sufficiently 
good approximations.

The limited space and tim e does not allow us to go into discussion of many 
other interesting effects [46, 4S, 62, 74], techniques [45, 47, 49], and models [78, 
76, 77, 107, 108, 115]. I hope the reader will find the references compiled in the 
Bibliography section of this thesis useful.
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Chapter 3 

The Generalized Roberts Solution

In this chapter, vve derive a general class of continuously self-similar, spherically 
symmetric scalar field solutions in spacetime of arbitrary  dimension. Such so­
lutions provide reasonably simple toy models of critical collapse, and might be 
relevant in the context of superstring theory, which is often said to be the next 
"theory of everything” , as well as for understanding how critical behavior depends 
on the dimensionality of the spacetime. The already mentioned solution (2.13) 
introduced by Roberts [110, 17, 102] would be a particular case of the solutions 
discussed here. Some qualitative properties of the self-similar critical collapse of 
a scalar field in higher dimensions have been discussed in [113]. Here we aim at 
finding explicit closed-form solutions.

We also briefly discuss extension of minimally coupled scalar field solutions 
to a wider class of couplings. It is shown how different couplings of scalar field 
are equivalent, and several particular models are examined more closely. The 
procedure discussed here can be applied to any solution of Einstein-scalar field 
equations, although our interest lies in extending self-similar solutions.

Next we focus our attention on one particular solution of the general class 
presented in the beginning of this chapter, distinguished from the other minimally 
coupled scalar field solutions in four dimensions by the property that it lies at the 
threshold of the black hole formation. This solution (to which we will later refer 
simply as the Roberts solution) will serve as a background in our perturbative 
study of the critical collapse of the scalar field.

The m aterial presented in this chapter mostly follows the derivation of Ref. [40].
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3.1 Spherically-reduced action and field equa­
tions

Evolution of the minimally coupled scalar field in n  dimensions is described by 
the action

5  =  i i b  /  ' / = s < r - r  -  2 ( V ^ ) 2 ]  ( : u >

plus surface terms. Field equations are obtained by varying this action with 
respect to field variables g ^  and <j>. However, if one is only interested in spherically 
symmetric solutions (as we are), it is much simpler to work with the reduced action 
and field equations, where this symmetry of the spacetime is factored out.

A spherically symmetric spacetime is described by the metric

ds2 = dy2 -F r2duj2, (3.2)

where dy2 = y ABdxAdxB is the m etric on a two-manifold, and du2 is the metric of 
a [n — 2)-dimensional unit sphere. Essentially, the spherical symmetry reduces the 
number of dimensions to two, with spacetime fully described by the two-metric 
dy2 and two-scalar r. It can be shown that the reduced action describing field 
dynamics in spherical symmetry' is

■S’sph J r n~2^ d 2x x

x [i?[7] +  (n -  2)(n -  3)r~2 ((V r)2 +  l)  -  2(V0)2] . (3.3)

where curvature and differential operators are calculated using the two-dimen­
sional metric y .\B \ capital Latin indices run through {1,2}, and a stroke | denotes 
the covariant derivative with respect to the two-metric y \ b - Varying the reduced 
action with respect to field variables y AB, r, and 0, we obtain Einstein-scalar field 
equations in spherical symmetry. After some algebraic manipulation they can be 
written as

R.\b -  (n -  2 )r“ lr|AB =  2<j),A<t>,B, (3.4a)

(n — 3) [(V r)2 — l] 4- rOr  =  0, (3.4b)

□0 -I- (n — 2)r~ly AB<P'Ar,B =  0- (3.4c)

As usual with the scalar field, the □<£ equation is redundant.
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3.2 n-dimensional self-similar solutions
We are interested in obtaining continuously self-similar scalar field solutions in 
n dimensions. The geometry of the spherically symmetric spacetime is given by 
the two-metric y ab and the two-scalar r . A general scalar field solution can be 
w ritten in double null coordinates as

dy2 = — 2e~2o’(“,u)d'U dv, r = r(u.v ) , (p = (p(u,v). (3-5)

Imposing the continuous self-similarity conditions (2.11). the spherical reduction 
of which is

£t fAB =  27 AB, £ e 2 = 2r2, £̂<s> =  0, (3.6)

on the metric for a homothetic Killing vector ^  =  [.4(u, v). B(u.  t?)], we obtain 

.4 „ =  0, B,u =  0, (3.7a)

2.4<tu +  2Ba,v — .4>u -  £  „ =  —2, A riU +  Br^v =  r, .40?u -I- B o.v =  0. (3.7b)

The first two conditions (3.7a) imply th a t .4 =  A(u)  and B  =  B(u) are functions 
of one coordinate only. By a suitable definition of null coordinates, one can always 
put A(u) = u and B(v)  =  v. Then the homothetic Killing vector is simply

d  d

( - u d ^  + v d i '  (3'8)
and the remaining self-similarity conditions are

uaiU +  vayV =  0, u r u -I- vryV =  r. u(ptU -I- =  0. (3.9)

They imply that (3.5) can be written in the form

dy2 = — 2e~2â d u d v ,  r =  —up(z), 4> = (fi(z), (3.10)

where dependence of metric coefficients and cb only on z =  — v /u  reflects continu­
ous self-similarity of the solution, with 2 being a scale-invariant variable.

We turn on the influx of the scalar field at the advanced time v — 0, so that 
the spacetime is Minkowskian to the past of this surface, and the initial conditions
are specified by continuity. Signs are chosen so th a t 2 > 0, p > 0 in the sector
of interest (u < 0, v > 0). W ith this metric, the Einstein-scalar equations (3.4) 
become

(n — 2) [p"z -I- 2a'p — 2a'p'z] =  —2pzcp'2, (3.11a)

2p(a"z + a 1) +  (n — 2 )p"z = —2 pzcfr'2, (3.11b)
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(n -  2) [p" -  2a'p'] =  -2 p 0 '2,

(n — 3) f !2z — f> p 4- i  e2<T 4- p"pz =  0,

(3.11c) 

(3.l id )

0"pz 4- (n  — 2)o'p'z — — (n — 4 )0 'p =  0. (3.lie )

The prime denotes a derivative with respect to 2. Combining equations (3.11a) 
and (3.11c). we obtain that a — const. By appropriate rescaling of coordinates, 
we can always put a = 0. Then we are left with

(n -  2 )p" =  —2p0'2,

(n -  3) p~z -  P P + - 4- p"pz =  0,

(3.12a)

(3.12b)

+ (n -  2)— -  i  (n -  4)2 1 =  0.
<P P  2

Equation (3.12c) can be immediately integrated

c iy - 2 2-c -W 2  =  c .

(3.12c)

(3.13)

Substituting this result back into equation (3.12a), we get an equation for p only

p V 2 n - 5 =
2d

n -  2
0 rn—4 (3.14)

It is easy to show that equation (3.14) is equivalent to equation (3.12b). This 
is not surprising, since the system (3.4) was redundant. For the remainder of 
the derivation, we will assume that n > 3, as the case n = 3 is trivial (see 
Section 3.4.1). Combining both equations we get a first integral of motion

/ 2 / i
P 2 - P P + -

2 cl
(n -  2)(n -  3 )’

(3.15)

which contains only first derivatives of p, and for this reason is simpler to solve 
than  either one of equations (3.12b) and (3.14). Equation (3.15) is a generalized 
homogeneous one, and can be solved by substitution

x = ^ l n z ,  p=y/^Tj(x), p' = -  z 1/2(?7 +  77), (3.16)
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V(n) V (i\)

(a) (b) (c)

F ig u re  2: Field evolution in effective potential: (a) subcriticai, (b) supercritical, (c) 
critical.

where the dot denotes the derivative with respect to the new variable x.  W ith 
this substitution, equations (3.15) and (3.13) become

fj2 = j]2 -  2 +  d rT 2(n“3); (3.17)

4> = 2c0v~(n' 2\  (3-18)

where we defined the constant

C =  H  r r  >  0. (3.19)(n -  2) (n -  3)

The above equation (3.17) for 77 formally describes motion of a particle with zero 
energy in the potential

V (V) = 2 - r j 2 - c lT}-2ln- 3\  (3.20)

so we can tell the qualitative behavior of r\ w ithout actuallv solving equation 
(3.17).

Initial conditions are specified by continuous matching of the solution to the 
flat spacetime across the surface v =  0 , when the scalar field influx is turned on. 
Since on that surface r ^  0 , the value of 77 =  r / \ J —uv  starts from infinity at 
x  =  — 00 , and rolls towards zero. W hat happens next depends on the shape of 
the potential. If there is a  region with ^ ( 77) >  0, as in Fig. 2a, 77 will reach a 
turning point and will go back to infinity as x  =  00 . If V(r]) < 0 everywhere, as in 
Fig. 2b, there is nothing to stop 77 from reaching zero, a t which point a singularity 
is formed. Finally, if ^ ( 77) has a second-order zero, as in Fig. 2c, 77 will take forever 
reaching it.

Of course, the variables separate, and equation (3.17) can be integrated: 

x  = ±  f  . drl +  C2 (3 21)
J  \/rj2 — 2 +  CiT?- ^ 71-3)
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The plus or minus sign in front of the integral depends on the sign of the derivative 
of 77. Initial conditions imply that initially 77 comes from infinity towards zero, 
i.e. its derivative is negative, and so we must pick the branch of the solution 
which started out with a minus sign. The constant c2 corresponds to a coordinate 
freedom in the choice of the origin of x, while the constant cL is a real param eter 
of the solution.

Unfortunately, the integral cannot be evaluated in a closed form for arbitrary  
n. But if the integral is evaluated, and we can invert it to get 77 as a function of 
x, then the solution for r  is obtained by using definitions (3.16) and (3.10), and 
the solution for <fr is obtained by integrating relations (3.18) or (3.13). Even when 
the integral (3.21) cannot be evaluated, one can still write an expression for the 
spacetime metric in term s of elementary functions by using 77 and x  = \Z~UV as 
coordinates

rf7 2 =  —----, d - 2(n-3) +  2flk 2’ r  =  XV- (3-22)
7 7 -  — 2 +  C l  77 71

The solution for still would require integration of 

dd> 2 Cn
(3.23)

d r }  772(71— 1) _  2 / y 2 ( n - 2 )  _j_ CiT] 2

3.3 Critical behavior
The one-parameter family of self-similar scalar field solutions in n dimensions we 
constructed above exhibits critical behavior as the param eter ci is tuned. In this 
section we investigate black hole formation in the collapse.

In spherical symmetry, existence and position of the apparent horizon are given 
by the vanishing of (V r )2 =  0, which translates to p' =  0, or 77 -I- 77 =  0 in our 
notation. Therefore, at the apparent horizon we have

f r  -  r f  =  Cl77- 2(n- 3) - 2 = 0 ,  (3.24)

and the black hole is formed if the value of 77 reaches

= (3-25)

As we have discussed above, depending on the value of cL, the values of the 
field 77 either reach the turning point and return to infinity, or go all the way 
to zero. The critical solution separates the two cases, and is characterized by 
potential ^ '(77) having a  second order zero, i.e. V (t]*) =  V'(r)*) =  0 at some point
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77*. Differentiating expression (3.20) for the potential V(r7), we see that it has a 
second order zero at

(3.26)

if and only if the value of the constant Ci is

If the value of param eter cL is less than critical, cL <  c*. the value of 77 turns 
around at the turning point, and never reaches the point o f  the apparent horizon 
formation, which is located in the forbidden zone, as illustrated  in Fig. 2a. This 
case is subcritical evolution of the field. If cL > c\, the value of 77 reaches the 
point where the apparent horizon is formed, and proceeds to  go to zero, at which 
place there is a singularity inside the black hole. This supercritical evolution is 
illustrated in Fig. 2b.

The mass of the black hole formed in the supercritical collapse is

It grows infinitely if we wait long enough, and will absorb all th e  field influx coming 
from past infinity. This happens because the solution is self-similar, and creates 
a problem for discussing mass scaling in the near-critical collapse. Switching the 
influx of the scalar field off at some finite advanced time will alleviate this problem. 
This is discussed in more detail later, in Section 3.7.2.

3.4 Particular cases
In this section we consider several particular cases for which the general solution 
(3.21) is simplified. Particularly important is the n  =  4 case.

As we have already mentioned, for n  =  3 the only self-similar scalar field solution 
of the form (3.10) is trivial. To see it, note that equation (3.12b) implies that 
p" =  0 if n = 3, and so p =  a z  +  ,3 and r = av — flu. From  equation (3.12a) it 
then follows that <j> =  const. The spacetime is flat.

M  = -  r AH =  —-  u v/ 2Ah ?7ah- (3.28)

3.4 .1  n =  3
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3 .4 .2  n =  4
Integration (3.21) can be carried out explicitly

drjx
\/v2 -  2 + Ci77“2

+  C2

T)2 — 1 +  v/774 — 2r)2 +  Cl 

and the result inverted

rf- =  I e - 2 ( - C2) +  !  +  i _ Z £ i  e 2(x-c2)̂

to give the solution in the closed form

"T C‘2;

P =
e2c-

+  2 +
1 ~  Ci
2e2c-

(3.29)

(3.30)

(3.31)

By appropriately rescaling coordinates, we can put e2c- =  2. After redefining the 
param eter of the solution to be p =  (ct — l) /4 , the solution takes on the following 
simple form:

pu2.p = \ J \  + z — pz2, r  - yjvr  — uv —

The scalar field <p is reconstructed from equation (3.13)

cj>' = c0p~2 = -1 v 'l  + 4 p
2 1 + z — pz-

(3.32)

(3.33)

to give

, 2pz — 1 o  =  arctanh -f- const

=  9 lU

n/1 +  4p 
2pz — 1 +  y/L +  4p 
2pz — 1 — \ / l  +  4p_

+  const. (3.34)

This family of solutions has been derived earlier in [110, 17, 102]. The critical 
param eter value is p* =  0, and for p > 0 the black hole is formed. The solution 
a t the threshold of black hole formation is

  1 r v=  v  u2 — uv. ( j =  -  In 1 -----
2 L u.

(3.35)
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X

3 .4 . 3  n  =  5 ,6

The integral (3.21) can be written in terms of elliptic functions, which becomes 
apparent with the change of variable fj =  r]~ 2

=  i  f  d n  _ _ _ ...... ' (3 36)
2  J  T ] \ / l  —  2 t]  +  C]_T]n ~ 2

and the solution r](x) is given implicitly. However, integrals corresponding to 
critical solutions simplify, and can be given in terms of elementary functions for 
n =  5,6. It happens because the potential factors since it has a second order zero, 
therefore reducing the power of 77 in the radical by two. The results of integration 
for critical solutions are

n = 0  : x  = f  ^ r =  (3-37)
J (n'- _  ±\ . L a 2fa2 - 1)

=  — arcsinh

3

1 a rc ta n h ' V̂  +  1
\ J \  V2 +  3 ^

76
* arctanh ' ^

\fW 2

n = 6:  x  = - f -------------------------------------------------------------------(3.38)
J (r)2 ~ |)  \]vA + if  + |

-  i  arcsinh ( 7 2 ( 7  +  i )

, 1 I  r f  +  1
arctanh —■= J

272 I 72 ^ 4  + 772 + ^

The dependence 77(2:) is still given implicitly. The critical value of the param eter 
c* is 32/27 for n = a. and 27/16 for n = 6.

3 .4 .4  H igher d im en sion s
For higher dimensions, the integral (3.21) cannot be taken in terms of elementary 
functions. One can write the metric in the closed form (3.22), but the expression
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for scalar field (3.23) would remain a quadrature. One can easily obtain the answer 
by numerical integration, however.

3.5 General scalar field coupling
In this section we discuss in detail how solutions of the minimally coupled scalar 
field model can be generalized to a much wider class of couplings. The fact that 
essentially all couplings of a free scalar field to its kinetic term and scalar curvature 
are equivalent has been long used [9] to study scalar field models with non-minimal 
coupling. In particular, this idea has been applied to extend the four-dimensional 
Roberts solution to conformal coupling [98] and Brans-Dicke theory [99].

3 .5 .1  E qu ivalen ce o f  couplings
Suppose that the action describing evolution of the scalar field in n-dimensional 
spacetime is

5  =  1h  f  [F ^ ) R  -  G (0)(V 0)2] (3.39)

plus surface terms, where the couplings F  and G are smooth functions of field
0 . Also suppose that the signs of couplings F  and G  correspond to the case 
of gravitational attraction. We will demonstrate that this action reduces to the 
minimally coupled one by redefinition of the fields g ^  and d>. First, let us introduce 
a new metric g that is related to the old one by the conformal transformation

^  =  =  (3.40)

and denote quantities and operators calculated using g ^  by a hat. Scalar curva­
tures calculated using old and new metrics are related

R  =  R2R +  2(n -  1)RDQ -  n(n  -  1)(VR)2, (3.41)

as are field gradients

(V<p)2 =  R2(V 0)2. (3.42)

W riting the action (3.39) in terms of the metric g ^ ,  we obtain

S  = f  Q~n y / ^ c F x  x (3.43)
l07T J

x [f{ Q 2R +  2(n -  l)QOQ -  n(n  -  1)(VR)2} -  G fi2(V<p)2 .
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By choosing the conformal factor to be

ft71-2 - F (3.44)

the factor in front of the curvature R  can be set to one. Substitution of the 
definition of Q into the above action, and integration by parts of the □ operator 
yields

(V 0)2 . (3.45)

The kinetic term  in action (3.45) can be brought into minimal form by introduction 
of a new scalar field (f>. related to the old one by

the generally coupled scalar field action (3.39) becomes minimally coupled

This equivalence allows one to construct solutions of the model with general cou­
pling (3.39) from the solutions of the minimally coupled scalar field by means of 
the inverse of relation (3.47), provided the said inverse is well-defined. However, 
there may be some restrictions on the range of d> so tha t field redefinitions give 
real <p and positive-definite metric g^u. This means that not all the branches of 
the solution in general coupling may be covered by translating the minimally cou­
pled solution. Technically speaking, the correspondence between solutions of the 
minimally coupled theory and the generally coupled theory is one-to-one where 
defined, but not onto.

However, one has to be careful making claims about global structure and crit­
ical behavior of the generalized solutions based solely on the properties of the 
minimally-coupled solution. The scalar field solutions encountered in critical col­
lapse often lead to singular conformal transformations, which could, in principle, 
change the structure of spacetime. In the simplest case of non-singular conformal 
transformation (i.e. when coupling F  is bounded and a lower bound is greater than 
zero) global properties of the minimally coupled solution are preserved, and all 
im portant features of near-critical collapse carry over on the generalized solution 
unchanged.

(3.46)

Thus, we have shown th a t with field redefinitions

(3.47)

(3.48)
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3 .5 .2  E xam ples
To illustrate the discussion above, we consider two often used scalar field couplings 
as examples. They are non-minimal coupling and dilaton gravity.

C onform al coupling

Non-minimally coupled scalar field in n  dimensions is described by action

s  =  [(i -  2r f ) R  -  2(V 0)2] , (3.49)

where f  is the coupling param eter. Coupling factors are F — 1 — 2£(p2. G =  2 and 
so the field redefinition (3.47) looks like

* - f y / l  -  2£cp2 +  2ec- l^202
1 -  2£02

d(f) (3.50)

s/Wc
arcsinh

\ A  -  2 ^ 0 2

where

r  _  1 n ~  2  
s c  —  T  r -4 n — 1

(3.51)

Particularly interesting is the case of conformal coupling f  =  £c, because the field 
redefinition

<p =  /1_. arctanh \/2 £ c pj
\ /2 £

(3.52)

can be inverted explicitly to give the recipe for obtaining conformally coupled 
solutions from minimally coupled ones. It is

1
<P = tanh [ \ /2 Tc4>\ ,

9lw =  (1 -  2 f % v ^ - ' >  =  cosh4/(n_2) 9*,-(1 -  -2Zc<P2)

In particular, the four dimensional self-similar scalar field solution becomes 

4> =  \/3 tan h 4 =  arctanh 2f ^  1
y/3 y/TT i p .

(3.53)

(3.54)

(3.55)
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ds = cosh 1 , 2 p a - l
— arctanh , =—

V 3  y/1 +  4 p.
X (3.56)

x { —2du dv +  (u2 — uv — pv2) du;2} . 

in the conformally coupled model. This last expression was considered in [98].

D ila to n  gravity

Another useful example is dilaton gravity described by the action

s  = -2 - f  *J=g dTx e-2« [fl + 4(V«)2] . (3.57)

Substituting coupling factors F  =  e 2<t>, G = —4e ^  into the relationship (3.47). 
one can see that the scalar field redefinition is a simple scaling

<P =
9

<f), 0 =
n — 9

n — 2 V 2

and the metrics differ by an exponential factor only

(3.58)

=  exp
n

2<p 9ixv- (3.59)

In particular, the four dimensional self-similar scalar field solution becomes

4> =  arctanh  ̂ (3.60)
V 1 +  4 p ‘

ds2 = e14> {— 2du dv + {vr — uv — pv2) du2} . (3.61)

in dilaton gravity.

3.6 Properties of the Roberts solution
In this section we consider one particular solution from the general class of self­
similar solutions, distinguished from the other minimally coupled scalar field so­
lutions in four dimensions by the property that it lies at the threshold of the black 
hole formation. Since it plays a key role by being a background in our perturba- 
tive study of the critical collapse of the scalar field, more detailed examination of 
its properties is in order.
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(null coordinates) (scaling coordinates)

F igu re  3: Global structure of the Roberts solution: The scalar field influx is turned on  
at v =  0: spacetime is flat before that. The field evolution occurs in the shaded region 
of the diagram, and there is a  null singularity in the center o f tire spacetim e.

3.6 .1  G lobal stru ctu re
As we have shown above in Section 3.4, the four dimensional continuously self­
similar spherically symmetric scalar field solution at the threshold of the black 
hole formation is given by the metric

The global structure of the corresponding spacetime is shown in Fig. 3. The influx 
of the scalar field is turned on at the advanced time v =  0, so that the Roberts 
spacetime is smoothly matched to Minkowskian flat spacetim e to the past of this 
surface. The junction conditions, required for continuity of the solution there, 
serve as boundary conditions for the field equations. We discuss them in detail in 
Section 3.7.

ds2 =  —2 du dv 4- r 2 dQ (3.62)

with

r = \ /  u~ — uv, d) =  — In 1 -----2 L us (3.63)
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The spacetime has a null singularity in the center, with the curvature invariants 
diverging at u =  0 as

R =  , V v?- RfluR'tu = R2, Ca0lSCQ̂ s = ^ R 2. (3.64)u\v — u)1 3

The scalar field flux is given by its stress-energy tensor, which has the following 
non-trivial components

1 v'2 1 1  1 vBttTuu = -  — ------- —, 8?tTvv =  -   -------- —, 8ttTgg =  v  . (3.65)
2 uz{v — u)z 2 (v — u)z 2 v — u

The remaining gravitational degrees of freedom are described by the Weyl tensor, 
which has the following non-vanishing components

-C “" „ =  - C ‘%  -  2C * \ ,  = 2C“t» = 2 ^  =  2C ' %  =  i  R. (3.66)

3 .6 .2  N ew m a n -P en ro se  form alism
It is instructive to also write down the Roberts solution (3.62,3.63) in Newman- 
Penrose formalism. In spherically symmetric spacetimes, it is natural to take the 
te trad  vectors based on the radial null ray directions. In null coordinates, its 
components are given by

Ifx =  (1 ,0 ,0 ,0 ), (3.67a)
n,L =  (0 ,1 ,0 ,0 ), (3.67b)

raM =  -^= (0,0, r, z'r sin#) . (3.67c)

W ith  this tetrad choice, various Newman-Penrose quantities can be easily calcu­
lated for the Roberts solution. (We must note though, that we provide explicit 
expressions for them in original Newman-Penrose sign convention, which differs 
from the usual Misner-Thorne-Wheeler sign convention used throughout this the­
sis.) One finds that the spin coefficients are nearly all zero, except for

1 u 1 2  u - v  \ /2 c o t0
P =  o “2 ’ ^  =  O ----- 2----’ Q =  n  =  “ 0- (3 -6 8 )2 r z 2 v 4 v

The non-vanishing Ricci scalars are
u R  R  v R  R  , ,

<&oo =  — r, $ u  =  — -T-, $22 — — r ! A =  — . (3.69)v 4 8 u 4 24
Finally, the only non-vanishing Weyl scalar is

(3.70)
6
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The Roberts solution is algebraically special, and is classified as Petrov type D. 
The high degree of symmetry' of the background indicated by the vanishing of 
most Newman-Penrose quantities might be responsible for the decoupling of per­
turbation equations which we will encounter in the next chapter.

x  = — In 9

3 .6 .3  Scaling co o rd in a tes
For the calculations in the following chapters, it is advantageous to introduce 
a new coordinate system adapted to the self-similarity, because then the scale- 
invariance of the solution becomes apparent. Such a coordinate system, which we 
will call scaling coordinates, can be implemented by

s — ~  ln(—u), (3.71)
uJ

wfith the inverse transform ation

u =  —e~s, v = e~s (e2x -  1). (3.72)

The signs are chosen to make the arguments of the logarithm positive in the region 
of interest (v > 0, u < 0), wrhere the field evolution occurs. In these coordinates 
the metric (3.62) becomes

dx^dx” =  2e2(x-s) [(1 — e~2x)ds2 — 2ds dx] + r2 dQ2, (3.73)

and the Roberts solution (3.63) is simply

r = ex~s, (t> = x. (3-74)

Observe that the scalar field <p does not depend on the scale variable s at all, 
and the only dependence of the metric coefficients on the scale is through the 
conformal factor e~2s. This is a direct expression of the geometric definition of 
continuous self-similarity as the existence of a homothetic Killing vector £ such 
that

£$gp, = 2gltu, £ &  — 0, (3.75)

where £  denotes the Lie derivative. In scaling coordinates, the homothetic Killing 
vector is simply

? =  - j - s - <3-76>

As an interesting side observation, we note that the two-dimensional part of 
the metric (3.73) is related to the two-dimensional black hole metric

dy2 =  (I — e~2x)ds2 — 2 d sd x  (3.77)
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by a conformal transformation dy2 = 2e2('x~s^d'y2. This transformation maps the 
homothetic Killing vector £ into a Killing vector of the two-dimensional black 
hole spacetime. It is spacelike in the region (v > 0, u < 0) where the field 
evolution occurs, hence the Roberts solution is mapped into the interior of the 
two-dimensional black hole by this transformation.

3 .6 .4  C urvature coord in ates
In Choptuik's work on scalar field collapse [31], as well as in some other numerical 
studies, diagonal Schwarzschild-like coordinates are used to describe the space­
time. In order to relate our results to these works, we will need to derive the 
expression for the Roberts metric in diagonal form

ds2 =  —a dt2 -I- (3 dr2 +  r 2 dQ2. (3.78)
One can straightforwardly check tha t the coordinate change

1t  =  — exp Ot
- S - 9 6 r =  exp[ar — s] (3.79)

diagonalizes the Roberts metric (3.73). By self-similarity, the quantity t / r ,  as well 
as the metric coefficients a  and (3 do not depend on the scale s, but only on the 
coordinate x. The metric coefficients, written as functions of x. are

exp[e2x] 9 ___ 1_
1 +  e2x ’ “ 1 +  e-

If one wishes, one can rewrite them as explicit functions of t / r .  using

x  = i  In W {r2/ t 2), (3.81)

in terms of Lambert's IF-function, which is defined by the solution of transcen­
dental equation

IF exp (IF) =  x. (3.82)
The expressions for metric coefficients are then 

exp[IF(r2/ t 2)] W ( r 2/ t 2)
" 1 +  W (r 2/ t 2) : ^  “ 1 +  IF (r2/ i 2) ' ( ^

However, the coefficients a  and /3 cannot be written in closed form in terms of 
elementary functions of t /r .

As you can see from expressions for the metric above, diagonal Schwarzschild 
coordinates are not particularly well-suited for the description of the Roberts 
spacetime. On top of the complicated metric form, one artifact of the diagonal 
coordinate system is that the null singularity at u — 0 gets compressed into a 
point r =  t  = 0. Also, slices t =  const cut across the v =  0 hypersurface, so one 
has to be careful with possible discontinuities of the solution there.
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3.7 Switching the scalar field influx on and off
We conclude our discussion of the Roberts solution by considering in detail how 
one can turn the influx of the scalar field on and off. Technically, this is achieved by 
gluing the Robert solution to appropriate spacetimes across the null hypersurface 
of constant advanced time [119]: to flat Minkowski spacetim e before v = 0 when 
switching the field on. and to an outgoing Vaidya solution after v =  when 
switching the field off. In the next two sections, we derive th e  junction conditions 
for these two cases, following the general formalism of th in  null shells by Barrabes 
and Israel [7].

3.7 .1  M atch in g  w ith  flat sp acetim e
Consider the general spherically symmetric metric in null coordinates

ds2 =  —2e2<T du dv -f- r2 dQ2. (3.84)

To fix the geometry of the soldering of spherically sym m etric spacetimes uniquely, 
one must match radial functions across the constant advanced time hypersur­
face. To this end, we rewrite the above metric in terms o f  advanced Eddington 
coordinates on both sides

ds2 = —e^ dv ( f e ^  dv — 2 dr) +  r 2 dfi2. (3.85)

The metric coefficients in Eddington coordinates can be calculated from those in 
null coordinates by

e* =  -  — . /  =  (V r)2 = - 2  T- ^ - .  (3.86)
r,u e-

The surface density and pressure of the null shell are then determined by jumps 
of the metric coefficients across the v = const surface

4?rr2e =  [m], 8 t tP  = [ip,r], (3.87)

where the local mass function m{v, r) is introduced, as usual, by 

2 m
f  =  1 -  —  - (3.88)r

For Minkowski spacetime /  =  1 and ip =  const, so below th e  v = 0 hypersurface 
surface we have

m{v <  0) =  0, ip,r(v < 0) =  0. (3.89)
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For the Roberts solution (3.62,3.63). we have a  =  0, r 2 =  u2 — uv, so a direct 
calculation gives

uv  1 v 2
m  =  — —, ^,r =  -  2 , ~ • (3-90)4r r  4 r2 -f- vz

Obviously,

lim m = 0, lim ib r =  0, (3.91)
v —̂ -|“0 y—> + 0

so the Roberts solution is indeed attached smoothly to the flat spacetime, without 
a delta function-like stress-energy tensor singularity associated with a massive null 
shell.

3 .7 .2  M atch in g  w ith  o u tg o in g  V aidya so lu tio n
If the incoming flux of scalar field is switched off a t some finite advanced time u0, 
by causality, this won’t affect the solution at earlier times. However, even when 
the incoming flux had stopped, there still will be some outgoing flux leaking out 
to J +. As we will show, the solution in this regime is described by an outgoing 
Vaidya solution, given in coordinates (U, r, 9, <p) by the metric

ds2 = - f  dU2 -  2 dU dr +  r 2 dQ2. /  =  1 -  . (3.92)
r

Since outgoing Vaidya solution cannot be readily w ritten in terms of advanced 
Eddington coordinates, we have to employ a more general formalism to derive 
junction conditions than in the last section. To match the outgoing Vaidya so­
lution across the null surface E defined by v = const, or in differential form, 
by

/cK7 +  2dr =  0, (3.93)

following [7], we calculate the holonomic basis vectors tangent to E to be

2 
7

effl) =  (0 ,0 ,1 ,0 ), (3.94b)
e(0) =  (0 ,0 ,0 ,1 ). (3.94c)

The normal n  and transversal N  vectors to the surface E  are

3?0 =  ( - T ,  1 , 0 , 0 ) ,  (3.94a)

7^ =  - e f r), N » =  ( 0 , { , 0 , 0 ) .  (3.95)
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They satisfy the following conditions

N - N  = 0, N  • n =  - 1 ,  N a = (1,0,0). (3.96)

The transverse extrinsic curvature, defined by

ICab =  -^ e f^ V ^ e g ,) ,  (3.97)

has non-vanishing components

JCrr = -  JC0g = r- f - (3.98)
T J 2.

From the Roberts solution side, r 2 =  vr — uv, so the r holonomic basis vector 
tangent to S is

eM = (sr ^ ’0-0’0)' (3-99)
with the other two vectors being the same as (3.94) because both solutions are
spherically symmetric. The normal n and transversal N  vectors to the surface S
are

n" =  -eg.,, N “ = ( o ,  > (3-100)

and they also satisfy the conditions (3.96). The transverse extrinsic curvature 
from the Roberts side has non-vanishing components

2 i  ,2

^  =  — V~"~Y2. = —  T T  2 ’ (3.101a)r(2u — v)z r 4r1 -I- v2
1 (2u — v)u  2r 2 +  uv , ,

fCeo = T  — = -----:------------------------------   3.101b4 r 4 r
The two solutions would match smoothly across the surface S if and only if 

the transverse vectors and transverse extrinsic curvatures are continuous across 
that surface, i.e. their jum ps are zero

[N ■ N] =  0, [Na] =  0, [fCab] =  0. (3.102)

In our case, the first two conditions are satisfied automatically, while the condition 
on JCrr gives

[ M  =  -  ^ 2 ^ 1  +  -  = o- <3-103>r  / “ r  4r2 + Vq
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F ig u re  4: Global structure of the Roberts solution matched to the outgoing Vaidya 
solution: The scalar field influx is turned on at v =  0, and switched off again at u =  v q .
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If we denote the on-shell mass as a function of radius as

w  =  f -or
2

= - r
(3.104)

equation (3.103) can be w ritten as an ordinary differential equation of the first 
order for the on-shell mass M

ir  9
, 2 Q 2 -  =z M'(r) =  0.4 r2 4- Vq f

The solution is obtained easily enough; it is

M(r) =  - Cl . 2 U0 
° — ~8*

(3.105)

(3.106)

where cl is a constant of integration, undetermined at the moment. 
There is still one remaining condition to be satisfied

M  =  5 / - ~ ^  =  o,

which requires the on-shell mass to be 
uv  o

M(r) = 4 r

(3.107)

(3.108)

But recall that on the Roberts side, retarded time u is related to radius r and 
advanced time v bv

1u =  -  u — — v 4r- 4- v2. (3.109)

Using this expression, one can see that conditions (3.103) and (3.107) are both 
satisfied by taking the on-shell mass to be

M{r) = -  
r

vq /T V ' 7 vo
y X /4 r-  +  n0- - -8

(3.110)

i.e. setting the constant of integration to Ci = v0/8.
Thus, the outgoing Vaidya solution can be smoothly matched to the Roberts 

solution across any null surface v = const. The global structure of the resulting 
spacetime is more complicated than  for the Roberts solution alone, as is shown 
on Fig. 4. The null singularity disappears when the influx of the scalar field is 
switched off, so apparently the null singularity in the center of Roberts spacetime 
is sustained by the incoming flux of the scalar field.

Before we move on to another topic, there is still one more thing we would like 
to clarify. It is the question of how the null coordinate U in the outgoing Vaidya
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solution is related to the null coordinate u in the Roberts solution. Integrating 
/  dU -f- 2dr =  0 on the null shell E, we have

+  const (3.111)

But r  =  \/u2 — uvo from the Roberts side, so we have the desired relationship

where we fixed the constant so that U = 0 when u =  0.

3.8 Quantum corrections
In the course of critical collapse in the classical general relativity, arbitrarily  small 
black holes and correspondingly large spacetime curvatures can be produced. In 
these regions of spacetime, quantum  effects such as vacuum polarization and par­
ticle creation become im portant. It would be extremely interesting to study how 
the critical behavior is modified by the quantum theory of gravity. Unfortunately, 
a complete and self-consistent quantum  gravity theory is beyond current tech­
niques, but at least the first order quantum corrections to critical solutions should 
be examined.

There have been numerical simulations of several scalar field models incor­
porating semi-classical corrections [4, 16, 105], as well as analytical analysis of 
quantum  effects in spherically symmetric self-similar collapse using dimensional 
reduction and the trace anomaly method [29, 20]1. The general expectations of 
the effect of quantum  corrections is that they will break self-similarity of the crit­
ical solution in the regions of strong curvature, and will prohibit arbitrarily  small 
black holes, turning on black hole formation at a mass gap of the order of the 
Planck mass scale. These seem to be supported by the above studies, although 
the results are still not conclusive.

It is beyond the scope of this thesis to go into detailed calculations of quantum  
corrections to the scalar field model of critical behavior we considered. However, 
we are in position to estim ate the particle production by a naked singularity in 
the self-similar collapse of a massless scalar field using the geometrical optics ap­
proximation of Ford and Parker [38]. For simplicity, we will calculate the particle 
production rates for some hypothetical massless scalar field, different than the 
background field 4> of the Roberts solution.

1 Quantum effects in related RST dilaton gravity model were studied in [114]. However, that 
model does not exhibit critical behavior classically.

U = —2 \ / u 1 — U Uq — Vq  In
2 \ /u 2 -  uvo + Vo — 2u 

vo
(3.112)

38

R eproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



The total power radiated across a sphere of radius r  a t late times is

P  = f m ) r ^ n 9 d S d ^  (3.113)

and contains contributions from different spherical harmonics. Considering only 
the .s-mode contribution, and neglecting scattering on the potential barrier in the 
geometrical optics approximation, Ford and Parker argue tha t in asymptotically 
flat space time, the rate at which the massless scalar field particles are created is

Po = 24tr
F'" 3 (F")2'

( j (3.114)
(F')3 2 (F ')4 .

where function U = F(v)  describes the light ray propagating on the background 
from null ray v =  const a t J ~  to null ray U =  const a t J7’+ . Recall that the 
Roberts spacetime can be made asymptotically flat by gluing it between flat 
spacetime and outgoing Vaidya solution, as it was done in Section 3.7. We already 
obtained the relationship between null coordinates at J ~  and J + for radial light 
rays in the resulting spacetime; it is given by equation (3.112). In view of this, the 
•s-mode quantum flux produced by the naked singularity in the Roberts solution 
is

p    L _  ( 3 ^ o  ~  8 ^ o  ( o  11  - \
® “r£?o (  A3 * (_O.J-J.0j

( 6o7r ( v q  — u)6u

It is positive and diverges as u~l as one approaches the singularity. By con­
trast, the outgoing scalar field flux in the Vaidya solution is regular. This simple 
calculation indicates tha t quantum  particle production becomes overwhelmingly 
important near the singularity in our model, and quantum  back-reaction might 
cause the singularity of the classical solution to disappear. This result is in agree­
ment with conclusions of Refs. [29, 20]. In all likelihood, a similar effect would 
probably occur in any critical solution.

Having made this rem ark about the importance of quantum  effects, we return 
to our main subject, the study of critical collapse of a massless scalar field in the 
classical gravity.
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Chapter 4

Spherically Symmetric 
Pert ur bat ions

In this chapter, we study the spherically symmetric perturbations of the continu­
ously self-similar scalar field solution we discussed in the last chapter. In order to 
analyze the stability of the Roberts solution, we derive the perturbation equations 
and determine the spectrum of the growing perturbation modes. Remarkably, the 
perturbation problem allows exact analytical treatment. The perturbation spec­
trum  of the growing spherically symmetric modes on the Roberts background 
turns out to be not discrete, but occupying a continuous region of the complex 
plane.

We choose to perturb the full system of Einstein-scalar field equations

rather than spherically reduced equations (3.4) derived in the last chapter, so 
as not to change the treatm ent and notation drastically when we consider the 
non-spherical perturbations in the next chapter. To avoid possible gauge-related 
issues, we will work in fully gauge-invariant formalism.

The results of this chapter first appeared in [39], although here we mostly 
follow the notation and simpler derivation of [42],

4.1 Gauge-invariant linear perturbations
In this section, we outline how spherically symmetric perturbations of the Roberts 
solution (3.62) are described in gauge-invariant formalism. A general spherically- 
symmetric metric perturbation is

(4.1)

Sgfiudxudx1' =  huu du2 + 2huv du dv +  hvv dv2 -I- r2K  dQ.2, (4.2)
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while a general perturbation of the scalar field is
8(b = <p. (4.3)

Under a (spherically-symmetric) gauge transformation generated by the vector

e  =  ( A , B , 0 , 0 ) ,  (4.4)

the metric and scalar field perturbations transform as

zQfiv-! . ^ 0  £^(p. (4.o)
The explicit expressions for the change in the perturbation amplitudes under the 
gauge transformation generated by the vector f  are

=  —2 £ u, (4.6)
A h  =  — 4 — R

— 2.4.^,
r2A K  =  (2 u — v )A  — uB,

2 r2A(p — v A  — uB .
Out of four metric and one m atter perturbation am plitudes one can build the 
to tal of three gauge-invariant quantities, one describing m atter perturbations

f  = Y ~ ( p + ' k f hvvdv' (4 -7)

and the other two describing metric perturbations
p =  {r2K ) iUV +  hvv — huv -  uhUUiV/2  +  (2u — v)hvv,u/2.  (4.8)

(7 ^uv ^  j^ h-UV,!! du “  h,UU,V du. (4.9)

The linearized Einstein-scalar field equations can then be rewritten completely in 
terms of these gauge-invariant quantities. Once the gauge-invariant quantities are 
identified, one is free to switch between various gauges. We conclude this section 
by discussing two particularly convenient choices.

F ie ld  gauge ( K  = hvv =  0):

The scalar field perturbation coincides with the gauge-invariant quantity /  in this 
gauge, and expressions for other gauge-invariant quantities simplify considerably:

/  =  - V ,  (4.10)
P huv uhuu.v f  2,

(7 duv ~ J^ h-uiijV du.

The linearized Einstein-scalar field equations are at their simplest in this gauge.
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N u ll gauge (huu =  hvv =  0):

This gauge was used in the original analysis of spherically-symmetric perturba­
tions of the Roberts solution [39]. The motivation behind this gauge choice is that 
coordinates u and v rem ain null in the perturbed spacetime. The expressions for 
gauge-invariant quantities are quite simple here as well:

4.2 Decoupling of perturbation equations
The simplest way to derive the perturbation equations for the Roberts background 
is to consider the linearized Einstein-scalar field equations

in the field gauge (K  = hvv = 0 ) .  After carrying out the calculation of perturbed 
Ricci tensor components and keeping only linear terms, one finds that

—u(u — v)hUUyVV +  2u(u  -  v)hUV'UV + uhuu,v — 2v<ptV +  2u^pyll =  0, (4.13b)

for uu, uv, vv, and 66 components of the Einstein equations correspondingly. The 
perturbation of the scalar field wave equation yields

scalar equations (4.1); equations (4.13c,4.13d,4.13e) are dynamical equations, 
while equation (4.13a) is a constraint. Equation (4.13b) is redundant, and will 
be ignored. The equation (4.13c) has a particularly simple form, and can be 
integrated immediately:

/
P

(4.11)

fiRtu, =  4 £(□<£) =  0 (4.12)

4~ (2?̂  ^uu^v 2(2XL u)huv,u — 0, (4.13a)

(4.13c)

2/iUI; uhLxLUyV 9, (4.13d)

4u(u — v)t+>'UV 4- 2(2« — v)<p,v — 2u(ftU — uhuu,v =  0. (4.13e)

The perturbation equations (4.13) inherit their structure from the general Einstein-

hUv +  2 ip — C,

where C is a constant of integration to be fixed by initial conditions.

(4.14)
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Now let us restore the-gauge-invariant variables in the equations using expres­
sions (4.10) for the field gauge. Combining equations (4.13e) and (4.13d), and 
using the equation (4.14), one obtains the master differential equation for the 
scalar field perturbation

2u(u -  v ) f <uv +  (2u -  v ) f tV -  uf,u -  2 /  =  C. (4.15)

From equation (4.13d) alone, and its combination with equations (4.14,4.13c) one 
finds the remaining two equations relating gauge-invariant metric perturbations 
to the gauge-invariant scalar field perturbation

<7* =  2 /,tt +  2 / / u  +  C, p = 0. (4.16)

If one wishes to attach a perturbed Roberts spacetime to the flat one, as we 
do, and still have no singularity at the junction, the null shell matching conditions 
written down in Section 3.7.1 will place boundary conditions on the perturbation 
values at the junction surface. One can show [42] that these boundary conditions 
on perturbations are the vanishing of gauge-invariant perturbation amplitudes on 
the v = 0 hypersurface

/  =  p = a  =  0 on v =  0. (4.17a)

(This condition determines the constant of integration C  to be zero.) We also 
demand well-behavedness of perturbations at infinity for perturbation expansion 
to be valid

/ ,  p, a  are bounded at J '± . (4.17b)

Thus, the study of spherically symmetric perturbations of the Roberts solution 
is reduced to solving single partial differential equation

2 u(u -  v)f ,uv +  ( 2 m  -  v)f,v -  u f iU -  2 /  =  0 ,  ( 4 . 1 8 )

subject to boundary conditions (4.17). Once the solution is obtained, the gauge- 
invariant metric perturbations are found using equations (4.16). Alternatively, 
if we choose to work in the field gauge, the metric and scalar field perturbation 
amplitudes are trivial to obtain from gauge-invariant quantity /

ip = - / ,  huv =  2 /, huu,v =  - 4  f / u .  (4.19)
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4.3 Separation of variables
The master equation for the scalar field perturbation (4.18) we derived in the 
previous section can be further simplified by exploiting self-similarity of the back­
ground Roberts solution. This symmetry of the background guarantees that the 
scale and spatial variables will separate. In other words, if we rewrite equation 
(4.18) in scaling coordinates defined in Section 3.6.3,

V f i x , ^ a - e - ^  + 2 £ L + 2 % - 4 /  =  0, (4 ,0 ,

we find that the coefficients of the differential equation do not depend on the 
scale .s, and so the problem  can be reduced to one dimension by applying a formal 
Laplace transform w ith respect to the scale variable s. For the Laplace transform 
of /  we have

OC

F(x ,k )  = J  f ( x , s ) e ~ ksds, (4.21)
o

with the inverse transform ation being
K - r i o o

f ( x >s) =  ^ r  J  F ( x , k ) e hsdk. (4.22)
/C —200

The Laplace transform  can be done provided that /  can be bounded by an ex­
ponential function of s  (that is, there exist constants M, k0 such that \ f (x .  s)| <  
M e K°s), which is a physically reasonable condition. The contour of integration in 
the complex fc-plane for the inverse transform (4.22) must be taken somewhere to 
the right of k0 (k > ko > 0 ) .  The properties of functions of complex variables will 
guarantee that the result of integration is independent of the particular contour 
choice.

When applying the  Laplace transform to the differential operator,

f £ ]  — k F  — f{.s =  0), (4.23)
<?s J

so the initial conditions of the original problem will enter as source terms on the 
right hand side. Therefore the Laplace transform of the equation (4.20) is

V kF { x , k ) = h ( x ) ,  (4.24)

where V k =  CST> is now an ordinary differential operator, algebraic in k , and h 
contains information abou t the initial shape of the wavepacket a t s =  0. Boundary 
conditions on equation (4.24) are inherited from the original problem by Laplace 
transformation.
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4.4 Growing modes
We will postpone the analysis of the evolution of arbitrary  wavepackets on the 
Roberts background until Chapter 6, and will only look for the free growing per­
turbation modes satisfying both boundary conditions (4.17) here. They will de­
termine the spectrum  of the spherically symmetric perturbations of the Roberts 
solution.

The explicit form of the operator V k is the simplest when expressed in a slightly 
different spatial coordinate, related to the old one by

V = e2x = I -  - .  (4.25)u
In these coordinates, the differential operator T>k is hypergeometric in nature

V kF ( y , k) = y(  1 -  y )F  +  [1 — (k +  1 )y]F -  ( k / 2 -  l ) F  =  h, (4.26)

where here and later a  dot denotes the derivative with respect to y (' =  d /dy).  
The right hand side h depends on the initial conditions as

Ky)  =  - y f ( y ,  s  =  o) -  5 f {y ,  s = o). (4.27)

For the initial conditions (4.17a), the right hand side h vanishes, and F  satisfies 
the homogeneous hypergeometric equation (A .l) with coefficients

c =  1, a 4- b =  k, ab =  k /2  — 1,
a.b =  1/2 (fc =F V k 2 - 2 k + 4). (4.28)

The properties of the hypergeometric equation are well-understood (see, for ex­
ample, [8]), so equation (4.26) can be solved analytically and the perturbation 
spectrum determined exactly. We collect some facts about the hypergeometric 
equation and its solutions which are of immediate use to us in Appendix A.

The general solution of the hypergeometric equation is a linear combination 
of any two solutions from the set (A.2). Imposing boundary conditions (4.17) on 
the general solution leads to the perturbation spectrum. W hen doing this, we will 
use asymptotics (A.4) to analyze the behavior of the solution in the boundary 
region1. The behavior of solutions Z x and Z2 for several particular values of k is 
illustrated in Fig. 5.

First, let us examine boundary conditions at y =  1. Observe that at y = 1, Z2 
diverges as a power for Re/c >  1, logarithmically for k =  1. does not have a limit

:The case when k =  1 is special. In this case the solution degenerates and Z> defined by (A.‘2) 
coincides with Z x identically. In order to deal with this situation we continue to use Z x as earlier, 
but denote by Zo a solution  independent of Z x. It is easy to verify that it is logarithmically 
divergent at y  =  1.
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F ig u re  5: Field perturbation profiles on a slice u =  const: (a) for a typical value o f k 
inside region .4 in Fig. 6, (b) for a typical value of k  inside region F  in Fig. 6. (c) for a 
value of k  at the endpoint of region F  in Fig. 6, (d) for a typical value of k inside region 
C  in Fig. 6. The horizontal coordinate on the plots is In v.
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Im k

Re

F ig u re  6: Complex perturbation spectrum. Values of k to the left of th e solid line are 
prohibited by the boundary conditions at infinity, to the right of the broken line by the 
initial conditions at y  =  1. Values in the region of intersection (the shaded regions F  
and F)  are allowed, and constitute the perturbation spectrum.
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for Re A; =  1. ImA; ^  0, and converges (to zero) only for Re A; <  1. The solutions 
that satisfy the initial condition F ( l)  =  0 are

F{y) oc Z2(y).. Re A; <  1. (4.29)

From equation (A.5) we see that Z-z (and Z{) is connected to Z3, Z4 by a linear 
relation with non-zero coefficients, so the boundary conditions at infinity will only 
be satisfied if both Z3, ZA do not blow up, i.e. if both  R ea >  0 and R e6 >  0. 
Re b is positive by construction, while the region Re a > 0 of the complex A;-plane 
is divided from the region R ea <  0 by the curve R ea  =  0. W ritten in terms of 
the real and imaginary parts of k, it has the form

,T n 2 Re A; ( 2 - R e  A;)
(Imfc) =  1 — (2Refc)~l ’ (4'30)

and is shown in Fig. 6 : to the left of the solid curve R ea  <  0, and to the right 
Re a > 0.

Combining restrictions on k placed by boundary conditions at y = 1 and 
y = oc we see th a t to satisfy all boundary conditions (4.17), k must lie in the 
shaded region F  U F  of the complex plane, and for any k E F  U F,

F(y) =  (1 -  y ) l ' kF (  1 -  a, 1 -  b: 2 -  k: 1 -  y) (4.31)

is a solution of equation (4.26) obeying boundary conditions (4.17).
Thus, the spectrum  of the spherically symmetric perturbations of the Roberts 

solution is not discrete, but continuous, and occupies the region of the complex 
plane

1 ^  , ,T , i R e k ( 2  — R e k )
5 < R e * < l ,  |Imfc| > y  (2Refc)~'1 ' (4'32)

as illustrated in Fig. 6. These growing modes are responsible for driving the 
perturbation away from the Roberts spacetime. We will return to this subject 
in Chapter 6, where we will investigate the mechanism of this departure in more 
detail.
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Chapter 5 

Beyond Spherical Symmetry

An im portant question is how generic the critical behavior is with respect to initial 
data, or, in phase space language, how big is the basin of attraction of the critical 
solution. So far most of the work on critical gravitational collapse, numeric or 
analytic, has been restricted to the case of spherical symmetry, simply because of 
the enormous difficulties in treating fully general non-symmetric solutions of Ein­
stein equations. A natural concern is whether the critical phenomena observed so 
far are lim ited to spherical symmetry, and whether the evolution of non-spherical 
data  will lead to the same results. The numerical study of Abrahams and Evans 
on axisymmetric gravitational wave collapse [1] and recent numerical perturba­
tion calculations by Gundlach [61, 64] give numerical evidence for the claim that 
critical phenomena are not restricted to spherical symmetry, and th a t the critical 
solutions are indeed attractors in the full phase space.

In this chapter we consider fully general non-spherical perturbations of the 
Roberts solution in a gauge-invariant formalism. Due to the symmetries of the 
background, the linear perturbation equations decouple and the variables separate, 
so an exact analytical treatment is possible. We find that there are no growing 
perturbation modes apart from spherically symmetric ones described in the last 
chapter. So all the non-sphericity of the initial data decays in the collapse of the 
scalar field, and only the spherically symmetric part will play a role in the critical 
behavior.

The m aterial presented in this chapter mostly follows [41],

5.1 Gauge-invariant linear perturbations
To avoid complicated gauge issues of fully general perturbations, we will use the 
gauge-invariant formalism developed by Gerlach and Sengupta [51, 52]. This 
formalism describes perturbations around a general spherically symmetric back-
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ground

gfliydxtldxu = 7ABdxAdxB 4- r2uiabdxadxb, (5.1)

which in our case we take to be the Roberts solution (3.62). Here and later 
capital Latin indices take values {0,1}, and lower-case Latin indices run over 
angular coordinates. j AB and r are defined on a spacetime two-manifold, while 
uiab is the metric of the unit two-sphere.

Because the background spacetime is spherically symmetric, perturbations 
around it can be decomposed in spherical harmonics. Scalar spherical harmonics 
Yim(0,<p) have even parity under spatial inversion, while vector spherical harmon­
ics Sima(6,ip) = e bYim,6 have odd parity. VVe will only concern ourselves with 
even-parity perturbations here, since odd-parity perturbations cannot couple to 
scalar field perturbations. We will focus on non-spherical perturbation modes 
(Z >  1), as the spherically symmetric case (Z =  0) was studied in the last chapter. 
For brevity, angular indices Z, m  and the summation over all harmonics will be 
suppressed from now on. The most general even-parity metric perturbation is

Sg^dx^dx"  =  h ABY  dxA d x B (5.2)
+ h AYb(dxAdxb +  dxbdxA)
+ r2[ K Y u ab -I- GY:ab]dxa dxb,

and the scalar field perturbation is

6<t> = FY.  (5.3)

As you can see, metric perturbations are described by a two-tensor hAB. a two- 
vector hA, and two two-scalars I\  and G\ the scalar field perturbation is described 
by a two-scalar F. However, these perturbation amplitudes do not have direct 
physical meaning, as they change under the (even-parity) gauge transformation 
induced by the infinitesimal vector field

= U Y d x A +  £ Y adxa. (5.4)

One can construct two gauge-invariant quantities from the metric perturbations

k.AB = hAB — 2p(.4|e ),
k  =  K  — 2 v Ap A, (5.5)

and one from the scalar field perturbation

f  = F  + <t>'ApA, (5.6)
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where

v a  =  — , P a  =  h A -  t t  ^ U -  (5 -7 )r  2

Only gauge-invariant quantities have physical meaning in the perturbation prob­
lem. All physics of the problem , including the equations of motion and boundary 
conditions, should be w ritten  in terms of these gauge-invariant quantities. Once 
gauge-invariant quantities hsive been identified, one is free to convert between 
gauge-invariant perturbation amplitudes and their values in whatever gauge choice 
one desires.

5.2 Perturbation equations
We will work in longitudinal gauge (hA = G =  0), which is particularly con­
venient since perturbation aunplitudes in it are ju st equal to the corresponding 
gauge-invariant quantities. T ’he above condition fixes the gauge uniquely for non- 
spherical modes1. The pertuarbed metric in longitudinal gauge is

els2 =  huuY d u 2 — 2(1 — huvY )du  dv + hvvY d v 2 4- (1 +  K Y ) r 2dQ~ 

and the perturbed scalar field is

1d> =  -  In 1 -  -

u J
+ FY'.

Substituting these into E instein-scalar field equations

Eav =  Ruu — 2<p „0 it/ = 0, =  0 ,

(5.8)

(5.9)

(5.10)

and keeping only linear term s, we obtain expressions for components of the pertur­
bation equations calculated in  the longitudinal gauge. The non-trivial components 
of perturbed Einstein-scalar field equations are given below:

F _ It-Juu — q uu,u— 2 (u2 — u v )K fUU +  uh

+  (2u -  -v){hUUyV — 2huv%u — 2K,u)
1 Y— 4 v F u —I-1(1 +  1 )huu —-------- ,
J u- — uv

(5.11a)

1 There is some gauge freedom left over for the 1 =  0 mode, but in this chapter, we are only  
concerned with higher I modes.
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pr _  _ i■E-Suv — -w ( U  ^huVyVU -\- h VViUU “ f -  ^K^XJl t)

uhuu,v H- (2u v}(hm;tU -j- K ^ y )  uF^u
1 ^+  2 v F v — 2 u F u — 1(1 + l )huv —--------.J u1 — uv

E-u ii — _ 2(u Ziv'j J\. ̂ yy +  2 llhyy^y

UHy-y^y  ( 2  U  V'j hyy^y  “ f~  2  U F ^ y

1 Y
H- 4 ii F  v +  1(1 +  1 )hW o 7J uz — uv

1
(tx uv) (huu,v huvll -f- E,u)

Ya
+  (2u — v)huv H- 2v F  - r —1-----,

J ul — uv

Futp ( l X  U v ) ( h y tyL̂ y t l uv ,u  ""F  K , u )

+ (2u — v)huv -F 2vF^ -̂ 2~Z uv

E vg — ("XX V  ) ( h>UV,V ~"F Eyv^U  “ f~  E  ̂ y) h y y  2 F
Yjq

u — V

Eyip (u v) ( fauv,v ""F ÛU,U ”F E  ̂ y) hyy 2F ,v>
u —  V

Ego — — 2(u U V  )  E  V̂U ulhyy^y  “ F  ( 2  XX v) {JXyy 2E.^ y )

2 u E iU — 2huv -+■ 2 h y y  —  2 K  -+- 1(1 +  1)-̂ - 1 -F h .

E w  =  sin2 9 Egg,

Egv =  huv(Ygv -  cot 9 YiV),

o * - 5 ^ . ( F  U V  )  F ^v u  “ i “  u h y y ^ y  V h y y ^ y  "1“  U F . ^  U I \  ^y

+  2uF,u -  2(2xx -  v)F,v -  21(1 +  1)f ] uv
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(5.lie )

(5. Ilf) 

(o .llg) 

(5.11h)

(5.lli)  

(5-llj)

(5.11k)
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By inspection of the dip component (o .llj) of the perturbed Einstein-scalar field 
equations (5.11), it is clear that the equations of motion require that huv = 0 
for / >  1. W ith the change of notation huu =  U and hvv =  V.  the remaining 
equations of motion for non-spherical modes are

4(u2 — u v )F vu — uU_v — u K u -|- vK_v 4- vViU (5.12a)
— 2uF^u 4- 2(2u — v)FiV 4- 21(1 4-1 )F =  0,

—2(u2 — uv )K jUU 4- uUjU 4- (2u — v)(UiV — 2K jU) (5.12b)
— Av F m  -F 1(1 +  1 ) U  =  0,

—(u2 — uv)(L\vv 4- 2K <vu 4- V uu) 4- uU'V +  uK,u (5.12c)
-  (2u — v)(K,v 4- V(u) 4- 2uFjU — 2vFjV =  0,

—2(u2 — uv)K'VV 4- 2uA'„ — uV]u — (2u — v)V v (5.12d)
4- AuF_v 4- /(/ 4- \ ) V  =  0,

2(u2 — uv)KiVU — uU'V — 2uK,u +  (2u — v)(2K,v -I- V(u) (5.12e)
-  2K  4 -1(1 + 1 ) K  +  2V = 0,

(u2 — uv)(U,v 4- A 'u) 4- 2v F  =  0, (5.12f)

(u -  v ) (V u + K v) -  2F  = 0. (5-12g)

Equation (5.12a) comes from the scalar wave equation, and equations (5.12b-
5.12g) are the uu, uv, vv, 96, uO, and v9 components of the Einstein equations,
correspondingly. As usual with a scalar field, the system (5.12) has one redun­
dant equation, so equation (5.12c) is satisfied automatically by virtue of other 
equations. Equations (5.12f) and (5.12g) are constraints, and the remaining four 
equations are dynamic equations for four perturbation amplitudes U, V , K,  and 
F .

Boundary conditions for the system (5.12) are specified a t v =  0 and at spatial 
infinity. Continuity of matching with flat spacetime at the hypersurface v = 0 re­
quires the vanishing of the perturbations there. We also require well-behavedness 
of the perturbations at J '± , so that the perturbation expansion holds. Thus, the 
boundary conditions are

U = V  = K  = F  =  0 at u =  0, (5.13)
U, V., K, F  are bounded at J r±.

Equations (5.12) together w ith boundary conditions (5.13) constitute our eigen­
value problem.
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5.3 Decoupling of perturbation equations
It is possible to decouple the dynamic equations (5.12a-5.12e) by combining them 
with the constraints (5.12f) and (5.12g), and their first derivatives. After some­
what cumbersome algebraic manipulations, which we will not show here, the sys­
tem of linear perturbation equations (5.12) can be rewritten as

2 v F
2 (u2 — uv)F%vu — uF'U 4- (2 u — v)FiV 4- - — — 4- /(/ 4- 1 )F  =  0, (5.14a)

2(u2 — uv)U'VU 4- uU\u 4- 3(2u — v)U;V 4- 1(1 4- 1)V =  0, (5.14b)

2(u2 — uv)Vvu — 3u V u — (2u — v )V v 4- l(I +  1)V =  0, (5.14c)

Al\jlF
2(u2 — iiv)I\,vu — uK'U -f- (2u — v)K 'V — 2 K  + 1(1 + 1)K  =  — 2V — —----^.(5.14d)

Oy p 1 _
u U v +  u K  u + —-----=  0, (5.14e)

u — v

V u + K yV- ^ —  = 0. (5.14f)
u — v

This decoupled system of partial differential equations can be further simplified 
by exploiting the continuous self-similarity of the background to separate spatial 
and scale variables, just as we did in the last chapter. W ith this intent, we rewrite 
equations (5.14) in terms of the scaling coordinates (3.71)

i  (1 -  e -2l) F XI +  F IS 4- F ,  -  2(1 -  e~2x)F  4- 1(1 4- 1)F =  0, (5.15a)

|  (1 -  e~2x)U,xx +  U xs -  2U x -  U s 4 -1(1 + 1 )U = 0, (5.15b)

I  (1 -  e -21) v;xx +  Kxs 4- 2V;X 4- 3V;S +  1(1 +  l ) V  = 0, (5.15c)

i  (1 -  e - 2x) K xx +  K xs +  K s -  2K  + 1(1 + 1 )K  =  - 2 V  -  4e~2xF„ (5.15d)

U x -  (1 -  e2x)K iX 4- 2e2liviS -  4(1 -  e2x)F = 0, (5.15e)

W,x -  (1 -  e2x) Kx +  2e2xV s 4- 4F  =  0. (5.15f)

We decompose the perturbation amplitudes into modes that grow exponentially 
with the scale s (which amounts to doing a Laplace transform on them) at the rate
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eKS. For brevity, the perturbation mode subscript re and the explicit summation 
over all modes is suppressed, so henceforth F, U, V , and K  will refer to the 
amplitudes of the mode with eigenvalue re.

The Laplace transform ation converts the system of partial differential equa­
tions (5.15) into a system of ordinary differential equations, which is much easier 
to analyze:

\  (1 -  e~2x)F" + kF' + kF  -  2(1 -  e~2x)F  +  1(1 +  1)F  =  0. (5.16a)

\ ( l ~  e~2x)U" + (re -  2)Ur -  kU -b 1(1 +  1 )U =  0, (5.16b)

i  (1 -  e - 2x)V" +  (re +  2)V'  +  3k V  -b 1(1 -b l ) V  = 0, (5.16c)

\  (1 -  e~2x)K"  -b k K '  + (re -  2) K  +  1(1 + 1 ) K  = - 2 V  -  4e~2xF, (5.16d)

U' -  (1 -  e2x)K'  +  2ree2xA' -  4(1 -  e2x)F  =  0, (5.16e)

K '  -  (1 -  e2x)V" -b 2kc2xV  -b 4 F  =  0. (5.16f)

The prime denotes a derivative with respect to spatial variable x. By a change of 
variable (4.25), these equations can be cast into standard algebraic form, so that 
the system (5.16) becomes

y ( l  — y )$  + [3 — (re 4- 3)?/]$ — [3re/2 -b 1(1 + l)/2]<& =  0, (5.17a)

iy( 1 -  y)U +  [1 -  (re -  l)y]U  -  [-re/2  +  1(1 + l ) / 2 }U =  0, (5.17b)

y( 1 - y ) V  + [ 1 -  (re +  3)y]V -  [3re/2 +  1(1 +  1)/2]V =  0, (5.17c)

y(  1 -  y )K  +  [1 -  (re -b l ) y \ K  -  [re/2 -  1 + 1(1 +  1)/2]AT =  2$  +  V. (5.17d)

U  +  (y -  l ) K  + kK  +  2t/<F -  2$ =  0, (5.17e)

K  + ( y - l ) V  + KV + 2§ = 0. (5.17f)

The dot denotes a derivative with respect to y, and we redefined the scalar field 
perturbation amplitude as F  =  to cast the equations into standard table form. 
The boundary conditions (5.13) are

U =  V  =  K  =  $  =  0 a t y =  1,
U, V. K , 7/<$ are bounded at y — -boo. (5.18)

Imposed on the decoupled system of ordinary differential equations (5.17), these 
boundary conditions give an eigenvalue problem for the perturbation spectrum re.
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5.4 Perturbation spectrum
In the previous section we formulated an eigenvalue problem for the spectrum 
of non-spherical perturbations of the critical Roberts solution. We now proceed 
to solve it. Observe that equations (5.17a-5.17d) governing the dynamics of the 
perturbations are hypergeometric equations of the form (A .l). Equation (5.17d) 
is not homogeneous, but we will deal with that shortly. The hypergeometric 
equation coefficients are different for equations describing the perturbations <h, U. 
V,  and K ; they are summarized in the table below.

c a + b ab

$ 3 /c +  2 ^ l{l +  1 )

u 1 K  —  2 —  j/c -F +  1)
V 1 K  +  2 i|K +  j 1(1 +  1 )

K 1 K, +  1 )

(5.19)

Once again, we refer the reader to Appendix A for the sum m ary of properties of 
the hypergeometric equation and its solutions.

As we said before, imposing the boundary conditions (5.18) on solutions of 
equations (5.17) leads to a perturbation spectrum. We will now investigate what 
restrictions the boundary conditions place on the hypergeometric equation coef­
ficients. The vanishing of perturbation amplitudes at y  =  1 rules out Z L as a 
component of the solution and requires that Re (c — a — b) >  0 to make Z2 go to 
zero. The solution Z2 has non-zero content of both Z3 and Z4 by virtue of (A.5), 
hence for it to be bounded a t infinity, both Re a and Re b must be positive to 
guarantee convergence of Z3 and Z4. So, unless there is degeneracy, the boundary 
conditions translate to the following conditions on the hypergeometric equation 
coefficients:

Re (c — a — b) > 0 , 
Re a, Re b > 0.

(5.20a)
(5.20b)

We are now ready to take on system (5.17). Take a look at equation (5.17c) 
for V.  Condition (5.20a) for it is Re k <  -1 ,  i.e. there are no growing V  modes! 
W ith the amplitude of relevant V  perturbation modes being zero, the constraints 
(5.17e) and (5.17f) become

K  = - U-
Kj 2 k

(5.21)
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and right hand side of equation (5.17d) can be absorbed by the left hand side, 
making the equation for K  homogeneous (with c =  2). Indeed equations (5.17d) 
and (5.17a) for K  and <& are ju st derivatives of equation (5.17b) for U

y( 1 -  y)U +  [1 -  (k -  1 )y\U -  [-/c/2 +  1(1 + 1)/2]U = 0, (5.22)

which is the homogeneous hypergeometric equation with coefficients

c =  1. a + b = K — 2, ab = — —k +  —1(1 +  1). (5.23)

Imposing the boundary condition at y = 1 for the solution of the above equation 
and its derivatives, which behave like

U oc (1 — y)3_K 1
K  oc (1 — y)2~K > near y =  1, (5-24)
$  oc (1 — y ) l~K J

produces restriction on the non-spherical mode eigenvalue

Re k, < 1, (5.25)

which is the strongest of the restrictions (5.20a) for equations for U, K,  and <f>. 
But then

Re a + Re b =  Re k — 2 <  —1, (5.26)

and hence Re a and Re b can not be both positive, and so the boundary condition 
at infinity can not be satisfied. A more careful investigation of degenerate cases of 
relation (A.5) shows that the contradiction between boundary conditions at y = 1 
and infinity still persists if V  =  0. It can only be resolved by the trivial solution 
U = K  =  <3? =  0. Thus we have shown that there are no growing non-spherical 
perturbation modes around the critical Roberts solution.

In fact, an even stronger statem ent is true. The contradiction between bound­
ary conditions at y =  1 and infinity can not be resolved by a non-trivial solution 
so long as V  = 0, i.e. so long as Re k > —1. Hence non-trivial non-spherical 
perturbation modes of the critical Roberts solution must decay faster than e~s.
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Chapter 6 

Continuous Self-Similarity 
Breaking

As we have mentioned, the critical solution often has additional symmetry be­
sides the spherical symmetry, namely continuous or discrete self-similarity. This 
symmetry essentially amounts to the solution being independent of (in case of 
continuous self-similarity) or periodic in (in case of discrete self-similarity) one 
of the coordinates, a scale. The role of this symmetry in critical collapse is not 
particularly well understood.

In this chapter, we attem pt to shed some light on the subject by investigat­
ing the formation of discretely self-similar structure in the gravitational collapse 
of a minimally coupled massless scalar field. Using linear perturbation analysis 
and Green’s function techniques, we study evolution of the spherically symmetric 
scalar field configurations close to the continuously self-similar solution. Approx­
imating late-time evolution via the method of stationary phase, we find tha t a 
generic growing perturbation departs from the Roberts solution in a universal 
way. In the course of the evolution, the initial continuous self-similarity of the 
background is broken into discrete self-similarity by the growing perturbation 
mode, reproducing the symmetries of the Choptuik solution. We are able to cal­
culate the echoing period of the formed discretely self-similar structure on the 
Roberts background analytically, and its value is close to the result of numerical 
simulations for the Choptuik solution.

The material presented in this chapter follows [42],

6.1 Wave propagation on the Roberts background
We wish to study a scalar field wave propagating on the Roberts background. As 
we have shown in Chapter 4, the evolution of the spherically symmetric scalar
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o

outgoing

“constant”

incoming

F ig u r e  7: Wave propagation on the Roberts background: Initial conditions can be 
equivalently specified on the surface s  — 0 extending to the center o f the flat part of 
spacetim e (r =  0). or on the (x — 0) U (s =  0) wedge. By linearity, the wavepacket can 
be decomposed into three modes: outgoing, '‘constant”, and incoming.

field perturbation is described by a single master equation (4.15) for the gauge- 
invariant field amplitude / .  The wavepacket is specified by initial da ta  either on 
some spacelike Cauchy surface or on an initial null surface.

Our choice for initial surface is u  =  const (s =  0). which forms a complete null 
surface if extended to the center of the flat spacetime part, as illustrated in Fig. 7. 
The part of a pulse propagating through flat background evolves trivially, and 
can be equivalently replaced by specifying field values on the v — 0 hvpersurface. 
Therefore, in our problem, the initial conditions for the linearized Einstein-scalar 
field equations are given on the s =  0 surface, while the boundary conditions are 
determined by junction conditions across the null shell v = 0, and the requirement 
th a t the perturbations be bounded at future infinity.

Specifics of the boundary conditions placed on the wave equation depend on 
the physical problem being considered. If the flat spacetime p a rt v < 0 were 
unperturbed, the null shell junction conditions, discussed in Section 3.7.1, would 
require that /  =  0 on the surface v  =  0. If some part of the pulse propagates in 
the flat sector v <  0, /  should be continuous across the surface v =  0. Essentially, 
we can specify the value of /  on the wedge (v = 0) U (s =  0), keeping in mind 
th a t the perturbation value should be bounded at future infinity. It is practical
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to split the wavepacket into three components, as shown in Fig. 7, and consider 
outgoing, “constant” and incoming packets separately.

Recall that the scalar wave equation (4.15) can be reduced to the inhomo- 
geneous hypergeometric equation (4.26) by a Laplace transformation, as it was 
done in Section 4.3. The initial conditions at s — 0 enter on the right hand side 
of (4.27), while the boundary conditions at v =  0 are inherited from the two- 
dimensional problem by a Laplace transformation with respect to s. We already 
discussed the existence of free growing modes -  the solutions to wave equations 
with trivial boundary conditions -  in Section 4.4. In this section, we derive the 
formal solution for evolution of an arbitrary wavepacket.

6 .1 .1  O u tgo in g  w avepacket
The outgoing wavepacket is characterized by

f ( x  = 0,s) = f o (s), f ( x , s  = 0) = 0 (6.1)
and is propagating outwards to future infinity, except for backscatter on the back­
ground curvature which goes towards the singularity at s =  -boo. The boundary 
conditions for equation (4.26) are inherited from the original problem by Laplace 
transformation F(y, k) = Csf ( y ,  s ), and the right-hand side h(y) is given by equa­
tion (4.27). For the outgoing wavepacket, they are

F ( y = l , k )  = F0 (k), h ( y ) =  0. (6.2)

The general solution of the homogeneous form of equation (4.26) is

F(y,k)  = A W Z i f a k )  + B ( k ) Z 2(y,k), (6.3)
where Zi and Zo are two linearly independent solutions of the homogeneous hvper- 
geometric equation, in notation of Appendix A. To satisfy boundary conditions 
at y =  1, parameters A  and B  must be

A(k) = F0 (k), B(k)  =  0. (6.4)

Therefore, the outgoing wavepacket solution is given by
K-rioc

f{V,s) = ^Ti j  Fo { k )T { a ,b : k - , l - y ) e ksdk, (6.5)
bC—ZOC

where T  is the hypergeometric function.
If f 0 (s) does not grow exponentially as s -boo by itself, i.e. the image 

Fo(k)  does not have poles in Re k > 0 half-plane, than neither does f {y ,s ) .  
The outgoing wavepacket just propagates harmlessly out to future infinity, never 
growing enough to cause significant deviation of the solution from the Roberts 
background.
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6 .1 .2  “C onstant” W avepacket
Even more trivial is the case of the “constant” wavepacket, characterized by

f ( x  =  0, s) =  C  =  f ( x ,  s = 0). (6-6)

The boundary conditions and the initial term for equation (4.26) are

F(y  = 1, k) = C / k , h(y) = - C / 2 .  (6.7)

The general solution of equation (4.26) with these boundary conditions is

F(y, k ) =  .4(fc)Z: (y, k) +  B (k )Z 2(y, k) + (6.8)

and the boundary conditions at y = 1 require that

A{k) =  - * < £ 2) ' B < f c ) = a  <6-9)

So the constant wavepacket solution is given by

K+ioo
0 1 eks

dk , (6.10)
2

1 — — F(a. b;k; 1 — y) 
kf i y ' s) = & i  I

/c—zoo

and it does not grow as s —> +oo either.

k — 2

6 .1 .3  Incom ing W avepacket
Bv far, the most physically interesting case is the incoming wavepacket character­
ized by

f (x  =  0 , s ) = 0 : f ( x ,  s = 0) =  fr(x).  (6.11)

It propagates directly towards the singularity and is responsible for near-critical 
behavior and breaking of the solution away from the Roberts background, as we 
shall demonstrate. The boundary conditions and the initial term for equation 
(4.26) are

F (x  = 0, k) =  0, h(y) = - y f r(y) -  f r ( y ) /2. (6.12)

To solve the inhomogeneous hypergeometric equation (4.26),

y (l -  y)F  +  [1 -  (k +  1 )y]F -  (fc/2 -  1)F =  h, (6.13)
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with the boundary conditions

F(y  =  1, k) =  0, F (y  =  oo, k) bounded, (6.14)

we must construct a Green’s function out of the fundamental system  of solutions 
of the homogeneous equation

where parameters a and b of hypergeometric equation depend on k  as given by 
equation (4.28). The Wronskian of the above system is

where the coefficients .4 and B  are to be determined by applying the boundary 
conditions, and the plus-minus sign is taken depending on the argum ents of the 
Green’s function

The Green’s function G satisfies DkG(y,r)) = 5{y — 77), and hence can be used to 
construct the solution of the inhomogeneous equation

need not be symmetric in its argum ents y and 77. Note that the G reen’s function 
is calculated for a particular A;-mode, and so depends on k, but we om itted the 
th ird  argument in G{y ,y ,k )  for brevity.

We now proceed to apply boundary conditions to the Green’s function (6.17), 
starting  with the boundary conditions at y =  1. The fundam ental solution Zi  
goes to one there, while the behavior of Z 2 is fundamentally different depending

Zi(y) =  F(a,b:k;  1 -  y)
Z 2(y) =  (1 — y ) l~kF ( l  — a, 1 — 6; 2 — A;; 1 — y), (6.15)

W{y) = { k - l ) y - \ l - y ) - ^ (6.16)

and the Green’s function is constructed as

G(y, y) = AZi(y)  4- B Z 2(y)
1

[Zi(.y)Z2{r]) — Z2(y)Zi(r])\
± 2p0(vW(v)

= AZi(y)  +  B Z 2(y)

[z m z m - Z oM z ^ t))}, (6.17)

(6.18)

OO

(6.19)

As the initial value problem (6.13) is not self-adjoint, the Green’s function (6.17)
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on the sign of Re (1 — k). If Re A: <  1. the real part of the exponent of (1 — y) in 
(6.15) is positive, and Z2 goes to zero when y = 1. If Re k > 1, the real part of 
power of (1 — y) is negative, and hence Z2 diverges when y  =  1. Substituting this 
into the Green's function, we get

G(y =  1, 77)
k  ■ I

+ • _  ( 1 - 1 7 ) * - 1 _  f ;  
2 {k  - 1) l(7?)

+  (6 .20)

f 0, Re k  <  1 1
\  oc, Re k > 1 j

The boundary conditions (6.14) require that G(y = 1, 77) =  0, which uniquely fixes 
the coefficients

(1 — 1 (1 — 77) ̂  1
B = ~ w ^ w Z M ' (6 -21)

provided Re k > 1, which is precisely the region of the complex A;-plane the con­
tour of the inverse Laplace transformation should be in. (If Re k <  1, coefficient
B  can be arbitrary.) W ith these coefficients, the Green's function (6.17) becomes

G(y,v)  =  { l i = g ± [ Z l (v)Z2( y ) - Z i W Z l (v)],  l < l  '  ( 6 ’ 2 )

The causality of wave propagation is apparent here: the wave a t y is only influ­
enced by the data  from the past 77 <  y.

We see tha t the boundary conditions at y =  1 already fix the Green's func­
tion (6.22), but we still have to satisfy the boundary conditions at infinity! One 
can show that they are satisfied automatically if (and only if) Re a > 0. Curves 
Re k  =  1 and Re a — 0 split the complex k plane into several regions, as shown 
in Fig. 6 in Chapter 4. The Green's function (6.22) as w ritten above is defined in 
region .4, but could be analytically continued to the whole complex space. The 
obstructions the Green's function encounters on the boundaries between .4 and B  
and .4 and F  are not poles, indeed, they are not even singular for regular (y, 77). 
They are rather caused by the fact that the Green’s function (6.22) fails to be 
applicable once you cross these boundaries; in the region B  boundary conditions 
a t infinity fail to be satisfied, and in the region F  free modes (solutions of ho­
mogeneous equation, th a t is) exist that satisfy all boundary conditions, making 
the Green’s function not unique. The existence of free modes in region F  is at 
the heart of the m atter, as they grow and will determine what will happen to 
the wavepacket at late times. (It is also possible to construct Green’s function in 
region C, but since it has no bearing on our analysis, we will not do it here.)
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Once the Green’s function has been determined, it is simple to construct later­
time evolution of the wavepacket from the initial data  using equation (6.19)

y
1 -  Z i W Z d v ) }  h ( n )  dr,.F ( y , k ) =  j (6.23)

L

To get back from the complex A;-plane dependence to the physical time evolution, 
one performs the inverse Laplace transformation

We emphasize again th a t a particular choice of the contour of integration is not 
important, as long as it is to the right of the obstructions on the complex plane, in 
our case region F. In practice, one chooses the contour so th a t the integral (6.24) 
is easier to evaluate. For some approximation to work, the contour should touch 
the obstruction, which means pushing it leftwards to the very edge of region F  at

6.2 Late-time behavior of incoming wavepacket
While expressions for /  written down in the previous section formally solve the 
problem of wave propagation on the Roberts background, they are too complicated 
to be of practical use. In this section, we use the method of stationary phase to 
obtain the late-time (large s ) asymptotic behavior for f{ y .  s) and analyze several 
physically im portant regimes of the wavepacket evolution.

The method of the stationary phase deals with the approxim ate evaluation of 
Fourier-type integrals

for large positive param eter A. It is based on the simple idea tha t where expfz'AS^fc)] 
is oscillating extremely rapidly and F(k) is smooth, the oscillations will cancel out, 
and the only contributions to the integral will be from stationary points of phase 
S (k ), singular points of F (k)  and S(k), and possibly end points.

So the stationary phase m ethod tells us that the asymptotic s —> oo behavior

K+ioc

(6.24)

Re k = 1.

(6.25)
a

Inverse Laplace transform  integrals (6.24) are precisely of the above type, 
with phase S(k) = k  and the large parameter A being the scale coordinate s.
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of the solution f ( y ,  s ) is given by singular points of F (y , k ) as a function of k , 
i.e. singular points of G(y,r): k). Therefore the study of analytic properties of the 
Green’s function (6.22) plays a key role in understanding the late-tim e evolution 
of the wavepacket. The possible sources of non-analyticity in Green’s function are 
listed below:

•  Branch points k  =  1 zb i \ / 3 of a, b = 1 /2 (k ±  \ /k 2 — 2k  +  4)

•  Poles at k  =  2 + n  in  Z2 and k = —n in Z\ coming from the hypergeometric 
function

•  The pole at k =  1 from  the prefactor

•  Power-law singularity of the type (1 — y)k~l

The problem with branches of the coefficients a, b is absent in the Green’s func­
tion G because they only enter it through the first and second arguments of the 
hypergeometric function, and the hypergeometric series are w ritten in terms of 
ab =  k j 2 — 1 and a +  b — k  only. Various poles at integer values of k are all 
canceled out because of the  antisymmetric way hypergeometric functions enter G. 
In fact, the only source o f  non-analyticity in G is the power-law singularity, and 
then only at y. 77 —> 1. Despite the appearance, G(y,jj-,k) is an entire analytic 
function of k provided th a t  y, 77 are regular points.

Since the small 77 region is im portant for the late-time evolution of the wave­
packet, it is instructive to  take a closer look at the approximation to the Green’s 
function (6.22) there. Using the asymptotic behavior of Z\, Z 2 near 77 =  1, given 
in Appendix A, we obtain

Note that even though poles in the hypergeometric functions no longer cancel in
(6.26), they are purely artifacts of the approximation, and should be ignored.

Now we will use the above approximation (6.26) for the Green’s function to 
study the late-time evolution of the packet in several im portant regimes.

(6.26)

where we introduce the short-hand notation

Fi{y) -  F ia , b ;k ; l  -  y),
F 2(y) =  F (1  — a , 1 -  6; 2 — k\ 1 — y). (6.27)
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6 .2 .1  E vo lu tion  near v  =  0
Let us first consider the behavior of the wavepacket near y =  1, tha t is. near the 
initial null surface v = 0. We take the asymptotic behavior of the in itial term  h 
to be the fairly generic power law

which covers the usual case of functions analytic at y =  1 (via Taylor expansion), 
as well as the case of functions with a power-law singularity at y — 1. such as 
free modes Z2. Then the approximation to the Green’s function (6.26) gives the 
solution in the desired region.

To obtain the late-time evolution of the wavepacket near y =  1. we use the 
m ethod of stationary phase. Observe tha t the only real singularity of F (y, k ) is 
the simple pole at k =  —a , with the rest being artifacts of the approximation
(6.26). Therefore, the late-time behavior of the wavepacket is exponential in the 
scale s ; indeed, it is given by

f{y-. s) »  (1 r " )'+<‘ Kim z 2(y; - a )  e"" (6.33)1 +  a  1 +  a
There are several things worth noting about this result. First, it gives the correct 
answer for the evolution of the free mode. Since Z2(y;p) ~  (1 — y ) l~p-, the initial 
term  works out to be h(y) «  (1 —p)( 1 — p )-p , so the above formula gives f ( y ,  .s) «  
•^2(y;p)eps, which is precisely what the evolution of the free mode should be. 
Second, the growing modes cannot be excited by the initial profile analytic at 
y =  1. If this were the case, then h could be expanded in a Taylor series around

h(r)) oc (1 -  17)", (6.28)

y k -l
^ ) °  (l-y)«<*,.(6.29)Kiy)  -  Kiv)

The above integral can be explicitly evaluated using the change of variable

(6.30)

which leads to the answer
0

F {y ,k )  «  -  J  T ^ j [ e ^ - lKF 2( y ) - F l ( y ) } e ^ aK( l -  y ) l+ad(; (6.31)
—OO

1 \F2(y)  _  Fi{y) (6.32)
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y =  1, each term  in the series raised to integer power corresponding to non­
negative value of a , and so not growing at large s. Third, the above argument 
illustrates how only the Z2 content of the initial da ta  is relevant to the subsequent 
evolution of the wavepacket.

So it seems th a t the exponential growth of the wavepacket at late times must 
be already built into the initial data in the form of a power-law divergence of 
the initial wave profile, just as it is encoded in the pure free mode Zo. But a 
power-law divergence of the perturbation near v = 0 causes curvature invariants 
to diverge at the junction, making the surface v =  0 a weak null singularity, which 
casts a shadow of doubt on the physicality of such growing modes. The question 
then arises whether it is possible to somehow eliminate the offending divergence, 
while still having a wavepacket grow to large enough values. The answer to this 
question is yes, and it is discussed next.

6.2 .2  E v o lu tio n  o f  a  w avepacket in itia lly  loca lized  at v =  0
W hat will happen if we cut off a diverging initial wave shape (6.28) below some 
small value of y — 1, say A? To put it another way, will the power-law diverging 
wave localized near y =  1 backscatter and affect the evolution of the wavepacket 
at the large y l  If not, then subtracting such a localized wavepacket from the 
perturbation modes discussed above will cut off the divergence at y — 1. while 
keeping the rest of the wavepacket evolution essentially unchanged.

We model such a localized wave by adding an exponential cutoff to the generic 
power law initial term  (6.28)

The exponential factor is chosen because it effectively suppresses h for values of 
y —1 > A, yet still keeps the calculations simple. We are interested in the evolution

enough y so th a t the approximation (6.26) holds, that is for A < | / - 1 < 1  (which 
can always be arranged for small enough A). In this region of interest we have

h(ri) oc (1 - 7 7)Qe (1- 7?)/A. (6.34)

of the wavepacket well outside the region of initial localization, but still for small

y

The above integral can be evaluated by the change of variable

(6.36)
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which yields the following approximation for F(y: k ) in the region of interest:

7  l / - A  t \ k~ l
— y ) Fi(v) { - X t ' fe ^ X d t  (6.37)

=  [(—̂ )fc+Qr ( ^  +  a)( l  —y ) l~kF i(y)

- ( - A ) 1+“r(l  +  a)^(</)].

So, outside the region of initial localization of the wavepacket, but still for small 
;y , the Laplace transform of the field perturbation is approximately given by

F(y, k) =  [(—A)*+“r(& +  c )Z 2(y) -  (-A )'+ “r ( l  +  a)Z ,(!/)] . (6.38)

The main contribution to the late-time behavior is coming from the poles of the 
gamma-function T(A: 4- a) in the first term. Using the stationary phase approxi­
mation, it is possible to calculate this contribution exactly. The inverse Laplace 
transform of F (y ; k ) can be reduced to the inverse Mellin transform of the gamma- 
function

K+lOO
f(y .s )  ss —  f  Xk+aF(k +  a)eksdk (6.39)

2-ki J 1 -1- a
K — IOC

Z2(y; - a ) e - a . s

1 +  a 'Iiri

Z2(y: - a ) e - a s

1 +  a 'Irri

Z2(y: - a ) - a s

1 +  a

K-r-a+ioo

J " \ f c r ' f r~\„ks

K + a —icc  
K + a + i o o

XkT{k)eksdk (6.40)

D-tts r .
/  T(k) [e- (s+lnA)] dk (6.41)

K + a — i o o

[A4“ lr] (e-(*+‘̂ ) )  , (6.42)

which is a known integral: indeed, [A4_1r](x) =  e~x. Therefore we obtain the 
following late-time approximation of the field perturbation outside the region of 
initial localization:

/(»,«) «  9 (iU lllA)- z 2(y; - a )  e "“  (6.43)
1 +  a

This looks very similar to the earlier result (6.33); the only difference is the factor 
@(s +  In A), where 0  is defined by

Q(x) = exp [—e-x ] , (6.44)
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and resembles a sm oothed-out step function, rapidly changing its value from 0 to 
1 as its argument becomes positive

“  {  I ]  Re *  <  O '  <6'45>
with the width of the transition of order unity. This means th a t the perturbation 
outside the region of initial localization does not feel the effect of the field at 
y — 1 <  A until a much later time, namely s =  — In A, when it suddenly spreads. 
To put it simply, the wavepacket initially localized at v < A does not backscatter 
until it hits the singularity at u =  0, and then goes out in a narrow band — u < A.

The above result shows how we can cut off the free mode Zo(y:k ) to avoid 
the curvature divergence, and yet have it grow sufficiently large. To quantify 
how large it can grow, consider the free mode /  =  Z 2{y ,k )eks ss (1 — y ) l~keks. 
with divergent scalar curvature R  oc / ' ,  and cut it off a t y  — 1 <  A. The largest 
initial curvature value is of order R  oc X~k, while the initial energy of the pulse 
is AR  oc A1-*, which can be made arbitrarily small. The perturbation mode will 
grow exponentially until the cutoff backscatters at s =  — In A, at which time its 
amplitude will be A~fc, with proportionally large curvatures and energies. In other 
words, the initial large curvature seed localized in a small region spreads over the 
whole space in the course of the evolution, with the energy of the pulse growing 
correspondingly. Thus, the free perturbation modes considered here are physical 
and grow exponentially to very large amplitudes, certainly enough to leave the 
linear regime, and are therefore responsible for the evolution of the solution away 
from the Roberts one.

6.2 .3  G en eric  in it ia l cond itions
We now turn our a tten tion  to the evolution of the wavepacket from generic initial 
conditions. It is reasonable to expect that completely generic initial conditions 
will have non-zero content of all perturbation modes present in the system, both 
growing and decaying, as given by equations (6.23) and (6.24),

K+ioo

f ( y ,s )  = J  [W2(k )Z 2( y k )  +  W ^ Z ^ y  k )\e ksdk. (6.46)
K — lOO

However, decaying modes will disappear very quickly, so only the growing modes 
are relevant to late-tim e evolution. Assuming that the content of the free grow­
ing mode Z 2{y;k) is given by the weight function W {k), the generic wavepacket 
evolution is given by the sum of all such modes

f(Vi s ) =  J  W {k )Z 2(y:k)eksdk , (6-47)
r
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where the infinite contour of integration T runs vertically in the regions F  and F  
of the complex plane on Fig. 6, at Re k  =  1. However, we note tha t the part of 
the contour between the endpoints =  1 ±  i\/2  of the regions F  and F  does 
not correspond to free growing modes, as Z2(y -> oo) «  {—y)~a with Re a < 0 
there, and so boundary conditions at infinity are not satisfied. Therefore, for the 
initial wavepacket bounded a t infinity, the content of such modes is suppressed, 
so tha t f  dk [W (k) (—y)~a] ~  1 for large y. This leads to slower growth rates 
f  dk[W (k) (—yes)-a e(*+“)5] ~  e(K+a)s at the later times. Hence, the piece of the 
contour T between the endpoints k ^  can be omitted from the integration without 
affecting the late-time evolution.

For completely generic initial conditions, we should expect W  to be a sm ooth 
function of k in the free mode region F , not preferring any particular value of 
k. Therefore, using the stationary phase approximation, the main contribution 
to the late-time behavior of the above integral comes from the end points of the 
contour of integration,

k~s
f ( y ,  s ) «  -W (k + )Z t( r , k*) -  W (k^ )Z 2(y, (6.48)

Ignoring the overall weight factor, we find that the late-time evolution of the 
generic wavepacket is given by

„ka s '
(6.49)/(?/, .s) oc Re

6
ko)

where kQ can mean either k £  or k$ — it does not m atter as both give the same 
result. We emphasize that the single A:0-mode dominates the course of evolution 
of the generic wavepacket, and thus a certain universality is present in the way a 
generic perturbation departs from the Roberts solution.

8.3 Emergence of discrete self-similarity
As was shown above, the departure of the generic perturbation away from the 
Roberts solution is universal in a sense that the single mode Zo(y; k0)ekos dom­
inates the late-time evolution of the field. The complex growth exponent gives 
rise to an interesting physical effect: the perturbation developing on the scale- 
invariant background evolves to have a scale-dependent structure es cos(Im k0s). 
The exponential growth of the amplitude of the perturbation will eventually be 
stopped by the non-linear effects, while the periodic dependence of the perturba­
tion on the scale will most likely remain. The period of oscillation, obtained in 
the linear approximation, is 

27r
A =  — (6. 50) 

i m /cq
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W hat does this periodic dependence of the solution on the scale mean phys­
ically? To answer this question, let us see how this symmetry is expressed in 
the Schwarzschild coordinates (r, t ) often used in numerical calculations (see, for 
example, [31]). In these coordinates the Roberts metric (3.62) becomes diagonal

ds2 =  —a dt2 4- (3 dr2 -+- r 2 dfl2, (6.51)

where metric coefficients and explicit expressions for coordinates were given in 
Section 3.6.4. For our purposes, it suffices to note tha t the coordinate x  determines 
the ratio r f t ,  while the coordinate s sets an overall scale of both  space and time 
coordinates via e~s factor

— =  exp 1  2xx  -h - e 2x r =  exp[x — s\. (6.52)

One can see that taking a step A in the scale variable s is equivalent to scaling 
both spatial and tim e coordinates r and t  down by a factor eA. Therefore, the 
solution being periodic in scale coordinate s is equivalent to being invariant under 
rescaling of space and time coordinates r  and t by a certain factor

f ( x ,  s + A) =  f { x ,  s) f(e  r,e  ' t) = (6.53)

The latter is an expression of the symmetry observed in the numerical simulations 
of the massless scalar field collapse [31], and referred to as echoing, or discrete 
self-similarity, in the literature [31, 63].

Thus, our simple analytical model of the critical collapse of the massless scalar 
field illustrates how the continuous self-similarity of the Roberts solution is dynam­
ically broken to discrete self-similarity by the growing perturbations, reproducing 
the essential feature of numerical critical solutions. The value of exponent for the 
endpoints of the spectrum  of growing perturbation modes, k0 =  1 +  i\J2, gives 
the period of discrete self-similarity as

A =  n/2 tr =  4.44 (6.54)

for linear perturbations of the Roberts solution, which is within 25% of the nu­
merical value A =  3.44 measured by Choptuik [31]. Given th a t the perturbative 
model considered here reproduces all the symmetries of the Choptuik’s solution, 
and gives a good estim ate for the period of echoing, it is instructive to compare 
the actual field profiles to the numerical calculations, which we will do next.

To meaningfully compare field profiles, we should cast the gauge-invariant 
quantities used throughout this thesis into the variables Choptuik uses, i.e. write 
the perturbation amplitudes in the gauge preserving diagonal form of the metric. 
The explicit expressions for field perturbations in this gauge turn  out to be quite
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F ig u re  8: Profile for the field variable X  =  y/2tF y  (y §7 on the slice t =  const for the 
dominant mode f ( y , s )  — Zo(y;ko) eks/ s .

complicated: the simplest way to get them from gauge-invariant quantities is to 
find explicitly a gauge transformation

connecting the simple field gauge K  = kvv = 0  with the diagonal gauge, fixed by 
conditions K  = 0 and (2u — v)2kvv =  u2kuu. The effects of the gauge transfor­
mation on the perturbation amplitudes were given in Section 4.1. Imposing the 
condition K  = 0, one finds that B  must be related to .4 by

u
A  is then found by imposing the other condition fixing the diagonal gauge, which 
leads to the following equation

^  =  (.4, B , 0, 0) (6.55)

(2w — v)2A'V — u(2u — u)-4iU — vA  = 2u J f  dv. 

Rewriting A in scaling coordinates,

(6.57)

transforms the above equation into the ordinary differential equation

(6.58)

( l + y ) A + [ l  — k / 2 ( l  +  y ) ] A  =  —J  F  d y , (6.59)
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which can. be solved to give

y
A (y) =

1 +  y
j  d£e U f  F (C )d C - (6.60)

Once the connecting gauge transformation is known, we can obtain the pertur­
bation amplitudes in the Schwarzschild diagonal gauge. In particular, the scalar 
field perturbation is given by

perturbation modes is presented in Fig. 8. Comparing this plot to Fig. 2 in 
Choptuik's original paper [31], we see that they share one common feature, which 
is the oscillatory nature of the field solution: however, the shape of the field profiles 
is quite different. This discrepancy is not surprising, perhaps, since perturbation 
methods in critical phenomena are usually viable for calculating critical exponents, 
but not the field configurations themselves.

We note that the above discussion was based on linear perturbation analysis. 
Growing perturbation modes will eventually become sufficiently big, and will take 
the solution into the non-linear regime. It is likely the discretely self-similar struc­
ture would be preserved, but the exact value of the period and the shape of the 
field profiles could be modified. The non-linear regime requires more investigation.

ip(y: k) =  - F(y: k) -+- A(y; k). (6.61)

The end result of calculation for the field variable
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Chapter 7

Discussion.

7.1 Our results
We have searched for and found continuously self-similar spherically symmetric 
solutions of minimally coupled scalar field collapse in rz-dimensional spacetimes. 
For spacetime dimensions higher than three they form a one-parameter family and 
display critical behavior much like the Roberts solution. The qualitative picture 
of field evolution is easy to visualize in analogy with a particle traveling in a 
potential of inverted U shape. This analogy was used in [5, 6] to consider black 
hole formation in subcritical collapse by quantum tunneling. Critical solutions are 
in general simpler than  other members of the family due to the potential factoring.

We also used the equivalence of scalar field couplings to generalize solutions of 
the minimally coupled scalar field to a much wider class of couplings. For often- 
used cases of conformal coupling and dilaton gravity the results are remarkably 
simple. Some results of [73], applied for a single scalar field only, become trivial 
in view of this coupling equivalence.

We carried out a linear perturbation analysis of the Roberts solution in a 
general gauge-invariant formalism to investigate the critical behavior in the self­
similar gravitational collapse of a massless scalar field. An exact analysis of the 
perturbation eigenvalue problem reveals that there are no growing non-spherical 
perturbation modes. However, there are growing spherical perturbation modes. 
Their spectrum is continuous and occupies a big chunk of the complex plane,

In view of these findings, the following picture of the dynamics of scalar field 
evolution near self-similarity emerges: As we evolve generic initial data which 
is sufficiently close to the critical Roberts solution, non-spherical modes decay

Re k (2 -  Re A;)
1 -  (2Re k)~ l '

(7.1)
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and the solution approaches the spherically symmetric one. Asymmetry of the 
initial data does not play a role in the collapse. The growing spherical modes, on 
the other hand, drive the solution farther away from the continuously self-similar 
one. In this sense, the critical Roberts solution is an intermediate attractor for 
non-spherical initial data.

A continuous perturbation spectrum  could possibly suggest non-universality 
of the critical behavior for different ingoing wavepackets. To investigate this ques­
tion, we studied spherically symmetric perturbations of the Roberts solution with 
the intent to understand how nearby solutions depart from the Roberts one in the 
course of the field evolution. We analyzed the behavior of incoming and outgoing 
wavepackets, and we focused our attention on the incoming one as the physically 
relevant one for the question posed. W ith the aid of the Green’s function formu­
lation, we were able to solve the perturbation problem completely in closed form, 
as well as obtain simple approximations for the late-time evolution of the field 
in several im portant regimes. We discovered that discretely self-similar structure 
forms on the continuously self-similar background in the collapse of a minimally- 
coupled massless scalar field, and we calculated the period of this structure to 
be

A =  \fl-K =  4.44. (7.2)

7.2 Further studies
An interesting question, which is not answered by perturbative calculations, is 
the further fate of the scalar field evolution as it gets away from the Roberts 
solution. The emerging discretely self-similar structure, and the universal way in 
which the generic perturbation departs from the Roberts solution, offer support 
for the conjecture tha t the Roberts solution is “close” to the Choptuik one in the 
phase space of all massless scalar field configurations (in a sense of being in the 
basin of attraction of the latter), and will evolve towards it when perturbed. It 
seems highly unlikely, however, tha t the critical mode responsible for the decay 
of the Choptuik solution will be completely absent in the initial data originating 
near the Roberts solution, as this usually requires fine-tuning of the parameters. 
So, although at first the field configuration near the Roberts solution might seem 
to evolve towards the Choptuik solution, after a while the critical mode will kick 
in and drive the field to either dispersal or black hole formation.

This picture is in line with the Choptuik solution being an intermediate a t­
tractor. One can think of the field evolution in a phase space as a stone rolling 
down a mountain range, with local attractors being mountain passes. As a stone 
rolls down to the lower elevations, it would follow valleys and gorges to get from a
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higher pass to a lower pass, until finally it reaches the bottom . In this analogy, we 
can speculate that the Choptuik solution lies downstream from  the Roberts solu­
tion, and the field evolution of nearly continuously self-similar da ta  would follow 
the path from an initial configuration near the Roberts solution to one near the 
Choptuik solution and then to a global attractor (black hole or flat spacetime) 
in the phase space. Unfortunately, linear perturbation m ethods are not sufficient 
to provide a proof of the proposed scenario, and they fail to  give the answer as 
to what would the eventual fate of the evolution be (whether black hole or flat 
spacetime end-state will be selected), and how fast would th e  field get there.

To completely answer these questions, one would need to employ some sort 
of non-linear calculation, or perform numerical simulations of the evolution. In 
particular, it would be interesting to evolve the perturbed  Roberts spacetime 
numerically and look for the Choptuik spacetime as the possible intermediate a t­
tractor. Nevertheless, it may happen that some inform ation about Choptuik’s 
solution can be gained from the linear perturbation analysis of the Roberts so­
lution. The appeal of this method lies in the fact tha t such analysis could be 
carried out analytically, while Choptuik’s solution is still unknown in closed form. 
Similarly, one can try to study properties of other analytically-unknown criti­
cal solutions in different m atter models based on “nearby” solutions with higher 
symmetry and simpler form. This proposal was recently implemented in Ref. [69]. 
One might also hope to obtain acceptable analytical approxim ations to critical 
solutions, Choptuik’s in particular, by going to higher order perturbation theory 
in the region near the singularity.
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Appendices
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Appendix A 

Properties of the Hypergeometric 
Equation

In this thesis, we argued that the linear perturbation analysis of the Roberts so­
lution can be reduced to the study of solutions of the hypergeometric equation 
with certain parameters. The hypergeometric equation has been extensively stud­
ied: for a complete description of its main properties see, for example, [8]. In 
this appendix we collect the facts about the hypergeometric equations that are of 
immediate use to us, mainly to establish notation.

The hypergeometric equation is a second order linear ordinary differential 
equation,

with parameters a, b. and c being arbitrary complex numbers. It has three singular 
points at y =  0,1, oc. Its general solution is a linear combination of any two 
different solutions from the set

Zo — (1 — y)c a bF (c  — a, c — 6; c + 1 — a — 6; 1 — y),
Z*z =  { -y )~ aT (a ,a  + 1 -  c;a + 1 -  b;y~v),
Z \ =  (—y)~bF(b  +  1 — c, b; b +  1 — a:y~ l),
Z 5 = 6; c; y),
Z 6 = y l~cT {a  +  1 — c, 6 +  1 — c;2 — c: y),

where T {a ,b \c \y )  is the hypergeometric function, defined by the power series

y( 1 — y )Z  + [c — (a +  b 4-1 )y]Z — abZ = 0, (A .l)

Zi = !F(a, b: a +  b + 1 — c; 1 — y) (A.2)

(A.3)
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and we used shorthand notation (a)n = T(a + n)/F (a). The hypergeometric 
series is regular at y = 0. its value there is F{a,b:c: 0) =  1. and it is absolutely 
convergent for \y\ < 1. Considering the hypergeometric series as a function of its 
parameters, one can show that F{ci, b; c; y0)/F(c) is an entire analytical function 
of a, b, and c, provided that |r/0| <  1-

The solutions Z]_,. . . .  Ze are based around different singular points of the hy­
pergeometric equation, with asymptotics given by

Z , = 1. Z , = ( l -  y)c~a- b 
Z3 =  H / ) - “, Z4 = ( -y )~ b 

Z5 = 1, Z6 = y l~c

Any three of the functions Z\. 
coefficients. In particular,

near y =  1,
near y =  co,
near y =  0.

(A-4)

Z q are linearly dependent with constant

'  zx' C l3 C14 '  ^ 3  ‘

z 2 C-23 C24
.  .

(A.o)

where the coefficient matrix is given by

c 13

C-23

Ci-t
C-24

r(a+6+L—c)T(6—a) —i ^ a  
r (6 + l -c )r (6 )

r(c+l— a—6)T(6—a) —i7r(c—6) 
r(l-q)r(c-q) e

r(q+6+I—c)r(a—6) p - i~ b  
r(q+l-c)r(q) 

r(c+l—q-6)r(q—6) -^(c-q)
r ( i - 6 ) r ( c - 6 )

. (A.6)

These relationships, known as Kummer series, are true for all values of the pa­
rameters for which the gamma-function terms in the numerators are finite, and all 
values of y for which corresponding series converge, with Im y  > 0. If Im y < 0, 
signs of arguments in the exponential multipliers should be inverted. We shall not 
give the remaining similar relationships here.
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