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Abstract 

This thesis presents studies aimed at delivering a deeper understanding of protein-fatty 

acids recognition and dissociation processes using molecular dynamics simulations. The 

focus of this thesis is on theoretical modeling of β-lactoglobulin protein in complex with 

fatty acid ligands (fluorinated and non-fluorinated). The dynamics of ligand exit from 

protein binding site is unclear and it is desired to understand whether ligands dissociate 

from the protein binding site along a well defined dissociation pathway or through a 

collection of exit pathways. This computational study of β-lactoglobulin and fatty acid 

complexes was inspired by recent mass spectrometry experiments using blackbody 

infrared radiative dissociation technique where the dissociation kinetics of these 

complexes was measured. Potential of mean force calculations and transition state theory 

were utilized to compute the dissociation rate constant of β-lactoglobulin-fatty acids 

complexes. Analysis of the calculated free energy profiles provided a more complete 

picture of the probable intermolecular interactions. The carboxyl group of the fatty acids 

interacts with variety of the residues on the flexible loops via hydrogen bonds but it is not 

involved in the interactions with the charged amino acids. There is a late transition state 

for the dissociation of β-lactoglobulin-fatty acid complexes and most probably the 

cleavage of the nonpolar interactions of the fatty acid aliphatic chain with protein 

residues lined in binding cavity is the last step of the activation process. 

It is not clear how fluorination influences the stability of protein-ligand complexes. 

Recently, quantitative investigation of the energetics of β-lactoglobulin complex with 

fluorinated fatty acids proved that fluorocarbon binding within the binding cavity of β-

lactoglobulin is stronger than hydrocarbon binding. MD simulations were performed on 
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β-lactoglobulin-fluorinated fatty acids complexes to probe the nature of stabilizing 

intermolecular interactions in further details. Analysis of the trajectory files revealed 

fluorine bonding to the polar hydrogen atoms is primarily responsible for the stabilizing 

effects of fluorination.  
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Chapter 1 

Introduction 

1. 1. Motivation 

Molecular recognition phenomena play significant roles in many biomolecular processes. 

Non-covalent, specific association of biomolecules is central in many biological 

processes ranging from signal transduction to immune response and bacterial and viral 

infections. 1-3  Therefore, an accurate description of the nature and strength of bio 

molecules interactions (such as protein-ligand interactions) leads us to a comprehensive 

understanding of the function of biomolecules. 4  Free energy calculations attempt to 

provide microscopic insight into the experimental thermodynamic measurements. They 

elucidate the underlying chemical and physical principles governing the association and 

dissociation processes in complex and large biomolecular systems and shed light on 

molecular recognition phenomena. 5   

Addressing protein-ligand chemistry questions such as affinity of a ligand for a 

given protein with the aid of free energy calculations is important in the realm of 

pharmaceutical sciences. 6,7  Protein-ligand binding affinity 𝐾 identifies the potential lead 

drug that binds to the target protein with high specificity and affinity. 8  Consider a 

solution comprising of receptor proteins and ligands, which are able to associate as 

follows: 

𝑃 + 𝐿   ⇌ 𝑃𝐿                                                                                                                         

The corresponding binding affinity is defined as in terms of the concentrations of each 

species:  

𝐾 =    !"
! !

                                                                                                                      (1. 1) 
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where 𝑃𝐿 , 𝑃  and 𝐿  are the equilibrium concentrations of the complex, free protein 

and ligand, respectively. Free energy simulations are able to draw a distinction between 

the regions of configuration space corresponding to the protein receptor with a ligand 

bound and unbound. Let 𝜌! and 𝜌! be the fraction of protein receptor with no ligand 

bound or one ligand bound, respectively. Then, free energy calculations give the binding 

affinity of the protein-ligand as: 

𝐾 =    !! ! !"!
! !! ! !"!

=    !
!
  ×   !!

!!
                                                                                            (1. 2) 

!!
!!

 is calculated during free energy simulation and it is related to the reversible work 

required to bring a ligand molecule from the bulk to the binding site. 9  In fact, computer 

simulations play a central role in guiding molecular design via prediction of the binding 

free energies or ranking the relative affinities for a series of structurally similar 

molecules. 

The ability of free energy calculations to predict the binding free energies of small 

rigid molecules to the proteins is promising. 10-14  However, application of free energy 

simulations in studying the kinetics of association/dissociation processes is not well 

established. Recently, dissociation rate constants of gaseous β-lactoglobulin and fatty 

acid (stearic acid, palmitic acid, myristic acid and lauric acid) complexes were reported 

using black body infrared radiative dissociation technique. 15  It is well known that 

desolvated β-lactoglobulin and fatty acid complexes resemble the solvated complexes. 

15,16  Such a study provides the opportunity to explore the practical feasibility of free 

energy calculation to predict the dissociation kinetics of protein-fatty acid complexes in 

the absence of ligand solvation energy. Evaluation of solvation energy is one of major 

difficulties in free energy computations. 17  Furthermore, theoretical study of this system 
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sheds light on the challenges of free energy calculations to reproduce the 

thermodynamics and specifically kinetics of flexible ligand dissociation from the protein 

binding site through potential of mean force calculations. Investigation of the wide range 

of systems illustrates the strengths and shortcomings of computation and ultimately 

algorithmic and methodological improvement and development can lead us to the routine 

and generalized use of computation as a predictive tool to calculate free energies. 18  

Potential of mean force calculations along the reaction coordinate provide a useful 

context for understanding how proteins overcome activation barriers, which ultimately 

gives a molecular picture of dissociation pathways. A well-characterized free energy 

landscape assists in understanding whether the ligand dissociation occurs via a well-

ordered sequence of bond breakings and protein conformational rearrangements or 

through a broad collection of dissociation pathways. 19  The aim of our work is to 

examine whether molecular simulation of the model system is able to reproduce 

experimental dissociation rate constants. Agreement between theory and experiment 

allows us to obtain a molecular view of the fatty acid dissociation from β-lactoglobulin 

binding site, understand the nature of the interactions in protein-ligand complexes and to 

propose a transition state for the dissociation. Details of the model systems are presented 

in the following section and results of free energy simulations will be described in 

Chapter 2.  

In general, presence of fluorine atoms influences physicochemical properties of 

the compounds, which results in the change in their non-covalent interactions with other 

molecules and more interestingly with proteins. Normally, fluorine atom impacts the 

electronic structure of the molecule or its hydrophobicity. 20-23  Numerous experimental 
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and theoretical studies carried out on fluorine containing molecules to understand the 

origin of fluorination effects on intermolecular interactions. The results of these studies 

indicate that fluorine can affect non-covalent interactions directly or via modulation of 

the polarity of the other groups involved in intermolecular interactions. 24-31  In despite of 

our knowledge of the inductive effects of fluorine atoms, the influence of fluorine on 

docking interactions, which alters the affinity and selectivity of protein-ligand 

interactions, is not understood comprehensively. 32  

Recently, binding thermodynamics of alkyl- and fluoroalkyl-substituted benzene 

sulfonamide ligands to human carbonic anhydrase II (HCA II) was measured using 

isothermal titration calorimetry. The author concluded that differences in the binding 

thermodynamics are arisen from differences in hydrophobic surface area and not 

differences in the strength of the intermolecular interactions. 33  The aim of our work is to 

use desolvated complexes of β-lactoglobulin with fluorinated analogs of stearic acid 

containing X = 13, 15, 17 or 21 fluorine atoms as a model system and investigate the 

intrinsic energetics of fluorine bonding in the absence of solvent. Arrhenius parameters 

for the loss of neutral ligand from the desolvated complexes were measured using the 

blackbody infrared radiative dissociation technique. Molecular dynamics simulations 

were utilized to probe the nature of the intermolecular interactions in the desolvated 

complexes of β-lactoglobulin with fluorinated ligands. 34  The model systems are 

described in the following section and results will be presented in Chapter 3. 

1. 2. Studied systems 

Non-covalent complexes of β-lactoglobulin and fluorinated and non-

fluorinated fatty acids 
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Bovine β-lactoglobulin is an ~18 kDa protein with 162 amino acid residues and belongs 

to the lipocalin protein family. Its ability to bind to a variety of hydrophobic molecules 

including fatty acids is well characterized. It is suggested that β-lactoglobulin is involved 

in the hydrophobic ligands transport, passive immune transfer from mother to offspring 

and enzyme regulation. However, its functionality is not consistent among different 

species. 35,36  

Lipocalin proteins share a common structure: an eight-stranded anti-parallel β-

barrel (A-H) to accommodate the hydrophobic ligands and one strand by β-sheet 

hydrogen bonding template (strand I). Strand I is linked to C-terminal in monomer or to 

the next subunit in dimer. The strands are connected via some β-hairpin loops that cover 

the cavity. Also, there is a short helix before the first strand that closes the other end of 

cavity and a α-helix beyond strand H that folds back to pack against the cavity. 37  There 

are numerous experimental and theoretical studies on the structure and energetics of these 

systems. Furthermore, there is an interest in understanding the mechanism of ligand 

release and uptake. 38-48  The central binding cavity of the protein is large and dry (in 

absence of ligand), lined with the following residues: Leu58, Val41, Val43, Leu46, Leu54, 

Ile56, Leu58, Ile71, Leu87, Val92 and Leu103 and Phe105. 35,36  It accommodates various 

hydrophobic ligands with low specificity but high affinity. NMR studies on β-

lactoglobulin and palmitic acid indicates that palmitic acid aliphatic chain is buried in the 

cavity and it makes rigid connections with the residues located in the lower region of the 

binding cavity. The residues located in the entrance are more flexible and variable 

conformations are present for the carboxyl end of palmitic acid. 41,49  
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The Klassen group investigated the dissociation kinetics and energetics of gas 

phase complexes of β-lactoglobulin and hydrophobic ligands for the first time. 15  They 

employed blackbody infrared radiative dissociation (BIRD) technique 50,51  to measure 

time-resolved thermal dissociation kinetics and energetics of a series of structurally 

similar fatty acid ligands (FA) and β-lactoglobulin (Lg). 15  The ligands are the fatty acids 

CH3(CH2)XCOOH with increasing chain length as following: X = 10 (lauric acid ≡ LA), 

X = 12 (myristic acid ≡ MA), X= 14 (palmitic acid ≡ PA) and X = 16 (stearic acid ≡ SA). 

The results proved that nonpolar intermolecular interactions are preserved in the gas 

phase. Temperature dependent dissociation rate constants were determined for the 

gaseous deprotonated ions (Lg+FA)-7 and importantly the dissociation proceeds by the 

loss of a neutral ligand. The kinetic plots indicate that there are two kinetically distinct 

structures for (Lg+FA)-7 ions referred to as slow (Lg+FA)s
-7 and fast (Lg+FA)f

-7 

components. The dissociation activation energies were obtained using Arrhenius plots 

and the results indicate that the dissociation activation energies increase almost linearly 

with the aliphatic chain length (𝐸!!"   >   𝐸!!"   >   𝐸!!"   >   𝐸!!") for the fast component and 

the contribution of each methylene group is 0.82 ± 0.04 kcal mol-1. Therefore, in the fast 

component the aliphatic chain is buried in the binding cavity and dissociation activation 

energies reflect the required energy to cleave the nonpolar interactions within cavity. 

Nevertheless, dissociation activation energies for the slow component are higher than the 

corresponding values for the fast component and no simple trend is observed for the slow 

component. They concluded hydrogen bond interactions of carboxyl group contribute 

predominantly in stabilizing the slow component of ion complex. 15  
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In another recent study by the Klassen group, a non-covalent complex of β-

lactoglobulin and fluorinated analogs of stearic acid (Lg+XF-SA) were chosen as model 

systems to clarify whether fluorine bonding in protein-ligand complexes alters the 

intrinsic strength of the intermolecular interactions. XF-SA refers to the fluorinated 

analogs of stearic acid where X = 13, 15, 17, 21 represents the number of fluorine atoms. 

34  They measured temperature dependent dissociation rate constants for the loss of 

neutral ligand from the most abundant gaseous complexes (Lg+XF-SA)-7 using the BIRD 

technique. Similar to the (Lg+FA)-7 complexes, there are two kinetically distinct 

structures for deprotonated (Lg+XF-SA)-7 ions known as the fast (Lg+XF-SA)f
7- and slow 

(Lg+XF-SA)s
7- components. 15  Arrhenius parameters obtained from measured rate 

constants indicate that fluorination increases the dissociation activation energies Ea for 

the both slow and fast components. In contrast to the slow component, the dissociation 

activation energies have a linear relation with the number of fluorine atoms for the fast 

component. The results demonstrate each fluorine atom enhances the activation energy 

by ~ 0.15 kcal mol-1 for the fast component. Thus, the average contribution of >CF2 is 

1.12 ± 0.01 kcal mol-1. Moreover, the energetic contribution of –CF3 was estimated to be 

1.85 ± 0.15 kcal mol-1. There was no correlation between Ea and the number of fluorine 

atoms for the slow component. The studies on Lg complex with non-fluorinated and 

fluorinated fatty acids suggest that the nature of carboxyl group interactions with the 

protein is different in the fast and slow components. 15,34  

1. 3. Literature review of free energy simulations 

About 35 years ago, McCammon et al. extended molecular dynamics simulations to the 

realm of biological molecules by studying bovine pancreatic trypsin inhibitor and it was a 
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turning point in computational structural biology. 52  Their work provided a new 

perspective for the exploration of biological processes using numerical experiments. A 

few years later, Jorgensen and Ravimohan computed the relative free energies of 

hydration of methanol and ethane in dilute solutions. 53  Later on, free energy calculations 

were extended to tackle the computation of absolute or relative binding free energies and 

hydration free energies in biological systems. 54-56  In fact, calculation of free energies of 

biological macromolecules is one of the most important applications of biomolecular 

simulations. 

Protein-ligand association is a particularly attractive candidate for free energy 

computations because the knowledge of binding affinity of a ligand to a given protein is 

highly demanded in pharmaceutical sciences. 7  Quantitatively accurate prediction of 

binding affinities of diverse ligands to biological macromolecules results in identifying 

novel molecules that can bind to the target receptors and act as therapeutic drugs. 9  

Furthermore, computational studies enhance the ability to screen large databases of 

compounds in silico to determine potential lead drug molecules and their binding 

affinities, which can improve the structure based drug design. 

Many biological processes rely on the specific interactions between the 

molecules. In other words, molecular recognition phenomena lie at the heart of biological 

processes. The interest in elucidating physical and chemical principles governing 

molecular recognition phenomena motivated numerous experimental and theoretical 

studies. 57-59  Free energy simulations try to reconcile the experimental thermodynamic 

measurements with a microscopic insight into the specific interactions involved in 

chemical phenomena such as protein-ligand association/dissociation processes. The role 
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of particular interactions in the protein-ligand association/dissociation processes may be 

elucidated by carrying out the mutant studies. 19  Free energy simulations are able to 

determine the individual contribution of solvent, protein or even particular chemical 

groups to the total free energy change associated with a reaction. Moreover, they can 

clarify the intermolecular forces underlying the association/dissociation processes by 

further breaking down the free energy changes arising from different components to the 

individual contribution of repulsive, van der Waals dispersion and electrostatic 

interactions. 

Free energy simulations have become a useful tool to validate and refine 

biomolecular force fields. 60,61  Calculation of absolute hydration free energies for amino 

acids side chains and a variety of small molecules are examples of benchmark free energy 

simulations for force field refinement and validation. 62-65  Moreover, decomposition of 

free energies into the individual contribution of repulsion, van der Waals dispersion and 

electrostatic interactions provides insight into the governing intermolecular forces during 

solvation processes. 63  

Improvements in computational resources and theoretical methods and algorithms 

for carrying out free energy computations has made free energy simulations a promising 

tool in drug discovery and optimization. Investigations of biomolecular systems has 

allowed identification of the strengths and shortcomings of free energy simulations and 

has opened vistas to further improvement of methodologies, sampling strategies and 

ultimately the reliability of free energy estimations. 

In recent years, there has been promising progress in predicting binding free 

energies. 10-12,14,66  However, in most of the studies the binding of small, rigid ligands to 
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small proteins has been investigated. Extensively studied systems include the T4-

lysozyme mutants with small non-polar aromatic ligands, 5,59,67-69  FK506 binding protein 

(FKBP) and related ligands 17,70,71  and the SH2 domain of the Src protein with 

phosphotyrosine peptide pYEEI and its non-peptide inhibitors. 18,72  More recently, the 

standard binding free energy of proline-rich peptides to Src homology domain of tyrosine 

kinase Abl (SH3) was reported. 73  The free energy landscapes of GluA2 (belongs to 

ionotropic glutamate receptors (iGluRs) family) and nine ligands including glutamate 

were studied. 74  All of these studies have been limited to fairly small, rigid ligands and 

small proteins. In general, free energy calculations for the binding of large flexible 

ligands to large proteins is challenging and computationally prohibitive due to the 

intrinsic difficulty of calculating the entropy of the system. 75   

There are three main obstacles in free energy calculations: accuracy of force 

fields, evaluation of solvation energy and difficulties arisen from a deficiency in 

sampling of the configuration space, which hinders an accurate free energy calculation. 17  

In terms of solvation energy evaluation, the binding free energy may be estimated based 

on a continuum solvent approximation or using the molecular mechanics/Poisson-

Boltzmann and surface area (MM/PB-SA) method. 76,77  The latter is a mixed scheme 

combining configurations sampled from MD simulations with explicit solvent, together 

with free energy estimators based on an implicit continuum solvent model. Generally, the 

free energy of the system is calculated using the ensemble average expression. An 

ensemble is the collection of all possible microstates that are consistent with the 

thermodynamic or macroscopic state of the system. In general, from statistical 

mechanics, a conventional simulation of the practical length cannot adequately sample 
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the high-energy states that contribute to the free energy profile. 75  Thus, a deficiency in 

sampling of the configuration space leads us to inaccurate free energy prediction. 

Coupling parameter approaches circumvent the sampling problem by casting the 

potential energy in terms of a continuous parameter referred to as the coupling parameter. 

The coupling parameter λ may be considered as a general extent parameter, defining the 

progress of the system along a path between two well-defined states. The free energy 

difference between two states can be calculated by integrating the derivative of the free 

energy along λ (thermodynamic integration); 78  designating closely spaced intermediate 

states and stepwise calculation of the free energies (perturbation method); 79  or actually 

developing the free energy on a variable λ and calculate 𝐴  (𝜆). The latest method is 

called potential of mean force where free energy is defined as a function of λ. On a 

physical path, 𝐴  (𝜆) can be used to determine the free energy of activation, as well as free 

energy difference between two initially defined states and thus the rate constants can be 

estimated via transition state theory.  

The focus of this thesis is on calculation of the potential of mean force (PMF) via 

geometrical transformation. In this approach the alchemical decoupling of the ligand with 

its surrounding (widely used in thermodynamic integration and perturbation method) is 

prevented. It is advantageous in the sense that PMF method mimics roughly dissociation 

process whereby the ligand moves along a reaction path from the binding site to the point 

far from the binding site. In this way, the reaction path will reflect a meaningful physical 

pathway and dissociation activation free energy can be calculated. 80  The PMFs along the 

reaction coordinate are computed using biased molecular dynamics simulations. 

Therefore, we offer a brief description of Born-Oppenheimer approximation in the next 
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section, which is exploited in classical molecular dynamics (MD) simulation of large 

systems.  

1. 4. Born-Oppenheimer approximation  

Schrödinger equation lies at the heart of quantum mechanics and it describes the behavior 

of the wave-like particles. This eigenvalue equation is as following: 

𝐻  𝛹   𝑟,𝑅 =   𝐸!"!  𝛹   𝑟,𝑅                                                                                           (1. 3) 

where 𝐻  is Hamiltonian and Etot is the total energy of the system. Ψ   𝑟,𝑅  represents the 

wave function of the system as a function of 𝑟 and 𝑅, position vector of the electrons and 

nuclei, respectively. The Hamiltonian of a molecular system composed of electrons and 

nuclei associated with me and mA masses is given by: 

H=  -­‐ ℏ2

2mA
  A ∇A2   -­‐  

ℏ2

2me
   ∇i2    i -­‐   !!

!!!!
   !!

!!!  !!!,! +      !!

!!!!
   !

!!!  !!!!! +

     !!

!!!!
   !!!!

!!!  !!!!!                                                                                                        (1. 4) 

In the above equation, A and B refer to nuclei and R represents their positions. i and j 

refer to electrons and r denotes the position of electrons. The first two terms originate 

from the kinetic energy of nuclei and electrons, respectively. The third term results from 

the attractive Columbic interaction of electrons and nuclei. The last two terms correspond 

to the repulsive interaction of like-charge particles. 81  

It is not feasible practically to solve Schrödinger equation for a complex system 

associated with the wave function Ψ   𝑟,𝑅 , which includes all of the position variables. 

Therefore, several approximations need to be considered for a system with the large 

number of degrees of freedom. Nuclei are much heavier than electrons and move much 

more slowly. The time scale separation of electronic and nuclear motions forms the basis 
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of Born-Oppenheimer approximation that was proposed in 1927. 82  Therefore, it is 

assumed that the nuclei are fixed with respect to the electrons. The wave function is 

rewritten as the product of electronic and nuclear wave functions but the electronic wave 

function depends on the position of the nuclei parametrically: 

𝜓   𝑟,𝑅 =   𝜓   𝑟;   𝑅   𝜑   𝑅                                                                                           (1. 5) 

Then, Schrödinger equation is reformulated in two separate equations: 

𝐻!"   𝜓   𝑟;   𝑅 =   𝐸!"    𝜓   𝑟;   𝑅                                                                                         (1. 6) 

𝐻!"#   𝜑   𝑅 = 𝐸!"!  𝜑   𝑅                                                                                              (1. 7) 

𝐻!" =   𝐻  -­‐
ℏ2

2mA
  ∇A2   A                                                                                                      (1. 8) 

Equation (1. 6) is used to obtain the electronic energy Eel for a given nuclei positions. Eel 

includes the kinetic energy of the electrons and potential energy terms corresponding to 

electron-nuclei attraction and the repulsion between like-charge particles. Equation (1. 6) 

is solved at slightly varying nuclei positions and results in electronic energy as a function 

of 𝑅 that is called potential energy surface (PES). The PES is exploited to construct 

𝐻!"#   by adding nuclear kinetic energy operator. All of the electronic effects are buried in 

PES implicitly and one can describe the nuclear motions on the potential energy surface 

by solving equation (1. 7). Ab initio quantum methods are utilized to calculate a series of 

electronic structures at various nuclei positions and provide PES. However, the quantum 

computations are so expensive and demanding for the larger systems. Thus, a model PES 

called force field offers an alternative approach. In addition, the nuclear motions can be 

treated classically instead of solving nuclear Schrödinger equation using molecular 

dynamics. This approximation is safe due to negligible quantum mechanical effects for 

the heavier nuclei and it would be more efficient computationally. 
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A brief introduction to related concepts of statistical mechanics is presented in the 

following section. It is explained how statistical mechanics principles are exploited in 

MD simulations to calculate physical observables.  

1. 5. Statistical mechanics and a canonical ensemble 

Statistical mechanics is utilized to calculate physical observables or the macroscopic 

properties of a system by averaging over microscopic states of a given system. The key 

postulate of statistical mechanics is that if one waits long enough, eventually, all of the 

microscopic states of the system are explored. 83,84  

  A conventional experimental measurement consists of a series of independent 

measurements and the observed value of the desired property A is determined by: 

𝐴!"# =   
!
!
   𝐴!!

!!!                                                                                                          (1. 9) 

where N measurements are carried out and Ai is the value obtained from the ith 

measurement assuming the system is in a single microstate. Equivalently, statistical 

mechanics considers all microstates consistent with a macro state such that equation (1. 

9) can be rewritten as: 

𝐴!"# =    𝑃!𝐴!   ! ≡    𝐴                                                                                               (1. 10) 

In the above equation, 𝑃! denotes the probability of finding the system in macrostate ν, 

which is equal to the ratio of the number of times that state ν is observed to the total 

number of the measurements. 𝐴! represents the expected value corresponding to state ν 

and the angular brackets refer to an “ensemble” average. 83,85  

Typically, one is often interested in systems at equilibrium, with a constant 

number of particles N, constant temperature T and constant volume V (canonical 
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ensemble). Under these conditions, the probability Pi of finding the system in state i with 

energy Ei is given by the Boltzmann distribution: 

 𝑃! =   
!
!!!

!!!

!
                                                                                                              (1. 11) 

where kB is the Boltzmann constant and Q is the partition function given by: 

 𝑄 =    𝑒
!!!

!!!!                                                                                                          (1. 12) 

Therefore, the ensemble average of an observable in quantum mechanics can be 

calculated by: 

𝐴 =   
! !

!!
!!!  ! !!   

! !
!!

!!!   !!

                                                                                                  (1. 13) 

where 𝐻 is Hamiltonian of the system and 𝐴 is the corresponding operator of observable 

A. Equation (1. 13) can be rewritten in the more familiar form:  

𝐴 =    !
!!!

!!!!    ! ! !
!

                                                                                                 (1. 14) 

where 𝑖 𝐴 𝑖  is the expected value of observable A in quantum state 𝑖 and 𝐸!  is the 

energy of that state. 

The classical mechanical analogy of the expectation value of A is given by: 

𝐴!"# =   
!
!!"
   … 𝑑𝑝  𝑑𝑞  𝑒!!"(!,!)   𝐴(𝑝, 𝑞  )                                                               (1. 15) 

𝑄!" =   
!

!!  !!!
… 𝑑𝑝  𝑑𝑞  𝑒!!"(!,!)                                                                            (1. 16) 

where Q is the classical canonical partition function, h is Plank’s constant and H 

represents Hamiltonian of the system. 1 𝑁! factor accounts for the N indistinguishable 

particles. Just as the wave function allows us to determine all the properties of a system 

in quantum mechanics, the partition function in statistical mechanics is the key to 
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calculating many properties of a system such as heat capacity, internal energy, free 

energy and so on. 86  

One can calculate the value of an observable using computer simulations by two 

strategies: an MD simulation via the time average of the observable or a Monte Carlo 

(MC) simulation via the ensemble average. In this thesis we rely on MD simulations.  

1. 6. Molecular dynamics  

A classical MD simulation may be used to compute equilibrium and transport properties 

of a many-particle system by calculating the time average. A classical simulation may be 

justified if the motion of the nuclei can be well approximated by classical dynamics. In 

the spirit of an experimental measurement, which occurs over a finite length of time, a 

molecular dynamics simulation of a many-particle system can be used to calculate the 

ensemble average of an observable. For an ergodic system, the time average of an 

observable and its ensemble average are equal if the time evolution of the particles’ 

positions and momenta, Γ 𝑡 , is calculated by a sufficiently long MD simulation. 

𝐴!"# =      𝐴 =      lim!!"#  →!
!

!!"#
   𝐴   Γ 𝑡   𝑑𝑡!!"#
!                                                        (1. 17) 

where Γ 𝑡 =    𝑝! 𝑡 ,… ,𝑝!! 𝑡 , 𝑞! 𝑡 ,… , 𝑞!! 𝑡                                                    (1. 18) 

Note that for a system consisting of N particles, there are 3N positions and 3N momenta. 

Each point in the phase space Γ 𝑡  represents a state of the system at time t. This 6N 

dimensional phase space is explored during an MD simulation. 

To start the simulation, one specifies the initial positions 𝑝   0  and momenta 𝑞(0) 

of all the particles. The initial positions of the particles are often obtained by the 

experimental structures provided by techniques such as X-ray crystallography or NMR 

spectroscopy. Maxwell-Boltzmann distribution is used to assign the velocities to each 
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atom at the specified temperature. 87  The interaction between the constituting particles is 

determined by the selected force field. Then, Newton’s equations of motion are solved 

for all of the particles to obtain the acceleration on each atom and consequently, the new 

𝑝   𝑡  and 𝑞 𝑡 . Repetition of this procedure at regular time steps until the end of 

simulation time gives the dynamical trajectory of the system in phase space. Therefore, 

the time average of A may be obtained from a finite number of time steps 𝜏!"#via: 

𝐴!"# =   
!

!!"#
   𝐴 Γ 𝜏!!"#

!!!                                                                                          (1. 19) 

The length of the time step ∆𝑡   =    𝑡!"# 𝜏!"# is required to be shorter than the fastest 

motion in the system. Similar to experiment, the property of the interest is measured over 

a certain time interval, which is called production. However, the system must reach 

thermal equilibration prior to measurement. Thermal equilibration is reached if the 

average temperature of the system stays steady. After equilibration, the previous history 

of the calculation is discarded and the actual data is collected during the production time. 

88  

The gradient of the potential energy with respect to the position of each nucleus 

gives the force acting on the nucleus. The most time consuming step of the MD 

procedure is the calculation of the forces on the nuclei. An integration method is needed 

to solve the equations of motion. Almost all of the methods are designed based on finite 

difference schemes. The most widely used integrator is called the velocity-Verlet 

algorithm. First, the positions around time t are approximated by a Taylor series 

expansion (the higher order sentences in Taylor expansion are neglected): 89   

𝑞!    𝑡 + ∆𝑡 =   𝑞! 𝑡 +   𝑣!∆𝑡 +   
!
!
  𝑎!∆𝑡!                                                                      (1. 20) 
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𝑞!    𝑡 − ∆𝑡 =   𝑞! 𝑡 −   𝑣!∆𝑡 +   
!
!
  𝑎!∆𝑡!                                                                      (1. 21) 

𝑎! =   
!!(!)
!!

                                                                                                                     (1. 22) 

Then, equation (1. 13) and (1. 14) are added to find the position of the next time step (t + 

Δt): 

 𝑞!    𝑡 + ∆𝑡 =   2𝑞! 𝑡 −   𝑞!    𝑡 − ∆𝑡 + 𝑎!∆𝑡!                                                           (1. 23) 

The above equation is referred to position-Verlet algorithm since there is no explicit term 

involving velocity. However, the velocity can be calculated by one the equivalent 

equations shown in below: 

𝑣! 𝑡 +   ∆𝑡 =    !! !!  ∆! !  !! !!  ∆!   
!∆!

                                                                                 (1. 24) 

𝑣! 𝑡 +   ∆𝑡 =   𝑣! 𝑡 +   !!   ! !!!  (!!  ∆!)
!!!

  ∆𝑡                                                                   (1. 25) 

In both equations, the new positions should be calculated prior to velocity calculation.  

In order to select an appropriate integration algorithm a few considerations must 

be taken into account. (i) Conservation of energy is one of the most significant 

considerations i.e the sum of the kinetic and potential energies remains constant. The 

root-mean squared fluctuation of energy is proportional to ∆𝑡! for the Verlet algorithm so 

short time step fulfills the energy conservation criterion. (ii) Calculation of the forces is 

the most demanding task in an MD simulation so a longer time step is desirable. 

However, there is a trade off between the cost of the computation and its accuracy.90 (iii) 

A good algorithm conserves momentum and is time-reversible. 91  

Special attention is required for simulations performed at higher temperatures or 

involving lighter atoms. It is mentioned earlier that the time step in an MD simulation 

must be shorter than the fastest motion in the system. Simulation of fast particles at high 
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temperatures and with higher vibrational frequencies requires shorter time steps. One can 

apply constraints on an MD simulation in order to use longer time steps. In the works 

presented in this thesis, the SHAKE algorithm was utilized to constrain the bonds 

involving hydrogen atoms.92 Two types of forces are present in a constrained system: the 

intra-molecular and intermolecular forces described by force field terms and the forces 

due to the constraints. To fix the bond lengths, the forces are imposed along the bonds. 

Since there is an equal but opposite force on each atom, there is no net force. The forces 

associated with the constraints are calculated by differentiating the constraints with 

respect to the coordinates of the atoms and multiplying by a Lagrange multiplier. Then, 

these forces are incorporated into the equations of motion. The new positions are 

obtained using the unconstrained positions in the presence of the constraint forces. The 

next step is determination of the multipliers in a way that all of the constraints are 

satisfied simultaneously. SHAKE algorithm uses an iterative approach to achieve this. 

In order to perform an MD simulation, one needs to choose a system and describe 

the underlying chemistry and physics principles among N particles using a model, which 

is described in further details in the following section. 

1. 6. 1. Molecular modeling and force fields 

The goal of the computational study of a molecular system is predicting some physical 

properties based on the numerical solution of the mathematical equations that entail the 

physical laws governing the behavior of the system. In an MD simulation, the electronic 

effects are taken into account in the model and the motion of the nuclei is treated 

classically. The molecular model includes the coordinates of the constituting atoms and 

description of their interactions using a functional form and parameter sets called force 
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filed. The kinetic energy of the electrons and their interactions are buried in the model 

potential energy, which is provided using three approaches: (i) Quantum mechanics (ii) 

Analytical functions to describe the interactions such as Columbic forces, van der Waals 

interactions and etc. (iii) Empirical fitting where the experimental data are used and the 

analytical functional forms are fitted to the potential. 

The force fields are often represented by the sum of the bonded and non-bonded 

interactions. The former includes the interactions due to chemical bonds, bond angles and 

dihedral angles. In an additive force field, which was employed in this study, non-bonded 

energies consist of the terms due to long range electrostatic and van der Waals forces. 

The mostly applied force fields are two-body additive force fields and one example is as 

following: 93  

𝐸!"! =    𝐾! 𝑟 −   𝑟!"
!

!"#$% +    𝐾! 𝑟 −   𝑟! !
!"#$%& +    !

!
   1+ 𝑐𝑜𝑠  (𝑛𝜑 −!"!!"#$%&

  𝛾) +    4𝜀!"
!!"
!!"
!" −   

!!"
!!"
!!!! +    !!!!

!!!!!!"!!!                                                                (1. 26) 

where the first three terms describe the stretching, bending and torsional bonded 

interactions, respectively. Harmonic oscillator approximation is considered to describe 

the associated energies with the bond stretching and bond angle bending where 𝐾! and 

𝐾! are the harmonic force constants for the bond stretching and bond angle bending. 𝑟 

and 𝜃 denote the bond length and bond angle and 𝑟!" and 𝜃!" represent their values at 

equilibrium. This approximation does not take into account anharmonicity, bond breaking 

and cross terms. The third term of equation (1. 26) represents the torsional energy where 

𝑉 is the energy barrier to rotation, 𝜑 is the torsional angle, n represents the periodicity in 

one full rotation and 𝛾 is the phase angle. The forth term represents van der Waals 
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interactions approximated by a Lennard-Jones 6-12 potential. 𝜀!" is van der Waals well 

depth, 𝜎!" is the distance at which 𝐸!"#
!" = 0 and 𝑅!" is the distance between atom i and j. 

Van der Waals parameters are chosen to fit the properties of the interacting atoms. The 

last term corresponds to the electrostatic interactions between point charges due to 

uneven distribution of charges in the system. 𝜀! is vacuum permittivity, 𝑞! and 𝑞! are 

charges on atom i and j and 𝑅!" is their distance. The atomic multipoles and induced 

dipoles are neglected in an additive force field. 

Equation (1. 26) presents the simplest description of the interactions. Some force 

fields separate hydrogen bond interaction and replace Lennard-Jones 6-12 potential term 

by Lennard-Jones 10-12 function 𝐸 =    !!"
!!"
!" −   

!!"
!!"
!" for the atoms involved in hydrogen 

bond interactions. In addition, one can use more sophisticated force fields such as 

additive (polarizable) force fields.90  

Each particular force field includes a set of parameters for each atom type such as 

atomic mass, van der Waals parameters, force constants, bond lengths, bond angles and 

dihedral angles. In addition, partial charges must be provided for the chosen force field to 

construct the potential energy of the system. Amber (Assisted Model Building and 

Energy Refinement) force fields are widely used for proteins and other biological 

molecules.94  

1. 6. 2. Constant temperature molecular dynamics 

Many experimental measurements are carried out at constant temperature T and constant 

pressure P or constant volume V. In order to generate the correct distributions of 

positions and momenta for the canonical (NVT) and isothermal-isobaric (NPT) 

ensembles, modifications must be made to the Newtonian equations of motion. 91,95   
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In order to perform constant temperature simulations, “thermostats” are used by 

either deterministic or stochastic coupling of the system to a reservoir. When a system is 

coupled to a reservoir, the particles of the system and reservoir can exchange energy to 

achieve thermal equilibration. 95-99 In the deterministic approach, extra degrees of 

freedom corresponding to the reservoir are added to the equations of motion. The 

Hamiltonian of this extended system is conserved. 99 The Nosé 100 and Nosé-Hoover 101 

thermostats are examples of deterministic approaches to perform constant temperature 

MD simulations. 

Several stochastic coupling methods are available, for instance, the Andersen 

thermostat, Berendsen thermostat and Langevin method. 97,98,102 In the studies reported in 

this thesis, the Langevin method is utilized and thus it is explained in further details here. 

The Langevin equation is a non-Newtonian equation of motion with the following 

general form: 102,103   

𝑀𝑣 = 𝐹   𝑟 −   𝛾𝑣 +    !!!!!
!

!
!   𝑅  (𝑡)                                                                      (1. 27) 

where M is the mass, 𝑣 is acceleration and 𝑣 is velocity, 𝐹   𝑟  is the force as a function 

of position 𝑟 , 𝛾  is the friction coefficient, 𝑘!    is the Boltzmann constant, T is the 

temperature and R (t) is a univariate Gaussian random process. This equation indicates 

the forces on a particle result from three sources: (i) The forces due to the interactions 

with other particles represented by 𝐹   𝑟 . (ii) A dissipative force proportional to the 

velocity (the proportionality constant is the friction coefficient). The friction coefficient 

and the collision frequency 𝜉 are related by the mass of the particle 𝜉 =   𝛾 𝑚. 𝜉!! is the 

velocity relaxation time, the elapsed time for a particle to lose the memory of its initial 

velocity. It is required to assign a value to the collision frequency in a stochastic 
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dynamics. (iii) A random fluctuating force that arises from the interactions with solvent 

molecules. It is assumed that the random forces obey a Gaussian distribution with zero 

mean. 90  

An extension of the Verlet algorithm called the Brünger-Brooks-Karplus (BBK) 

method is used in the NAMD simulation package to integrate the Langevin equation: 

91,104  

𝑟 !!  ∆! =   𝑟! +   
!!  !∆! !
!!  !∆! !

   𝑟! −   𝑟 !!  ∆! +    !
!!  !∆! !

  ∆𝑡! 𝑀!!  𝐹 𝑟 ! +   
!!!!!
∆!

    𝑍! (1.28) 

where Zt is a set of Gaussian random variables with zero mean and variance 1 and each 

degree of freedom necessitates only one random number in the BBK method. 

1. 7. Free energy via molecular simulation 

The free energy is a state function given by the subtraction between the internal energy of 

a system and the product of its temperature and entropy. The Helmholtz free energy 

applies to systems with a fixed number of particles N, T and V. In classical statistical 

mechanics all of the observables are calculated using the partition function of the 

corresponding ensemble. 90 The following equation give the Helmholtz free energy of the 

canonical (NVT): 

𝐴 =   −𝑘!𝑇   ln𝑍! 𝑁,𝑉,𝑇                                                                                           (1. 29) 

where 𝑍! is the configurational partition function of the ensemble represented by: 

𝑍! =    … 𝑒!!(!!) !!!   𝑑𝑞!                                                                                    (1. 30) 

and 𝐸(𝑞!) is the configurational energy and the integration expands over the position 

element of all particles 𝑑𝑞!. The formalism generalized to phase space is not the focus of 

this work. Computation of the absolute value of the partition function is a challenging 
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task because an extensive sampling of the configuration space is required, including the 

high-energy regions. In consequence, it is difficult to determine the absolute value of the 

free energies. Nevertheless, it is easier to calculate relative free energies because the 

sampling of a smaller region is required. One can define the free energy of the system 

relative to an ideal gas reference state, 𝐸 𝑞! =   0, and multiply the configurational 

partition function by a normalization factor of 1 8𝜋!𝑉 !. The orientational factor 8𝜋! 

is replaced by unity for a macromolecular system. 75,83 The relative free energy ∆𝐴  is the 

energy difference between two well-defined n and m. The relative free energy is 

expressed in terms of the ratio of the partition functions corresponding to two states: 

∆𝐴 =   𝐴! −   𝐴! =   −𝑘!𝑇   ln
!!
!!

                                                                              (1.31) 

where 𝐴!  and 𝐴!  denote the free energy associated with state m and n, 

respectively, and 𝑍!  and 𝑍!  are the corresponding partition functions. Individual 

determination of 𝑍!  and 𝑍!  suffers from the same difficulties addressed previously. 

However, the potential energy can be defined as a function of a continuous coupling 

parameter 𝜆, i.e. 𝐸 𝜆 . Then, 𝜆 is varied from n to m such that 𝐸 𝜆  passes smoothly 

from En to Em. The original idea of using coupling parameter was first introduced in 

Kirkwood’s work. 105 One may consider the coupling parameter 𝜆 as a generic extent 

parameter, which describes the progress of the system along a path connecting the initial 

(n) and final (m) states. In general, 𝜆 involves the molecular topography changes and it is 

selected by considering the conceptual and numerical requirements associated with the 

studied problem. Thus, equation (1. 31) may be rewritten as: 

𝐴 𝜆 =   −𝑘!𝑇   ln𝑍 𝜆                                                                                                (1. 32) 
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Various methods for calculating relative free energies exist. In the thermodynamic 

integration approach, an integration over the derivative of 𝐴 𝜆  along 𝜆 is carried out. 105 

The perturbation method designs closely related intermediate states associated with 𝐴 𝜆!  

and computes ∆𝐴 in a stepwise manner using equation (1. 31). 106 In an alternative 

approach, 𝐴 𝜆  is actually developed on the [n, m] interval over the course of the 

simulation where 𝜆 is variable and finally ∆𝐴 is calculated via 𝐴 𝜆 = 𝑚 −   𝐴 𝜆 = 𝑛 . 

The free energy along 𝜆 is known as potential of mean force.  

𝜆 can represent a physically meaningful pathway and result in the determination 

of the free energy of activation ∆𝐴‡ as well as ∆𝐴. Having the free energy of activation in 

hand allows one to estimate the rate constant using transition state theory. 107 However, 

since the free energy is a state function, one may construct a non-physical or fictitious 

path between the initial and final states. It is often convenient computationally to consider 

non-physical pathways. This strategy is exploited in “mutational processes” (employed 

frequently in energy perturbation calculations) to define a chemical process by changing 

a functional group, a subunit and even the whole molecule into another. 53  

In general, theoretical methods designed to calculate free energy are distinguished 

in terms of geometrical and alchemical transformations. Alchemical free energy 

calculations are often achieved using perturbation theory and thermodynamic integration 

methods. There are two classes of algorithms to carry out alchemical transformations 

known as single-topology and dual-topology models. In the former, the transformation is 

performed using a general extent parameter to modify selective non-bonded parameters 

of the force field and express them as a linear combination of their end-point values. 53 In 

the latter, the initial and final states of the alchemical transformation are defined by 
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closely related but non-interacting states. The intermolecular interaction of the perturbed 

moiety with its surrounding is obtained by a linear combination of the end-state potential 

energy functions through the same general extent parameter.108 On the other hand, 

geometrical free energy calculations do not require any chemical alteration of the studied 

system. In this approach a reaction coordinate is defined and the free energy change is 

calculated along the selected reaction coordinate frequently referred to as collective-

variable. The reaction coordinate describes the minimum free energy pathway connecting 

the initial and final states of the transformation. In the simplest scenario, 𝜆 represents the 

separation of two tagged particles, which are initially at the distance 𝑟 and then their 

distance increase to infinity. 

There is a separate class of free energy calculation methods that refers to non-

equilibrium work. Despite equilibrium geometrical free energy calculations, a constant or 

time-dependent force is applied to explore rare events, which leads to considerable 

deviation from the equilibrium conditions. For example, steered and force-probe 

molecular dynamics involve non-equilibrium work. 109,110  

There are a variety of collective-variable-based methods to achieve a geometrical 

transformation. One of the most popular approaches called umbrella sampling will be 

described in detail in the following section. 

1. 7. 1. Potential of mean force and umbrella sampling 

Potential of mean force (PMF), known as the free energy along a chosen coordinate, is a 

key quantity in computational studies of the macromolecules because it expresses 

conformational equilibrium properties or transition rate of dynamical activated processes. 

The coordinate is a function depending on a few or several degrees of freedom (such as 
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an angle, a distance and etc.) in a dynamical system. PMF calculation for a process along 

a physical pathway results in determination of transition state as the highest energy point 

on the free energy profile. Therefore, it is feasible to compute kinetic quantities such as 

rate constant. The generalized formalism of PMF is as following: 111  

𝑊 𝜉 =   𝑊 𝜉∗ − 𝑘!𝑇   ln
!(!)
!(!∗)

                                                                             (1. 33) 

where 𝜉∗ and 𝑊 𝜉∗  are the arbitrary reference values. The Boltzmann weighted average 

gives the average distribution function by: 

𝜌 𝜉 =    ! !! ! !  !   !!! ! !!!  !!
  !!! ! !!!  !!

                                                                               (1. 34) 

where 𝑈 𝑟  is the total energy of the system and 𝛿 𝜉! 𝑟 − 𝜉  is the Dirac function for 

the geometrical coordinate 𝜉 and 𝜉! 𝑟 . 𝜉! 𝑟  denotes a function that depends on one or 

several degrees of freedom in studied system. 

A conventional molecular dynamics is used to explore the time evolution of the 

many-body systems on the time scale of 10-14 s to 10-8 s. However, the upper limit can 

change based on available computing power. 86  In a conventional MD, the presence of 

high-energy barrier along a selected coordinate 𝜉 hinders a sufficient sampling of the 

phase space during the affordable simulation time. Traditional technique utilized to 

prevent this problem is known as umbrella sampling. This technique was first introduced 

in Torrie and Valleau work to estimate the free energy using Monte Carlo method. 112 In 

this method potential energy function of a system is modified by adding an artificial 

biasing window potential   𝑉 𝜉 . The window potential makes neighboring region of 𝜉 

more favorable in terms of potential energy and enhances the sampling around the chosen 

𝜉. The use of word “window” refers to the fact that the coordinate changes within an 

interval around some predetermined 𝜉 value as the result of adding biasing potential. One 
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of the widely used functions for biasing potential is harmonic function. Thus, the 

potential energy function is described by: 

𝑈!   𝑟 = 𝑈 𝑟 + 𝑉 𝜉                                                                                                (1. 35) 

𝑉! 𝜉 =      !
!
  𝐾   𝜉 −   𝜉! !                                                                                             (1. 36) 

The harmonic function is centered on the adjacent values of 𝜉!  and K is the force 

constant. Due to the harmonic function, the sampling is confined to a small region around 

𝜉! and thus the adequate sampling of this region gives an accurate small piece of PMF. 

Therefore, several numbers of the biasing window potentials are used along 𝜉 to sample 

the entire region and obtain the complete PMF. Nevertheless, the distributions that are 

resulted from various windows must be unbiased first and then combined together to 

estimate the final 𝑊 𝜉 . Biased distribution corresponding to ith window is obtained by: 

 𝜌 𝜉 ! =   𝑒!!! ! !!!    𝜌 𝜉    𝑒!!! ! !!! !!                                                          (1. 37)  

Unbiased PMF resulting from ith window is calculated by: 

𝑊! 𝜉 =𝑊 𝜉∗ − 𝑘!𝑇   ln
! ! !
! !∗

− 𝑉! 𝜉 +   𝐹!                                                       (1. 38)  

The potential of each window 𝑉! 𝜉  is known and 𝐹! is an undetermined constant that 

represents the free energy due to employed window potential. It is obtained from: 

𝑒!!! !!! =    𝑒!!! ! !!!                                                                                            (1. 39) 

In traditional methods the unknown energy constants 𝐹! are determined while 𝑊! 𝜉  of 

the neighboring windows are adjusted in the overlapped region until they match. 113  

Least-squares procedure is often used to perform the matching. 114  Next, multiple 𝑊! 𝜉  

are connected to generate PMF and superfluous data in the overlapped regions are 

discarded. Because of individual determination of 𝐹! in each window, a considerable 

overlap between the neighboring windows is required to circumvent the statistical errors. 
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Therefore, a large number of data points are not utilized during the process. Moreover, 

the matching process is somehow arbitrary and the cumulative errors resulting from the 

uncertainty involved in the process increases with the number of windows. Kumar et al 

proposed an alternative approach called weighted histogram analysis method (WHAM) in 

order to use all of the information obtained by umbrella sampling. 115  WHAM is the most 

reliable method to unbias and recombine all of the data from various windows. 

Furthermore, it prevents the problems mentioned earlier. It is also feasible to extend it to 

multidimensional free energy problem. In this approach, optimal unbiased distribution 

function is estimated as a weighted sum over the data obtained from Nw biased windows: 

𝜌 𝜉 =    𝜌 𝜉 !
!"#$%&'(!!

!!!   ×    !!  !! !! ! !  !! !!!

!!  !
! !! ! !  !! !!!!!

!!!

                                        (1. 40) 

𝜌 𝜉 !
!"#$%&'( =   𝑒!!! ! !!!    𝜌 𝜉 !   𝑒!!! !!!                                                       (1.41) 

where 𝑛! denotes the number of independent data points used to generate the biased 

distribution function. Then, the optimal estimate for the distribution function is used to 

give the free energy constants 𝐹!: 

𝑒!!! !!! =    𝑑𝜉  𝑒!!! ! !!! 𝜌 𝜉                                                                            (1. 42) 

The distribution function itself depends on the free energy constants. Thus, one must 

solve equations (1. 40) and (1. 42) self-consistently via an iterative procedure. First, an 

initial guess of Nw free energy constants is used to estimate the unbiased distribution 

function. Next, this estimate is exploited to construct a new set of free energy constants. 

The iteration cycle is repeated until both equations are satisfied within the predetermined 

threshold for the convergence. Finally, the functional form of the weighted factors is 
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provided that minimizes the statistical error. A review on different available techniques to 

unbias and combine the umbrella sampling data is available in reference [111]. 

PMF calculation provides the free energy landscape of the process of the interest. 

Transition state theory can be used to extract the rate constants from the calculated 

activation free energy. Following section presents on overview of the transition state 

theory. 

1. 8. Transition state theory 

In a theoretical study, a reaction’s rate constant is determined accurately by solving the 

time independent Schrödinger equations for a variety of the nuclei configurations to 

obtain complete potential energy surface. Then, this PES is used to carry out classical 

trajectory calculations for the numerous initial reactant states and average over the results 

to extract the rate constant. This method is applicable to heavy atoms and also tunneling 

effects must be negligible. Force fields are practical alternatives for the PES to study 

larger systems. Furthermore, rate constants can be approximated by a simpler approach 

such as transition state theory (TST) to overcome the enormous difficulties involved in 

the described procedure. 

TST has been used over decades, since its development in the 1930s to present, to 

approximate a reaction’s rate constant by choosing a boundary surface located between 

reactant and product regions.116-118 The boundary surface is known as a dividing surface, 

which reactants pass through its saddle point to produce products. Nuclear configuration 

corresponding to the saddle point of the dividing surface or any point within a short 

distance beyond this surface (𝛿) forms the transition state of the reaction. A basic 
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assumption of TST indicates that all of the transition states cross the saddle point of the 

dividing surface and form the products. 

Free energy difference between two molecular states is one of the central 

experimental observables. It can be used to determine binding affinities in equilibrium 

thermodynamics or to calculate rate constants in kinetics. In the present study, 

dissociation rate constants were computed from the free energy difference between the 

bound protein-ligand complex and newly created unbound protein-ligand, which is 

estimated from the PMF along the reaction coordinate. Thus, the thermodynamic 

formulation of TST for a gas phase reactions is presented here. The reaction rate for an 

elementary reaction 𝐵 + 𝐶 +⋯   → 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 is given by: 

𝑟 = 𝑘   𝐵    𝐶 …                                                                                                           (1. 43) 

𝑘 =    !!!
!
   !‡

! !!!
!! !!!    !! !!! …

  𝑒!∆!!
‡ !!!                                                                      (1. 44) 

where k denotes the reaction rate constant and 𝑍‡!  represents the transition state partition 

function. However, partition function for the motion along the reaction coordinate is 

omitted in 𝑍‡! . 𝑍! and 𝑍!  are the partition function of the reactants, 𝑁! is Avogadro’s 

number and V is the volume. 𝑁! and V constants are used to cast the equation in terms of 

the concentration. ∆𝜀!
‡ is the energy difference between the transition state in its lowest 

energy state and the reactants B, C, … in their lowest energy states. The formulation of 

rate constant can be rewritten based on thermodynamics quantities as following: 

𝑘 =    !!!
!
  𝐾!

‡                                                                                                                 (1. 45) 

𝐾!
‡ =   𝐾!   

!
!!!"!!!

! !
  !
!
                                                                                           (1. 46) 
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where 𝐾! =    𝑋!
‡ 𝐵 𝐶  is the formation constant of the transition state. !

!!!"!!!

! !
  !
!
 

takes into account one-dimensional translational motion of the transition state as a free 

particle (there is no force at the saddle point), which was neglected in 𝑍‡!  function. !
!
   

denotes that the transition state passes the saddle point of the dividing surface or a surface 

located in 𝛿  distance beyond the dividing surface to form the products. 𝑚!"  is the 

effective mass for the motion along the reaction coordinate. Finally, the rate constant 

equation can be rewritten in terms of free energy difference between the reactants and the 

transition state as following: 

𝑘 =    !!!
!
   𝑐! !!!  𝑒!∆!!

!‡ !"                                                                                        (1. 47) 

where ∆𝐺!
!‡ =   −𝑅𝑇   ln 𝐾!

‡   𝑐! !!!                                                                          (1. 48) 

The 0 symbol represents the standard condition where c0 denotes the concentration equal 

to 1 mol dm-3 and the molecularity of the reaction is shown by n. Equation (1. 47) 

indicates that higher value of ∆𝐺!
!‡ results in slower reaction. 119  

Based on the definition of PMF, equation (1. 47) can be rewritten as following for 

an unimolecular reaction: 

𝑘 =    !!!
!
  𝑒![!! ! !!!

!] !!!                                                                                          (1. 49) 

where 𝑊 𝑠  is the PMF value at 𝜉 = 𝑠 (transition state) and 𝐴!
! is the reversible work 

associated with setting 𝜉 to the reactant value 𝑅 for a non-separable reaction coordinate. 

1. 9. Goals and overview of thesis 

The goals of the studies reported in this thesis are: (i) To elucidate the microscopic details 

of the intrinsic interactions between fluorinated and non-fluorinated fatty acid ligands and 

Lg protein. (ii) To explore whether free energy calculations allow us to predict the 
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dissociation kinetics of Lg-fatty acid complexes in the absence of solvent. (iii) We are 

interested in investigation of the sequence of bond breaking events during the ligand exit 

from the protein binding site. (iv) To investigate how fluorination influences the protein-

ligand intermolecular interactions. The theoretical modeling presented in this thesis is 

complementary to the experimental studies. In general, the works presented in this thesis 

rely on the interplay between theory and experiment, where the experimental dissociation 

rate constants were obtained using the BIRD technique in mass spectrometry. 15,34   

Free energy calculations were performed on desolvated protein-fatty acid (β-

lactoglobulin and stearic acid, palmitic acid, myristic acid and lauric acid ligands) 

complexes. The details of the computational procedure and results will be described in 

Chapter 2. In this work, umbrella sampling is used to compute the potential of mean force 

along the dissociation coordinate for these complexes in two different charge 

configurations. The calculated PMFs were used to provide an estimation of activation 

free energies for dissociation of the fatty acid ligands from Lg. Ultimately; the calculated 

activation free energies were utilized to extract the dissociation rate constants via 

transition state theory. Consistent with the experiment, dissociation of the stearic acid 

was predicted as the slowest dissociation process in the first studied charge configuration. 

The trend of the experimental dissociation rate constants was reproduced for the second 

charge configuration, except for one of the fatty acid ligands. The results provide an 

opportunity to identify the strengths and shortcomings of the theoretical approach in the 

prediction of the kinetics of the protein-ligand dissociation process. The theoretical 

results suggest that the ligand dissociation from the protein binding site occurs upon the 
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cleavage of the carboxyl group interactions followed by the dissociation of the aliphatic 

chain from the binding cavity. 

In Chapter 3, the description of MD simulations performed on protein-fluorinated 

fatty acid complexes (β-lactoglobulin and fluorinated analogs of stearic acid containing X 

fluorine atoms (X = 13 and 21)) is presented. The role of fluorine atoms in enhancing the 

intrinsic interactions between protein and ligands was clarified. The histograms of the 

distances and angles between fluorine atoms and neighboring protein atoms demonstrate 

that the fluorine atoms are involved in the interactions with polar hydrogen atoms in the 

binding cavity. Also, it was shown that the degree of fluorination influences the fatty acid 

carboxyl group interactions with protein residues. 
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Chapter 2 

Dissociation kinetics of protein-fatty acid complexes 

2. 1. Introduction 

A comprehensive understanding of molecular recognition is achieved through the 

knowledge of free energy associated with the process. Free energy calculations provide 

insight into the mechanisms involved in recognition phenomena on an atomic level. For 

instance, they are able to identify the process of bond formation or bond breaking within 

involved moieties and can predict the probability of finding a system in a given state. 1 

Generally, the dynamics of ligand entry and exit from protein binding sites, which is an 

important aspect of small-molecule recognition, can be understood by characterizing the 

energy landscape of the process. 2 Experimental and theoretical studies suggest that a 

relatively well-defined and ordered sequence of conformational change and bond 

formation events mediate the association of small molecules to the target proteins. 

Therefore, even though the association rates of small molecules normally fall near the 

diffusion limit, the dehydration and/or conformational rearrangement steps are involved 

as well. Moreover, some proteins interact with the ligand via some specific side chains to 

steer the molecule electrostatically and enhance the association rates. 3-5 It raises the 

question whether there is a well-defined ligand exit pathway as well. Complementary 

computational studies assist to answer whether the small molecules dissociate in a 

concerted sequence of bond breakings and protein conformational rearrangements or it is 

a stochastic process with a broad collection of pathways and barrier topologies. 2 

There are examples of well-characterized dissociation pathways such as 

dissociation of small gaseous ligands of heme-proteins (O2 and CO) from myoglobin 3,6 
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and biotin from streptavidin. 2,7,8For these examples, potential of mean force calculations 

were used to obtain the free energies associated with the ligand dissociation and 

agreement between experimental and predicted values was satisfactory. More recently, 

the dissociation pathway of GW0072 drug from peroxisome proliferator activated 

receptor (PPARγ) was investigated using MD simulations and conformational 

rearrangement of protein was found to accompany the dissociation of the ligand. 9 Also, 

steered molecular dynamics was used to study the molecular basis of dissociation of the 

ligand from human β-adrenergic receptors (β1AR and β2AR). The authors suggested that 

there are some channels in extracellular side that are used as the exit pathway. 10At 

present, there are a few examples of quantitative studies on dissociation of ligands from 

protein binding sites. Also, it is not clearly understood whether there is a well-defined 

ligand exit pathway. Experimental dissociation rate constants of desolvated β-

lactoglobulin-fatty acids complexes are available and resemblance of desolvated and 

solvated complexes is well known. 11Desolvated β-lactoglobulin-fatty acids complexes 

can be used as a model system to explore the feasibility of dissociation kinetics prediction 

using free energy calculations in the absence of solvent. Molecular simulation of fatty 

acids from β-lactoglobulin binding site may provide more insight into dissociation 

pathway of fatty acid ligands from protein binding site. 

In the present work, geometrical transformation of the ligand along the reaction 

coordinate and the corresponding free energy change were studied using the umbrella 

sampling and WHAM methods. 12,13The dissociation rate constants are calculated based 

on the free energy difference between bound and unbound states via transition state 

theory. 14-16The free energy change associated with different fatty acid dissociation 
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processes are reflected in the corresponding dissociation rate constants. Details of the 

studied systems, umbrella sampling and WHAM were explained in Chapter 1 (Section 1. 

2 and Section 1. 7. 1, respectively). Following section presents description of simulation 

details. 

2. 2. Simulation details 

2. 2. 1. Potential of mean force 

Free energy profile along some chosen dissociation coordinate r refers to as PMF, which 

can be constructed from the average distribution function by: 17 

𝑊 𝜉 =   𝑊 𝜉∗ − 𝑘!𝑇   ln
!(!)
!(!∗)

                                                                               (2. 1) 

where 𝜉∗ and 𝑊 𝜉∗  are arbitrary reference values, 𝑘! is the Boltzmann constant and T is 

temperature. The PMF difference between bound and unbound states is required to 

calculate dissociation rate constants and thus choice of reference values is arbitrary. In 

order to obtain an accurate free energy profile, a sufficient sampling of configuration 

space is necessary, even high-energy regions. Umbrella sampling was used to enhance 

the sampling efficiency. 12 

2. 2. 1. 1. Reaction coordinate 

Equation (2. 1) indicates that the PMF depends on the choice of reaction coordinate. 

Reaction coordinate is a mathematical object, which defines minimum free energy 

pathway connecting the initial state to final state of the transformation. In most of the 

studies geometrical parameters such as a distance, a dihedral angle and a torsional angle 

are chosen as reaction coordinate. 18-20 Improper choice of reaction coordinate can result 

in a simulation bias and slow convergence. Chandler et al. concluded that sometimes 
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coupling of additional degrees of freedom to the principle reaction coordinate is required 

to reproduce the accurate dynamical behavior of the system. 21 

In the current study, a Jacobi distance, which is often used in unimolecular 

decomposition reactions, was used as the reaction coordinate. The reaction coordinate 

𝜉 =   𝑟!" , where 𝑟!" =    𝑟! −   𝑟! , is defined as the distance between center of mass 

(COM) of two molecules or two molecular fragments. 22 In the present work, the distance 

between the COM of the fatty acid head group and the COM of protein binding cavity 

was chosen to represent the dissociation coordinate. The atoms constituting the carboxyl 

group of fatty acid (one carbon and two oxygen atoms) and the closest aliphatic carbon 

atom were selected to define the COM of the fatty acid head group. The backbone carbon 

atoms (Cα) of the amino acid residues located on eight β-strands enclosing the binding 

cavity were chosen to determine the COM of protein binding cavity. The residues 

involved in the definition of the COM of protein binding cavity are as follows: Tyr42, 

Val43, Glu44, Glu45, Leu46, Lys47, Leu54, Glu55, Ile56, Leu57, Leu58, Gln59, Gln68, Lys69, 

Lys70, Ile71, Ile72, Ala73, Lys91, Val92, Leu93, Val94, Leu95, Asp96, Leu103, Leu104, Phe105, 

Cys106, Met107, Glu108, Leu117, Ala118, Cys119, Gln120, Cys121, Leu122 (See Figure 2. 1). 

The choice of reaction coordinate relies on the fact that the aliphatic chain of the 

fatty acids is buried in the binding cavity and interacts with the residues in the lower 

region of the cavity with low specificity. This can be inferred from the ability of Lg 

binding cavity to accommodate a variety of lipid ligands such as saturated, unsaturated 

and branched fatty acids, retinoic acid and retinol. 23 Moreover, the linear relationship 

between the dissociation activation energy and the length of the fatty acid aliphatic chain 

in the fast component proves that –CH3 and all of –CH2 groups contribute in the  



Figure 2. 1. The reaction coordinate used in free energy calculation: a 

representative example for (Lg+PA) where COM of fatty acid head group 

and protein binding cavity are shown by purple circles. 

nonspecific nonpolar interactions with the residues in the homogeneous binding cavity. 

However, the head group of the fatty acid can be involved in directed hydrogen bond 

interactions. 24 

The simulation is converged if all of the relevant regions of configuration space 

are sampled sufficiently. To prevent the convergence problem due to short simulation 

time or being trapped in a metastable state, some additional geometrical restraints can be 

applied during the simulation. 25-27 In the present study, a single distance restraint 

between protein and ligand was used. Thus, all degrees of freedom of the ligand and 

protein must be sampled during the simulation. This could provide a more realistic 

picture of the ligand dissociation mechanism in the absence of knowledge of exact 

degrees of freedom accompanying the ligand dissociation from the binding cavity.  
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2. 2. 2. Umbrella sampling 

Sampling enhancement along a coordinate of interest was achieved using the umbrella 

sampling method. 12 A detailed description of umbrella sampling method was presented 

in Chapter 1 (Section 1. 7. 1). A harmonic restraining potential given by equation (2. 2), 

was employed to bias the ligand around the specific distance at each window: 

𝑉 =   𝑘!    𝑟 − 𝑟! !                                                                                                         (2. 2) 

where 𝑘! is force constant, 𝑟 is distance and 𝑟! is the center of applied force at each 

window. The force constants can be determined by the average values based on unbiased 

simulation. Therefore, the following equation is normally used to obtain the magnitude of 

the force constant: 27 

𝑘! =   
!!!
∆!!

                                                                                                                     (2. 3) 

where 𝑘!  is the Boltzmann constant, 𝑇  is temperature and ∆𝑟  is the fluctuation of 

associated coordinate. In this work, however, the values determined by the above 

equation were not efficient in sampling the relevant regions. On the other hand, multiple 

restraining potentials are useful to sample long coordination path. Thus, the magnitudes 

of the force constants were determined by a few trials as follows: an 8.0 kcal mol-1Å-2 

force constant was used to sample the region confined within 𝑟 = 0 – 30 Å. The force 

constant magnitude was decreased to 5.0 kcal mol-1Å-2 for the longer distances where 𝑟 = 

30 – 50 Å. Finally, the force constant value was further reduced to 1.0 kcal mol-1Å-2 for 𝑟 

= 50 – 60 Å. Applying lower force constants at longer distances results in sampling a 

wider range of 𝑟 and thus, less number of windows are needed in order to sample those 

regions efficiently. The total numbers of 180 windows were utilized to sample the entire 

reaction coordinate (𝑟  = 0 – 60 Å). The distance 𝑟  = 0 – 30 Å that most likely 
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corresponds to the bound protein-ligand was sampled by windows centered at 0.25 Å 

intervals. The interval between the centers of windows at longer distances, 𝑟 = 30 – 60 Å, 

was incremented to 0.5 Å. 

2. 2. 3. Computational details 

Structures of the fatty acid ligands were constructed using Avogadro 1.1.0  28 in order to 

calculate partial charges on their atoms. The partial charge on each atom was computed 

using Gaussian 09 (C.01) on RESP ESP charge Drive Server. 29-31 Geometry optimization 

and charge derivation was performed using HF/6-31G* and RESP (Restrained 

Electrostatic Potential) methods. 32 In RESP method, atom-center charges are computed 

by fitting the charges to reproduce electrostatic potential (ESP) calculated at large 

number of grid points around the molecule. This approach introduces some restraints in 

the form of penalty functions in the fitting process to make the charges independent of 

the molecular conformations. To study deprotonated (Lg+FA)-7 ions and all of their 

possible charge configurations, the partial charges for neutral arginine, neutral N-terminal 

leucine and neutral C-terminal isoleucine were calculated using the same method as 

mentioned for fatty acids. The crystal structure of Lg and palmitic acid (PDB 1B0O) was 

used to construct coordinate files for (Lg+FA)-7
 ions by removing or adding –CH2 groups. 

33 The atom parameter files of (Lg+FA)-7 ions were generated using Amber 12SB and 

GAFF (Generalized Amber Force Field) force fields for the protein and fatty acids, 

respectively. 34,35 

The NAMD 2.9 simulation package 36 was used to carry out all of MD simulations 

reported in this chapter. Due to the enormous number of possible charge configurations 

for (Lg+FA) in charge state -7, the electrostatic potential was first calculated for all the 



charge configurations of (Lg+PA)-7. Then, 1% of the most stable charge configurations 

(~8880) were selected to perform 5000 steps conjugate gradient energy minimization. 

Finally, they were ranked based on the sum of electrostatic and van der Waals energies 

and the most stable charge configuration was chosen when the following residues are 

deprotonated: Asp11, Asp28, Asp85, Glu112, Glu127, Glu131 and C-terminus-Ile162 (See 

Figure 2. 2). 

Figure 2. 2. The most stable charge configuration represented for 

(Lg+PA)-7: the charged residues Asp11, Asp28, Asp85, Glu112, 

Glu127, Glu131 and C-terminus-Ile162 are shown in ball-stick 

representation. 

Simulations were carried out under vacuum (no pressure) and at fixed 

temperatures of 299 K to mimic the gas phase and isothermal conditions as in the 

experiments. First, 20 ns of MD simulation was performed on the most stable charge 

configuration to obtain the initial structure for PMF calculation. The time step was set to 

2 fs and the system was equilibrated for 1 ns. Production dynamics was carried out after 

this period and data was collected every 2 ps. All of the bonds to hydrogen atoms were 

constrained using the SHAKE algorithm. 37 No cut-off was used for non-bonded 
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interactions. Langevin dynamics was applied to fix the temperature at 299 K and 

damping coefficient (collisional frequency) was set to 1 ps-1. 38 

2. 2. 4. Equilibration and overlap between windows 

Equilibration is one of the important conditions that are required to be satisfied to obtain 

an accurate PMF. In order to ensure the data points used in PMF construction are resulted 

from equilibrated ensemble and converged simulation, for each window, the r value along 

the simulation time was examined to be equilibrated by the following strategy: The 

biased simulations were continued as long as they generate 10 ns equilibrated data points. 

To fulfill this criterion, first, the initial 5% data points of each window were discarded. 

Next, the data points were trimmed up to the points that they are within 10% standard 

deviation from the mean value of the window for at least 10 ns. Since the data were 

collected every 2 ps, there were at least 5000 equilibrated data points at each window that 

were used to generate PMF. 

Adjacent windows are required to overlap along the reaction coordinate to obtain 

an accurate PMF using umbrella sampling technique. The windows overlap each other 

adequately along r for all of the PMFs presented in this chapter. To illustrate, one 

example for (Lg+MA)-7 complex is presented in Figure 2. 3. Distribution of r values 

along 𝑟 = 10 – 13.5 Å, clearly indicates that the windows separated by 0.25 Å overlap 

each other sufficiently.  
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Figure 2. 3. The distribution of r along 𝒓 = 10 – 13.5 Å for (Lg+MA)-7: 

15 windows separated by 0.25 Å overlap each other; N refers to the 

number of occurrence. 

The results of all of the simulations (multiple windows) were unbiased and combined 

using the WHAM. 13 The PMF must be corrected to eliminate the influence of entropy 

after dissociation, which arises from the escape of the free ligand into an infinite volume. 

The correction is done using the following equation: 22,39 

𝑊 𝑟 !"##$!%$& =   𝑊 𝑟 − 2𝑘!𝑇   ln
!
!∗
                                                                       (2. 4) 

where 𝑟∗ corresponds to the infinite distance between the ligand and protein. In the 

absence of the correction, the PMF decreases along the reaction coordinate after 

dissociation and separated ligand and protein appear more favorable at very long 

distances. Moreover, the accurate free energy difference between reactant and transition 

state was determined by including the effect of the PMF well width and shape. The 

Boltzmann factor of potential of mean force was integrated as a function of reaction 

coordinate. 25,40,41 

 



2. 3. Results and discussion 

2. 3. 1. Results of the PMF calculations for the most stable charge 

configuration of (Lg+FA)-7 ions  

Calculated PMFs for all of the gaseous protein-fatty acid complexes are plotted in Figure 

2. 4. The dissociation Ea reflects the required energy to cleave the nonpolar interactions 

of the fatty acid aliphatic chain within binding cavity and its carboxyl group interactions. 

In other words, the results of the experiments reveal that there is a late transition state for 

the dissociation of (Lg+FA)-7. As a consequence, the free energy difference between the 

unbound protein–ligand and bound protein–ligand was considered as the activation free 

energy. Unbound state corresponds to the plateau of the PMF plot and the minimum of 

the PMF plot represents the bound state (See Figure 2. 4).  

Figure 2. 4. PMF [W(r)] plots of the protein-fatty acid 

complexes along the reaction coordinate r calculated 

using single initial structure; All of the complexes are 

labeled on the plots. Deprotonated residues are Asp11, 

Asp28, Asp85, Glu112, Glu127, Glu131, C-terminus-Ile162. 



The PMF plots give activation free energies ranging from ~16 kcal mol-1 to ~36 

kcal mol-1, which deviate significantly from the experimental values (ranging from 19.2 

to 20.1 kcal mol-1). They also fail to predict the experimental trend of the dissociation 

activation energies for the fast component. The calculated PMFs do not reflect the trend 

of dissociation activation free energies of the slow component, either. 

To explore whether equilibration time influences the calculated PMFs, the biased 

simulations of (Lg+PA)-7 complex were continued for longer time to collect 20 ns 

equilibrated data points. Figure 2. 5 shows the change in PMF plot was negligible. 

Figure 2. 5. Comparison between PMF plots of (Lg+PA)-7 

complex: solid blue line) 10 ns equilibrated data points, 

dotted red line) 20 ns equilibrated data points were used to 

generate the PMF plots. 

One can calculate the classical trajectories for a number of initial states of reactant 

and average over them to extract the rate constant. Therefore, to modify the results 

obtained using single structure calculations, two initial structures were used to calculate 

the PMF along the dissociation coordinate. The second structure was obtained by 

performing 40 ns MD on the most stable charge configuration. These two initial 



structures are slightly different at the beginning of the simulation but they are required to 

be statistically identical after converged simulations. An illustration of two initial 

structures for (Lg+MA)-7 complex is depicted in Figure 2. 6 as an example. The obtained 

structures after 20 ns (first) and 40 ns MD (second) are slightly different in terms of the 

interacting residues and conformation of the ligand and protein. In the first structure, the 

carboxyl group of myristic acid interacts with Pro38 via hydrogen bond, whereas in the 

second structure Asn90 forms two hydrogen bonds with the myristic acid head group 

(heavy atoms distance ≤ 3 Å and donor-hydrogen-acceptor angle ≥ 160°). Moreover, 

RMSD of Cα of the protein residues in the second structure relative to the first structure is 

1.31 Å. It indicates that there is no significant difference between two initial 

configurations in terms of the protein structure. 42 

 

Figure 2. 6. The structure of (Lg+MA)-7 obtained after 20ns MD (left) and 40ns MD 

(right): In the first structure the head group of the MA interacts with Pro38 via H-bond 

MA-OH•••O=C(Pro38)) (shown by an arrow) whereas in the second structure the head 

group of MA forms H-bonds with Asn90 (MA-OH•••O=C(Asn90-side chain), MA-

C=O•••H2N(Asn90-side chain)). 



In order to modify the results, two parallel simulations on two initial structures 

must be equilibrated and converged i.e. each simulation must find the most important 

region of configuration space (equilibrate) and also make a remarkable number of visits 

to the relevant region (converge). 43 Firstly, the mean value of each window was 

calculated for each structure. Secondly, the mean values were swapped and the 

simulations were considered converged if there were 10 ns of data points (at least 5000 

points) within 10% standard deviation from the swapped mean value. There were a few 

windows at shorter distances  = 0 – 30 Å that did not reach equilibration even after 

continuing them for 10 μs. Higher force constants ranging from 12.0 to 22.0 kcal mol-1Å-

2 were used to bias these windows around their center and obtain equilibrated data points. 

WHAM was utilized to unbias and combine the data points of both structures and the 

calculated PMFs are plotted in Figure 2. 7.  

 

Figure 2. 7. PMF [W(r)] plots of the protein-fatty acid 

complexes along the reaction coordinate r calculated using 

two initial structure; Deprotonated residues are Asp11, 

Asp28, Asp85, Glu112, Glu127, Glu131, C-terminus-Ile162. 



Generally, averaging over the trajectories of two initial structures improves the 

agreement between calculated and experimental activation free energies. The PMF plot of 

(Lg+PA)-7 complex gives the highest activation free energy (28.7 kcal mol-1) and it does 

not fall into the observed trend for the dissociation activation free energies. Investigation 

of initial structures for PMF calculations reveals palmitic acid is the only ligand, which 

interacts with the charged residue (Asp85) of the protein (See Figure 2. 8). 

 

Figure 2. 8. The structure of (Lg+PA)-7 obtained after 20 ns MD (left) and 40 ns MD 

(right): The head group of PA forms hydrogen bond (shown by arrows) with the charged 

Asp85. Deprotonated residues are Asp11, Asp28, Asp85, Glu112, Glu127, Glu131, C-terminus-

Ile162. 

The plot of experimental dissociation activation energies of the fast component versus the 

size of the aliphatic chain (number of –CH2 groups) is provided in Figure 2. 9. The 

interception of the line gives an estimation of the hydrogen bond contribution to the 

dissociation activation energy, which results from the head group interactions with the 

protein residues. Deduction of the energetic contribution of –CH3 group (1.29 kcal mol-1) 

from intercept yields the contribution of the head group hydrogen bond interactions, 

which is 3.6 kcal.mol-1. The classical hydrogen bonds in the biological molecules are 



presumed to be of intermediate strength and in the range of 5-6 kcal mol-1. The hydrogen 

bonds involving the charged moiety (e.g. OH•••O-) are stronger and they are associated 

with the higher energies > 10 kcal mol-1. 44 Thus, the head group of the fatty acids do not 

form hydrogen bonds with the protein charged residues in the fast component. In 

conclusion, the theoretical results are consistent with the experimental data in terms of 

the absence of hydrogen bonds involving the charged residues in the fast component. 

Furthermore, it clarifies that the dissociation activation free energy of (Lg+PA)-7 complex 

does not fall into the experimental trend due to presence of the interactions with the 

charged protein residue. 

Figure 2. 9. The plot of dissociation activation energies versus 

the size of aliphatic chain length for the fast component of 

(Lg+FA)-7: deduction of energetic contribution of –CH3 group 

from intercept ~4.9 represents the contribution of fatty acid head 

group interactions in the dissociation activation energies.  

To make the comparison between calculated quantity  and the experimental 

measurements easier, the TST was used to compute the activation free energies from the 

experimental dissociation rate constants. The results are presented in Table 2. 1. 
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denotes the experimental activation free energies for the fast component. ∆𝐴!"#!
‡!"#$%& and 

∆𝐴!"#!
‡!"#refer to the calculated activation free energies using single initial structure and two 

initial structures, respectively. 

Table 2. 1. The experimental and calculated activation free energies. Computation 

was performed at T = 299 K. The experimental data obtained at T = 302, 298, 298 

and 303 K for (Lg+FA)-7; FA = LA, MA, PA and SA, respectively. The experimental 

activation free energies were calculated from the measured rate constants using TST. 

Activation free energies are reported in kcal mol-1. 

Complex 𝑨‡𝒇𝒂𝒔𝒕
𝒆𝒙𝒑  ∆𝑨𝒄𝒂𝒍𝒄

‡𝒔𝒊𝒏𝒈𝒍𝒆 ∆𝑨𝒄𝒂𝒍𝒄
‡𝒕𝒘𝒐 

(Lg+LA)-7 19.2 23.8 20.5 

(Lg+MA)-7 19.5 16.3 20.2 

(Lg+PA)-7 19.7 36.2 28.7 

(Lg+SA)-7 20.1 22.1 23.1 
 

 

The data presented in Table 2. 1 indicates averaging over trajectories of two initial 

structures improves the results. Predicted activation free energies are within ~1.0 kcal 

mol-1 of the actual values for the (Lg+LA)-7 and (Lg+MA)-7 ions, which is normally 

considered as a good quantitative agreement. 45,46 For instance, Roux and coworkers 

calculated binding free energies of nonpolar aromatic ligands to L99A mutant of T4 

lysozyme using free energy perturbation method. They claimed that there is an excellent 

agreement with the experimental values for small ligands such as benzene, toluene, and 

ethylbenzene whereby the calculated free energies were within 1.1 kcal mol-1 of the 

experimental values. 46 The activation free energy of (Lg+SA)-7 complex was predicted as 

the highest activation free energy as measured by experiments (excluding (Lg+PA)-7 
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complex from the colclusion). Also, it is worthwhile to mention that all of the predicted 

activation free energies are larger than the experimental values. 

Figure 2. 7 shows that PMF plots of (Lg+FA)-7 complexes; FA = LA, MA and SA 

are more similar in terms of the potential well depth and width compared with (Lg+PA)-7 

complex. The wide potential well indicates that the protein and ligand are bound over a 

range of 𝑟 values. 𝑟 denotes the distance between the COM of the protein and the COM 

of the fatty acid head group. The experimental and theoretical data indicates that the 

minimum of the potential well corresponds to states where the aliphatic chain is buried in 

the binding cavity and the head group forms hydrogen bonds. The result of MD 

simulations showed that the carboxyl group of the fatty acid interacts with variety of the 

residues around the opening of the cavity (See Figure 2. 4). All together, the head group 

of the fatty acid is able to form the hydrogen bonds over a range of 𝑟 values due to the 

presence of the flexible residues at the opening of the cavity. NMR studies on the 

solvated (Lg+PA) complex demonstrated that there are various conformations for the 

carboxyl end of the fatty acid. 47,48 These findings are indicative of the similarity of 

solvated and desolvated protein-fatty acid complexes. 

In general, the wide potential well and PMF fluctuations may suggest that there is 

a conformational change accompanying the ligand dissociation process. In consequence, 

incomplete sampling of the conformational degrees of freedom in (Lg+MA)-7 and (Lg 

+LA)-7 complexes (two smallest fatty acids) causes the discrepancies in the predicted 

dissociation activation free energies. It is worthwhile to mention that the PMF roughness 

affects the evaluation of activation free energies as one must integrate the Boltzmann 

factor of potential of mean force as a function of reaction coordinate in order to obtain a 
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good approximation of activation free energies. The deficiency in sampling becomes 

more important in kinetic study of a system because the rate constant has an exponential 

relation with the activation free energy.  

Calculated dissociation activation free energies were used to compute the 

dissociation rate constants via transition state theory. The experimental dissociation rate 

constants for the fast 𝑘!"#$
!"#  and slow 𝑘!"#$

!"#  components and calculated dissociation rate 

constants extracted from the PMFs involving single structure 𝑘!"#$%&  !"!  and two structures 

𝑘!"#!"! are reported in Table 2. 2. The results indicate that none of the obtained trends from 

the single structure or two-structure PMF calculations are consistent with the slow 

component. Calculated dissociation rate constant of (Lg+PA)-7 complex is extremely low 

and the reason was discussed. Generally, there is a better agreement between calculated 

dissociation rate constants and relative dissociation rate constants for the fast 

components. For instance, theoretical data gives the lowest dissociation rate constant for 

stearic acid.  

Table 2. 2. The experimental and calculated rate constants for (Lg+FA)-7 complexes at T = 299 K. The 

experimental data obtained at T = 302, 298, 298 and 303 K for (Lg+FA)-7; FA = LA, MA, PA and SA, 

respectively. 

Complex 𝒌𝒔𝒍𝒐𝒘
𝒆𝒙𝒑  (s-1) 𝒌𝒇𝒂𝒔𝒕

𝒆𝒙𝒑  (s-1) 𝒌𝒔𝒊𝒏𝒈𝒍𝒆  𝑻𝑺𝑻 (s-1) 𝒌𝒕𝒘𝒐𝑻𝑺𝑻 (s-1) 

(Lg+LA)-7 9.99 × 10-4 8.90 × 10-2 2.82 × 10-5 6.25 × 10-3 

(Lg+MA)-7 1.36 × 10-3 3.57 × 10-2 7.17 1.07 × 10-2 

(Lg+PA)-7 8.13 × 10-4 2.55 × 10-2 2.39 × 10-14 6.49 × 10-9 

(Lg+SA)-7 1.60 × 10-3 2.00 × 10-2 4.87 × 10-4 8.59 × 10-5 
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A small difference in calculated dissociation activation free energies of the 

(Lg+LA)-7 and (Lg+MA)-7 complexes (~ 0.3 kcal mol-1) results in approximately 1.7 

times difference in their dissociation rate constants because there is an exponential 

relation between activation free energy and reaction rate constant. Therefore, even though 

the calculated activation free energies are quantitatively so close to the experimental 

values, the present level of accuracy is not able to capture 2.5 times difference in their 

dissociation rate constants. The experimental dissociation rate constant of lauric acid is 

almost 2.5 times higher than dissociation rate constant of myristic acid. In conclusion, the 

evaluation of the accuracy of the computations could be done more reliably if the 

activation free energies were calculated at multiple temperatures. Then, dissociation 

activation energies could be compared for different ligands, as it was preliminary goal of 

the present study. Nevertheless, multiple temperature calculations were proved to be 

computationally expensive and the calculations were carried out at single temperature. 

Improvement of the computed rate constants using two initial structures indicates 

that there could be a probable problem arising from the deficiency in sampling. Including 

the second structure in PMF calculations enhances the sampling efficiency and modifies 

the results. If the reaction coordinate is simply considered as the distance between the 

protein binding cavity and the fatty acid, two global minima on the potential energy 

surface of (Lg+FA)-7 along the reaction coordinate are expected, corresponding to the 

slow and fast components. It is evident from the PMF plots (See Figure 2. 4 and Figure 2. 

7) that the potential energy surfaces of (Lg+FA)-7 complexes are not smooth along the 

reaction coordinate and apparently several local minima are present along the reaction 

coordinate. The presence of large number of degrees of freedom in the system justifies 
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the PMF roughness. The sampling of the entire configurational space becomes more 

challenging in the presence of various local minima if the states are kinetically distinct. It 

also rationalizes the improvement of the results by including the second structure, which 

is slightly different from the first structure but belongs to the same ensemble based on the 

RMSD values of Cα atoms. 

It is inferred from the results that the computed free energies depend on the initial 

structures of the protein-ligand complexes. This becomes more evident when there is a 

significant conformational change in protein or ligand upon dissociation reaction, which 

is clear from the experimental activation entropies. The experimental activation entropies 

are negative, ranging from -22 to -9 cal mol-1 K-1 (LA = -22 ± 2, MA = -17 ± 1, PA = -14 

± 1, SA = -9 ± 2). The ligand dissociation is expected to be entropically favorable 

process. Moreover, the activation entropy becomes less negative with increasing the 

aliphatic chain length. Thus, it was concluded that the conformational entropy loss of 

protein in the transition state results in negative activation entropies. An extensive 

umbrella sampling with overlapped windows along the reaction coordinate was used in 

this work to calculate the PMFs. Moreover, the biased simulations were continued over 

10 µs to collect the equilibrated and converged data points. However, the association of 

the conformational change with ligand dissociation process creates some meta-stable 

states, which are not accessible during the affordable simulation time. Thus, the kinetic 

study of the system becomes difficult due to insufficient sampling of the configurational 

space. 

The issue of sampling has been reported in previous studies, which are mostly 

performed on the solvated systems and using alchemical transformation methods. 43,49,50 
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To avoid the sampling problem in alchemical transformation methods, first, the free 

energy of restrained ligand in protein binding site is calculated. Next, the ligand is 

annihilated (its interactions are switched off) and the associated free energy due to its 

interactions is computed in the presence of some translational restraints. Finally, the 

ligand is released into standard volume and the free energy corresponding to its 

interactions with solvent is calculated while the protein and released ligand are restrained 

in their bound orientation. It is not possible to follow this strategy in the present study by 

applying restraining potentials because one must know or be able to predict all of relevant 

slow degrees of freedom involved in dissociation process. On top of that, there must be a 

few of these degrees of freedom to trace their sampling purposefully. 50 All of the studied 

ligands consist of a carboxyl group and a saturated aliphatic chain and in consequence, 

there are a large number of degrees of freedom. On the other hand, the number of 

potential ligand orientations grows rapidly when the ligand internal degrees of freedom 

are also relevant for the flexible ligands. Furthermore, it is known that the aliphatic chain 

of the fatty acid interacts with considerable number of residues lined in the binding cavity 

(Val41, Val43, Leu46, Leu54, Ile56, Leu58, Ile71, Ile84, Val92, Val94, Leu103, Phe105, Leu122). 

Moreover, similar to the experimental observations on solvated (Lg+PA), the result of 

MD simulations for the first and second structures demonstrate that carboxyl end of the 

fatty acid interacts with variety of residues located on the flexible loops. 47,48,51,52 In 

conclusion, it is computationally prohibitive to improve the sampling efficiency using 

extra restraining potentials due to large number of involved moieties and umbrella 

sampling may prove impractical. 



As it was mentioned earlier, palmitic acid interacts with the charged residue and 

gives the highest dissociation activation free energy. Another charge configuration was 

studied to circumvent this problem and explore the influence of charge configuration on 

calculated activation free energies. 

2. 3. 2. Results of the PMF calculations for the second studied charge 

configuration of (Lg+FA)-7 ions  

The new charge configuration was selected such that there is no charged residue on the 

opening of the binding cavity. It eliminates the possibility of the interaction of the ligand 

with the charged amino acids. Deprotonated residues of (Lg+FA)-7 in the new charge 

configuration are as following: Asp11, Glu45, Glu51, Glu74, Glu108, Glu114 and C-terminus-

Ile162 (See Figure 2. 10).  

Figure 2. 10. The second studied charge configuration 

represented for (Lg+PA)-7, the charged residues are 

shown in ball-stick representation. 

The PMF plots of the (Lg+FA)-7 complexes are presented in Figure 2. 11. The 

results indicate that the relative activation free energies obtained by PMF calculations 



 

Figure 2. 11. PMF [W(r)] plots of the protein-fatty acid complexes along the 

reaction coordinate r; All of the complexes are labeled on the plot. Deprotonated 

residues are Asp11, Glu45, Glu51, Glu74, Glu108, Glu114 and C-terminus-Ile162. 

reproduce the experimental trend observed for the fast components of (Lg+FA)-7

complexes, except for (Lg+MA)-7. Consistent with the experimental data, (Lg+LA)-7

complex possesses the lowest activation free energy followed by (Lg+PA)-7 and 

(Lg+SA)-7 complexes. This is expected from the correlation between dissociation rate 

constants of the fast components and the size of fatty acid aliphatic chain. Moreover, the 

PMF plots of (Lg+LA)-7, (Lg+PA)-7 and (Lg+SA)-7 complexes are similar (Figure 2. 11) 

whereby the minima of the PMF plots correspond to  ≈ 14.25 Å. 

 The experimental dissociation rate constants for the fast  and slow 

components and calculated dissociation rate constants  are reported in Table 2. 3. 

The experimental activation free energies for the fast component  and calculated 

 activation energies are also included in Table 2. 3. 
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Table 2. 3. The experimental (𝑘!"#$
!"#  for the slow and 𝑘!"#$

!"#  for the fast component) and calculated 𝑘!"#!"! rate 

constants for (Lg+FA)-7 complexes are presented in three first columns. The theoretical rate constants were 

computed at T = 299 K. The experimental data were obtained at T = 302, 298, 298 and 303 K for (Lg+FA)-

7; FA = LA, MA, PA and SA, respectively. The last two columns present the experimental ∆𝐴!"#$
‡  and 

calculated ∆𝐴!"#!
‡  activation free energies, respectively. TST was used to calculate the experimental 

activation free energies from the dissociation rate constants of the fast component. 

Complex 𝒌𝒔𝒍𝒐𝒘
𝒆𝒙𝒑  (s-1) 𝒌𝒇𝒂𝒔𝒕

𝒆𝒙𝒑  (s-1) 𝒌𝒕𝒘𝒐𝑻𝑺𝑻 (s-1) 
∆𝑨‡𝒇𝒂𝒔𝒕

𝒆𝒙𝒑  

(kcal mol-1) 

∆𝑨‡𝒕𝒘𝒐
𝒄𝒂𝒍𝒄 

(kcal mol-1) 

(Lg+LA)-7 9.99 × 10-4 8.90 × 10-2 4.03 × 101 19.2 15.3 

(Lg +MA)-7 1.36 × 10-3 3.57 × 10-2 4.42 × 10-5 19.5 23.5 

(Lg +PA)-7 8.13 × 10-4 2.55 × 10-2 1.60 19.7 17.3 

(Lg +SA)-7 1.60 × 10-3 2.00 × 10-2 2.50 × 10-2 20.1 19.7 
 

There is an agreement between the trend of calculated dissociation rate constants and 

relative dissociation rate constants of the fast components, except for (Lg+MA)-7. 

Strikingly, the calculated rate constant for dissociation of stearic acid from Lg protein 

(2.50 × 10-2 s-1) is in close agreement with the experimental value (2.00 × 10-2 s-1). 

Dissociation rate constant of (Lg+MA)-7 complex is predicted as the lowest rate constant 

and does not fall into the observed trend for dissociation rate constants. Moreover, the 

minimum of PMF plot of (Lg+MA)-7 complex (Figure 2. 11) is located at 𝑟 ≈ 7 Å. 

However, the second minimum energy point corresponds to 𝑟 ≈ 14.25 Å, as was observed 

for the other protein-fatty acid complexes. In contrast to what was observed for (Lg+PA)-

7 complex in the most stable charge configuration (head group interaction with the 

charged residue), no significant difference was identified between (Lg+MA)-7 complex 

and other protein-fatty acid complexes from the analysis of the trajectories computed 
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along the reaction coordinate. The only difference, which may explain deviation of 

(Lg+MA)-7 complex from the expected trend, is related to the interactions involving 

myristic acid head group. The head group of myristic acid forms a hydrogen bond with 

Glu120 residue (–OH/Glu120 (side chain)) when it is deeply buried in the binding cavity (𝑟 

≤ 7 Å). Meanwhile, the hydrogen bond interactions are absent in the other (Lg+FA)-7 

complexes at shorter distances. To illustrate the difference between (Lg+MA)-7 and other 

(Lg+FA)-7 complexes, the structures obtained after performing 60 ns biased MD in the 

presence of restraining potentials centered at 𝑟 = 0.25 Å are presented in Figure 2. 12. 

The hydrogen bond between the head group of myristic acid and side chain of Glu120 

residue exist for more than 40% of the calculated trajectory. The criteria used to identify 

hydrogen bonds were: heavy atoms distance ≤ 3 Å and donor-hydrogen-acceptor angle ≥ 

160°. 

Furthermore, the structures of (Lg+MA)-7 and (Lg+PA)-7 complexes are compared in 

Figure 2. 13 in the presence of the restraining potential centered at 𝑟 = 7 Å. It is one 

example to demonstrate the evolution of fatty acids head group interactions in (Lg+FA)-7 

complexes when the center of restraining potential changes along the reaction coordinate 

to sample the longer distances. There is a hydrogen bond between the head group of 

myristic acid and Glu120 (Glu120 (side chain)/O=C–) for approximately 20% of the 

trajectory. Thus, the myristic acid interacts with the same amino acid residue even when 

the center of restraining potential has incremented from 0.25 to 7 Å. In the presence of 

the same restraining potential, palmitic acid interacts with Asn90 (Asn90 (side chain)/ 

O=C–) and Lys69 (–OH/Lys69) residues via hydrogen bonds and these bonds exist for 

approximately 23% and 12% of the trajectory, respectively. 



 

Figure 2. 12. The top view of a) (Lg +MA)-7, b) (Lg +LA)-7, c) (Lg +PA)-7, d-1) (Lg +SA)-7 complexes 

obtained after 60 ns biased MD in the presence of restraining potential centered at  = 0.25 Å. d-2) 

shows the bottom view of (Lg+SA)-7 complex. The fatty acids and Glu120 are shown in ball-stick and 

bond representation, respectively. Only myristic acid head group (a) forms the hydrogen bond (shown 

by arrow). 

It is worth mentioning that all of the structures presented here obtained from the

first initial structure of the (Lg+FA)-7 complexes, which obtained after performing 20 ns 

MD simulation. 

 



Figure 2. 13. The top view of a) (Lg+MA)-7, b and c) (Lg+PA)-7 complexes obtained after 60 ns biased 

MD in the presence of restraining potential centered at  = 7.0 Å. The head group of myristic acid forms H-

bond with Glu120 whereas the head group of palmitic acid interacts with Asn90 and Lys69 via hydrogen 

bonds. The fatty acids and amino acid residues are shown in ball-stick and bond representation, 

respectively. 

The results suggest that (Lg+MA)-7 complex is trapped in a kinetically distinct 

region of the configurational space normally referred to metastable state and thus the 

other states are not easily accessible regarding to the simulation time. The relative 

dissociation rate constants of the other protein-fatty acid complexes are consistent with 

the experimental trend and also their PMF plots are similar. Together, it can be concluded 

that the experimentally determined trend of dissociation rate constants for (Lg+FA)-7

complexes are reproducible by computations if all of the complexes are sampled from 
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kinetically similar states. However, it also implies that there is a deficiency in sampling 

of the configurational space since the entire configurational space is not accessible during 

the simulation. 

2. 3. 3. Comparison of two studied charge configurations 

The results of the PMF calculations for two different charge configurations of (Lg+FA)-7 

complexes demonstrate that the deficiency in sampling leads to the prediction of the 

dissociation rate constants that deviate from the experimental values. However, 

computations are able to reconcile the experimental trend of dissociation rate constant if 

the initial structures of the complexes are sampled from similar states. A short simulation 

time in the range of µs cannot access the entire region of configurational space and thus if 

the system is trapped in a metastable state, the predicted activation energy differs 

significantly from the values obtained for the complexes that are not trapped. 

Free energies of the protein-fatty acid complexes when the fatty acid is deeply 

buried in the binding cavity (𝑟 ≈ 0 Å) are consistent for each charge configuration: The 

free energies of all protein-fatty acid complexes are around zero for the most stable 

charge configuration (See Figure 2. 7). All of the protein-fatty acid complexes possess 

favorable free energies for the second studied charge configuration (See Figure 2. 11). In 

addition, all the activation free energies obtained using the most stable charge 

configuration were greater than the experimental values (Table 2. 1). However, the 

activation free energies achieved by the second studied charge configuration are lower 

than the experimental values (Table 2. 3). In other words, the values of dissociation rate 

constants depend on the charge configuration of the protein. These results may suggest 
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that the experimentally determined values are the averaged dissociation rate constants for 

the dissociation of the ligand from the protein with variety of charge configuration.  

The results of free energy simulations were more consistent with the trend of 

dissociation rate constants for the fast components. In the fast components, the aliphatic 

chain of the fatty acid is buried in the binding cavity and contribution of the carboxyl 

group interactions is ~3.6 kcal mol-1. As stated earlier, it was suggested that hydrogen 

bond interactions of carboxyl group contribute predominantly in stabilizing the slow 

component of ion complex. It was shown for the (Lg+MA)-7 complex in the second 

studied charge configuration, the differences in the fatty acid head group interactions 

results in being trapped in a kinetically distinct region of the configurational space. It 

proposes that the slow components of (Lg+FA)-7 complexes are possibly the extreme 

examples of stabilization by hydrogen bond interactions of the fatty acid head group. 

The PMF plots obtained for (Lg+FA)-7 complexes in two different charge 

configurations (Figure 2. 7 and Figure 2. 11) indicate the 𝑟 value corresponding to the 

unbound protein-ligand is smaller for the fatty acid with shorter aliphatic chain and it 

becomes greater with increasing the size of fatty acid. Figure 2. 14 gives representative 

structures of the transition states of the dissociation process for (Lg+LA)-7 and (Lg+SA)-7 

complexes. One must note that there is no single structure for the dissociation of fatty 

acid from the binding cavity of Lg. Indeed, there is a distribution of the structures 

corresponding to the probable transitions states of the dissociation process and some 

representative structures are shown in Figure 2. 14. Transition states of the dissociation 

process are suggested based on two assumptions: (i) Interactions cut-off where protein  



Figure 2. 14. Some representative structures of suggested transition state for dissociation of (Lg+FA)-7

complexes; a-c) transition states of (Lg+LA)-7 and d-f) transition states of (Lg+SA)-7 complexes. The 

structures are generated from the trajectory files of the second studied charge configuration. 
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and ligand are not interacting any longer is the same for all of protein-fatty acid 

complexes. (ii) There is a correlation between the length of the aliphatic chain of the fatty 

acid and dissociation distance. Dissociation distance is defined as the distance between 

the COM of the fatty acid head group and the COM of the protein binding cavity. Thus, 

assuming that protein and ligand are not able to interact with each other beyond some 

distance cut-off, the bonds of carboxyl end of the fatty acid must break first and aliphatic 

chain of the fatty acid leaves the binding cavity in the next step. 

2. 4. Conclusions 

In summary, calculated PMFs for the most stable charge configuration were able to 

predict the activation free energies of the (Lg+LA)-7 and (Lg+MA)-7 complexes within 

less than 1.0 kcal mol-1 deviation from the experimental values, which is an excellent 

agreement with the experimental measurement. Moreover, consistent with the 

experiment, the dissociation rate constant of the (Lg+SA)-7 was calculated as the lowest 

dissociation rate constant. Furthermore, the results of the free energy calculations 

illustrated the absence of interaction between the carboxyl groups of the fatty acids with 

the charged amino acid residues in the fast components. 

Calculated PMFs for the second studied charge configuration reproduced the 

trend of dissociation rate constants for the (Lg+FA)-7 complexes, except for (Lg+MA)-7 

complex. The trajectory analysis indicated that (Lg+MA)-7 complex is trapped in a 

metastable state due to the interaction of the fatty acid head group with Glu120 residue. 

The PMF plots reported in the present work were obtained using an extensive 

umbrella sampling and rigorous criteria for the equilibration, convergence and overlap 

between the windows. The agreement between computed and experimental 
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thermodynamic quantities was satisfactory for the most stable charge configuration. 

Calculated activation free energies for the second studied charge configuration 

reproduced the trend of activation free energies for the fast components. Insufficient 

sampling of conformational degrees of freedom and being trapped in metastable states are 

the issues must overcome in a relatively short simulation time. The results of the PMF 

calculations can improve further using some restraining potentials but prior knowledge of 

slow degrees of freedom is required in order to apply suitable restraining potentials. The 

results of the present study suggest that the carboxyl group of the fatty acids or flexible 

residues on the opening of the protein cavity are the candidates for applying restraining 

potentials.  

The proposed sequence of the ligand exit is consistent with the measured 

dissociation activation energies. Dissociation activation energies reflect the required 

energy to cleave the nonpolar interactions in addition to the interactions of carboxyl 

group of the fatty acid with the protein residues. Therefore, there is a late transition state 

for the dissociation of (Lg+FA)-7 complexes where the ligand exit occurs upon cleaving 

the carboxyl group interactions followed by the exit of the aliphatic chain from the 

binding cavity. 
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Chapter 3 

Fluorine bonding enhances the energetics of protein-lipid binding in the 

gas phase 

Reproduced with permission from Lan Liu, Nobar Jalili, Alyson Baergen, Simon Ng, 

Justin Bailey, Ratmir Derda and John S. Klassen, J. Am. Soc. Mass Spectrom. 2014, 25, 

751-757: “Fluorine Bonding Enhances the Energetics of Protein-Lipid Binding in the Gas 

Phase”. The experimental measurements were performed by Lan Liu and Alyson 

Baergen. 

3. 1. Introduction 

The incorporation of fluorine substituents into pharmacologically active compounds is a 

common strategy used to improve their bioavailability, metabolic stability, and 

distribution.1-5 Fluorination of drug molecules can also affect their non-covalent 

interactions with other molecules, notably proteins.6-10 Understanding the molecular basis 

of how fluorination influences the affinity and selectivity of protein-ligand interactions is 

attracting increased attention.8,11,12 

Theoretical and experimental studies carried out on non-covalent complexes 

involving small fluorine-containing molecules indicate that fluorine can alter non-

covalent binding either directly, through intermolecular interactions, or indirectly, 

through the modulation of the polarity of other groups that engage in intermolecular 

interactions.13-21 At present, the influence of fluorine bonding on the stability of protein-

ligand complexes is unclear. 
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A survey of reported crystal structures for proteins bound to fluorinated ligands 

revealed a large number of interactions between the carbon-fluorine (C-F) unit and polar 

and non-polar hydrogens.22 According to theoretical calculations performed on model 

systems, such interactions, although relatively weak, are expected to be energetically 

more significant than similar interactions involving hydrocarbons.22 However, from a 

detailed investigation into the binding of alkyl- and fluoroalkyl-substituted benzene 

sulfonamide ligands to human carbonic anhydrase II (HCA II), it was recently concluded 

that differences in the binding thermodynamics reflect differences in hydrophobic surface 

area and not differences in the strength of the intermolecular interactions.23  

Here, we report on the first quantitative investigation of the intrinsic energetics 

(free from solvent effects) of fluorine bonding in a protein-ligand complex. Bovine β-

lactoglobulin (Lg), which possesses a large and dry (in absence of ligand) hydrophobic 

cavity, lined with 12 aliphatic residues (Leu58, Val41, Val43, Leu46, Leu54, Ile56, Leu58, Ile71, 

Leu87, Val92 and Leu103) and one aromatic residue (Phe105), 24,25 and its interactions with 

four fluorinated analogs of stearic acid (XF-SA) containing X = 13, 15, 17 or 21 fluorine 

atoms served as model systems for this study (See Figure 3. 1). The Arrhenius parameters 

for the loss of neutral ligand from the gaseous (Lg+XF-SA)7- ions were measured using 

Fourier-transform ion cyclotron resonance mass spectrometry and the blackbody infrared 

radiative dissociation (BIRD) technique.26,27 The nature of the intermolecular interactions 

in the gaseous (Lg+XF-SA)7- ions were investigated using molecular dynamics (MD) 

simulations. Notably, the results of this study provide unambiguous evidence that 

fluorination of ligand alkyl chains enhances the energetics of their intermolecular 

interactions with proteins. 
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Figure 3. 1. (a) Crystal structure of Lg complex with palmitic acid (PDB 1B0O) and residues within the 

hydrophobic cavity of β-LG. Structures of (b) SA, (c) 13F-SA, (d) 15F-SA, (e) 17F-SA and (f) 21F-SA. 

 

3. 2. Experimental Methods 

3. 2. 1. Synthesis of XF-SA ligands 

13,13,14,14,15,15,16,16,17,17,18,18,18-Tridecaflurooctadecanoic acid 

(13F-SA) 

Perfluorohexyl iodide (0.120 mL, 0.55 mmol), 11-dodecenoic acid (0.100 g, 0.50 mmol) 

and AIBN (0.003 g, 0.02 mmol) were added to a round-bottom flask. The flask was 

installed with a condenser and cooled to -78 °C. The flask was evacuated and refilled 

with nitrogen a total of 3 times. The reaction mixture was heated to 80 °C and stirred 

under neat condition with nitrogen flow for 10 hours. After cooling and evaporation 

under reduced pressure, the solid was dissolved in anhydrous THF (10 mL). The solution 

was cooled to 4 °C, and into it lithium triethylborohydride solution (2 mL, 2.00 mmol) 
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was added. After stirring for 5 hours at room temperature, the mixture was quenched with 

acetic acid/methanol solution (1:4) until no more bubbles evolved. The solvent was 

removed under reduced pressure and the crude mixture was dissolved in ethyl acetate (40 

mL). The solution was washed with water (40 mL) and brine (20 mL), and dried with 

sodium sulfate. After filtration and evaporation, the residue was purified on silica gel (40 

g) with a gradient of 0−10% ethyl acetate in hexane using CombiFlash Rf. Removal of 

solvent and drying in vacuo yielded the desired product as a white solid (0.115 g, 44%). 

12,12,13,13,14,14,15,15,16,16,17,17,18,18,18-Pentadecaflurooctadecanoic 

acid (15F-SA) 

The synthetic procedure was similar to that described above, except that perfluoroheptyl 

iodide and 10-undecenoic acid were used as substrates. The product was obtained as a 

white solid (83 mg, 30%). 

11,11,12,12,13,13,14,14,15,15,16,16,17,17,18,18,18 

Heptyldecaflurooctadecanoic acid (17F-SA) 

The synthetic procedure was similar to that described above, except that perfluorooctyl 

iodide and 9-decenoic acid were used as the substrates. The product was obtained as a 

white solid (142 mg, 48%). 

9,9,10,10,11,11,12,12,13,13,14,14,15,15,16,16,17,17,18,18,18-

Heptyldecaflurooctadecanoic acid (21F-SA) 

Perfluorodecyl iodide (0.500 g, 0.77 mmol) was dissolved in a solution of 7 octenoic acid 

(0.1 mL, 0.65 mmol) and 0.5 mL toluene under argon. The reaction mixture was heated 

to 80°C and AIBN (15.6 mg, 0.095 mmol) was added in six portions at 30 minute 
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intervals. After 20 hours, tributyltin hydride (0.21 mL, 0.77 mmol) and AIBN (5.2 mg, 

0.032 mmol) were added to the reaction. The solution was stirred for 2 hours at 80°C 

under argon. After cooling and evaporation under reduced pressure, the solid was 

dissolved in ether and treated with potassium fluoride to remove tributyltin iodide. The 

ether solution was filtered through celite enriched with potassium fluoride and evaporated 

under reduced pressure. The solid was first purified via fluorous solid phase extraction 

using a 9:1 DMF/H2O eluent to elute non-fluorous contaminants, followed by elution of 

the product and excess perfluorodecyl contaminants using a 1:1 DMF/ether eluent.  The 

residue was then purified by flash chromatography using 9:1 DCM/ether to produce a 

white solid (0.9 g, 67%). 

3. 2. 2. Sample preparation 

 Bovine β-lactoglobulin variant B (Lg, monomer MW 18281 Da) was purchased from 

Sigma-Aldrich Canada (Oakville, Canada). The Lg was dissolved and exchanged directly 

into Milli-Q water, using an Amicon microconcentrator with a 10 kDa molecular weight 

cutoff, followed by filtration using an Amicon ultra centrifugal filter with a molecular 

weight cutoff of 100 kDa to remove Lg aggregates from solution. The concentration of 

the Lg solution was determined by lyophilizing a known volume of the filtrate and 

measuring the mass of the protein. The protein stock solution was stored at -20 °C until 

needed. Ligand stock solutions were prepared by dissolving a known amount of XF-SA 

into a known volume of MeOH. For ESI, solutions were prepared from the stock 

solutions of Lg and XF-SA. The percent (volume) MeOH in the ESI solutions was 2%. 

Aqueous ammonium hydroxide was added to adjust the pH to 8.5; imidazole (10 mM) 

was also added in order to minimize the occurrence of in-source dissociation. 
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3. 2. 3. Mass spectrometry 

All experiments were performed on a 9.4 T ApexII FTICR mass spectrometer (Bruker, 

Billerica, MA) equipped with a nanoflow ESI ion source. Complete details of the 

instrumental and experimental conditions used for the BIRD measurements, as well as a 

description of how the kinetic data were analyzed, can be found elsewhere.28 

3. 2. 4. Computational modeling 

The initial structures of 13F-SA and 21F-SA were constructed using Avogadro 1.1.0.29 

The partial charges of the ligands, neutral arginine, neutral N-terminal leucine and neutral 

C-terminal isoleucine were calculated using the RESP ESP charge Driver Server30,31 and 

Gaussian 09 (C.01).32 Since there are no crystal structures available for the (Lg+XF-SA) 

complexes, the crystal structure of Lg and palmitic acid complex (PDB 1B0O)33 was used 

to produce the initial  coordinate file for each of the (Lg+XF-SA)7- ions. All the 

coordinate and atom parameter files for (Lg+XF-SA)7- were constructed using 

AmberTool 12.34 MD simulations were performed using the NAMD 2.9 package, the 

Amber 12SB force field for Lg and the general Amber force filed (GAFF) for the XF-SA 

ligands.34-36 The electrostatic potential energy was calculated for all the possible charge 

configurations. Energy minimization (5000 steps conjugate gradient) was performed on 

the lowest energy configurations (8880 charge configurations were considered). All the 

covalent bonds to hydrogen atoms were constrained using the SHAKE algorithm37 and no 

cut-off was considered for non-bonded interactions. The sum of the electrostatic potential 

and Van der Waals energies was considered to determine the most stable charge 

configurations. Langevin dynamics was implemented using a 1 ps-1 damping coefficient 

at a temperature of 299 K. For all simulations, the time step was set to 2 fs, a 50 ns 
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equilibration period was followed by 150 ns of production dynamics. The root mean-

squared deviation (RMSD) of Cα atoms of the protein was examined to ensure that 

equilibration was reached prior to production. The distances and angles between possible 

hydrogen donors and acceptors (fluorine atoms) were measured using the VMD 

software38 and the distance and angle distributions were calculated using Origin 9.0.39 

The criteria used to identify hydrogen bonds were: heavy atom distance ≤ 4 Å and donor-

hydrogen-acceptor angle ≥110°.  

3. 3. Results and discussion 

Deprotonated gas-phase ions of the (Lg+XF-SA) complexes were readily detected by 

ESI-MS performed in negative ion mode on aqueous ammonium acetate (10 mM) 

solutions containing Lg and one of the XF-SA ligands, at 25 °C and pH 8.5 (See Figure 3. 

2). Imidazole (10 mM), which is known to minimize the extent of in-source (gas-phase) 

dissociation, was also added to each solution.40,41 At pH > 8, Lg is known to exist 

predominantly as a monomer and to adopt an “open” structure that allows ligand access 

to the hydrophobic cavity.24,25 Time-resolved BIRD measurements were performed on the 

(Lg+XF-SA)7- ions at temperatures ranging from 37 to 77°C. As illustrated in Figure 3. 3, 

BIRD of the (Lg+X-FSA)7- ions proceeds exclusively by the loss of neutral XF-SA, 

(equation 3. 1):  

(Lg+XF-SA)7-→ Lg 7- + XF-SA                                                                                (3. 1) 

Natural log plots of the normalized abundance (Ab/Abtotal) of the (Lg+XF-SA)7- ions 

versus reaction time are shown in Figure 3. 4, for each ligand investigated. In all cases,  
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Figure 3. 2. ESI mass spectra acquired for aqueous solutions (pH 8.5, 

25 °C) of Lg (15 μM) and (a) 13F-SA, (b) 15F-SA, (c) 17F-SA, and (d) 

21F-SA. Each solution contained 10 mM ammonium acetate and 10 mM 

imidazole. 

the kinetic plots exhibit non-linear behavior that can be described by a double exponential 

function, indicating the presence of two kinetically distinct (non-interconverting) 

structures. These findings are consistent with those reported recently for the dissociation 

of the deprotonated ions of Lg complexes with saturated, unsaturated and branched fatty  
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Figure 3. 3. Illustrative BIRD mass spectra measured for (a)  (Lg + 13F-

SA)7- at a reaction  temperature of 61 °C and a reaction time of  30 s; (b) 

(Lg + 15F-SA)7- at 52 °C and 58 s; (c) (Lg + 17F-SA)7-  at 60 °C and 52 s; 

and (d) (Lg + 21F-SA)7-  at 69 °C and 10 s. 

 

acids (FA).28,42 In these earlier studies, the two non-interconverting structures were 

designated as the fast and slow (dissociating) components, i.e., (Lg+FA)f
n- and (Lg+FA)s

n-  
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Figure 3. 4. Plots of the natural logarithm of the normalized abundance (Ab/Abo) of the (a) (Lg+13F-SA)7-, 

(b) (Lg+15F-SA)7-, (c) (Lg+17F-SA)7-, and (d) (Lg+21F-SA)7- ions versus reaction time, at the 

temperatures indicated. 

 

ions, respectively. According to the results of MD simulations, the acyl chain of the FA 

remains buried in the hydrophobic cavity in both the fast and slow structures and the 

main structural difference between the two structures is the position of the flexible EF 

loop of Lg.28 In the (Lg + FA)f
7- ions the loop is in an “open” position, such that the 

(Lg+FA)f
7- is stabilized predominantly by protein-lipid interactions involving the acyl 

chain of the FA and the hydrophobic residues that line the cavity of Lg.28 Available 

experimental data suggest that the fast component resembles the native structure in 

solution.28,42 In the (Lg+FA)s
7- ions, the loop is in a “closed” position and H-bonds 

between the FA carboxyl group and the residues that make up the entrance of Lg cavity 

also contribute to the stability of the complex.28 Given the structural similarities of the 
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FAs considered here and those investigated previously,28,42 it is reasonable to expect that 

similar structural differences are responsible for the double exponential kinetics observed 

for the (Lg+XF-SA)7- ions. 

Arrhenius plots (See Figure 3. 5) were constructed from the rate constants 

measured for both the (Lg+XF-SA)f
7- and (Lg+XF-SA)s

7- ions, i.e., kf and ks, respectively, 

and the corresponding Arrhenius parameters (Ea and A) are listed in Table 3. 1. For 

comparison purposes, the Arrhenius plots and parameters for the dissociation of the 

(Lg+SA)f
7- and (Lg+SA)s

7- ions are also included.28 

Figure 3. 5. Arrhenius plots for the loss of neutral ligand from the 

(Lg+XF-SA)f
7- (solid circles) and (Lg+XF-SA)s

7- ions (open circles) where 

X = 0 (●), 13 (●), 15 (●), 17 (●) and 21 (●). 

 

Inspection of the Arrhenius parameters reveals that fluorination of the acyl chain 

of SA results in a significant increase in the Ea values for both the fast and the slow 

components. A plot of Ea versus number of fluorine substitutions is shown in Figure 3. 6. 

In the case of the fast component, Ea increases linearly with the number of fluorines, with 

each fluorine contributing an additional ~0.15 kcal mol-1. The average contribution of  
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Table 3. 1. Arrhenius parameters (Ea, A) determined for the loss of neutral ligand from the gaseous, 

deprotonated (Lg+XF-SA)f
7- and (Lg+XF-SA)s

7-  ions. The reported errors are one standard deviation. a. 

Values taken from reference [28]. 

Ligand Ea (kcal mol-1) A (s-1) 

 Fast 
SA 18.0 ± 0.6 a 1011.3

±
0.4 a 

13F-SA 20.1 ± 0.2 1012.4
±
0.1 

15F-SA 20.5 ± 0.3  1012.8
±
0.4 

17F-SA 20.8 ± 0.4 1013.0
±
0.2 

21F-SA 21.1 ± 0.5  1013.1
±
0.3 

 
 Slow 

SA 21.5 ± 0.5 a 1012.7
±
0.3 a 

13F-SA 27.9 ± 1.1 1016.4
±
0.7 

15F-SA 26.3 ± 1.7 1015.4
±
2.2 

17F-SA 24.7 ± 1.1 1014.4
±
0.8 

21F-SA 25.6 ± 1.5 1014.9
±
2.1 

   
 

 

each >CF2 group to Ea is ~1.12 ± 0.01 kcal mol-1 for the fast component, which is 0.30 

kcal mol-1 higher than the value (0.82 ± 0.04 kcal mol-1) reported for >CH2 groups.28 The 

linear increase in Ea with number of fluorine substitutions suggests that the Lg cavity 

presents a relatively homogeneous environment to the >CF2 groups. The average 

energetic contribution of -CF3 to the Ea of the fast component (estimated as the difference 

between the measured Ea value and the combined energetic contributions of the >CF2 and 

>CH2 groups) is 1.85 ± 0.15 kcal mol-1, compared to 1.29 kcal mol-1 for the -CH3 group.42 

Taken together, these results provide compelling evidence that Lg bonding to fluoroalkyl 

chains is energetically more favourable than to the corresponding alkyl chains in the gas 

phase. No correlation between Ea and the number of fluorines in the XF-SA ligands is 

evident for the slow component. This finding is consistent with results obtained  
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Figure 3. 6. Plot of Ea for dissociation of the fast (●) and slow (●) components of 

the (Lg + XF-SA)7-ions versus X, the number of fluorine substitutions. 

 

previously for the slow components of (Lg+FA)n- ions composed of saturated and 

unsaturated FAs.28,42 In these earlier studies it was found that the Ea values (for the slow 

component) did not correlate with the structure (length of the acyl chain and degree of 

unsaturation) of the FAs. It was also found that the dissociation Ea values for the slow 

components were 2 to 12 kcal mol-1 larger than those of the fast component.28,42 As 

described above and elsewhere,28,42 the slow component is believed to be stabilized by 

both protein-lipid interactions (similar to those formed in the fast component) and 

hydrogen bonding involving the FA carboxyl group. According to the results of MD 

simulations, the nature of the intermolecular hydrogen bonds is sensitive to the structure 

of the FA (length of the acyl chain).28 Consequently, the absence of correlation between 

Ea and the number of fluorines atoms in the XF-SA ligands suggests that the degree of 

fluorination may also influence the nature of the hydrogen bonds involved in stabilizing 

the (Lg+XF-SA)s
7- ions, vide infra. 
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Shang and coworkers have calculated energies for C-F interactions representative 

of those found in protein-ligand complexes.11 Comparison of the average energetic 

contribution that C-F makes to the Ea for the (Lg+XF-SA)f
7- ions with the calculated 

energies reveals that the experimental value most closely resembles those found for C-F 

interactions with polar hydrogens. For example, at the MP2 level of theory and using the 

6-311++G(d,p) basis set, an interaction energy of 1.60 kcal mol-1 was found.11 Other 

neutral interactions suggested to be important in protein-ligand binding, such those 

involving nonpolar hydrogens or amide carbonyls (so-called orthogonal multipolar 

interactions) are too weak to account for the experimental results.11 

To probe the nature of the stabilizing intermolecular interactions in more detail, 

MD simulations were performed on the (Lg+13F-SA)7- and (Lg+21F-SA)7- ions using the 

Amber 12SB force field for Lg and the general Amber force field for the ligands.34,36 

Analysis of the trajectories for the (Lg+21F-SA)7- ion reveals that four amino acid 

residues (Lys69, Asn88, Asn90 and Glu120) are involved in fluorine bonding and that 

approximately half the fluorine atoms (11 out of 21) form interactions (of the F•••H2N- 

type) with polar hydrogens associated with the side chains of these four amino acids (See 

Figures 3. 7a and 3. 7c). For the (Lg+13F-SA)7- ion, three amino acid residues (Leu93, 

Val94, and Phe82) are involved in fluorine bonding and 5 out of 13 fluorine atoms form 

interactions (of the F•••HN- type) with polar hydrogens associated with backbone amide 

groups of these three amino acids (See Figures 3. 7b and 3. 7d). However, these 

interactions are transient (a given fluorine bond exists for only 10-50% of the trajectory 

calculated for (Lg+21F-SA)7- and 5-45% of the trajectory calculated for (Lg+13F-SA)7-) 
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and individual residues interact, in an alternating fashion, with multiple fluorine atoms 

(See Figures 3. 8 and 3. 9) 

 

Figure 3. 7. Labelled in red are the fluorine atoms in (a) 21F-SA and (b) 13F-SA that are involved in 

intermolecular interactions with polar hydrogen in Lg, as determined from MD simulations performed on 

the (Lg+21F-SA)7- ion and (Lg+13F-SA)7-, respectively. The Lg residues that were deprotonated for this 

simulation were Asp11, Asp28, Asp85, Asp129, Glu112, Glu127, Glu131 and C-terminus Ile162. (c) Representative 

structure of the (Lg+ 21F-SA)7- ion, obtained from the MD simulations, showing the amino acid residues 

involved in fluorine bonding. The corresponding distance and angle distributions for these interactions are 

shown in Figure 3. 8. (d) Representative structure of the (Lg+13F-SA)7- ion, obtained from the MD 

simulations, showing the amino acid residues involved in fluorine bonding. The corresponding distance and 

angle distributions for these interactions are shown in Figure 3. 9. 

 

Although the individual fluorine bonds are apparently weak (given their transient nature), 

their combined effects would, nevertheless, be expected to enhance the kinetic stabilities 

of the (Lg+XF-SA)7- ions over those of the corresponding (Lg+SA)7- ions. 

The results of the MD simulations also suggest that the degree of fluorination of 

SA influences the formation of hydrogen bonds between the XF-SA carboxyl group and 

Lg. For the (Lg+21F-SA)7- ion no stable intermolecular hydrogen bonds were identified, 

while for the (Lg+13F-SA)7- ion, the carboxyl group can form  hydrogen bonds with 
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Lys60, Glu62, and Asn88 (See Figure 3. 10). Differences in hydrogen bonding for the 

different XF-SA ligands could explain the absence of correlation between the degree of 

fluorination and the Ea values for the (Lg + XF-SA)s
7- ions and the larger Ea measured for 

(Lg + 13F-SA)s
7- (27.9 kcal mol-1), compared to (Lg + 21F-SA)s

7- (25.6 kcal mol-1). 

The present results clearly demonstrate that fluorocarbon binding within the 

hydrophobic cavity of Lg is energetically preferred to hydrocarbon binding. Given that 

there is nothing remarkable about the residues that make up the Lg cavity, it is reasonable 

to conclude that, generally, fluorocarbon binding inside hydrophobic protein cavities will 

be energetically more favourable than hydrocarbon binding and, in the absence of 

differential solvent effects, will lead to enhanced binding in aqueous solution. If that is 

indeed the case, then the present findings would seem to argue for a refinement of the 

conclusions drawn recently by Whitesides and coworkers regarding the origin of the 

thermodynamic differences in binding of alkyl and fluoroalkyl groups to HCA II.23 

Fluorination was found to enhance both the enthalpy and entropy of ligand binding to the 

protein. The authors concluded that these changes arose primarily from differences in the 

solvent accessible surface area of hydrocarbon and fluorocarbon moieties and not from 

differences in intermolecular interaction energies. While it is possible that in the case of 

HCA II the interactions with alkyl and fluoroalkyl chains are energetically similar, it is 

more likely that the thermodynamic differences do reflect, at least in part, a greater 

intrinsic stability of the fluorinated ligands. 
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Figure 3. 8. Distance (left) and angle (right) distributions obtained from MD simulations performed on the 

(Lg+21F-SA)7- ion. The deprotonated residues are: Asp11, Asp28, Asp85, Asp129, Glu112, Glu127, Glu131 and C-

terminus Ile162. (a) F7/Gln120 H2N (side chain), (b) F8/Gln120 H2N (side chain), (c) F9/Gln120 H2N (side chain), 

(d) F10/Asn90 H2N (side chain), (e) F11/Asn90 H2N (side chain), (f) F14/Asn90 H2N (side chain), (g) F14/Asn88 

H2N (side chain), (h) F15/Asn90 H2N (side chain), (i) F15/Asn88 H2N (side chain), (j) F17/Asn88 H2N (side 

chain), (k) F18/Asn90 H2N (side chain), (l) F18/Lys69 H2N (side chain), (m) F19/Asn88 H2N (side chain), (n) 

F19/Lys69 H2N (side chain), (o) F21/Asn88 H2N (side chain), (p) F21/Asn90 H2N (side chain), (q) F21/Lys69 H2N 

(side chain); The fluorine numbering scheme is the same shown in Figure 3. 7a and N is the number of 

occurrence. 
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Figure 3. 9. Distance (left) and angle (right) distributions obtained from MD simulations performed on the 

(Lg+13F-SA)7- ion. The deprotonated residues are: Asp11, Asp28, Asp85, Asp129, Glu112, Glu127, Glu131 and C-

terminus Ile162. (a) F4/Leu93 HN (amide N), (b) F2/Phe82 HN (amide N), (c) F3/Phe82 HN (amide N), (d) 

F1/Val94 HN (amide N), (e) F2/Val94 HN (amide N), (f) F3/Val94 HN (amide N), (g) F4/Val94 HN (amide N) 

and (h) F5/Val94 HN (amide N); The fluorine numbering scheme is the same as shown in Figure 3. 7b and N 

is the number of occurrence. 
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Figure 3. 10. Distance (left) and angle (right) distributions for H-bonds obtained from MD simulations 

performed on the (a-c) (Lg+13F-SA)7- ion and (d-f) (Lg+21F-SA)7- ion. The deprotonated residues are: 

Asp11, Asp28, Asp85, Asp129, Glu112, Glu127, Glu131 and C-terminus Ile162. (a) 13F-SA C=O/Glu62 OH side 

chain (hydrogen donor), (b) 13F-SA –OH/Asn88 O side chain (hydrogen acceptor), (c) 13F-SA C=O/Lys60 

H2N, side chain (hydrogen donor), (d) 21F-SA C=O/Glu62 OH side chain (hydrogen donor), (e) 21F-SA 

C=O/Asn63 amide NH (hydrogen donor), and (f) 21F-SA -OH/Ser36 amide O (hydrogen acceptor); N is the 

number of occurrence. 

 

3. 4. Conclusions 

In summary, the intrinsic energetics of non-covalent fluorine bonding in a protein-ligand 

complex were measured for the first time. Fluorination of SA was found to increase the 

dissociation Ea for ligand loss from complexes with Lg in the gas phase. The average 
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energetic contribution of >CF2 groups to Ea is measurably larger than the value reported 

previously for >CH2 groups and relatively insensitive to position on the alkyl chain, 

suggesting that the Lg cavity presents a relatively homogeneous solvation environment to 

the fluoroalkyl chains. According to the results of MD simulations, fluorine bonding to 

polar hydrogens is primarily responsible for the stabilizing effect of fluorination. Future 

efforts will investigate the stabilities of other protein-ligand complexes in the gas phase, 

including those of HCA II, with the goal of more generally establishing the influence 

fluorine bonding on the thermodynamics of protein-ligand interactions. 
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Chapter 4 

Conclusions and future works 

In Chapter 2, PMF calculations were used to calculate the activation free energy for the 

dissociation of fatty acid ligands from Lg binding cavity. Consequently, the dissociation 

rate constants were extracted from the calculated PMF via transition state theory. The 

ultimate goals were to reproduce the dissociation rate constants of the fatty acids Lg 

binding cavity and also gain more insight into the exit pathway of the fatty acids. The 

PMFs of desolvated protein-fatty acid complexes were computed along the reaction 

coordinate for two different charge configurations of protein. The reaction coordinate was 

defined as the distance between the COM of carboxyl group of the fatty acid and the 

COM of the protein binding cavity. An extensive umbrella sampling was employed along 

the dissociation coordinate in order to enhance the sampling. The PMF plots of the 

protein-fatty acid complexes were used to estimate the dissociation activation free 

energies. In general, the results of PMF calculations demonstrate that the dissociation 

activation free energies cannot be determined accurately using only single protein and 

ligand conformation. However, the PMF calculations presented in this thesis provided the 

dissociation activation free energies of two ligands within 1.0 kcal mol-1 of the 

experimental values for one of the charge configurations. Moreover, computations were 

relatively successful in predicting the trend of dissociation activation free energies for the 

other charge configuration. Conformational rearrangements and being trapped in 

metastable states lead to a deficiency in sampling, which was the main obstacle in free 

energy calculations. Free energy profiles along the dissociation coordinate and analysis of 

the trajectory files demonstrated that the carboxyl group of the fatty acid interacts with a 
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variety of the residues on the flexible loops at opening of the cavity. Nevertheless, there 

is no hydrogen bond between the fatty acid head group and charged amino acids in the 

fast components of the protein-fatty acid complexes. The calculated activation free 

energies were used to compute the dissociation rate constants for protein-fatty acid 

complexes. The results indicated that prediction of the kinetics of the dissociation process 

using computations is even more challenging but the predicted dissociation rate constant 

of stearic acid in one of the charge configurations has an excellent agreement with the 

experimental value. The PMF plots revealed that the dissociation distance is longer for 

the larger fatty acid. The dissociation coordinate is the distance between fatty acid head 

group and the COM of the protein binding site. Thus, the cleavage of the nonpolar 

interactions is the last step of the activation process. In summary, the dissociation rate 

constants of the ligands from the protein binding site were not predicted accurately using 

computations where the ligands were flexible and there was a conformational change 

upon dissociation.  

 Investigation of the trajectory files along the reaction coordinate and comparison 

between the protein conformations in bound and unbound states may reveal which 

degrees of freedom facilitate the ligand exit. However, caution must be taken in 

interpretation of the accompanying degrees of freedom due to the fact that the entire 

configurational space has not sampled. The other solution for identifying the slow 

degrees of freedom is calculation of the correlation time. Calculation of the correlation 

time for the dissociation coordinate identifies the most probable residues involved in 

ligand dissociation by determining the distance, which shows the highest decorrelation 

time. These studies may provide a more detailed picture of the ligand dissociation 
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pathway. Estimation of the dissociation kinetics can also improve using free energy 

calculations at lower temperatures where there is a larger difference between the 

dissociation activation energies of the ligands.  

  In Chapter 3, the nature of the stabilizing intermolecular interactions in protein-

fluorinated fatty acid complexes was probed using MD simulations. A more complete 

molecular picture of the fluorocarbon binding in the protein binding cavity was provided. 

Distributions of distance and angle of the possible hydrogen donors and fluorine atoms 

revealed that fluorine atoms are involved in interactions with polar hydrogen atoms 

within binding cavity. These interactions were transient but individual residues in the 

binding cavity interact with multiple fluorine atoms. Therefore, the combined effects of 

the interactions are considerable. Moreover, the results of the MD simulation suggest that 

the degree of fluorination influences the hydrogen bond interactions of the carboxyl end 

of the fatty acid with protein residues. 

 Currently, is not clear how fluorine bonding influences the interactions and 

conformations of the protein and ligand in protein-ligand complexes. Studying various 

systems with fluorinated ligands provides a better understanding of the molecular basis of 

the fluorination influences on the affinity and selectivity of protein-ligand interactions. 
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