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Abstract 

Adequate modeling of all of the power system components including 

generators, transmission lines, loads, and neighboring power systems is essential 

for power system analysis. With nowadays large interconnected power systems, it 

is common practice to represent only the study system with high accuracy and use 

simplified equivalent models for the neighboring systems. The type of the 

required equivalent depends on the type of the study they are intended for. For 

example, power flow studies require equivalent models at fundamental frequency, 

whereas high-frequency transient studies require frequency dependent network 

equivalents (FDNEs). 

This thesis research investigates methods to construct three equivalent 

models for power system studies. They are (1) measurement-based equivalent 

external system model for online steady-state power system analysis, (2) single-

port and multi-port frequency dependent external network model for 

electromagnetic transient analysis and (3) measurement-based equivalent π circuit 

parameters estimation of parallel transmission lines. 

For the first subject, this research has developed an online network 

equivalencing method based on synchronized phasor measurement data. The 

phasor data is used to estimate and update a multi-port Thevenin equivalent 

circuit continuously. An important issue in implementing this method is that the 

external network should remain constant during the identification process. 
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Therefore, a disturbance detection method is utilized to determine if noticeable 

changes have happened in the external system. 

For the second subject, a heuristic optimization method is used to find a 

FDNE from the frequency response data of an external system. An equivalent 

circuit consisting parallel branches with positive elements is considered and the 

problem is formulated as an over-determined nonlinear problem. A proper coding 

scheme is used and different optimization methods are applied and compared to 

choose the best one. For the multi-port case, a model consisting of all-positive and 

all-negative stable branches is considered to be able to fit the non-diagonal 

elements of the admittance matrix. The non-diagonal elements are fitted one by 

one and then the diagonal elements are fitted similar to a single-port problem.  

For the third subject, synchronized phasor data are utilized to find the π-

circuit parameters of a newly constructed transmission line in parallel with an 

existing transmission line. The method utilizes the induced voltages as the 

excitation source and uses measurement data collected at both ends of the two 

parallel lines to estimate the unknown parameters. Different connections of the 

conductors of the new line are considered for collecting the required data. The 

parameter estimation problem is divided into two linear sub-problems which are 

solved using the least-squares method. 
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Chapter 1  

Introduction 

 

1.1 Background 

Power system analysis requires adequate models for all pertinent system 

component including generators, transmission and distribution equipment and 

loads. Modeling the transmission lines is a fundamental requirement for many 

power system applications like fault detection, fault location and relay setting 

determination   [1]. Transmission line parameters are also required for state 

estimator operation. Many power system studies like power flow analysis, 

transient and voltage stability analysis, economic load dispatch, and contingency 

analysis rely on the state estimator data. Inaccurate line parameters lead to 

inaccurate estimated states which will affect the accuracy of power system 

analysis   [2]  - [4]. 

As the power systems are becoming larger in size and with interconnecting 

neighboring systems together, representing all of the components in details is a 

very difficult and time consuming task. In addition, the detailed data of the 

neighboring systems might not be available. Therefore, when the focus is on a 

local power system interconnected with other neighboring power systems, power 

system equivalents are used to represent those neighboring systems. The local 

power system is represented in details while the neighboring systems are replaced 

with simpler equivalent networks  [5]  . The reduced model should be able to 

represent the external system’s response to the disturbances originated at the 

internal system with good accuracy. 
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Typically, the system is divided into three parts as shown in  Figure 1.1: a) 

internal system which is fully visible, b) buffer zone or inner external system 

which has visibility from supervisory control and data acquisition (SCADA), and 

c) outer external system which usually does not have SCADA measurements 

except for boundary buses   [6]. 

Different equivalent models have been proposed for different power system 

studies. Fundamental frequency equivalents are used in system development 

studies (off-line) and on-line monitoring and control of the power systems    [5]. 

Dynamic equivalents are used in studies involving different types of transient or 

dynamic phenomena and can be further divided into three categories   [7]: 

 

Internal 

System

Buffer

Zone

External 

System

Inner 

Boundary

Outer 

Boundary

To be retained To be replaced

 

Figure 1.1 Different network areas 

 

- High frequency equivalents which are suitable for high frequency transient 

studies including lightning and switching overvoltages and power electronic 

device effects on the system. 

- Low-frequency equivalents which are used in studying low-frequency 

electromechanical oscillations like transient stability analysis.  

- Wideband equivalents which are used in studies that involve sub-

synchronous oscillations   [7]. 

The focus of this research is on fundamental frequency equivalents, 

frequency dependent network equivalents, and transmission line electrical 
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parameters at the fundamental frequency. Application of these models in different 

power system studies is shown in  Figure 1.2. It should be mentioned that system 

equivalents for transient stability analysis and frequency dependent transmission 

line model will not be addressed in this thesis. 

 

Power System 
Studies

Power Flow Short Circuit Stability High Frequency 
Transients

Voltage 
Stability

Angle Stability
External 
system 

equivalent at 
fundamental 

frequency External 
system 

equivalent

External 
system 

frequency 
dependent 
equivalent

Transmission 
line 

parameters

External 
system 

equivalent at 
fundamental 

frequency External 
system 

equivalent at 
fundamental 

frequency

Transmission 
line 

parameters

Transmission 
line 

parameters

Transmission 
line 

parameters
Frequency 
dependent 

Transmission 
line model

 

Figure 1.2 Applications of the models developed in this research 

 

1.2 Thesis Objectives and Motivations 
 

Objective 1: Online network equivalencing at fundamental frequency 

Various methods have been proposed to derive the equivalent circuit. The 

majority of the methods are the model-based type  [8]-  [23]. These approaches 

need external system network and operating point data at different times and 

seasons. Such data is very hard to obtain by the owner of the study system in real 

time due to restructuring of the power industry. To address this major 

shortcoming, measurement-based approaches have been investigated in the past 

based on the measurement capability at that time. However, available 

measurement-based approaches have some drawbacks. For example, the method 

proposed in  [6] uses an oversimplified model for the external system which 
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cannot model interactions of the various nodes through the actual external system. 

Other measurement-based methods proposed in  [24]- [26] use boundary data from 

state estimator which needs a model of the external network for its operation. 

Therefore, these methods have some fundamental obstacles in their 

implementation. 

According to the circuit theory, an external system seen at the boundary 

nodes can always be represented as a multi-port Thevenin circuit. Therefore, a 

natural approach to network equivalencing is to identify a series of Thevenin 

equivalent circuits online through the continuous stream of measurement data. A 

critical requirement for this measurement-based method is that the voltage and 

current measurements at the various boundary nodes must be synchronized. The 

availability of phasor measurement unit (PMU) data makes this approach feasible. 

Motivated by the above considerations, the first objective of this research is 

to propose a method for estimating the multi-port Thevenin equivalent parameters 

of an external network by utilizing online measurements obtained from PMUs 

located at the boundary nodes. 

Objective 2: Finding single-port and multi-port frequency dependent network 

equivalents  

Several time-domain and frequency-domain approaches are available for 

finding frequency dependent network equivalent (FDNE). Generally, the time-

domain approaches  [27]-  [31] are not preferred due to the fact the terminal 

characterization of the external network is usually done in frequency-domain. 

Vector fitting approaches  [32]-  [40] have shown good performances. However, 

they do not guarantee the optimality of the solution. In addition, they do not 

consider the passivity of the solution. Therefore, there is always a need to apply a 

passivity enforcement method which might further deteriorate the accuracy and 

could even fail in some cases  [37]. 

An alternative approach is to directly optimize the parameters of a lumped 

parameter circuit using an optimization approach. The proposed methods have 

only considered the single-port FDNE  [41],  [42] where the equivalent model 

consists of a number of parallel branches with positive elements. The advantage is 
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that the passivity of the equivalent is guaranteed, but this model cannot be used 

for the multi-port case. The reason is that the non-diagonal elements of the 

admittance matrix could have negative real parts. Such frequency data cannot be 

fitted using only positive elements. Therefore, a new equivalent model is 

necessary. 

In view of the mentioned shortcomings, the second objective of this thesis is 

to propose a more general method applicable for both single-port and multi-port 

problems which can find the equivalents with high accuracy while still considers 

the stability of the equivalent model during the optimization process. 

Objective 3: Finding the electrical parameters of the transmission line 

Before a new transmission line is put in service, it is always necessary to find 

the electrical parameters of this line for applications like protective relay settings. 

Rapid development of power systems has resulted in increased number of 

transmission lines sharing the same corridor. In this case, there is a strong 

electromagnetic coupling between the two lines. Classical calculation-based 

methods  [43],  [44] based on the line physical parameters cannot accurately 

estimate the electrical parameters due to several assumptions made during the 

calculation process. Therefore, the parameters have to be found through a 

measurement-based approach.  

Conventional measurement-based approaches assume grounded tail end and 

apply an external voltage source at the head end to measure line impedance. Some 

methods based on analysing the frequency response of the line have also been 

proposed  [45],  [46]. One of the disadvantages of these methods for measuring 

parameters of parallel transmission lines is that they require an excitation source 

that is costly. In addition, the excitation source has to withstand a high voltage 

induced by the other transmission line which could reach more than ten kilo 

Volts. Therefore, high voltage equipment is required to implement these methods 

which increases the hardware cost. 

Motivated by these considerations, the third objective of this thesis is to 

propose a new offline method for measuring the electrical parameters of parallel 

transmission lines. The method has to provide the three phase electrical 
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parameters or positive and zero sequence parameters. The method should not 

interrupt normal operation of the other transmission line which is already in 

service. 

1.3 Thesis Outline 

The thesis is organized as follows:  

Chapter 2 presents the method for finding the multi-port Thevenin equivalent 

parameters of an external system. A literature review is done at the beginning of 

the chapter. Then multi-port Thevenin equivalent is explained and the equations 

representing it are given. Then, the measurement scheme to collect the required 

synchrophasors is explained. The method to find the equivalent parameters from 

the collected data is presented and some of the implementation issues are 

addressed and solutions are discussed. Finally, the method is implemented on two 

cases and the simulation results and conclusions are presented. 

Chapter 3 presents the method for finding single-port and multi-port FDNEs 

of external networks. After the literature review, the single-port FDNE is 

addressed and the equivalent circuit model is illustrated. The problem is 

mathematically formulated and the proposed coding scheme is discussed. Three 

heuristic optimization methods are then implemented to find the parameters of the 

equivalent model and the results are compared to choose the best one. The multi-

port problem is addressed next and the necessary modifications to the equivalent 

circuit to apply the method for the multi-port problems are discussed. Several 

cases are considered to fully evaluate the performance of the proposed methods. 

Finally, the discussions and conclusions are presented. 

Chapter 4 presents a method for measuring the transmission line electrical 

parameters. The chapter starts with a literature survey. Then the line model is 

presented and the case of parallel transmission line is discussed. The problem is 

mathematically formulated and the solution is presented. Measurement scheme to 

collect the required data is presented and a case study is conducted to evaluate the 

performance of the method. Finally, the results are analyzed and the chapter is 

concluded. 



Chapter 1: Introduction 

 

7 

Finally, Chapter 5 concludes the thesis and summarizes the contributions. 

The suggestions for future work are also presented in this chapter. 
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Chapter 2  

External System Equivalent at 

Fundamental Frequency 

 

In recent years, due to restructuring of the power industry, it is not possible to 

have detailed information of the whole power system. A natural way to deal with 

this situation is to model the study system in detail and represent the neighboring 

external systems with their reduced order equivalents. Thevenin equivalents have 

been widely used in power system studies for over a century due to their ability to 

reproduce the behaviour of a system without the need for modeling the system in 

details  [64]-  [68]. 

This chapter proposes a new measurement-based approach to find the multi-

port external system Thevenin equivalent parameters. The equivalent is a 

reduction of the power flow model and can be used for online network 

applications such as contingency analysis and voltage stability assessment. The 

external system equivalent is determined by applying the least-squares method to 

measurements directly obtained at the boundary buses. In addition, a method to 

detect the changes in the external system from the measurement data collected at 

the boundary nodes is proposed to make sure that the external system has 

remained constant during the identification period. The overall computational 

burden of the method is low which makes the method appropriate to work 

continuously for creating real-time equivalent model of the external system. 
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2.1 Literature Review 

The most important power system equivalents at the fundamental frequency 

are categorized in   Figure 2.1. The methods can be broadly divided into model-

based and measurement-based equivalents. The majority of the methods are 

model-based which generally require the network data and operating point data of 

the external system. Equivalent model is then created by simplifying the model of 

the external system.  

 

Fundamental 
frequency 

equivalents

Model-based 
equivalents

Measurement-based 
equivalents

Ward-type
equivalents

REI-type
equivalents

Linearization 
approach

Pseudo 
injections

Identification 
methods

 

Figure 2.1 Different fundamental frequency network equivalents 

 

One of the most well-known model-based equivalents proposed in the 

literature is Ward equivalent introduced by J. B. Ward in 1949   [8]. The standard 

version is Ward admittance method in which all the generations and loads of the 

external network are converted to shunt admittances. As a result, the equivalent 

will be a passive network without any injections as shown in  Figure 2.2. This 

approach leads to unusual admittance values which seriously deteriorate power 

flow convergence    [9]. 
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Internal 

System

Outer Boundary
 

Figure 2.2 The equivalent model in Ward admittance method 

 

The more preferred Ward equivalent is the Ward injection method in which 

the generations and loads are represented by constant current injections. The 

external system is modeled by equivalent generator or load at each tie-line 

terminal and an equivalent meshed network interconnecting these terminals as 

shown in  Figure 2.3. 

 

 

Figure 2.3 The equivalent model in Ward injection method 

 

Failing to appropriately represent the external system reactive power response 

and boundary-bus type designation problem are some of the drawbacks of these 

methods. To overcome these problems, several Ward-type equivalents have been 

proposed   [10]-  [14]. 
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Another well-known model-based equivalent is REI (Radial, Equivalent, 

Independent) equivalent introduced by P. Dimo in 1970’s   [15]. In this method, 

external power system buses are grouped to create REI buses as shown in  Figure 

2.4.  

 

Internal 

System

Outer Boundary

External system
REI buses

Internal 

System

Outer Boundary
 

Figure 2.4 The equivalent model in REI method 

 

One important issue regarding REI equivalent is the grouping problem in 

which the number of equivalent REI buses and the way the real buses are 

associated to each of them, is determined. The grouping procedure can highly 

influence the accuracy of the REI equivalent. Some grouping approaches have 

been proposed in   [5],   [16],   [17]. Some of the drawbacks of this method include 

difficulties in updating the equivalent in online applications and abnormal nodal 

voltages. Several approaches have been proposed to solve these problems   [18]-

   [20]. 

Linearization methods are another well-known model-based approach. In 

these methods the equivalents are linearization of the external system power flow 

equations. Various linearization methods have been proposed in the 

literature    [21]-    [23]. Accuracy of these methods are compared in    [9]. The main 

drawback of these methods is the fact that the equivalent is an equation, not a 

network. Therefore, it can only be accommodated by a specially modified power 

flow model and cannot be incorporated into standard power flow programs.  
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As mentioned before, model-based equivalents need the external network 

data. The main problem encountered by this type of methods is the need for 

(approximate) external system model at different times and seasons. Such a model 

is very hard to obtain by the owner of the study system due to restructuring of the 

power industry. 

In recent years, power systems experienced significant expansions in 

measurement and communication capabilities. Various types of information can 

be collected through direct or indirect measurements. This has created good 

opportunities to contemplate measurement-based approaches for creating 

equivalent circuit models of the external systems. 

In fact, measurement-based approaches have been investigated in the past 

based on the measurement capability at that time. Reference    [6] proposed to use 

the SCADA data of the boundary nodes to build time-varying equivalent loads (or 

generators) connected to the nodes as shown in  Figure 2.5. This method is 

straightforward, but the external network is oversimplified and cannot fully 

represent the external system. For example, the interactions of the various nodes 

through the actual external system cannot be modeled by this method. 

 

Outer Boundary

Internal 

System

P+jQ

P+jQ

P+jQ

Pseudo injections

 

Figure 2.5 The equivalent model in pseudo-injection method 
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References    [24]-    [26] proposed to identify the equivalent system through a 

series of measurements. The external network model is typically fictitious 

admittances connected between the boundary nodes and ground. These methods 

need the voltage and current states of the boundary buses calculated from the state 

estimator. But the state estimator needs a model of the external network model for 

its operation. Therefore, these methods have some fundamental obstacles in 

practical implementation. 

In view of the drawbacks and limitations of the mentioned methods, this 

chapter proposes a new measurement-based approach to find the multi-port 

Thevenin equivalent parameters of an external system. The only data used for 

identifying the equivalent parameters is measurement data directly obtained at the 

boundary buses. In addition, since it is necessary to ensure that external system 

has remained constant during the identification period, a method to detect the 

changes in the external system is also proposed. 

2.2 Proposed Method 

According to the circuit theory, an external system seen at the boundary 

nodes can always be represented as a multiport Thevenin circuit. Therefore, a 

natural approach to network equivalencing is to identify a series of Thevenin 

equivalent circuits online through the continuous stream of measurement data. A 

critical requirement for this measurement-based method is that the voltage and 

current measurements at the various boundary nodes must be synchronized. The 

availability of PMU data has made this line of thinking feasible. PMUs have 

attracted much attention from both researchers and industry in recent years. These 

devices are expected to be widely installed in power systems. Potential 

applications of synchronized phasors collected by PMUs have been widely 

investigated in the literature   [69]-   [76]. 

Motivated by the above considerations, this thesis proposes a new 

measurement-based approach to find the external system Thevenin equivalent. 

The equivalent is a reduction of the power flow model and can be used for online 

network applications such as contingency analysis and voltage stability 
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assessment. The external system equivalent is determined by applying the least-

squares method to measurements directly obtained at the boundary buses. 

The proposed methodology to find the equivalent external system is 

presented in this section. First, the equivalent circuit model is introduced and then 

the measurement scheme to find the unknown circuit parameters is discussed. The 

mathematical formulas to find the unknown parameters are derived at the end of 

this section. 

2.2.1 Equivalent Model 

The idea of a single-port Thevenin equivalent can be extended a multi-port 

Thevenin equivalent represented by  [77] 

1 ,11 ,12 ,13 1 1

2 ,21 ,22 ,23 2 2

3 ,31 ,32 ,33 3 3

e e e

e e e

e e e

V Z Z Z I E

V Z Z Z I E

V Z Z Z I E

      
      

       
            

 (2.1)  

Or, 

eV Z I E   (2.2)  

where V and I are boundary voltage and current phasors, respectively. Also Ze and 

E are equivalent Thevenin impedances and voltage sources, respectively. The 

general circuit model for representing  (2.1) is shown in  Figure 2.6. 
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Figure 2.6 Multi-port Thevenin equivalent of the external system 
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2.2.2 Measurement Scheme 

The external system model is determined from measurements directly 

obtained at the boundary terminals. Voltage and current phasors at the boundary 

terminals are recorded to find the equivalent circuit parameters as shown in  Figure 

2.7. 
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,11 ,12 ,13 1

,21 ,22 ,23 2

,31 ,32 ,33 3

,

e e e

e e e

e e e

Z Z Z E

Z Z Z E

Z Z Z E

   
   
   
     

Equivalent network parameters
 

Figure 2.7 Measurement scheme 

 

Due to the multiport coupling characteristics of the equivalent circuit, 

synchronized measurements of voltage and current phasors are required for circuit 

parameters estimation. This requirement can be fulfilled by using the PMUs 

located at the boundary buses. These units measure the bus voltages and the 

currents flowing into the external system. 

2.2.3 Finding Equivalent Parameters 

The unknowns of the problem are the complex impedance matrix Ze and 

complex voltage source matrix E. As an example, for a problem with three 

boundary terminals, Ze is a three by three matrix with eighteen unknowns (real 
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and imaginary parts of the 9 elements). In addition, E is a vector with six 

unknowns (real and imaginary parts of the three elements). Each independent 

measurement set is considered as a data point. According to   (2.1), each data point 

gives six independent equations. Therefore, to be able to find the twenty four 

unknowns, four data points are required. Generally, the number of required data 

points is 

1data boundaryN N   (2.3)  

where Ndata and Nboundary are the number of required data points and number of 

boundary nodes, respectively. After collecting enough data points, the external 

equivalent parameters are found using 

1

,11 ,12 ,33 1 2 3

T

e e eZ Z Z E E E A B     (2.4)  

where 

1 1 1

1 2 3
1 1 1

1 2 3
1 1 1

1 2 3
2 2 2

1 2 3
2 2 2

1 2 3
2 2 2

1 2 3

4 4 4

1 2 3
4 4 4

1 2 3
4 4 4

1 2 3

0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 1

I I I

I I I

I I I

I I I

I I IA
I I I

I I I

I I I

I I I

 
 
 
 
 
 
 
 
 
 
 
 

 (2.5)  

1 1 1 2 2 2 4 4 4

1 2 3 1 2 3 1 2 3

T

B V V V V V V V V V     (2.6)  

where Vi  
j
 is the voltage phasor of the i

th
 boundary node from the j

th
 measurement 

and Ii  
j
 is the current phasor of the i

th
 boundary node from the j

th
 measurement. 

2.3 Implementation Issues 

There are some issues faced in practical implementation of the proposed 

method that need to be addressed, including disturbance side detection, 
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measurement errors, and fluctuation level. These issues are discussed in the 

following sub-sections. 

2.3.1 Disturbance Side 

In deriving the previous formulas, it is assumed that the external system 

remains constant. This assumption is only true when all of the disturbances are 

originated outside the external system. A disturbance coming from the external 

system means that the external system has changed during the identification 

process and the collected data cannot be used to find the equivalent parameters 

anymore. Therefore, a criterion is necessary to find the origin of the disturbances 

and determine which disturbances can be used to find the correct equivalent 

parameters. 

To derive the mathematical basis of the proposed criterion, Thevenin 

equivalents are considered for both the internal and external systems as shown 

in  Figure 2.8 . The following equations could be written for this system. 

eV Z I E   (2.7)  

inV Z I U    (2.8)  

where Zin and U are Thevenin equivalent impedance and voltage source matrices 

of the internal system. 

Using the above equations, boundary voltages and currents could be 

expressed by 

1 1 1 1 1( ) ( )e in e inV Z Z Z E Z U        (2.9)  

1( ) ( )in eI Z Z U E    (2.10)  
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Figure 2.8 Internal and external system representations 

 

Disturbances in both internal and external systems are applied to find the 

equivalent impedance matrix. For each disturbance, boundary voltages and 

currents are found using  (2.9) and  (2.10) and are recorded as a data point. After 

collecting enough data points (i.e. Nboundary+1), the equivalent impedances and 

voltage sources are found using  (2.4)-  (2.6). 

For instance, a three port system is considered and different numbers of 

disturbances from the external system are considered. In the first case, it is 

assumed that U1, U2, and E3 experience three independent changes of ∆U1, ∆U2, 

and ∆E3, respectively. The initial boundary phasors are 

1 1 1 1 1

1 2 3 1 2 3( ) ( [ , , ] [ , , ] )T T

e in e inV Z Z Z E E E Z U U U        (2.11)  

1

1 2 3 1 2 3( ) ([ , , ] [ , , ] )T T

in eI Z Z U U U E E E    (2.12)  

The boundary phasors after applying the first disturbance are 

1 1 1 1 1

1 2 3 1 1 2 3( ) ( [ , , ] [ (1 ), , ] )T T

e in e inV Z Z Z E E E Z U U U U         (2.13)  

1

1 1 2 3 1 2 3( ) ([ (1 ), , ] [ , , ] )T T

in eI Z Z U U U U E E E     (2.14)  

The boundary phasors after applying the second disturbance are 

1 1 1 1 1

1 2 3 1 2 2 3( ) ( [ , , ] [ , (1 ), ] )T T

e in e inV Z Z Z E E E Z U U U U         (2.15)  
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1

1 2 2 3 1 2 3( ) ([ , (1 ), ] [ , , ] )T T

in eI Z Z U U U U E E E     (2.16)  

Finally, the boundary phasors after applying the third disturbance are 

1 1 1 1 1

1 2 3 3 1 2 3( ) ( [ , , (1 )] [ , , ] )T T

e in e inV Z Z Z E E E E Z U U U         (2.17)  

1

1 2 3 1 2 3 3( ) ([ , , ] [ , , (1 )] )T T

in eI Z Z U U U E E E E     (2.18)  

By substituting the boundary phasors obtained from  (2.11)- (2.18) in  (2.4), the 

following equation is derived for equivalent impedance matrix. 

,11 ,12 ,13

,21 ,22 ,23

,31 ,32 ,33

e e e

eq e e e

in in in

Z Z Z

Z Z Z Z

Z Z Z

 
 

  
    

 (2.19)  

In the second case, two disturbances are considered in the external system. It 

is assumed that U1, E2, and E3 experience three independent changes of ∆U1, ∆E2, 

and ∆E3, respectively. Similar to the previous case, the following equation is 

derived by applying the mentioned disturbances and using equations  (2.4),  (2.9), 

and  (2.10). 

,11 ,12 ,13

,21 ,22 ,23

,31 ,32 ,33

e e e

eq in in in

in in in

Z Z Z

Z Z Z Z

Z Z Z

 
 

    
    

 (2.20)  

Finally, in the third case, all of the disturbances are applied in the external 

system (∆E1, ∆E2, and ∆E3). The following equation is derived by applying the 

mentioned disturbances. 

,11 ,12 ,13

,21 ,22 ,23

,31 ,32 ,33

in in in

eq in in in

in in in

Z Z Z

Z Z Z Z

Z Z Z

   
 

    
    

 (2.21)  

As it can be seen in equations  (2.19)-  (2.21), when at least one of the 

disturbances is from the external system, a negative value appears in at least one 

of the diagonal elements. Considering the fact that diagonal values represent self-
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impedances, a negative value could be a good sign that the disturbance is coming 

from the wrong side, i.e. the external system. Therefore, each time a new data 

point is recorded, the equivalencing method is applied using this new data point 

and the previous Nboundary data points. Then the real and imaginary parts of the 

diagonal elements of the diagonal elements of the equivalent impedance matrix 

are examined. If negative values appear in these elements, it indicates that the 

external system has not remained unchanged. 

2.3.2 Measurement Error 

In theory, Nboundary+1 data points would be enough to find the equivalent 

circuit parameters using  (2.4). However, practically this does not give accurate 

results due to measurement errors and noise. To improve the accuracy of the 

model, additional data points could be utilized to have more equations. In this 

case, least-squares method is applied to find the unknown parameters. 

Suppose that N data points are available. Each data point gives Nboundary 

complex equations. For example, for three boundary nodes, the following 

equations can be written for the first data point. 

1 1 1 1

1 ,11 2 ,12 3 ,13 1 1e e eI Z I Z I Z E V     (2.22)  

1 1 1 1

1 ,21 2 ,22 3 ,23 2 2e e eI Z I Z I Z E V     (2.23)  

1 1 1 1

1 ,21 2 ,22 3 ,23 2 2e e eI Z I Z I Z E V     (2.24)  

Or, 
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e
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E
E

 
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    
        
       
 
 
 

 (2.25)  

Writing similar equations for the other data points and combining all of the 

equations gives 
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,11 ,12 ,33 1 2 3

T

e e eA Z Z Z E E E B     (2.26)  

where 
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 (2.27)  

1 1 1 2 2 2

1 2 3 1 2 3 1 2 3

T
N N NB V V V V V V V V V     (2.28)  

Equation  (2.26) is in the form of a system of linear equations (Ax=B) which 

can be solved by least-squares method. 

2.3.3 Fluctuation Level 

Theoretically, small variations in the boundary states are enough to be 

considered as new data points. But in practice, a minimum fluctuation level is 

required to be able to deal with measurement errors and noise. In  [78]  a 

fluctuation index based on changes in real and reactive power flows of the line is 

proposed for single-port power system equivalent. Since there are multiple lines 

between the external system and internal/buffer zone in the present study, the 

fluctuation index is calculated for each transmission line according to the 

following equation. 

, , , ,

, ,

( ) 100%
i new i old i new i old

i

i old i old

P P Q Q
Fluc

P Q

 
    (2.29)  

where Fluci is the fluctuation index of the i
th

 boundary line. Pi,old  and Pi,new are the 

active power transferred to the external system before and after the disturbance, 

respectively. Qi,old and Qi,new are the reactive power transferred to the external 
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system before and after the disturbance, respectively. A new data point is 

recorded when the fluctuation index of at least one of the lines is equal to or 

greater than a predefined fluctuation level. 

The fluctuation level should be high enough to give a good accuracy when 

determining the equivalent system parameters and to make it possible to detect the 

direction of the disturbance. On the other hand, the fluctuation level should be low 

enough to detect considerable changes in the external system to ensure that the 

external system has remained fairly constant during the identification process. The 

reason behind ignoring small variations in the external system is that the model 

accuracy requirements are only applied to the internal system. Therefore, the goal 

is to find an approximate external system model which gives adequate accuracy 

for studies like contingency analysis and voltage stability analysis performed in 

the internal system. 

In addition, there is a boundary zone between the internal and external 

systems. As a result, the external system has less effect on the internal system. 

Therefore, the fluctuation index must be adjusted to detect only large variations in 

the external system, since small variations do not have noticeable effects on the 

internal system. The desired fluctuation index should be determined according to 

utility’s accuracy requirements. 

2.3.4 Implementation Summary 

Disturbances frequently happen in both internal and external systems and 

new data points are continuously being recorded. The method is implemented 

according to the following steps: 

Step 1) Collect Nboundary+1 data points. 

Step 2) Detect the direction of the disturbances using  (2.4)-  (2.6). 

Step 3) If all of the disturbances are from the internal system, go to Step 5. 

Otherwise, continue to Step 4. 

Step 4) Replace the oldest data point by a new one and go to Step 2. 

Step 5) Mark the disturbances as internal disturbances and wait for the next 

disturbance. 
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Step 6) Once a new disturbance is detected, use the new data point along with 

the most recent Nboundary data points to determine the disturbance direction 

using  (2.4)-  (2.6). 

Step 7) If the new disturbance is from the external system, discard the 

previously recorded data points and start over from Step 1. Otherwise, continue to 

Step 8. 

Step 8) Add the last disturbance to the internal disturbance list and calculate 

Ze and E from  (2.26)-  (2.28) using least-squares method. 

Step 9) When a new disturbance is detected, use the newest Nboundary+1 data 

points to detect the direction of the disturbance using  (2.4)-  (2.6). 

Step 10) If the disturbance is from the external system, discard the previously 

recorded data points and go to Step 1. Otherwise, use the new data point along 

with the previous ones to calculate the equivalent parameters with higher accuracy 

using  (2.26)-  (2.28) and go to Step 9. 

2.4 Case Studies 

The IEEE 118-bus system is considered for simulation studies. The internal, 

buffer, and external areas are defined as shown in  Figure 2.9. The system is 

simulated in PSS/E and the method is implemented in MATLAB. 

It is assumed that PMUs are placed at the boundary nodes 24, 43, 49, and 65 

to measure bus voltages and currents flowing into the external system. To account 

for the measurement errors, a random noise is added to the recorded phasors to 

create 1% total vector error according to the standard IEEE C37.118.1   [79]. This 

data is considered to be real measurement data collected by field PMUs at the 

boundary nodes. 

First, the original IEEE 118 bus case is simulated and a sensitivity study is 

conducted to analyze the effect of fluctuation index and number of data points on 

the performance of the method. The impedance values obtained from 1000 

random cases are then compared with the actual values obtained by the method 

presented in Appendix A. The performance of the disturbance side detection 

method is also evaluated in this case. 
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To further investigate the performance of the method, a second case is created 

by modifying IEEE 118 bus system. The modifications are presented in Appendix 

A. The performance of the method is evaluated for different fluctuation indices 

and numbers of data points. Then, the external system is replaced with the 

equivalent circuit with the method presented in Appendix A and contingency 

analysis results of the original and reduced systems are compared. 

2.4.1 Case 1: IEEE 118 Bus System 

As explained before, to deal with measurement errors it is necessary to use 

additional data points. A sensitivity analysis is conducted to analyze the 

performance of the method with different numbers of data points and fluctuation 

levels. 1000 random cases are considered for each fluctuation level and number of 

data points. For creating the random cases, voltage sags with random magnitudes 

are simulated in random locations in the internal system and buffer zone and the 

boundary voltages and currents are recorded. For each case, Ndata of these 

recorded data points with the desired fluctuation levels are selected to find the 

external system equivalent parameters. The percentage errors of the equivalent 

impedances and voltage sources are shown in  Figure 2.10 and  Figure 2.11, 

respectively. 
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Figure 2.9 Internal, boundary, and external zones in the IEEE 118 bus system 
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Figure 2.10 Equivalent impedances errors for different numbers of data points (Ndata=7, 9, 

11, 13, 15) and different fluctuation levels 
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Figure 2.11 Equivalent voltage sources errors for different numbers of data points 

(Ndata=7, 9, 11, 13, 15) and different fluctuation levels 

 

As it can be seen in  Figure 2.10 and  Figure 2.11, having more data points and 

higher fluctuation level improves the accuracy of the results. But, having too 

many data points does not noticeably improve the accuracy. Also, if enough data 

points are available, fluctuation index does not have a significant impact on the 

accuracy. Considering these points, eleven data points with 5% fluctuation level is 

considered and the results of each of the 1000 cases for these parameters are 

compared with the actual values in  Figure 2.12 and  Figure 2.13. As it can be seen, 

the estimated parameters are close to the actual values. 
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Figure 2.12 Comparison of the equivalent impedances from 1000 random cases (stars) 

with actual values (dashed line) for eleven data points and 5% fluctuation level for case 

one 
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Figure 2.13 Comparison of the equivalent voltage sources magnitudes and phase angles 

from 1000 random cases (stars) with actual values (dashed line) for eleven data points and 

5% fluctuation level for case one 

 

To summarize the results shown in  Figure 2.12 and  Figure 2.13, the accurate 

value, mean value, and standard deviation of the parameters are presented 

in  TABLE 2.1. 
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TABLE 2.1 The results obtained by the proposed method for case one 

Parameter Accurate value Mean value Standard deviation 

R11 (pu) 2.3645E-2 2.3763E-2 9.4056E-4 

R22 (pu) 4.1595E-2 4.1457E-2 1.6773E-3 

R33 (pu) 7.3528E-2 7.3394E-2 7.8012E-4 

R44 (pu) 1.2063E-2 1.2097E-2 2.2922E-4 

X11 (pu) 9.2299E-2 9.2072E-2 9.8144E-4 

X22 (pu) 1.6866E-1 1.6870E-1 1.4703E-3 

X33 (pu) 3.2732E-1 3.2740E-1 7.9477E-4 

X44 (pu) 1.3318E-1 1.3310E-1 2.0031E-4 

|E1 | (pu) 1.0084 1.0083 0.0029 

|E2 | (pu) 0.9875 0.9870 0.0028 

|E3 | (pu) 0.9989 0.9995 0.0032 

|E4 | (pu) 1.0230 1.0223 0.0032 

E1 ang (deg) -33.4487 -33.4850 0.1620 

E2 ang (deg) -43.5002 -43.4886 0.1439 

E3 ang (deg) -48.8368 -48.8408 0.1920 

E4 ang (deg) -40.7851 -40.7144 0.2561 

 

To analyze the performance of the disturbance direction detection method 

with 5% fluctuation level, 250 random cases are created. For each case, four 

disturbances are used to find the equivalent impedance matrix using  (2.4)-  (2.6). 

Voltage sags and generation changes are the disturbance types used for these 

cases. The equivalent impedance matrices are found and compared with the actual 

values in  Figure 2.14. 
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Figure 2.14 Real and imaginary parts of the diagonal elements of Ze from the proposed 

method (stars) compared with the actual values (dashed line) 

 

As it can be seen in  Figure 2.14, in cases 1-50 all disturbances are from the 

internal system and all of the values are positive. In cases 51-100, a random 

disturbance occurs near bus 23 in the external system while three other 

disturbances occur in the internal system. R11 and X11 are near zero. Considering 

that node 24 is a PV bus, these zero values reveal that the disturbance is occurred 

in the external system. In cases 101-150, two random disturbances occur near 

buses 23 and 38 in the external system while two other disturbances occur in the 

internal system. R11, X11, R44, and X44 are near zero (node 49 is also a PV bus). In 

cases 151-200, three disturbances occur near buses 23, 38, and 34 in the external 
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system while the fourth one occurs in the internal system. R11, X11, R44, and X44, 

are near zero while R22 and X22 are negative. Therefore, in all cases it is possible 

to detect that the external system has not remained constant. Finally, in cases 201-

250, all of the values are either negative or close to zero which shows that all of 

the disturbances are coming from the external system. 

2.4.2 Case 2: Modified IEEE 118 Bus System 

To further evaluate the performance of the proposed method, IEEE 118 bus 

system is modified and considered as the second case. The external system is 

replaced by an equivalent found by the method and the contingency analysis 

results are compared. First a sensitivity analysis is conducted to study the 

performance of the method in this case. Similar to the previous case, 1000 random 

cases are created for each fluctuation level and number of data points. To 

summarize the results, the average error is shown in  Figure 2.15. It should be 

mentioned that when mutual impedance between two nodes is close to zero, a 

small error leads to a huge percentage error. Therefore, small impedances are not 

considered in calculating the average percentage error. 

 

 

Figure 2.15 Average error of non-zero equivalent impedance values and voltage sources 

with different numbers of data points (Ndata=7, 9, 11, 13, 15) and different fluctuation 

levels 
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As it can be seen, if eleven data points with 5% fluctuation level are chosen, 

the average error for impedance and voltage source magnitudes will be around 4% 

and 0.6%, respectively. The equivalent impedance and voltage source values 

obtained by the method are compared with the actual values in  Figure 2.16 

to  Figure 2.18. 

 

Figure 2.16 Comparison of the diagonal elements of the equivalent impedance matrix 

from 1000 random cases (stars) with actual values (dashed line) for eleven data points and 

5% fluctuation level for case two 
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Figure 2.17 Comparison of the non-diagonal elements of the equivalent impedance matrix 

from 1000 random cases (stars) with actual values (dashed line) for eleven data points and 

5% fluctuation level for case two 
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Figure 2.18 Comparison of the equivalent voltage sources from 1000 random cases (stars) 

with actual values (dashed line) for eleven data points and 5% fluctuation level 

 

As it can be seen in  Figure 2.16 to  Figure 2.18, the equivalent parameters are 

close to their actual values. To summarize the results shown in  Figure 2.16 

to  Figure 2.18, the accurate value, mean value, and standard deviation of the 

parameters are presented in  TABLE 2.2 and  TABLE 2.3. 
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TABLE 2.2 The results obtained by the proposed method for case two, resistance and 

impedance values 

Parameter Accurate value Mean value Standard deviation 

R11 (pu) 2.4600E-2 2.4504E-2 1.2358E-3 

R22 (pu) 7.1700E-2 7.1806E-2 4.1991E-4 

R33 (pu) 2.2620E-1 2.2607E-1 6.3482E-4 

R44 (pu) 2.7400E-2 2.7476E-2 2.3964E-4 

R12 (pu) 1.0000E-3 9.6889E-4 5.0390E-4 

R13 (pu) 1.3000E-3 1.2309E-3 5.3064E-4 

R14 (pu) 7.0000E-4 7.7514E-4 2.2781E-4 

R23 (pu) 4.3200E-2 4.3347E-2 4.3786E-4 

R24 (pu) 2.1400E-2 2.1398E-2 1.7187E-4 

R34 (pu) 3.2500E-2 3.2477E-2 2.7032E-4 

X11 (pu) 9.6100E-2 9.6117E-2 1.1803E-3 

X22 (pu) 2.3360E-1 2.3353E-1 4.6400E-4 

X33 (pu) 5.0160E-1 5.0218E-1 6.5227E-4 

X44 (pu) 1.6000E-1 1.6008E-1 2.2959E-4 

X12 (pu) 1.5000E-3 1.4969E-3 5.7725E-4 

X13 (pu) 1.0000E-3 9.9029E-4 5.5396E-4 

X14 (pu) 1.2000E-3 1.0934E-3 2.1206E-4 

X23 (pu) 4.2700E-2 4.2654E-2 4.2947E-4 

X24 (pu) 4.1300E-2 4.1286E-2 1.8629E-4 

X34 (pu) 3.0800E-2 3.1034E-2 3.0540E-4 
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TABLE 2.3 The results obtained by the proposed method for case two, equivalent 

voltage sources 

Parameter Accurate value Mean value Standard deviation 

|E1 | (pu) 1.0058 1.0057 0.0015 

|E2 | (pu) 0.9268 0.9265 0.0013 

|E3 | (pu) 0.8706 0.8722 0.0020 

|E4 | (pu) 0.9654 0.9653 0.0018 

E1 ang (deg) -34.4241 -34.4128 0.0852 

E2 ang (deg) -54.6473 -54.6552 0.0733 

E3 ang (deg) -74.2035 -74.2193 0.1197 

E4 ang (deg) -48.2572 -48.3021 0.0978 

 

To evaluate the accuracy of the reduced model for contingency analysis, one 

of the equivalents found with eleven data points and 5% fluctuation level is 

randomly selected and converted to a network in PSS/E. The external system is 

replaced with the reduced one and the contingency analysis is done for both full 

and reduced external networks. Internal system transmission lines and 

transformers outages are considered and eighty six N-1 contingencies are 

simulated. 

The accuracy of the contingency analysis results using the reduced system is 

presented in  TABLE 2.4. As it can be seen, the average errors are very small for 

both bus voltage and apparent power flow errors. The maximum bus voltage error 

is also very small. Only the maximum MVA flow error is relatively large. To 

better analyse the results, the maximum voltage magnitude and apparent power 

flow error for each case is shown in  Figure 2.19. 
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TABLE 2.4 Accuracy of the contingency analysis results 

 Largest Error (%) Average Error (%) 

Bus Voltages 0.11 0.00 

MVA Flows 7.22 0.04 

 

 

 

Figure 2.19 Accuracy of the reduced model for contingency analysis 

 

The accuracy requirements in the model reduction may be different in 

different utilities. For example, according to the accuracy criteria adopted in  [6] , 

the maximum allowed error for contingency analysis is 1% for bus voltage 

magnitudes and MVA flows. According to these criteria, as it can be seen 

in  Figure 2.19, the bus voltage error is always below the limit. In addition, the 

MVA flow is also below the limit except for two cases. Further investigation of 

the results reveals that the reason of having large errors in these cases is that the 

contingencies happened near bus 65 in the internal system. As it is shown 

in  Figure 2.9, there is a transmission line between bus 65 of the internal system 

and bus 38 of the external system. Therefore, replacing the external system with 

the equivalent model caused a relatively large error for contingencies near bus 65. 

This reveals that to get accurate results, it is important to have a boundary zone 

between the internal and external systems. More accurate results could be 
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obtained by selecting a better boundary zone. It should be mentioned that when 

determining the boundary zone, there is always a trade-off between the accuracy 

and computational burden. Having a bigger boundary zone improves the accuracy 

but it increases the computational burden. 

2.5 Conclusion 

A measurement-based method for determining an equivalent model 

for external power systems at multiple boundary nodes has been proposed 

in this paper. The main contributions of this chapter were 1) proposing a 

multiport Thevenin equivalent circuit to model external systems, 2) 

developing a method for online estimation of the circuit parameters, 3) 

introducing a disturbance direction detection method to select valid 

disturbances. The availability of PMU data at the boundary buses has 

made the proposed method practical.  

The method has been applied to the IEEE 118 bus system and the 

performance of the disturbance side detection method was evaluated. The 

results proved that the origin of the disturbances could be determined by 

evaluating the signs of the real and imaginary parts of the diagonal 

elements of the equivalent impedance matrix. The accuracy of the method 

with different numbers of data points and different fluctuation levels were 

analyzed. The results proved that the method could accurately find the 

equivalent Thevenin parameters even in the presence of measurement 

error. Finally, comparing the contingency analysis results obtained by the 

full external system and the reduced model found by the proposed method 

proved the efficacy of the method in representing the external system 

with good accuracy. 
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Chapter 3  

Frequency Dependent Network 

Equivalent 

 

To study high frequency transients, all of the component of the system should 

be replaced with appropriate models to reflect frequency dependent effects. 

Detailed modeling of the entire power system, including the neighboring system, 

leads to a very high computational burden which might not be possible to handle. 

Therefore, only the internal system or study area is modelled in details whereas 

the rest of the system is replaced with a simpler equivalent model. Such 

equivalent is estimated from the network frequency-response data which can be 

obtained by field measurements or simulation studies. A method is then required 

to convert this data to a time-domain equivalent circuit which can be implemented 

in electromagnetic transients program (EMTP) software   [42]. 

This chapter proposes a new method to find frequency dependent network 

equivalent of a power system. The equivalent model consists of a number of 

parallel branches. To find the parameters of these branches, a new coding scheme 

is proposed and a proper optimization approach is found by comparing different 

methods. The equivalent model is guaranteed to be passive which in turn ensures 

the stability of time-domain simulation. For the multi-port case, a new equivalent 

model is proposed with branches with all-positive or all-negative elements which 

guarantee the stability of each branch and consequently, the stability of the whole 

equivalent model. The elements of the admittance matrix can be fitted one by one 
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using the proposed method and the equivalent model for each element can be 

directly implemented in EMTP software. 

3.1 Literature Review 

The frequency-dependent terminal response of the external network, which is 

usually represented by the admittance matrix, is modeled using either a lumped 

parameter circuit model or a rational function model which can be converted to a 

lumped parameter circuit to be implemented in EMTP software. 

Time domain approaches including ARMA modeling   [27] ,  [28], z-domain 

vector fitting   [29], and time domain vector fitting   [30] have been proposed. A 

comparison of these approaches is presented in   [31]. However, the frequency 

domain approach is the natural choice because the terminal characterization of 

components is usually performed by frequency sweep measurements   [31]. 

The rational function approximation can be used to estimate the known 

frequency response of the external system 

1

( )
N

n

n n

c
f s d sh

s a

  


  (3.1)  

where the residues cn and poles an are either real quantities or complex conjugate 

pairs, while d and h are real numbers. 

The problem is to find the unknown parameters cn, an, d, and h to obtain a 

least square approximation of f(s) over a given frequency range. This is an 

overdetermined nonlinear problem as the unknown poles appear in the 

denominator. Various methods have been proposed to solve this problem. 

In    [61],   [62] the problem is solved by partitioning the whole frequency range into 

several sections and applying rational fitting to each section. 

One of the most well-known approaches is vector fitting (VF)   [32]-   [34] in 

which the nonlinear problem is converted into two linear problems which are 

solved sequentially as follows  [32]. Specifying a set of initial poles ān, an 

unknown rational function is introduced and an augmented problem is formed 
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Multiplying the second row of  (3.2) by f(s) gives 
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Equation  (3.3) is an overdetermined linear problem which can be solved as a 

least-squares problem. The improved set of poles for approximating f(s) is equal 

to the zeros of σ which can be calculated as the eigenvalues of the matrix 

TH A bc   (3.4)  

where A is a diagonal matrix containing the starting poles, b is a column vector of 

ones, and 
Tc  is a row vector containing the residues of σ calculated in the 

previous step. Replacing the newly found poles as the specified poles for σ, this 

process is repeated until convergence is met. Then, the residues of f(s) can be 

calculated from another overdetermined linear problem. 

The identified rational function can be represented by an equivalent electric 

circuit model consisting of inductors (L), capacitors (C), and resistors (R)  [35] as  

shown in  Figure 3.1. 
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Figure 3.1 Synthesizing the equivalent obtained by VF method 
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An important problem is that the model may not be passive which may lead 

to unstable time domain simulation. Therefore, the parameters of the model have 

to be perturbed to enforce passivity  [36]. Several passivity enforcement methods 

have been proposed in the literature. A comparative study is conducted in  [37] 

which shows that all of the passivity enforcement methods have some limitations 

and disadvantages. For example, the iterative passivity enforcement methods  [38]-

 [40], which are the most popular type of passivity enforcement methods, are only 

suboptimal and sometime fail  [37]. Therefore, enforcing passivity is still a main 

concern in VF approaches. 

Methods that directly find the parameters of an equivalent circuit of lumped 

elements have also been proposed. In   [60] the external system is modeled by a 

number of modules consisting of RLC branches as shown in   Figure 3.2. An initial 

module is generated to match the frequency characteristics at series resonance 

frequencies only. Then an optimization is done to minimize the mean square of 

the error over the given frequency range. The parameters of the module are 

adjusted one branch at a time thorough an iterative method. The iterations 

continue until the error falls within an acceptable limit or until the maximum 

number of iterations is reached. Since only the parameters of one branch are 

adjusted at a time, this method is prone to trap in local minima. 
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Figure 3.2 Structure of a single module used in  [60] 
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In  [41] a genetic algorithm (GA) approach is proposed for single-port 

problem which models the external system with an electric circuit shown 

in   Figure 3.3  [41]. The parameters of the elements are found using GA. Since the 

equivalent circuit consists of only passive elements, the equivalent model is 

always passive. Another approach with guaranteed passivity is proposed in  [42] 

which tries to find the optimal configuration of the equivalent circuit as well as 

the corresponding optimal values using genetic programming (GP). These 

methods have good accuracy, but they are not applicable for multi-port problems.  
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Figure 3.3 Configuration of the equivalent circuit in  [41] 

 

In this chapter, a new method for finding FDNE of external systems is 

proposed. For the single-port case, the equivalent model shown in  Figure 3.3 is 

assumed and a new coding scheme is introduced to solve the problem using 

heuristic optimization methods. The population-based nature of these methods 

reduces the probability of getting trapped in local optima and sensitivity to the 

initial guess. A proper optimization method is then chosen by applying different 

optimization methods and comparing the results. For the multi-port case, a new 

equivalent model is proposed with all-positive and all-negative branches which 

guarantee the stability of each branch and consequently, the stability of the whole 

equivalent model. 
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3.2 Problem Definition 

For the single-port problem, usually the admittance of the external network at 

different frequencies is given as the input of the problem. The desired output is an 

equivalent electrical circuit which can be implemented in EMTP software. For 

example, the admittance amplitude and phase angle of a transformer at different 

frequencies is shown in  Figure 3.4  [41],  [85]. 

 

 

Figure 3.4 Actual admittance data of a transformer  

 

The goal is to find an equivalent circuit to fit both the amplitude and phase 

angle of the actual frequency response. Therefore, the difference between the 

actual response and the response of the equivalent circuit should be minimized. In 

addition, if the equivalent network is passive, meaning that it absorbs power for 

any applied voltages at any frequency, the stability of the time domain simulation 

is ensured. For a single-port problem, the passivity criterion is that the real part of 

its frequency response should be always positive. 



Chapter 3: Frequency Dependent Network Equivalent 

 

46 

For the multi-port problem, the input is an admittance matrix found by multi-

port frequency scan and the desired output is a network interconnecting the 

boundary nodes. Similar to the single-port case, the equivalent network 

(excluding the voltage sources) should be passive. To define passivity, an 

admittance matrix Y is considered as 

I YV  (3.5)  

where I is the injected current vector and V is the voltage vector of the selected 

nodes. 

The absorbed power for this network can be found by 

     * * *Re Re ( ) ReabsorbedP V YV V G jB V V GV     (3.6)  

where G and B are the conductance and susceptance of the admittance matrix. 

From  (3.6), it can be deduced that Pabsorbed will always be positive only if G is 

positive semidefinite. In other words, all of the eigenvalues of G should be 

positive. It should be mentioned that G is a real, symmetric matrix. Therefore, its 

eigenvalues are all real  [38]. 

3.3 Proposed FDNE method 

3.3.1 Single-port FDNE 

The proposed approach for finding the equivalent circuit for single-port 

problems is presented in this section. First, the problem will be formulated as a 

minimization problem and the objective function and the constraints will be 

defined. Then, the heuristic optimization-based optimization scheme for single-

port FDNE will be presented. 

3.3.1.1 Mathematical Formulation 

The equivalent circuit configuration considered in this paper consists of 

parallel RLCG branches shown in  Figure 3.3  [41]. This model is in fact a more 

general version of the model obtained by rational function approximation  [32]. 

Comparing  Figure 3.3 with  Figure 3.1 reveals that the braches dedicated to real 
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poles in  Figure 3.1 could be represented by RLCG branches with G equal to 

infinity (i.e. short circuit) and C equal to zero (i.e. open circuit). The R branch 

in  Figure 3.1 could be obtained by L and C equal to zero and G equal to infinity. 

Finally, The C branch in  Figure 3.1 could be obtained by R, L, and G equal to 

zero. The RLCG model of  Figure 3.3 can also represent the equivalent model used 

in  [60] shown in  Figure 3.2. Therefore, this equivalent model is considered in this 

thesis as the more general version of the equivalent models proposed in the 

literature. 

Similar to  [41],in order to guarantee the passivity, only passive elements are 

used in the equivalent circuit. The problem can be mathematically formulated as 
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where NF is the number of frequency samples. u and f denote branch number and 

frequency, respectively. SU and Sf denote the set of branches and frequencies, 

respectively. Y
f
actual , ˆ fY  represent the actual and equivalent admittance at 

frequency f. ωf is a weighting factor that helps the convergence of the 

optimization method. More discussion about the weighting factor can be found 

in   [41],   [35], and   [85]. Two weighting factors are used in this thesis which 

are  [14] 

 

- Strong inverse weight 
21/ | |f

f actualw Y  

- Weak inverse weight 1/ | |f

f actualw Y  
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3.3.1.2 Optimization Scheme 

The optimization problem formulated in the previous section is an 

overdetermined non-linear non-convex problem. None of the methods proposed 

for solving this problem, including the famous VF method, can guarantee the 

global optimality of the solution. Heuristic optimization methods could be an 

alternative option for solving these kinds of problems. 

Three heuristic optimization approach including particle swarm optimization 

(PSO), shuffled frog-leaping algorithm (SFLA), and differential evolution (DE), 

which have been successfully applied for other power system applications  [80]-

  [84], are used to solve the problem defined in  (3.7). These algorithms are briefly 

explained in Appendix B. The performance of these methods will be compared in 

a case study to be able to choose the proper one for the problem. 

According to  (3.7), the optimization parameters that need to be tuned are R, 

L, C, and G of the branches. In order to accelerate the convergence rate, the 

resonance frequency of each branch is used as the optimization parameter instead 

of L. Therefore, each individual is defined as 

1 1 1 1[ , , , ,..., , , , ]i i i i i i i i i

N N N NInd R C G R C G   (3.9)  

where N is the maximum number of the branches. 

The advantages of using ωres instead of L is that the major resonant 

frequencies can be easily found from the admittance data and can be directly used 

in the optimization process. To find Lu from ωres, the admittance of a single 

branch is rewritten as  (3.10) by separating the real and imaginary parts of the 

denominator 

2 2 2 2 2 2

1ˆ( )
u u

u u

u u u u

Y
G j C

R j L
G C G C





 



  
 

 
(3.10)  

The (approximate) resonance frequency could be found by 

,

, 2 2 2

,

0
res u u

res u u

u res u u

C
L

G C





 


 (3.11)  
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Finally, L could be found by 

2 2 2

,

u
u

u res u u

C
L

G C



 (3.12)  

It should be noted that the above formula is an approximation and the actual 

resonance frequency of the branch is slightly different from the resonant 

frequency used as the optimization parameter. However, the optimization process 

adjusts the parameters so that the frequency response of the final solution matches 

with that of the actual data with highest possible accuracy. 

In order to find the optimal number of branches and optimal values of ω, R, 

C, G of each branch simultaneously, the process shown in flowchart of  Figure 3.5 

is used. The process is shown for only SFLA. PSO and DE are also implemented 

in the same manner. 

The first step is to set the initial number of branches. It can be set to the 

number of (major) peaks of the frequency response. Then, the parameters of each 

branch are initialized using the approach similar to the method proposed in   [41]. 

The only difference is that here the frequency of the peak is directly used as the 

branch parameter instead of L. Then, a heuristic optimization method is applied to 

find the optimal parameters of the branches. These parameters are stored as the 

optimal parameters for the respective number of branches. 

Then the stopping criterion is checked. If the maximum number of the 

branches is reached, the algorithm will stop. Otherwise, the number of branches is 

increased and the heuristic optimization method is applied to find the optimal 

parameters. A point worth mentioning is that the two optimization loops have to 

be coordinated which means that the inner loop should reach its final solution 

before the number of branches is increased in the outer loop. After the algorithm 

is stopped, a matrix consisting of optimal parameters of each branch is returned. 

The operator can then pick up the desired equivalent circuit considering the 

required accuracy and available computational capability. 
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Figure 3.5 Flowchart of the proposed approach for single-port FDNE problem 
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3.3.2 Multi-port FDNE 

For the multi-port problem, some of the mutual admittance data might have 

negative real parts. It is obvious that such data cannot be approximated by using 

only positive elements. Therefore, the single-port approach presented in the 

previous subsection cannot be applied directly and some modifications are 

required. 

To overcome the aforementioned problem, RLCG branches with negative 

values are added to the equivalent circuit as shown in  Figure 3.6. It should be 

noted that if all of the R, L, C, and G values are negative at the same time, the 

branch will have a stable response. Since each branch has a stable response, the 

overall response of the whole circuit will be stable as well  [60]. The model is a 

more general version of the model proposed in  [60]. 
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Figure 3.6 The proposed equivalent circuit configuration for frequency responses with 

negative real parts 
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To apply the approach for multi-port case, the first step is to determine the 

initial number of positive and negative branches. This can be realized by 

observing the real part as well as magnitude of the admittance data. To better 

explain the initialization method, a sample mutual admittance data is shown 

in  Figure 3.7   [85]. 

 

 

Figure 3.7 Sample magnitude and real part of a mutual admittance data 

 

Similar to the single-port approach, the first step of initialization is to find the 

resonance frequencies. To do this, the peaks of the admittance magnitude are 

identified. The next step is to locate the peaks of negative branches. Some of these 

negative peaks might not be visible in the admittance magnitude. Two of such 

negative peaks are shown in  Figure 3.7. Therefore, the real part of the admittance 

Negative peaks 
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is used to identify the frequencies of negative peaks. The resonance frequencies 

obtained using magnitudes and real parts of the admittance are then unified. An 

approach similar to the single port case is used to initialize the rest of the 

parameters (i.e. R, C, and G of the branches). The only difference is that these 

values are all set to be negative for negative peaks. 

To ensure the stability of each branch during the optimization process, 

whenever the R parameter of each branch switches signs, L, C and G of the 

corresponding branch will also be forced to follow the sign of R. In this way, all 

of the elements of each branch will always have the same sign. 

3.4 Case Studies  

Several case studies are considered to evaluate the performance of the method 

for single-port and multi-port applications. The algorithm is implemented in 

MATLAB on a system with an Intel Core i5-3450 CPU and 8 GB of RAM. 

3.4.1 Case One: Sample Electrical Circuit 

The first case is a sample electrical circuit consisting eight RLCG branches to 

compare the performances of the optimization methods and choose the proper 

one. The parameters of the circuit are given in  TABLE 3.1. The frequency 

response of the circuit is shown in  Figure 3.8. 

 

TABLE 3.1 Circuit parameters for case one 

Branch no. R(ohm) L(mH) C(uF) G(Mho) 

1 2.3173 81.6177 94.5378 0.030687 

2 12.8754 13.2632 1.3410 9.5007e-6 

3 1.4850 3.1842 3.0850 5.3547e-5 

4 4.5540 12.1748 0.6467 1.9187e-4 

5 33.5430 1.9202 1.3580 2.4893e-5 

6 25.542 0.5579 19.8560 3.2110e-5 

7 0.9708 2.9254 0.8273 4.4098e-4 

8 43.1230 18.8058 0.3583 4.5874e-6 
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Figure 3.8 Admittance data of case one 

 

3.4.1.1 Comparison of different methods 

PSO, DE, and SFLA are implemented to find the optimal parameters. For all 

of them the number of branches, population size, and maximum iteration number 

is set to 8, 400, and 1000, respectively. Weak inverse weight is used as the 

weighting factor for this case. For SFLA, 100 memeplexes are considered. The 

results of ten independent run for each method is summarized in  TABLE 3.2. 

Also the average convergence rates are compared in  Figure 3.9. 

 

TABLE 3.2 Comparison of the results of PSO, DE, and SFLA for case one 

Method Best OF Mean OF Worst OF Mean execution time (s) 

PSO 4.392e-3 1.030e-2 2.092e-2 1302 

DE 3.777e-3 4.056e-3 4.550e-3 1345 

SFLA 6.425e-4 3.087e-3 4.545e-3 425 
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Figure 3.9 Convergence rates of different methods for case one 

 

As it can be seen, SFLA has the best performance in terms of accuracy, 

convergence rate, and execution time. Therefore, SFLA is chosen as the desired 

method. It should be mentioned that all of the results presented from this point 

forward are obtained by SFLA. 

3.4.1.2 Number of branches 

As it can be seen in  Figure 3.8, five peaks are visible in the frequency 

response. Therefore, the initial number of branches is set to five. The maximum is 

set to ten to observe the effect of additional branches. The objective function 

value for different number of branches is shown in  Figure 3.10. As it can be seen, 

from five branches to eight branches the accuracy improves fast, but after eight 

branches there is not much improvement in the accuracy. Therefore, eight is 

considered as the optimal number of branches for this case. 

 

 



Chapter 3: Frequency Dependent Network Equivalent 

 

56 

 

 

Figure 3.10 The effect of increasing the number of branches on the objective function 

value for case one 

 

3.4.1.3 Accuracy 

The accurate admittance data calculated using the parameters given 

in  TABLE 3.1 and the admittance of the optimal configuration with eight 

branches found by SFLA are compared in  Figure 3.11. As it can be seen, the 

response of the optimal circuit matches with that of the sample circuit with a very 

high accuracy. The objective function is equal to 6.425e-4 for the optimal circuit. 
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Figure 3.11 Comparison of the actual admittance (solid line) with the admittance of the 

equivalent circuit (dashed-line) for case one 

 

3.4.2 Case Two: Transformer 

The second case is the transformer frequency response previously shown 

in  Figure 3.4. As it can be seen in the figure, there are three major peaks in the 

admittance magnitude curve. Therefore, the minimum number of branches is set 

to three. The maximum is set to eight to see the effect of having more branches. 

Strong inverse weight is used as the weight factor for this case. The population 

size is set to 200 with 50 memeplexes. The maximum iteration number is equal to 

500. 

3.4.2.1 Number of branches 

The objective function value versus number of branches is shown in  Figure 

3.12. As it can be seen, after five branches, the value of objective function does 

not improve that much. Therefore, five is considered as the optimal number of 

branches for this case. 
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Figure 3.12 The effect of increasing the number of branches on the objective function 

value for case two 

3.4.2.2 Convergence characteristics 

The convergence rate of the method with five branches is shown in  Figure 

3.13. As it can be seen, the method nearly reaches the optimal solution after about 

250 iterations. The total simulation time is 23 seconds for this case. 

 

 

Figure 3.13 Convergence rate of the method for case two 
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3.4.2.3 Accuracy 

The admittance response of the optimal configuration with five branches 

found by SFLA is compared to the actual admittance data in  Figure 3.14.The 

optimal parameters are given in  TABLE 3.3. 

 

 

Figure 3.14 Comparison of the actual admittance (solid line) with the admittance of the 

equivalent circuit (dashed-line) for case two 

 

The objective function value of the optimal circuit found by SFLA is 

compared with those of GA   [41] and VF with passivity enforcement   [85] 

in  TABLE 3.4. It can be seen that the proposed SFLA method gives better results 

with fewer number of branches compared to the other methods. 

 

TABLE 3.3 Optimal Equivalent circuit parameters for case two 

Branch no. R(ohm) L(mH) C(nF) G(Mho) 

1 594.4958 6.0352 0.1831 3.1501e-20 

2 767.7740 8.9535 0.0350 0 

3 9.2621 0.0149 1.9615 0 

4 9.3355 0.0169 1.0181 2.1960e-4 

5 9.9993 0.0083 0.9239 7.2131e-19 
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TABLE 3.4 Comparison of SFLA, GA, and VF with passivity enforcement for case two 

Method GA VF SFLA 

OF value 0.0849 0.0608 0.0543 

No. of branches 7 7 5 

 

3.4.3 Case Three: Distribution System Terminals 

This case is the network equivalent seen at two three-phase terminals of a 

distribution system   [85]. The input is a 6 by 6 admittance matrix. The multi-port 

equivalencing method with positive and negative RLCG branches is applied to the 

first column of the admittance matrix to evaluate the efficacy of the proposed 

equivalent model. First, the non-diagonal elements are fitted one by one. The 

responses of these elements are added together and the total is subtracted from the 

diagonal admittance element to get the equivalent shunt between the first node 

and the ground using  (3.13). The obtained response is then fitted similar to a 

single-port problem. 

6

01 11 ,1

2

ˆ
j

j

Y Y Y


   (3.13)  

Weak inverse weight is used as the weighting factor for this case. The 

population size is set to 400 with 100 memeplexes. The maximum iteration 

number is set to 2000. 

3.4.3.1 Number of branches 

To determine the required number of branches the strategy explained before 

is used for each of the admittance matrix elements. The number of branches for 

each admittance matrix elements is presented in  TABLE 3.5. 

 

TABLE 3.5 Number of branches used for creating the equivalent circuit for each 

element of the admittance matrix  

Element Y01 Y21 Y31 Y41 Y51 Y61 

Number of branches 10 18 22 18 17 20 
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3.4.3.2 Convergence characteristics 

The convergence rate of the method is shown in  Figure 3.15. As it can be 

seen, except for Y31, in all cases the algorithm converges to the optimal solution 

way before 2000 iterations. For Y31, it is found that after 2000 iterations there is 

not any noticeable improvement in the objective function value. Therefore, 2000 

iterations are shown to be consistent with the other results. 

 

 

Figure 3.15 Convergence rate of the method for case three 

 

3.4.3.3 Accuracy 

The frequency responses of the equivalent circuits found by the proposed 

method are compared with the actual data in  Figure 3.16 and  Figure 3.17. 
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Figure 3.16 Comparison of the actual value (solid line) with the value of the equivalent 

circuit (dashed-line) for the first three elements of the first column of the admittance 

matrix in case three 
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Figure 3.17 Comparison of the actual value (solid line) with the value of the equivalent 

circuit (dashed-line) for the last three elements of the first column of the admittance 

matrix in case three 

 

 

As it can be seen, in all cases the response of the equivalent circuit matches 

with the actual one with good accuracy. The objective function values for this 

case are given in  TABLE 3.6. 
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TABLE 3.6 Objective function value of fitting each element of the first column of the 

admittance matrix in case three 

Element Y11 Y21 Y31 Y41 Y51 Y61 

Objective Value 0.0039 0.0022 0.0034 0.0018 0.0009 0.0009 

 

3.4.4 Case Four: IEEE 118 Bus System 

For this case, a modified version of the IEEE 118 bus system is built in 

EMTDC/PSCAD and an external network with three boundary nodes is 

considered as shown in  Figure 3.18. Frequency scan is done to get the positive 

sequence frequency responses seen from the boundary nodes. The frequency scan 

tool developed in EMTDC/PSCAD is discussed in more details in  Appendix C. 

The elements of the Ybus matrix of the external network are fitted using the 

proposed multi-port approach. The weak inverse weight is used for this case. 

Since the external network is an active network with voltage sources at 

fundamental frequency, the equivalent voltage sources are added to the equivalent 

network to build the full network. For finding the voltage sources, current 

injections at boundary nodes are found similar to the method used in Ward-type 

equivalents   [11]. Then the current source in parallel with the shunt admittance is 

converted to a voltage source in series with the impedance. It should be 

mentioned that if the external system had some harmonic sources, the equivalent 

voltage sources at corresponding harmonic frequencies could be found using a 

similar approach. The external network circuit configuration is shown in  Figure 

3.19. 
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Figure 3.18 Internal, boundary, and external systems 
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Figure 3.19 External system equivalent circuit configuration 

 

3.4.4.1 Number of branches 

As the system size is larger than the previous cases, there are many peaks in 

the frequency data. Considering all of these peaks for building the equivalent 

network leads to a very large number of branches which is not desirable. To limit 

the number of branches, only the significant peaks are considered. Similar to 

previous cases, for each admittance matrix element, the optimal number of 

branches is found by a few trial and errors. The maximum number of branches is 

set to 30 and after the optimization the equivalent circuits have between 10 to 28 

branches. 

3.4.4.2 Convergence characteristics 

The convergence rate of the method for the first column of the admittance 

matrix is shown in  Figure 3.20. In all cases the algorithm reaches the optimal 

solution after about 400 iterations but extra iterations are allowed to fine-tune the 

optimal parameters. 
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Figure 3.20 Convergence rate of the method for case four 

 

3.4.4.3 Accuracy 

The frequency responses of the equivalent circuits found by the proposed 

method are compared with the actual data in  Figure 3.21 and  Figure 3.22. In all 

cases, the response of the equivalent circuit matches with the actual one with good 

accuracy. The objective function values for this case are given in  TABLE 3.7. 
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Figure 3.21 Comparison of the actual admittance (solid line) with the admittance of the 

equivalent circuit (dashed-line) for the first column of the admittance matrix in case four 
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Figure 3.22 Comparison of the actual admittance (solid line) with the admittance of the 

equivalent circuit (dashed-line) for the rest of the lower triangle elements of the 

admittance matrix in case four 
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TABLE 3.7 Objective function value of fitting admittance elements for case four 

Element Y01 Y21 Y31 Y02 Y32 Y03 

Objective Value 0.0059 0.0012 0.0013 0.0025 0.0015 0.0020 

 

3.4.4.4 Time-domain simulation results 

To further evaluate the performance of the method, the equivalent network is 

simulated in EMTDC/PSCAD and time domain simulations are done to compare 

the results obtained from the full network and the reduced one. The process of 

replacing the external network with the reduced one is presented in  Appendix C. 

A balanced three-phase to ground fault is applied at bus 76 and the fault current at 

this bus is monitored. The results are shown in  Figure 3.23. As it can be seen, the 

results of the full and reduced networks match with a very good accuracy. 

 

 

Figure 3.23 Fault current of the full (solid lines) and reduced (dashed-lined) networks 
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3.4.4.5 Passivity 

As mentioned in the introduction, the equivalent model should be passive to 

ensure the stability of the time domain simulations. For the multi-port case, the 

real part of the admittance matrix should be semi-positive definite (i.e. the 

eigenvalues should be non-negative). The eigenvalues of the admittance matrix of 

the equivalent are shown in  Figure 3.24. 

 

 

Figure 3.24 The eigenvalues of the equivalent network admittance matrix in case four 
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As it can be seen, the eigenvalues are all positive and as a result, the 

equivalent circuit found by the proposed method in case 4 is indeed passive. 

Therefore, the stability of time domain simulations is guaranteed. In general, 

additional constraints should be added to the optimization problem to ensure the 

passivity of the equivalent. It should be noticed that the actual frequency response 

is passive, because the sources are modeled separately. Therefore, any passivity 

violation comes from equivalencing error. As a result, if the equivalent is modeled 

with good accuracy, the passivity violation, if there is any, should be small. 

Increasing the number of branches in the equivalent model, which in turn 

increases the accuracy, might be a possible solution to fix the passivity violation. 

The other point worth mentioning is that in power system application, there is 

usually a boundary zone between the study system and the external system, 

similar to case 4. This boundary zone provides additional damping and needs to 

be considered in passivity enforcement. Therefore, even if the external system 

slightly violates the passivity requirement, because of having this boundary zone, 

the overall response seen from the internal system might still be stable. 

3.5 Conclusion 

A new method for finding the FDNE of a power system has been proposed in 

this chapter. The optimization problem has been formulated and additional 

constraints have been added to ensure that the equivalent is stable. The main 

contributions of this chapter are a) proposing a new coding scheme to improve the 

convergence rate of the optimization methods, b) applying different heuristics 

methods to choose the proper method for finding the optimal parameters, and c) 

proposing a new equivalent model consisting of all-positive and all-negative 

branches for multi-port FDNE. 

Four case studies have been considered to evaluate the performance of the 

proposed methods. For the single-port cases, the simulation results proved that the 

method was able to find accurate equivalent circuits while the stability was 

guaranteed by utilizing only passive elements in the equivalent circuit. For the 
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multi-port case, the simulation results verified that the method could successfully 

find accurate equivalent circuits for all of the elements of the given multi-port 

admittance data while only stable branches were used in the equivalent circuits.  
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Chapter 4  

Transmission Line Parameter 

Measurement 

 

Before a new line is put in service, it is always necessary to find the electrical 

parameters of this line for applications like protective relay settings. Rapid 

developement of power systems has resulted in increased number of transmission 

lines sharing the same corridor. In this case, there is a strong electromagnetic 

coupling between the two lines  [63] which lead to high induced voltages which 

make the parameter measurement of the new line a challenging task. 

In this chapter, a new method for measuring the electrical parameters of 

parallel transmission lines is proposed. The method is meant for measuring the 

parameters of a line disconnected from the grid in parallel with an energized line. 

The key idea of the method is to consider the induced voltages as an excitation 

source rather than an interference source to avoid. A proper data collection 

method is proposed to improve the accuracy of the method. A set of data points 

obtained at different load conditions with different connections of the conductors 

of the new line is used to find the line parameters. The unknowns are found in two 

steps by applying the least-squares method. 

4.1 Literature Review 

Parameters of transmission lines are commonly calculated based on 

geometric parameters of tower and conductors, conductor type, soil 

characteristics, etc.  [43],  [44]. The results can have large errors due to the fact that 
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values for the input data may differ from the actual values  [47]. Reference  [2] 

discusses some sources of inaccuracies in the calculated line parameters including 

environmental factors like temperature and soil resistance  [48], modeling 

inaccuracies like neglecting parallel lines coupling, and human factors. 

As a result, it is a common industry practice that line parameters must be 

measured before a new line is put in service. For instance, in China after a 

transmission line is constructed, upgraded, or maintained, it is required by 

industry regulations that the line parameters have to be measured  [49]. 

Transmission line measurement is also recommended by North American Electric 

Reliability Corporation for transmission line as-built verification practices  [50]. 

This has resulted in the development of off-line methods for line parameter 

measurement. These methods require the transmission line to be disconnected 

from the grid. In recent years, progresses have also been made in online 

measurement of line parameters. Different parameter estimation methods are 

categorized in  Figure 4.1. 

Transmission Line 
Parameter 
Estimation

Calculation-based 
Methods

Measurement-based 
Methods

Off-line 
Methods

Online Methods

 

Figure 4.1 Transmission line parameter estimation methods 

 

Various online approaches based on SCADA and/or PMU data have been 

developed in the literature  [51]-  [56]. Regardless of these developments, the need 

to measure the line parameters before it is energized always exists. There is little 

challenge for this task when a single line is involved and commercial products are 

already available to do the measurement  [57]. However, the problem is more 
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complicated when parallel transmission lines are considered due to mutual 

couplings between the two transmission lines. In fact, parallel transmission lines 

sharing the same corridor or tower are one of the main power-frequency 

interference sources  [58]. 

A method for estimating the zero-sequence parameters of double-circuit 

transmission lines is proposed in  [59]. The method assumes that both lines are 

offline; therefore there is no interference problem. The method has a good 

accuracy but it is not applicable to the case when one of the lines is already in 

service. 

Conventional methods for measuring the parameters of an offline 

transmission line assume grounded tail end and then apply an external voltage 

source at the head end to measure line impedance. To deal with power-frequency 

interference, these methods usually perform the measurements at different 

frequencies, e.g. ±10 Hz around the fundamental frequency  [45].  

Methods based on analysing the frequency response of the line have also 

been proposed. The method proposed in  [46] uses the impedances measured at the 

head end of the line with the tail end open- and short-circuited at a wide frequency 

range to calculate the line propagation constant and characteristic impedance. 

Another frequency response based approach is proposed in  [45]. The 

measurement scheme used in this method is shown in  Figure 4.2. 

 

 

Figure 4.2 Measurement scheme used in  [45] 
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These methods require a variable frequency excitation source that has to 

withstand a high voltage induced by the other transmission line. For instance, the 

induced voltage for a case reported in  [45] can reach 14.48 kV which is high 

enough to cause insulation problems. Therefore, high voltage equipment is 

required to implement these methods which increases the overall implementation 

cost of these methods. 

In view of these considerations, a new method for measuring the electrical 

parameters of parallel transmission lines is proposed in this chapter. The method 

is meant for off-line measurement of the parameters of a line not connected to the 

grid which shares the same corridor with a parallel energized line. The key 

advantage of the method is that it utilizes the induced voltage as an excitation 

source instead of considering it as an interference source which has to be avoided. 

Therefore, it does not require an additional excitation source which reduces the 

hardware cost. A proper data collection method is also proposed to improve the 

accuracy. 

4.2 Proposed Method 

In this section, the proposed method for estimating the π-circuit parameters of 

a newly constructed transmission line in parallel with an existing transmission line 

will be presented. First, the line model is briefly reviewed and the case of parallel 

transmission line is discussed. The problem is mathematically formulated and the 

proposed method will be presented. Finally, the measurement scheme to collect 

the required data is presented. 

4.2.1 Transmission Line Model 

Representation of the transmission line for power system studies depends on 

the type of study and the length of the line. Generally, a transmission line can be 

represented by series resistance R, series inductance L, shunt capacitance C, and 

shunt conductance G. However, shunt conductance is usually neglected. The π-

circuit model with half of the whole capacitance of the transmission line lumped 
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at each end and the series resistance and inductance lumped in between as shown 

in  Figure 4.3 is commonly used for many power system studies  [86]. 

 

R L

C/2 C/2VS VR

IS IR

 

Figure 4.3 Equivalent π-circuit model of a transmission line 

 

The following equation can be written for the circuit shown in  Figure 4.3 

( )
2

S R S S

jB
V V I V Z    (4.1)  

( )
2

S R S R

jB
I I V V    (4.2)  

where Z and B are the series impedance and shunt susceptance of the transmission 

line, respectively, found by 

2Z R j fL R jX     (4.3)  

2B fC  (4.4)  

Equations  (4.1) and  (4.2) are also valid for multi-phase systems where VS, VR, 

IS, and IR are represented by vectors and Z and B are represented by matrices. 

4.2.2 Parallel Transmission Lines 

As mentioned before, the case considered in this thesis is a new transmission 

line that is built in the same corridor with an existing parallel transmission line as 

shown in  Figure 4.4. 
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Old transmission line

New transmission line

 

Figure 4.4 The old (connected to the grid) and new (not connected to the grid) 

transmission lines 

 

The parameters of the two parallel transmission lines could be represented by 

the series impedance matrix and shunt susceptance matrix as  

1 1 1 1 1 1 2 1 2 1 2

1 1 1 1 1 1 2 1 2 1 2

1 1 1 1 1 1 2 1 2 1 2

1 2 1 2 1 2 2 2 2 2 2

1 2 1 2 1 2 2 2 2 2 2

1 2 1 2 1 2 2 2 2 2 2

a a b a c a a a b a c

a b b b c b a b b b c

a c b c c c a c b c c

a a b a c a a a b a c

a b b b c b a b b b c

a c b c c c a c b c c

Z Z Z Z Z Z

Z Z Z Z Z Z

Z Z Z Z Z Z
Z

Z Z Z Z Z Z

Z Z Z Z Z Z

Z Z Z Z Z Z

 
 
 
 

  
 
 
 
  

 (4.5)  
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1 1 1 1 1 1 2 1 2 1 2

1 1 1 1 1 1 2 1 2 1 2

1 1 1 1 1 1 2 1 2 1 2

1 2 1 2 1 2 2 2 2 2 2

1 2 1 2 1 2 2 2 2 2 2

1 2 1 2 1 2 2 2 2 2 2

a a b a c a a a b a c

a b b b c b a b b b c

a c b c c c a c b c c

a a b a c a a a b a c

a b b b c b a b b b c

a c b c c c a c b c c

B B B B B B

B B B B B B

B B B B B B
B

B B B B B B

B B B B B B

B B B B B B

 
 
 
 

  
 
 
 
  

 (4.6)  

If the symmetry of these matrices is considered, there are forty two unknowns 

in Z including twenty one resistances and twenty one inductances. Also, there are 

twenty one unknowns in B. Therefore, in total, there are sixty three unknown 

parameters. However, the main focus is on the parameters of the new transmission 

line and the mutual couplings between the phase conductors of the two 

transmission lines. Therefore, only the lower halves of these matrices are needed 

to be found. 

The circuit diagram of the two lines is shown in  Figure 4.5. It should be 

mentioned that only mutually coupled susceptances and impedances connected to 

phase-A of the new line are shown in this figure. The rest of the coupled elements 

are not shown, but they have been considered in the calculations. The terminals on 

the left side are considered as the sending end and the terminals on the right side 

are considered as the receiving end in the formulation. The shunt element 

connected between phase-A of the new line and the ground is found by 

20 2 2 2 2 2 1 2 1 2 1 2a a b a c a a a b a c aB B B B B B B       (4.7)  

Similar formula could be applied to find the values of the shunt susceptances 

between the other phase conductors of the two lines and the ground. 
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Figure 4.5 The circuit diagram showing the mutual couplings between phase A of the new 

line and other phase conductors 

 

4.2.3 Mathematical Formulation 

As mentioned before,  (4.1) and  (4.2) could be written for multi-phase 

transmission lines. Since the parameters of the new line are of interest, the voltage 

difference equation presented in  (4.1) is written for each phase of the new line as 

2 2 1 1 2 1 1 2 1 1 2 2 2 2 2 2 2 2 2

S R

a a a a a b b a c c a a a b b a c c aV V I Z I Z I Z I Z I Z I Z        (4.8)  

2 2 1 1 2 1 1 2 1 1 2 2 2 2 2 2 2 2 2

S R

b b a a b b b b c c b a a b b b c c bV V I Z I Z I Z I Z I Z I Z        (4.9)  

2 2 1 1 2 1 1 2 1 1 2 2 2 2 2 2 2 2 2

S R

c c a a c b b c c c c a a c b b c c cV V I Z I Z I Z I Z I Z I Z        (4.10)  

where Va2
S
 and Va2

R
 are the voltage phasors of phase A of the new line at the 

sending and receiving ends, respectively. Ia2, Ib2, …, Ic1 are the currents passing 

through the coupled impedances found by  
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/ 2S SI I jB V    (4.11)  

where  

1 1 1 2 2 2[ , , , , , ]T

a b c a b cI I I I I I I  (4.12)  

1 1 1 2 2 2[ , , , , , ]S S S S S S S T

a b c a b cI I I I I I I  (4.13)  

1 1 1 2 2 2[ , , , , , ]S S S S S S S T

a b c a b cV V V V V V V  (4.14)  

where Va1
S
 and Ia1

S
 are the voltage and current phasors of phase A of the old line 

at the sending end, respectively. Ia2
S
 is the current phasors of phase A of the new 

line at the sending end. 

Equation  (4.8) is expanded to better see the unknowns involved in it 

2 2

1 1 1 1 1 1 1 1 1 1 2 2 1 2 2 1 2 2 1 2

1 1 1 1 1 1 1 1 1 1 2 2 1 2 2 1 2 2 1 2

1 1 1 1 1 1 1 1 1

  [ ( ) / 2]

[ ( ) / 2]

[ (

S R

a a

S S S S S S S

a a a a b b a c c a a a a b b a c c a a

S S S S S S S

b a b a b b b c c b a a b b b b c c b a

S S S S

c a c a b c b c c c

V V

I j B V B V B V B V B V B V Z

I j B V B V B V B V B V B V Z

I j B V B V B V B

 

     

      

     1 2 2 1 2 2 1 2 2 1 2

2 1 2 1 1 2 1 1 2 1 2 2 2 2 2 2 2 2 2

2 1 2 1 1 2 1 1 2 1 2 2 2 2 2 2 2 2 2 2

2 1 2

) / 2]

[ ( ) / 2]

[ ( ) / 2]

[ (

S S S

a a c b b c c c c a

S S S S S S S

a a a a b a b c a c a a a b b a c c a

S S S S S S S

b a b a b b b c b c a b a b b b c c b a

S

c a c a

V B V B V Z

I j B V B V B V B V B V B V Z

I j B V B V B V B V B V B V Z

I j B V

 

      

      

  1 1 2 1 1 2 1 2 2 2 2 2 2 2 2 2 2) / 2]S S S S S S

b c b c c c a c a b c b c c c aB V B V B V B V B V Z    

 

(4.15)  

It can be seen that  (4.8)- (4.10) are nonlinear equations with fifty one 

unknowns including fifteen unknown resistances, fifteen unknown reactances, and 

twenty one unknown shunts. It should be mentioned that similar equations could 

be written for the three phases of the old line, but they are ignored as the 

parameters of the old line are not of interest in the proposed method. 

Additional equations can be obtained for the unknown shunts by writing the 

sum of currents at the sending and receiving ends of the lines, similar to  (4.2). 
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( )
2

S R S RjB
I I V V    (4.16)  

where 

1 1 1 2 2 2[ , , , , , ]R R R R R R R T

a b c a b cI I I I I I I  (4.17)  

1 1 1 2 2 2[ , , , , , ]R R R R R R R T

a b c a b cV V V V V V V  (4.18)  

Va1
R
 and Ia1

R
 are the voltage and current phasors of phase A of the old line at the 

receiving end, respectively. Ia2
R
 is the current phasors of phase A of the new line 

at the receiving end. 

Equation  (4.16) is a linear equation with twenty one unknown shunts. 

To sum up, there are fifty one unknown parameters that need to be found. In 

addition, for each measurement sample, there are eighteen equations available, 

which are in fact the three equations presented in  (4.8)-  (4.10) and the six 

equations presented in  (4.16), separated to real and imaginary parts. The problem 

is finding the parameters that minimize the following function 

2 2 2

1 2 9
, ,

1

min  e (| | | | ... | | )
dataN

d d d

R X B
d

r r r


     (4.19)  

where 

1 2 2 2 2 2 2 2 2 1 1 2 1 1 2 1 1 2

, ,

2 2      

d d d d d d d

a a b b a c c a a a a b b a c c a

S d R d

a a

r I Z I Z I Z I Z I Z I Z

V V

     

 
 (4.20) 

2 2 2 2 2 2 2 2 2 1 1 2 1 1 2 1 1 2

, ,

2 2       

d d d d d d d

a a b b b c c b a a b b b b c c b

S d R d

b b

r I Z I Z I Z I Z I Z I Z

V V

     

 
 (4.21) 

3 2 2 2 2 2 2 2 2 1 1 2 1 1 2 1 1 2

, ,

2 2       

d d d d d d d

a a c b b c c c a a c b b c c c c

S d R d

c c

r I Z I Z I Z I Z I Z I Z

V V

     

 
 (4.22) 
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4 1 1 1 1 1 1 1 1 1 1 1

1 2 2 2 1 2 2 2 1 2 2 2 1 1

[ ( ) ( ) ( )

       ( ) ( ) ( )] / 2-( )

d S R S R S R

a a a a b b b a c c c

S R S R S R S R

a a a a a b b b a c c c a a

r j B V V B V V B V V

B V V B V V B V V I I

      

     
 (4.23) 

5 1 1 1 1 1 1 1 1 1 1 1

1 2 2 2 1 2 2 2 1 2 2 2 1 1

[ ( ) ( ) ( )

       ( ) ( ) ( )] / 2-( )

d S R S R S R

a b a a b b b b c c c

S R S R S R S R

b a a a b b b b b c c c b b

r j B V V B V V B V V

B V V B V V B V V I I

      

     
 (4.24) 

6 1 1 1 1 1 1 1 1 1 1 1

1 2 2 2 1 2 2 2 1 2 2 2 1 1

[ ( ) ( ) ( )

       + ( ) ( ) ( )] / 2-( )

d S R S R S R

a c a a b c b b c c c

S R S R S R S R

c a a a c b b b c c c c c c

r j B V V B V V B V V

B V V B V V B V V I I

     

     
 (4.25) 

7 1 2 1 1 1 2 1 1 1 2 1 1

2 2 2 2 2 2 2 2 2 2 2 2 2

[ ( ) ( ) ( )

       + ( ) ( ) ( )] / 2-( )

d S R S R S R

a a a a b a b b c a c c

S R S R S R S R

a a a a b b b a c c c a a

r j B V V B V V B V V

B V V B V V B V V I I

     

     
 (4.26) 

8 1 2 1 1 1 2 1 1 1 2 1 1

2 2 2 2 2 2 2 2 2 2 2 2 2

[ ( ) ( ) ( )

       + ( ) ( ) ( )] / 2-( )

d S R S R S R

a b a a b b b b c b c c

S R S R S R S R

a b a a b b b b c c c b b

r j B V V B V V B V V

B V V B V V B V V I I

     

     
 (4.27) 

9 1 2 1 1 1 2 1 1 1 2 1 1

2 2 2 2 2 2 2 2 2 2 2 2 2

[ ( ) ( ) ( )

       + ( ) ( ) ( )] / 2-( )

d S R S R S R

a c a a b c b b c c c c

S R S R S R S R

a c a a b c b b c c c c c

r j B V V B V V B V V

B V V B V V B V V I I

     

     
 (4.28) 

where d is the measurement point number and Ndata is the total number of 

available measurements. 

4.2.4 Solution Approach 

In the previous part, the problem was formulated using nine complex 

equations. Each of these equations can be separated to real and imaginary part to 

obtain eighteen equations in total. Considering that there are fifty one unknowns, 

three measurements should be enough to obtain the unknowns. However, to deal 

with measurement error and noise, extra measurements are necessary. Therefore, 

the problem becomes an overdetermined nonlinear minimization problem. 

Based on analyzing the equations mentioned in the previous section, a two-

step method is applied to divide the nonlinear problem into two linear 

problems  [56]. The advantage of this method is that in each step we are dealing 

with an overdetermined linear problem which can be solved using linear least-

squares method. 
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First,  (4.11) is manipulated and rewritten in the following form 

,1 ,1 1

,2 ,2 2

, ,

S R

S R

B

S N R N N

A A B

A A B
X

A A B

   
   

   
   
   

   

 (4.29)  

where 

2 2 2 2 2 2 1 2 1 2 1 2 2 2 2 1 2 1 2 1

2 2 1 2 2 2 1 1 1 1 1 1 1 1 1 1

[ , , , , , , , , , , ,

         , , , , , , , , , ]

B a a b a c a a a b a c b b c b a b b b c

c c a c a c c a a b a c b b c c

X B B B B B B B B B B B

B B B B B B B B B B


 (4.30)  

2, , 2, , 2, , 2, , 2, , 2, , 2, , 2, ,

2, , 2, , 2, , 2, , 1, , 1, , 1, , 1, ,

[ , , , ,

         , , ,

i S R S R S R S R

a i real a i real a i imag a i imag b i real b i real b i imag b i imag

S R S R S R S

c i real c i real c i imag c i imag a i real a i real a i imag a i i

B I I I I I I I I

I I I I I I I I

    

   

1, , 1, , 1, , 1, , 1, , 1, , 1, , 1, ,

,

         , , , ]

R

mag

S R S R S R S R T

b i real b i real b i imag b i imag c i real c i real c i imag c i imagI I I I I I I I   

 

(4.31) 

, , , ,[ ]S i S i S i S i

Left Mid RightA A A A  (4.32) 

where 

2, , 2, , 2, , 1, , 1, , 1, ,

2, , 2, , 2, , 1, , 1, , 1, ,

2, , 2, ,

2, , 2, ,

2, ,

2, ,,

0

0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0

S S S S S S

a i re b i re c i re a i re b i re c i re

S S S S S S

a i im b i im c i re a i im b i im c i im

S S

a i re b i re

S S

a i im b i im

S

a i re

S

a i imS i

Left

a

V V V V V V

V V V V V V

V V

V V

V

V
A

V


2, ,

2, ,

2, ,

2, ,

2, ,

2, ,

0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

S

i re

S

a i im

S

a i re

S

a i im

S

a i re

S

a i im

V

V

V

V

V

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 (4.33)  
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2, , 1, , 1, , 1, ,

2, , 1, , 1, , 1, ,

2, , 2, , 1, , 1, ,

2, , 2, , 1, , 1, ,,

2, , 2, ,

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0 0

S S S S

c i re a i re b i re c i re

S S S S

c i im a i im b i im c i im

S S S S

b i re c i re a i re b i re

S S S S

b i im c i im a i im b i imS i

Mid S S

b i re c i re

V V V V

V V V V

V V V V

V V V V
A

V V


2, , 2, ,

2, , 2, ,

2, , 2, ,

2, ,

2, ,

0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

S S

b i im c i im

S S

b i re c i re

S S

b i im c i im
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b i im

V V
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V

 
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 
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 
 
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 
 
 
 
 
 

 (4.34)  

1, ,

1, ,,

1, , 1, , 1, ,

1, , 1, , 1, ,

1, , 1, , 1, ,

1, , 1, , 1, ,

2, ,

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

S
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S

c i imS i

Right S S S

a i re b i re c i re

S S S

a i im b i im c i im

S S S
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S S S

a i im b i im c i im
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V
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V V V

V V V
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

1, , 1, , 1, ,
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0 0 0

0 0 0

S S S S

a i re b i re c i re

S S S S

c i re a i im b i im c i im

V V V

V V V V

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 (4.35)  

A
R,i

 is formed in a similar way, using the receiving end voltages instead of the 

sending end voltages. 

Equation  (4.29) represents a linear overdetermined problem which can be 

solved by applying the least-squares method. At this step, the unknown 

parameters that minimize the following function are found 

2 2 2

4 5 9

1

min  e (| | | | ... | | )
dataN

d d d

B
B

d

r r r


     (4.36)  
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After finding shunt elements, the series impedance elements have to be 

found. First, the currents passing through the coupled impedances are found 

using  (4.11). Then, the voltage drop equations mentioned in  (4.8)-  (4.10) are 

manipulated and rewritten as 

1 1

2 2

Z

N N

C D

C D
X

C D

   
   
   
   
   
   

 (4.37)  

where 

2 2 2 2 2 2 1 2 1 2 1 2

2 2 2 1 2 1 2 1 2 2 1 2 1 2 1

[ , , , , , , ,

        Z , , , , , , , ]

Z a a b a c a a a b a c b

b c b a b b b c c c a c b c c

X Z Z Z Z Z Z Z

Z Z Z Z Z Z Z


 (4.38) 

2, 2, 2, 1, 1, 1,

2, 2, 2, 1, 1, 1,

2, 2, 2, 1, 1, 1,

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

a i b i c i a i b i c i

i

a i b i c i a i b i c i

a i b i c i a i b i c i

I I I I I I

C I I I I I I

I I I I I I

      
 

       
       

 (4.39)  

2, 2, 2, 2, 2, 2,

T
i S R S R S R

a i a i b i b i c i c iD V V V V V V       (4.40)  

Equation  (4.37) represents another linear overdetermined problem which can 

be solved by applying the least-squares method. At this step, the unknown 

parameters which minimize the following function are found 

2 2 2

1 2 3
,

1

min  e (| | | | | )
dataN

d d d

Z
R X

d

r r r


    (4.41)  

 

4.2.5 Measurement Scheme 

According to the formulation presented in the previous section, voltage and 

current phasors at the sending and receiving ends of both lines are required. 

Therefore, measurement devices should be installed at these locations as shown 

in  Figure 4.6. It should be noted that since the measurements are taken at different 
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locations, it is necessary that they are synchronized. Power Quality monitoring 

devices with GPS signal time tagging capability can be utilized for this purpose. 

After collecting measurement data at different locations, the time tags can be used 

to synchronize the collected data. 
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Figure 4.6 The measurement scheme for the proposed method 

 

To collect the required data points, different connections of the secondary 

transmission line are used. The reason of using different connections is to collect 

data points with enough differences to be able to find the parameters with good 

accuracy. Otherwise, the collected data would be too similar, since the method 

only relies on the normal load variations in the old line. Each of the three phases 

of the new line could be either open circuit or short circuit at each end. Therefore, 

each phase could have four different connections shown in  TABLE 4.1. 
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TABLE 4.1 Different connections for phase-A of the new line 

 Connection  Connection 

1 

a

b

c

a’

b’

c’

 

3 

a

b

c

a’

b’

c’

 

2 

a

b

c

a’

b’

c’

 

4 

a

b

c

a’

b’

c’

 

 

Having more connections leads to having a better accuracy, but it requires 

more effort in practical implementation. Therefore, an optimal number of 

connections should be determined. A sensitivity study will be conducted in the 

next section to determine the desired number of connections. 

4.2.6 Implementation Summary 

The implementation process of the proposed method is summarized in the 

following steps: 

Step 1) Connect the conductors of the new lines according to the first 

defined connection. 

Step 2) Record measurement data points at defined time intervals. 

Step 3) Modify the connection of the conductors of the new line. If all of 

the desired connections are applied, continue to step 4. Otherwise, return 

to step 2. 

Step 4) Form the linear equations according to  (4.29) and find the 

unknown shunt susceptances by applying the least-squares method. 
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Step 5) For each recorded measurement point, apply  (4.11) and find the 

corresponding currents passing through the coupled impedances. 

Step 6) Form the linear equations according to  (4.37) and find the 

unknown series resistances and inductances by applying the least-squares 

method. 

Step 7) Return the found shunt susceptances and series impedances as the 

output of the method. 

4.3 Case Study 

To evaluate the performance of the proposed method, two parallel 

transmission lines as shown in  Figure 4.7 are considered. The parameters for these 

transmission lines are given in  TABLE 4.2 and  TABLE 4.3. 
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Figure 4.7 The diagram of the two parallel transmission line 
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TABLE 4.2 Case study parameters 

Frequency 60 Hz 

Line length 160 km 

Earth resistivity 100 Ohm.Meter 

Nominal line voltage 350 kV 

Nominal phase current 2.600 kA 

 

TABLE 4.3 Conductor data for the case study 

Conductor 

name 
X (ft) 

Y tower 

(ft) 

Y min 

(ft) 

Outside 

diameter 

(inches) 

T/D ratio 

DC 

resistance 

(ohm/mi) 

Number of 

conductors 

per bundle 

Bundle 

diameter 

(inches) 

Line1-phase1 7.75 140 110 1.465 0.04938 0.0657 2 18 

Line1-phase2 0.75 105 75 1.465 0.04938 0.0657 2 18 

Line1-phase3 7.75 70 40 1.465 0.04938 0.0657 2 18 

Line2-phase1 59.25 140 110 1.465 0.04938 0.0657 2 18 

Line2-phase2 66.25 105 75 1.465 0.04938 0.0657 2 18 

Line2-phase3 59.25 70 40 1.465 0.04938 0.0657 2 18 

Line1-shield 2 160 130 0.5770 0.01852 0.5880 1 - 

Line2-shield 65 160 130 0.5770 0.01852 0.5880 1 - 

 

First, to get the equivalent R, L, and C matrices, RLC Line Parameters block 

of Matlab/Simulink is used. The obtained parameters are 

0.0872 0.0600 0.0566 0.0621 0.0581 0.0558

0.0600 0.0761 0.0535 0.0581 0.0549 0.0532

0.0566 0.0535 0.0724 0.0558 0.0532 0.0518

0.0621 0.0581 0.0558 0.0872 0.0600 0.0566

0.0581 0.0549 0.0532 0.0600 0.0761 0.0535

0.0558 0.0532 0.0518

r  ( / )

0.0566 0.0535 0.0724

ohm km

 
 
 
 
 
 
 
 
 

 

(4.42)  
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14 4.7455 3.7858 3.5000 3.5361 3.3862

4.7455 15 5.6530 3.5361 4.1556 4.3733

3.7858 5.6530 16 3.3862 4.3733 5.2086
1 4

3.5000 3.5361 3.3862 14 4.7455 3.7858

3.5361 4.1556 4.3733 4.7455 15 5.6530

3.3862 4.3733 5.2086 3.7858 5.6530 16

e

l e   ( / )H km

 
 
 
 
 
 
 
 
 

 (4.43)  

102.02 17.979 5.4944 11.179 6.3144 3.2748

17.979 101.15 16.956 6.3144 6.4880 5.3986

5.4944 16.956 103.39 3.2748 5.3986 8.8413
1 10

11.179 6.3144 3.2748 102.02 17.979 5.4944

6.3144 6.4880 5.3986 17.979

c e

    

    

    
  

    

   

( / )

101.15 16.956

3.2748 5.3986 8.8413 5.4944 16.956 103.39

F km

 
 
 
 
 
 
 
 
     

 

(4.44)  

Using these parameters, a model is built in Matlab/Simulink to get the 

measurement data required for applying the method. To account for the 

measurement error, 1% noise is added to the data and the obtained data is 

considered as the measurement data. Load variations are considered to create the 

whole data set. It should be mentioned that the three-phase load is considered to 

be balanced. The model created in Matlab/Simulink is shown in  Appendix D. 

At the first step, the data set created using the Simulink model is used for 

finding the elements of B. To determine the optimal number of connections, 3, 6, 

9, and 15 connections are considered. For each of them, one hundred independent 

data sets are generated and the average of the absolute relative percentage errors is 

shown in  Figure 4.8.  
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Figure 4.8 Mean error for different numbers of data points for 3, 6, 9, and 15 connections 

of the new line 

 

As it can be seen in  Figure 4.8, a better accuracy could be obtained by having 

more connections. But after nine connections, there is not much improvement in 

the accuracy. Therefore, the desired number of connections is chosen to be nine. 

The individual connections are shown in  TABLE 4.4. 
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TABLE 4.4 Different connections of the new line conductors for collecting data 

 Connection  Connection 

1 

a

b

c

a’

b’

c’

 

6 

a

b

c

a’

b’

c’

 

2 

a

b

c

a’

b’

c’

 

7 

a

b

c

a’

b’

c’

 

3 

a

b

c

a’

b’

c’

 

8 

a

b

c

a’

b’

c’

 

4 

a

b

c

a’

b’

c’

 

9 

a

b

c

a’

b’

c’

 

5 

a

b

c

a’

b’

c’

 

  

 

 Figure 4.8 shows that having 3000 measurements per connection for each of 

the nine connections shown in  TABLE 4.4 leads to less than eight percent mean 

error. To better show the results, 100 independent cases are created and the 
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obtained susceptances are compared with the actual values in  Figure 4.9 

and  Figure 4.10. 

 

Figure 4.9 Comparison between the susceptances of the new line obtained by the method 

(blue stars) and the actual values (red dashed-line) 
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Figure 4.10 Comparison of the mutual susceptances between the two lines obtained by the 

method (blue stars) and the actual values (red dashed-line) 

 

As it can be seen, the values obtained by the proposed method are close to the 

actual values. The next step is to apply the second least-squares method to get the 

series impedance values. For each of the 100 cases mentioned above, the obtained 

susceptance values are used to find the corresponding series impedances. The 

parameters obtained by the method are compared with the actual values in  Figure 

4.11 to  Figure 4.14. 
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Figure 4.11 The resistance values obtained by the method (blue stars) and the actual 

values (red dashed-line) 
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Figure 4.12 The inductance values obtained by the method (blue stars) and the actual 

values (red dashed-line) 
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Figure 4.13 The mutual resistance values between the two lines obtained by the proposed 

method (blue stars) and the actual values (red dashed-line) 
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Figure 4.14 The mutual inductance values between the two lines obtained by the proposed 

method (blue stars) and the actual values (red dashed-line) 

 

As it can be seen, the values obtained by the proposed method are close to the 

actual values. To summarize the results shown in  Figure 4.9 to  Figure 4.14, the 

accurate, mean, minimum, maximum, standard deviation, and average error of the 

line parameters are presented in  TABLE 4.5 to  TABLE 4.7 
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TABLE 4.5 The susceptances obtained by the proposed method compared with the 

accurate value 

Parameter 

Accurate 

value 

(Mho) 

Mean value 

(Mho) 

Minimum 

value 

(Mho) 

Maximum 

value 

(Mho) 

Standard 

deviation 

(Mho) 

Average 

error (%) 

Ba2 6.1538e-4 6.1536e-4 6.1505e-4 6.1576e-4 1.2825e-7 0.0174 

Ba2b2 -1.0845e-4 -1.0838e-4 -1.0884e-4 -1.0777e-4 2.2239e-7 0.1741 

Ba2c2 -3.3142e-5 -3.3186e-5 -3.3551e-5 -3.2853e-5 1.3070e-7 0.3379 

Bb2 6.1012e-4 6.0995e-4 6.0857e-4 6.1113e-4 5.3273e-7 0.0741 

Bb2c2 -1.0228e-4 -1.0213e-4 -1.0322e-4 -1.0097e-4 4.9514e-7 0.4064 

Bc2 6.2366e-4 6.2350e-4 6.2295e-4 6.2410e-4 2.3904e-7 0.0364 

Ba2a1 -6.7429e-5 -6.7861e-5 -7.2079e-5 -6.2862e-5 1.7510e-6 2.2241 

Ba2b1 -3.8088e-5 -3.8537e-5 -4.2925e-5 -3.3336e-5 1.8213e-6 4.0946 

Ba2c1 -1.9753e-5 -2.0190e-5 -2.4459e-5 -1.5120e-5 1.7741e-6 7.6907 

Bb2a1 -3.8087e-5 -3.6819e-5 -4.7983e-5 -2.5552e-5 4.9922e-6 10.9809 

Bb2b1 -3.9135e-5 -3.7818e-5 -4.9405e-5 -2.6121e-5 5.1817e-6 11.0931 

Bb2c1 -3.2563e-5 -3.1282e-5 -4.2562e-5 -1.9899e-5 5.0424e-6 12.9730 

Bc2a1 -1.9753e-5 -2.1146e-5 -2.5536e-5 -1.5929e-5 1.8948e-6 9.6942 

Bc2b1 -3.2563e-5 -3.4008e-5 -3.8564e-5 -2.8600e-5 1.9664e-6 6.1002 

Bc2c1 -5.3330e-5 -5.4735e-5 -5.9175e-5 -4.9471e-5 1.9130e-6 3.6243 
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TABLE 4.6 The resistances obtained by the proposed method compared with the 

accurate value 

Parameter 

Accurate 

value 

(Ohm) 

Mean value 

(Ohm) 

Minimum 

value 

(Ohm) 

Maximum 

value 

(Ohm) 

Standard 

deviation 

(Ohm) 

Average 

error (%) 

Ra2 13.9492 13.8457 13.7574 13.9366 0.0336 0.7420 

Ra2b2 9.6049 9.5529 9.5163 9.5910 0.0145 0.5417 

Ra2c2 9.0559 8.9944 8.9444 9.0432 0.0190 0.6784 

Rb2 12.1766 12.2303 12.2056 12.2635 0.0111 0.4411 

Rb2c2 8.5571 8.6084 8.5925 8.6310 0.0072 0.5990 

Rc2 11.5820 11.6389 11.6250 11.6527 0.0059 0.4909 

Ra2a1 9.9330 9.7047 9.5701 9.8474 0.0529 2.2981 

Ra2b1 9.3014 8.8250 8.4739 9.1112 0.1179 5.1220 

Ra2c1 8.9356 8.8462 8.7488 8.9533 0.0437 1.0065 

Rb2a1 9.3014 9.5026 9.3970 9.6450 0.0462 2.1631 

Rb2b1 8.7817 8.7867 8.7147 8.8483 0.0268 0.2335 

Rb2c1 8.5049 8.5676 8.5220 8.6201 0.0206 0.7370 

Rc2a1 8.9356 9.1613 9.0734 9.2789 0.0380 2.5255 

Rc2b1 8.5049 8.5838 8.5425 8.6178 0.0149 0.9275 

Rc2c1 8.2905 8.4013 8.3608 8.4622 0.0202 1.3355 
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TABLE 4.7 The reactances obtained by the proposed method compared with the 

accurate value 

Parameter 

Accurate 

value 

(Ohm) 

Mean value 

(Ohm) 

Minimum 

value 

(Ohm) 

Maximum 

value 

(Ohm) 

Standard 

deviation 

(Ohm) 

Average 

error (%) 

Xa2 83.1056 83.0222 82.9289 83.0972 0.0339 0.1004 

Xa2b2 28.6239 28.5436 28.4773 28.5998 0.0238 0.2805 

Xa2c2 22.8355 22.7551 22.6743 22.8158 0.0280 0.3519 

Xb2 91.0092 90.9597 90.9201 90.9897 0.0134 0.0544 

Xb2c2 34.0982 34.0492 34.0079 34.0852 0.0143 0.1435 

Xc2 94.6316 94.5920 94.5346 94.6351 0.0194 0.0420 

Xa2a1 21.1113 20.6849 20.3443 20.9163 0.1094 2.0200 

Xa2b1 21.3290 21.2026 21.0216 21.3211 0.0643 0.5926 

Xa2c1 20.4249 20.3677 20.2955 20.4222 0.0266 0.2799 

Xb2a1 21.3290 21.0798 20.9306 21.1647 0.0488 1.1683 

Xb2b1 25.0662 24.7699 24.5523 24.9546 0.0733 1.1819 

Xb2c1 26.3792 26.2881 26.2098 26.3561 0.0267 0.3453 

Xc2a1 20.4249 20.2195 20.0245 20.3301 0.0606 1.0055 

Xc2b1 26.3792 26.1270 25.8840 26.3067 0.0811 0.9558 

Xc2c1 31.4174 31.3326 31.2470 31.3986 0.0310 0.2699 

 

From the first six rows of  TABLE 4.5 to  TABLE 4.7, it can be seen that the 

method is very accurate in finding the parameters of the new line. The maximum 

errors for shunt susceptances, series resistances, and series inductance of the new 

line are 0.4064%, 0.7420%, and 0.3519%, respectively. The highest errors belong 

to the resistances because in transmission system the series impedances are highly 

inductive, i.e. the resistance values are much smaller than inductance values. 

Therefore, a small amount of noise or measurement error leads to larger errors in 
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the resistance parameters. The mutual parameters between the new line and the 

old line generally have larger errors, especially for shunt susceptances. 

4.4 Conclusion 

Transmission line electrical parameter measurement was addressed in this 

chapter. A method to find the parameters of a newly constructed transmission line 

in parallel with an existing transmission line was proposed. The main 

contributions of this chapter are: a) Proposing the idea of utilizing the induced 

voltages for measuring the line parameters, b) Proposing a proper data collection 

method based on different connections of the new line. 

The proposed method did not require an external excitation source and could 

be applied without interrupting the normal operation of the old line. Synchronized 

voltage and current phasors at the two ends of the both lines were utilized to find 

the unknown parameters. Normal load variations in the network could be used to 

collect the required data points. After collecting the required measurement data, a 

two-step least-squares-based method was applied to find the unknown parameters. 

To evaluate the performance of the proposed method, a test case including 

two medium length parallel transmission lines was considered. The π-circuit 

parameters of the new line were obtained by applying the method and compared 

with the actual parameters of the line. The results proved the efficacy of the 

method in finding the π-circuit parameters of the line with good accuracy even in 

presence of the measurement error and noise. 
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Chapter 5  

Conclusions and Future Work 

 

In this chapter, the main findings of the thesis are summarized and 

suggestions for future work are presented. 

5.1 Thesis conclusions and contributions 

This thesis proposed equivalent models for different power system studies. 

The conclusions and contributions are: 

 A measurement-based approach to find multi-port Thevenin equivalent 

parameters of an external system was proposed in Chapter 2. The data 

obtained from PMUs located at the boundary nodes were utilized to obtain the 

unknown parameters using least-squares method. Two test cases were 

considered to evaluate the performance of the method. The results proved that 

the external equivalent model could represent the external system with good 

accuracy. 

 Since the method proposed for parameters estimation in Chapter 2 was a 

measurement-based method, it was necessary to ensure that the external 

system has not changed during the identification process. Therefore, a 

disturbance side detection method was also proposed. The simulation results 

proved that the proposed method was able to correctly detect the source of the 

disturbance. 

 Heuristic optimization based single-port FDNE methods were proposed in 

Chapter 3. To guarantee the passivity of the model, only passive elements, i.e. 
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positive resistance, inductance, capacitance, and conductance were used in the 

equivalent circuit. A new coding scheme based on the resonance frequencies 

was introduced to improve the convergence rate of the optimization methods. 

The performances of three optimization methods were compared and the best 

one was chosen. A strategy to determine the optimal number of branches was 

also proposed. Two case studies were considered and the results proved the 

efficacy of the method in finding equivalent models with high accuracy. 

 For the multi-port case, since the non-diagonal elements of the admittance 

matrix could have negative real parts, a more general equivalent circuit 

consisting of branches with all positive elements and branches with all 

negative elements was proposed to fit the non-diagonal elements of the 

admittance matrix. Case studies were conducted to demonstrate the adequacy 

of the equivalent circuit. The results proved that the equivalent model could 

represent the original network with high accuracy. 

 A method to measure the electrical parameters of a transmission line was 

proposed in Chapter 4. The method was specifically designed for newly 

constructed transmission line in parallel with an existing line. The advantage 

of the method was that it only relied on the induced voltages and currents 

from the old line and there was no need for interrupting the normal operation 

of the old line or connecting an additional voltage source to the new line. 

 A data collection strategy based on different connections of the new line was 

also proposed to improve the parameter estimation accuracy. The collected 

data required for the estimation process were from normal load variations and 

there was no need to have scenarios like single line to ground faults in the old 

transmission line. A test case was considered to evaluate the performance of 

the method. The simulation results proved that the method was able to find the 

new line’s parameters with high accuracy even in presence of the 

measurement error and noise. 
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5.2 Suggestions for future work 

The suggestions for extending and modifying this research are as follows: 

 In chapters 2 and 3, since the main focus was to evaluate the performance of the 

external system equivalent, the boundary zone was arbitrarily selected. But it was 

discussed that this area has an important effect on the overall accuracy of the 

equivalencing. A larger boundary area increases the accuracy but requires more 

computational capacity. Further studies on optimal size of the boundary zone are 

required to find a good balance between the accuracy and the size of the model. 

 The line parameter measurement method proposed in chapter 4 is for newly 

constructed lines. The method proposed in this thesis is not applicable after the 

new line is connected to the grid. Therefore, an online method could be proposed 

to verify and track the parallel lines parameters using the measurement data when 

both lines are in service. 
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  Appendix A

Multi-port Thevenin Equivalent 

A.1 Finding external network multi-port Thevenin 

equivalent parameters from known network data 

The Thevenin equivalent of an external system can be calculated knowing the 

external system operating point and network data [I]. The following assumptions 

are made: 

- Voltage sources are considered to be ideal 

- Loads are converted to constant admittances and are included in the 

diagonal elements of the node admittance matrix 

- Power flows from the internal system into the boundary nodes are 

assumed to be constant current injections 

The following equation can be written for the external system: 

lg0

b bb bg bl b

g gb gg gl g

lb ll l

I Y Y Y V

I Y Y Y V

Y Y Y V

    
    

     
        

 (A.1)   

where Ib and Vb are current and voltage phasors of the boundary buses, 

respectively. Ig and Vg are current and voltage phasors of the PV buses, 

respectively. Finally, Vl is voltage phasor of the PQ buses. 

The following equations are derived from (A.1): 

b bb b bg g bl lI Y V Y V Y V    (A.2)   
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1

lg( )l ll lb b gV Y Y V Y V    (A.3)   

Substituting Vl from (A.3) into (A.2) and rearranging the equation gives the 

following equations for calculating the external system Thevenin equivalent 

parameters: 

1 1( )e bb bl ll lbZ Y Y Y Y    (A.4)  

1

lg( )e bg bl ll gE Z Y Y Y Y V    (A.5)   

A.2 Decoupling the multi-port Thevenin Equivalent 

The multi-port Thevenin equivalent found above is in form of a coupled 

multi-port network. While some software might be compatible with such a matrix 

type equivalent, to be able to use this network in any simulation software, it is 

required to decouple the network and find the parameters of the decoupled 

network. 

For instance, the decoupled network for a 4-port Thevenin equivalent is 

shown in Figure A.1. 

Equivalent

sources

Internal 

System

Outer Boundary

Equivalent Impedance 

network
1

2

3

4

5

6

7

8

 

Figure A.1 Decoupled equivalent network configuration 
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The Thevenin equivalent is converted to the network shown in Figure A.1 

using circuit theory principles  [II]. The equivalent voltage sources shown in this 

figure are the same as the equivalent Thevenin voltage sources. To find the 

equivalent impedance network parameters, first the node incidence matrix is 

constructed as follows (assuming current flows from boundary nodes to the 

external system): 

1 0 0 0 1 0 0 0

0 1 0 0 0 1 0 0

0 0 1 0 0 0 1 0

0 0 0 1 0 0 0 1

T

incA

 
 


 
 
 

 

 (A.6)   

Then, the equivalent node admittance matrix is: 

1

eq inc e incYbus A Z A     (A.7)   

The values of the equivalent impedance network could be easily determined 

using the equivalent node admittance matrix. 

A.3 IEEE 118 system 

IEEE 118 bus system is used in Chapter 2. Bus 80 is considered to be the 

swing bus located in the internal system. For the first case, in addition to 

converting the PV buses of the external system to swing buses (i.e. ideal voltage 

sources), the values of some loads are modified as presented in TABLE A.1 to 

have more power transfer between the external system and boundary zone. 

TABLE A.1 Modified loads in IEEE 118 bus system 

Bus number Pload (MW) Qload (MVar) 

24 113 33 

43 118 17 

44 116 30 

70 200 50 
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For the second case study, the PV buses with small capacity are converted to 

PQ buses instead of swing buses. Fixed shunts are added at these buses with 

values equal to the original reactive power injected at the respective buses. The 

modified buses along with the added fixed shunts are presented in TABLE A.2. 

TABLE A.2 PV buses converted to PQ buses for case 2 of Chapter 2 

Bus number 
Fixed shunt 

(MVar) 
Bus number 

Fixed shunt 

(MVar) 
Bus number 

Fixed shunt 

(MVar) 

1 -3.1069 55 5.0 91 -4.3 

6 15.931 56 14.2 92 9.0 

15 4.0197 62 2.5 99 -17.1 

18 26.0936 70 11.5 104 5.7 

19 -8.0 72 -11.1 105 -8.0 

32 -14.0 73 9.7 107 5.7 

34 6.0 74 -4.6 110 4.9 

36 1.3286 76 7.7 112 41.5 

40 33.0717 77 70.0 116 52.1 

42 60.7179 85 3.5 49 122.9 

24 -15.8 90 81.7 65 88.1 
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  Appendix B

Heuristic Optimization Methods 

 

B.1 Shuffled frog-leaping algorithm 

Shuffled frog-leaping algorithm (SFLA) is a population based meta-heuristic 

optimization algorithm inspired by natural memetics  [III]. The algorithm can be 

summarized in the following steps: 

1) The algorithm starts with creating N initial virtual frogs. The i
th

 frog is 

represented by 1 2( , ,..., )D

i i i iF F F F , where D is the number of optimization 

parameters. 

2) The fitness function of each frog is calculated. The whole population is 

then sorted in an ascending order for a minimization problem which means that 

the frog with lowest (best) fitness function will be the first rank; the frog with the 

second lowest fitness function will be the second rank and so on. 

3) The frogs are partitioned into m memeplexes with n frogs in each 

memeplex (i.e. N=m×n). In the partitioning procedure, the first rank goes to the 

first memeplex, the second rank goes to the second memeplex and so on, until the 

m
th

 rank goes to the m
th

 memeplex. Then the m+1
th

 rank goes back to the first 

memeplex, the m+2
th

 rank goes to the second memeplex, and so on, until all of the 

frogs are placed in the corresponding memeplexes. The worst and best frogs in 

memeplex k are represented by WF
k
 and BF

k
. Also, the best frog among the whole 

population is represented by GF. 



Appendix B: Heuristic Optimization Methods 

 

123 

4) Memetic evolution within each memeplex is done in which the worst frog 

in each memeplex tries to improve its performance (i.e. to lower its fitness 

function). The position of the worst frog is changed according to 

( )k k k k

newWF WF c BF WF    (B.1) 

where c is an accelerating coefficient  [IV]. If the performance of the frog 

improves in this way, the frog moves to the new location. Otherwise, BF
k
 is 

replaced with GF in (B.1) and the equation is applied a second time to try to 

improve the frog’s performance. If the performance of the frog improves in this 

way, the frog moves to the new location. Otherwise, the frog’s position is 

replaced with a new randomly generated position. 

5) After a defined number of evolutionary steps are performed within each 

memeplex, the shuffling is done in which all of the frogs are put together in a 

single group. The population will be sorted again and new memeplexes will be 

formed. 

6) The algorithm continues until a stopping criterion is satisfied. In this 

thesis, the algorithm stops after a defined maximum number of iteration is 

performed. 

B.2 Particle Swarm Optimization 

Particle swarm optimization (PSO) is a population-based algorithm 

introduced in 2005 by Kennedy and Eberhart [V]. The algorithm can be 

summarized in the following steps [VI]: 

1) The algorithm starts with creating an initial population. An initial position 

and velocity is dedicated to each individual as 1 2( , ,..., )D

i i i iX X X X  and 

1 2( , ,..., )D

i i i iV V V V , where D is the number of optimization parameters. 

2) The fitness function of each particle is calculated. The position with the 

best fitness function is stored as Gbest which represents the best position 
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experienced by the whole swarm. Also, for each particle, the current position is 

stored as Pbest which represents the best position experienced by each particle. 

3) At each evolutionary step, first the velocity of the particles is updated. 

Then, the positions are updated using the updated velocities using the following 

formulas: 

, 1 , , , , ,

1 1 2 2. . .( ) . .( )j k k j k j k j k j k j k

i i i i iV V c rnd Pbest X c rnd Gbest X       (B.2) 

, 1 , , 1j k j k j k

i i iX X V    (B.3) 

where Xi
j,k

 and Vi
j,k

 are the j
th

 element of position and velocity of the i
th

 particle at 

k
th

 iteration, respectively. c1 and c2 are accelerating coefficients. r1 and r2 are 

random numbers between zero and one. Finally, ω
k
 is the weighting factor 

obtained by 

max min
max

max_

k k
iter

 
 


    (B.4) 

where ωmax and ωmin are the maximum and minimum weight, respectively. 

max_iter is the maximum number of iterations. 

4) The fitness function of each particle is calculated and compared to its Pbest 

fitness function. If the particle has reached to a position with a better fitness 

function, the current position is stored as the new Pbest. 

5) The best Pbest fitness value is found and compared to the Gbest fitness 

function. If the best Pbest has a better fitness function, its position replaces the 

Gbest which means that the whole swarm has found a new optimal position. 

6) Equations (B.2) and (B.3) are applied again to update the velocity and 

position of each particle. 

7) The algorithm continues until a stopping criterion is satisfied. In this 

thesis, the algorithm stops after a defined maximum number of iteration is 

performed. 
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B.3 Differential Evolution 

Differential evolution (DE) is a parallel direct search method first introduced 

in 1995 [VII]. The algorithm can be summarized in the following steps [VII]: 

1) The algorithm starts with randomly creating NP parameter vectors as 

1 2( , ,..., )D

i i i iX X X X , where D is the number of optimization parameters. 

2) The fitness function of each vector is calculated. The best parameter vector 

Xbest is stored for each generation/iteration. 

3) A trial vector is generated for each vector Xi using 

, 1 2 3.( )i trial r r rV X F X X    (B.5) 

where r1, r2, r3 ϵ [1,Np] are mutually different random integers, different from i. F 

is positive real constant. 

4) For each vector Xi, a new vector Ui is generated using 

  j

j i SD

i j

i

V for j S
U

X otherwise

 
 


 (B.6) 

where SD is a subgroup of parameters.  

5) The fitness function is calculated for the newly generated vectors. If Ui has 

a better fitness function compared to Xi, it will replace Xi for the next generation. 

Otherwise, Ui is discarded and Xi is retained. 

6) The algorithm continues by generating new trial vectors. The process 

continues until a predefined fitness function value is reached or the maximum 

number of iteration is performed. The latter criterion is used in this thesis. 

The MATLAB codes for implementing the algorithm are available online at 

University of California, Berkley website [VIII]. 
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  Appendix C

FDNE in EMTDC/PSCAD 

 

C.1 Frequency Scan 

The first step in finding the frequency dependent equivalent of an external 

network is to get the frequency scan results. The results could be expressed as 

impedance or admittance data. However, in FDNE application, it is more common 

to use the admittance data. 

For the single-port problem, the built-in “Harmonic Impedance Component” 

shown in Figure C.1 can be used. This component gives the sequence impedances 

or phase impedances for a defined frequency range. However, this component can 

only be used for a single three-phase bus and cannot be used for multi-port 

problems. 

 

 

Figure C.1 The “Harmonic Impedance Component” in EMTDC/PSCAD 
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An alternative approach is to replace all of the sources with their respective 

sub-synchronous impedance and then connect an external source with the desired 

frequency to the node. The admittance seen at this node can be obtained by 

( )
( )

( )

k
k

k

I f
Y f

V f
  (C.1) 

where Yk(f), Ik(f), and Vk(f) are admittance seen at bus k at frequency f, injected 

current at bus k, and external source voltage magnitude connected to bus k, 

respectively. For simplicity, the magnitude of the voltage source can be set to 1. 

Therefore, 

( ) ( )k kY f I f  (C.2) 

To automate the process, a stare like waveform is generated to automatically 

change the frequency of the source. The duration of the steps is set to give enough 

time to the waveforms to reach the steady-state. An example of this waveform 

with 30Hz steps is shown in Figure C.2. 

 

 

Figure C.2 The frequency steps given as the frequency input of the voltage source with 

external controls 
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The frequency range can be increased by increasing the simulation time. In 

each frequency, the RMS value of the current, as well as the phase angle of the 

current with respect to the voltage source is recorded to calculate the admittance 

magnitude and angle at each frequency step using (C.2). 

For the multi-port case, the following equation can be written at each 

frequency 

1,1 1,2 1,1 1

2,1 2,2 2,2 2

,1 ,2 ,

( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( )

Nb

Nb

Nb Nb Nb NbNb Nb

Y f Y f Y fI f V f

Y f Y f Y fI f V f

Y f Y f Y fI f V f

    
    
    
    
    

    

 (C.3) 

Equation (C.4) can be written in impedance matrix form as 

1,1 1,2 1,1 1

2,1 2,2 2,2 2

,1 ,2 ,

( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( )

Nb

Nb

Nb Nb Nb NbNb Nb

Z f Z f Z fV f I f

Z f Z f Z fV f I f

Z f Z f Z fV f I f

    
    
    
    
    

    

 (C.4) 

Similar to the single-port, to get the admittance matrix of the external 

network, first the sources are replaced with their sub-synchronous impedances. At 

each frequency, a voltage source is connected to each of the boundary nodes and 

the current and voltage magnitudes and phase angles at all of the boundary nodes 

are obtained. To better show the frequency scan method, an external system with 

Nb boundary nodes is considered as shown in Figure C.3. 
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External 

System

Boundary nodes
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Figure C.3 An external source connected to node 1 in an external system with three 

boundary nodes 

 

In Figure C.3, a voltage source is connected to node 1 and all of the voltage 

and current phasors are obtained. From (C.4) it can be deduced that 

1,1 1,2 1,1 1

2,1 2,2 2,2

,1 ,2 ,

( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) 0

( ) ( ) ( )( ) 0

Nb

Nb

Nb Nb Nb NbNb

Z f Z f Z fV f I f

Z f Z f Z fV f

Z f Z f Z fV f

    
    
    
    
    

    

 (C.5) 

Therefore, the elements of the first of the harmonic impedance matrix can be 

calculated by 

1,

1

( )
( )

( )

i
i

V f
Z f

I f
  (C.6) 

The rest of the elements of the impedance matrix can be calculated by 

connecting the voltage source at the other nodes and repeating the same process. 

After calculating all of the elements of the harmonic impedance matrix, the 

harmonic admittance matrix can be calculated by inversion. 
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1

1,1 1,2 1, 1,1 1,2 1,

2,1 2,2 2, 2,1 2,2 2,

,1 ,2 , ,1 ,2 ,

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

Nb Nb

Nb Nb

Nb Nb Nb Nb Nb Nb Nb Nb

Y f Y f Y f Z f Z f Z f

Y f Y f Y f Z f Z f Z f

Y f Y f Y f Z f Z f Z f



   
   
   
   
   
   

 (C.7) 

The same process is repeated to get the harmonic admittance matrix at all of 

the desired frequencies. 

C.2 Creating the FDNE model in EMTDC/PSCAD 

After finding the FDNE of the external network, the full external network 

should be replaced with the reduced order model. Considering case 4 of Chapter 

3, the equivalent model is shown in Figure C.4. 

 

Internal 

System
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Y12 Y23

Y13

Y20
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Y10

 

Figure C.4 Equivalent model for case 4 of Chapter 3 

 

Each of the blocks shown in this figure should be replaced with a three-phase 

equivalent model consisting of parallel RLCG branches. For example, the branch 

between nodes 33 and 34 is shown in Figure C.5. 
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Figure C.5 The equivalent branch between nodes 33 and 34 

 

The y23 modules in Figure C.5 are all the same and are in fact the parallel 

RLCG units/branches found by the FDNE method shown in Figure C.6. 
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Figure C.6 The parallel RLCG units inside y23 modules of Figure C.5 

 

Finally, each unit is a RLCG branch as shown in Figure C.7. 
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Figure C.7 The RLCG branch inside unit 1 of Figure C.6 
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  Appendix D

Simulink Model 

 

Figure D.1 Simulink model for chapter 4 
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