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A b s t r a c t

Building transparent and highly interprctablc models o f  the construction perform ance is 

generally o f  significant im portance to construction m anagers. However, previous research 

focuses more 011 the approxim ation accuracy o f  construction perform ance models. Few 

studies have been done on the transparency o f  models, i.e., offering some understandable 

cause-effect relationships between the construction perform ance indicator and its influence 

factors.

The general objective o f  this thesis is to build transparent construction perform ance 

m odels using techniques o f  Com putational Intelligence (Cl). M ore specifically:

First, a neural netw ork, named General Regression N eural Network (GRNN) is 

selected as the basic m odeling technique. Its new  genetic algorithm  based 

learning algorithm  is introduced. The G RNN not only presents a high 

approxim ation rate, but also offers im portance indices about the influence o f  

inputs on the output.

Secondly, a fuzzy clustering algorithm  is introduced to granulate the inputs into 

their linguistic term s. The model built w ith the use o f  granulated data provides 

clearer influence factors and the indicator o f  resulting construction perform ance.

All the proposed m ethods are tested on the data collected from  construction sites. The 

results dem onstrate the feasibility and efficiency o f  the proposed m odels.
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Chapter 1 
Introduction

Building a transparent model o f  construction perform ance [1] is generally o f  significant 

im portance to construction m anagers. Such a model assists them in understanding and 

m anaging the construction perform ance under the pressure o f  quick construction pace, short 

project life cycles, com plex construction designs and ubiquitous human factors. In particular, 

when problem s occur, such as when the construction perform ance greatly diverges from the 

planed one, a transparent construction perform ance model will help the m anager to provide 

possible explanations for the observed problem s and take rem edial action. However, 

previous research focuses more on the approxim ation accuracy o f  construction perform ance 

models. Regardless o f  the regression analysis o f  the construction labor productivity [61-62], 

the neural netw orks m odeling o f  construction productivity [47], or the fuzzy m odeling o f  

construction design perform ance [54], the first consideration in those studies is to accurately 

predict construction perform ance based on the values o f  influence factors. Little research 

w ork has been done on the transparency o f  models, i.e., offering som e understanding o f  

cause-effect relationships between the construction perform ance indicator and its influence 

factors.

1.1 Objectives & Thesis Organization

The general objective o f  this thesis is to build a transparent construction perform ance 

model using techniques o f  Com putational Intelligence (C l) [2], Because such a model is the 

kernel o f  construction perform ance analysis, its transparency is represented by two desired 

features, which constitute the specific objectives o f  this thesis:

First, building a model that offers im portance indices about the influence o f

inputs on the output.
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Secondly, ensuring the model granulates the inputs and output into their 

linguistic term s to provide more concrete influence factors and a m ore accurate 

indicator o f  resulting construction perform ance.

In C hapter 2, we introduce a fram ework for construction perform ance diagnosis; then, 

the two anticipated features for the transparent construction perform ance model in the 

fram ew ork are elaborated on. C hapter 3 investigates the models with first feature. The Cl 

technique, General Regression Neural N etw ork (GRNN) is selected as the basic m odeling 

technique. The G RNN is strengthened to provide im portance indices about the influence o f  

inputs on the output, and its new  genetic learning algorithm  is also proposed. Chapter 4 

discusses the second feature o f  inform ation granulation, and another Cl technique called 

fuzzy clustering is proposed as the basic granulation m ethod to enhance the transparency o f  

construction perform ance models. The concept o f  representation error is introduced, and is 

applied to improve the perform ance o f  the fuzzy clustering algorithm . Finally, Chapter 5 

concludes this thesis and suggests som e future work.

The rem ainder o f  this chapter presents an introduction to kerne! Cl techniques and a 

review  o f  m otivating previous research on Cl applied in construction engineering and 

management. Section 1.2 first introduces the three most broadly used Cl techniques, 

including neural networks [3], fuzzy sets [4], and genetic algorithm s [5], Then, the three 

techniques’ com binations and their advantages and disadvantages are discussed. Section 1.3 

provides a review o f  previous applications o f  Cl techniques to construction engineering and 

m anagem ent. Further attention will be devoted to preceding m odeling techniques for 

construction perform ance and lessons learned from them.

1.2 Computational Intelligence

As defined by the IEEE Society o f  Com putational Intelligence, the scope o f  Com putational 

Intelligence is “the theory, design, application, and developm ent o f  biologically and 

linguistically m otivated com putational paradigm s em phasizing neural networks,

•>
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conncctionist system s, genetic algorithm s, evolutionary program m ing, fuzzy systems, and 

hybrid intelligent system s in w hich these paradigm s are contained” [6]. The three most 

essential techniques defined in this scope -  neural networks, genetic algorithm s and fuzzy 

sets & system s are introduced in the following subsections. The pros and cons o f  individual 

techniques and their com binations are also presented.

1.2.1 Neural Networks

N eural N etw orks or Artificial Neural N etw orks (ANN) [7-8] represent an artificial 

sim ulation o f  biological nervous systems. Just like the object it sim ulates, ANN is also a 

parallel processing structure that com bines a num ber o f  interconnected sim ple processing 

elem ents nam ed A rtificial Neurons. Figure 1.1 illustrates a typical A rtificial Neuron. The 

input-output m apping represented in this neuron is:

y  = f ( I ) , I  = J ^ w lxi ,
1=1

in which w,- are w eights, a:, are inputs, and th e / i s  activation function.

,v

2

Figure 1 .1- The structure o f  a typical artificial neuron

The typical architecture o f  the ANN is a sequence o f  layers with full connections 

between the layers. Each layer constitutes a num ber o f  neurons. Figure 1.2 is an example o f 

the w ell-know n ANN, nam ed Feed-forw ard Neural N etw ork [8],

3
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Input
Layer

Hidden
Layer

O u tpu t
Layer

F igure 1.2 - The structure o f  a threc-layered Feed-forw ard N eural N etw ork

Learning and Recall are the two main inodes o f  ANN operation [7]. In the learning 

m ode, the ANN tunes weights o f  connections between neurons to capture the knowledge 

em bedded in historical data. In the recall mode, the ANN m aps inputs to the desired output 

based on the know ledge represented by the architecture and connections o f  ANN. To 

effectively adjust the connections (weights) in the learning m ode o f  ANN, a learning 

algorithm  is a must.

To capture the knowledge em bedded in historical data, usually, a perform ance index, 

such as the difference between the outputs o f  historical data and those o f  A NN, is defined 

and the learning problem  is changed into a search task -  exploring the param eter space to 

m inim ize the perform ance index with respect to the param eters (in A N N, the param eters are 

connection w eights).

M any learning algorithm s for ANN have been brought forw ard in past decades. 

However, most o f  them -  including the highly successful learning algorithm, 

“back-propagation” [9], suffer from the limitation o f  traditional search/optim ization methods, 

i.e., the problem  o f  falling into the local minima o f  the perform ance index. In the techniques 

applied in the new ly developed learning algorithm s o f  ANN to alleviate the 

above-m entioned problem , the one most widely used is the genetic algorithm . The next

4
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subsection provides a b rie f introduction to this algorithm.

1.2.2 Genetic Algorithms

The Genetic A lgorithm  (GA) is one o f  the main instances o f  Evolutionary optim ization [2], 

w hich include Genetic A lgorithm s [10-12], Evolutionary Program m ing [13-14], 

Evolutionary Strategies [15-16], Genetic Program m ing [17-18] and Learning Classification 

System s [19-20], Evolutionary Com putation is a powerful search/optim ization paradigm 

inspired by the m echanics o f  D arw inian selection and biological evolution. There are sim ilar 

steps in all the Evolutionary Com putation models. Figure 1.3 illustrates the fundamental 

steps in a genetic algorithm .

Figure 1.3 - The schem a o f  a typical Genetic A lgorithm

First, in the R ep re se n ta tio n  step , “a m apping from the state space o f  possible solutions 

to a state space o f  encoded solutions w ithin a particular data structure” [21] is defined. The 

particular data structure varies from a vector o f  binary integers, or a vector o f  real variables 

to a com plex tree structure, or a sym bolic expression. W hen the vector o f  binary integers is

5
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applied as the particular data structure, the Genetic A lgorithm  is called Binary-Coded 

G enetic A lgorithm  (BCG A ) [10]. Similarly, if  the vector o f  real variables is applied, the 

G enetic A lgorithm  is called Real-Coded Genetic A lgorithm  (RCG A ) [22-23]. This thesis 

will apply RCGA in the learning o f  a proposed neural network. C hapter 3 provides further 

details.

The Genetic A lgorithm  holds a population o f  individuals for evolution. Each individual 

encodes a possible solution, as described in the R ep resen ta tio n  step . In the P opu lation  

In itia liza tio n  step , the population o f  individuals in the space o f  encoded solutions is 

random ly generated. The num ber o f  individuals in the population is referred to as population 

size.

In the E v a lu a tio n  step , a fitness value is assigned to each individual to represent the 

quality o f  the solution encoded in the individual. The fitness function is defined to establish 

the fitness values, and norm ally relies on the perform ance indices o f  corresponding solutions. 

For exam ple, i f  the problem  we try to solve by GA is to m inim ize the perform ance index, the 

individual w ith low er perform ance index will be issued a higher fitness value by the fitness 

function.

The S election  step  is the one o f  the most im portant steps in the evolution. In this step, 

individuals in the population are selected for the next step o f  the algorithm  the V aria tion  

step  based on their fitness values. The Selection step  is an im itation o f  selection procedure 

in biological evolution: high quality individuals arc selected for the next generation, and low 

quality ones are w ashed out.

The V aria tion  s tep  is another important step in evolution procedure; it is a sim ulation 

o f  biological m utation and mating. In this step, individuals selected by the last step, in a 

probability, are m odified by variation operations taking into account the new  aspects o f  

solution space. The typical variation operations are crossover and m utation. A fter this step, a 

new population o f  individuals or a new  generation is produced.

6
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Finally, the algorithm  will return to the Evaluation step unless the stop criteria are 

satisfied. The typical stop criterion is achieving the m axim um  num ber o f  generations. W hen 

the stop criteria o f  GA are satisfied, the best individual in the last generation o f  population is 

selected. The solution encoded in the selected individual is the best solution to the problem 

searched by the GA.

Basically, the G enetic A lgorithm  provides a stochastic search m ethod in the com plex 

state space o f  possible solutions. A lthough it is principally  a blind search method, the 

Selection step offers the possibility o f  leading the direction o f  the search to the ideal area o f 

the solution space, w here the optim al solutions can be found with higher probability. In the 

m eantim e, the Variation step suggests the possibility o f  jum ping  out o f  local minima. Due to 

the above-m entioned properties, the GA was recom m ended as a prim ary m ethod in com plex 

search tasks such as the learning o f  ANN.

1.2.3 Fuzzy Sets & Systems

N orm ally, the elem ents discussed by a classic set cither belong to the set or not; there is a 

“clear” boundary betw een “belong” and “not belong” . A good exam ple o f  this kind o f  classic 

set is “All the students in the class aged over 20”. Obviously, every student in the class either 

belongs to the set o r not. M ore formally, set A , defined in dom ain o f  A", is described by its 

characteristic function A (x) :  X  ->  {0,1}:

\0,xeA

in which A ( x ) represents the belongingness o f  elem ent x  to the set A.

A lthough the set theory is currently the foundation o f  m odem  m athem atics, it is 

insufficient for the real problem s involving im precision, uncertainty, and ambiguity. For 

exam ple, w hen people are talking about the set, “All the old students in the class”, each
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student in the class will no longer cither “belong” or “not belong” to the set. There is a 

“fuzzy” boundary betw een “belong” and “not belong” . To m athem atically tackle this type o f 

set, Dr. Zadch defined the concept o f  fuzzy set in 1965 [24], For a fuzzy set A ,  it is also fully 

determ ined by the characteristic function. However, the characteristic function is not sim ply 

a function taking the value o f  0 or 1; it is a function taking the value in the interval [0,1], 

Formally, the fuzzy set A,  is defined by the characteristic function, m e m b ersh ip  function  

A ( x ) : X  —> {0,1}, in w hich the A(x)  still represents the belongingness of.v to the set A.  For 

instance, w e can define the fuzzy set A = “All the old students in the class” by the 

m em bership function A(.v): X  {0,1};

/ 1(a ) =

0 , 0 < a  < 18

(a - 18) / 10 , 18 < a  < 28

1, a  > 2 8

The m ain benefit offered by fuzzy set theory is that it provides researchers w ith an 

outstanding tool to deal w ith the im precision, uncertainty, and am biguity in the real world, 

especially the linguistic descriptions given by human beings [25-26]. Linguistic term s such 

as “W arm W ater” , “High S peed”, and “Low Tem perature” can now  be tackled by 

w ell-defined fuzzy sets. Furtherm ore, researchers have utilized linguistic term s in expert 

system s and built a new  system  m odeling technique, Fuzzy System  [27-28], in which the 

system is fully defined by a group o f  fuzzy IF-THEN rules. For exam ple, Figure 1.4 lists a 

sim ple fuzzy rule set for a construction system, in which the w o rk er’s skill level and the 

superv isor’s supervision level com pletely determ ine the construction productivity.

IF Skill Level is High and Supervision is Good Then Productiv ity  is High 

IF  Skill Level is Higli and Supervision is Bad Then Productiv ity  is Average 

IF Skill Level is Low and Supervision is Good Then P roductivity  is Average

IF  Skill Level is Low and Supervision is Bad Then Productiv ity  is Low

Figure 1.4 - A sim ple fuzzy rule set o f  a fuzzy system

Given the m em bership functions defining the fuzzy sets or linguistic term s, the group

8
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o f  IF-THEN rules in the fuzzy rule set fully provide a know ledge-based representation o f  the 

input-output m apping o f  the system . However, building acceptable m em bership functions 

for linguistic term s is not a straightforw ard task. Chapter 4 will offer a m odified fuzzy 

clustering based algorithm  for generating m em bership functions from historical data.

1.2.4 Hybrid Systems

As m entioned in previous subsections, there arc a num ber o f  specific characteristics 

possessed by Neural N etw orks, Genetic A lgorithm s, and Fuzzy Sets & System s. To 

m axim ize their advantages and m inim ize their disadvantages, hybrid system s that apply two 

or m ore techniques in one system  have been proposed in the last few  decades and integrated 

as an im portant part o f  C l techniques. Table 1.1 lists the pros and cons o f  the sim ple Cl 

techniques and their m ajor hybrids.
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T echniques Sim ple D escrip tions A dvantages D isadvantages

N eural N etw orks 
(N N )

L inked and layered 
neurons that m ap  inputs 
to outputs

L earning capability  
N o need to be 
concerned  about the 
system s internal state

B lack-box
N ot easy to
determ ine the N N ’s
structure
M ay suffer from
over-fitting

Fuzzy System s (FS)
Incorporate  expert 
know ledge in fuzzy 
If-Then rules

Easy to express 
expert know ledge 
Fuzzy approx im ate 
reason ing  o f  FS is a 
m ature technique

Less learning 
capability  
H ard to cope w ith 
com plex system s 
w here expert 
know ledge is 
scarce.

G enetic  A lgorithm s 
(G A )

A search  algorithm  
find ing  the best so lu tion  
in a search  space

N ot easy  to be 
trapped in local best 
solution
Easily  parallelized

Som ew hat slow  
T ricky to encode a 
so lu tion  into a 
individual in GA 
S om e param eters in 
GA are not easy to 
determ ine

G enetic  N eural 
N etw orks (G N N ) 
[29-31]

N eural N etw orks 
learned  via GA

P rovide grea ter 
learning pow er 
Avoid falling  into 
local m inim a inherent 
in trad itional learn ing  
m ethods

S im ilar to NN

N euro -fuzzy
System s(N F S )
[32-33]

R epresen t fuzzy 
system s w ith NN

Incorporate  learn ing  
capab ility  into FS 
M ain ta in  the 
advan tages o f  fuzzy 
system s

D ifficult to cope 
w ith the com plex 
system s w here 
expert know ledge is 
scarce.

Fuzzy N eural
N etw orks
(FN N )[34-35]

N eural N etw orks with 
Specific  Fuzzy N euron

Provide N N  som e 
transparency

Sim ple F N N ’s 
approxim ation  
capab ility  is lim ited

G enetic  FN N  or 
G enetic  N FS 
[36-39]

A pp ly ing  GA in FN N  
and N F S ’ learn ing  
algorithm s

Provide grea ter 
learning pow er 
Avoid falling into 
local m inim a inherent 
in trad itional learn ing 
m ethods

S im ila r to FN N  and 
NFS

Fuzzy  C -m eans 
C luster [40-41]

C lustering  technique. 
A ll data has 
m em bersh ip  values to 
all the clusters

A ble to m ap clusters 
to Fuzzy m em bership  
function

D eterm ining the 
num ber o f  clusters 
and the fuzzfication 
factor is not trivial

Table 1.1-  The pros and cons o f  the com putational techniques and their hybrids
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1.3 Inspirational Previous Studies

In Civil Engineering, especially in Construction Engineering and M anagem ent, interest in 

the application o f  biologically and linguistically motivated com puting techniques has grown 

very quickly in the last few decades. This is a predictable result o f  characteristics o f  the 

typical tasks in Construction Engineering and M anagem ent, which are strongly interwoven 

with hum an factors. The specific exam ples o f  these characteristics include the ability to 

learn and generalize, the ability to search and optim ize effectively and the ability to cope 

with uncertainty and ambiguity. Since Cl techniques inherently have the capabilities 

m entioned above, they are extensively applied in the field o f  Construction Engineering and 

M anagem ent.

Subsection 1.3.1 will first review  some typical applications o f  Cl techniques in 

Construction Engineering and M anagement. Then, the follow ing two subsections will 

provide an overview  o f  two inspirational techniques o f  construction perform ance modeling. 

The lessons learned from the two techniques are discussed.

1.3.1 C l in Construction Engineering and Management

First, because o f  their capability to learn and generalize, Cl techniques such as Neural 

N etw orks, N eural-Fuzzy/Fuzzy-N eural Systems and their variations w ith evolutionary 

learning, w ere broadly applied in the analysis, m odeling and prediction problem s o f  

construction projects. For exam ple, Sawhney and M und [42] utilized the Adaptive 

Probabilistic N eural N etw ork to help m anagers select an appropriate crane for construction 

operations. Emsley, et al, [43] applied several Neural Network m odels in the total 

construction cost prediction problem . Hegazy and Ayed [44] tried back-propagation, simplex 

optim ization and Genetic A lgorithm  to develop an acceptable Neural N etw ork, which was 

used “ to effectively m anage construction cost data and develop a param etric cost-estim ating 

model for highw ay projects” . Adcli and Karim [45] developed a neural dynam ic model for

II
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the problem  o f  efficiently  scheduling construction projects. C heng and Ko [46] made an 

effort to apply an object-oriented fuzzy neural network to several construction problem s 

including the cost prediction o f  plant m aintenance and the duration estim ation o f  s luny  

walls. The research m ost related to the objective o f  this thesis is Sonm ez and R ow ings’s 

research [47] on N eural N etw ork based m odeling o f  a typical construction perform ance 

indicator -  construction labor productivity. Subsection 1.3.1 provides further details about 

this research. Finally, B oussabainc’s review  [48] on the applications o f  artificial neural 

netw orks in construction m anagem ent in 1996, although a little outdated, is still o f  interest.

Secondly, because fuzzy sets and system s and their variations are capable o f  em bedding 

expert know ledge, and dealing w ith uncertainty and am biguity in hum an-factor intensive 

procedures, they arc naturally  applied in construction engineering and m anagem ent. Ayyub 

[49] has provided a system s fram ew ork for fuzzy sets in Civil Engineering. This w ork is also 

a good reference review  on fuzzy set applications in Civil Engineering. M ore particularly, 

Tah and C arr [50] proposed a fuzzy logic based risk assessm ent m ethod for construction 

projects. Lam , et al, [51] applied fuzzy set theory in dealing w ith qualitative or linguistic 

variables when solving m ultiple-objective decision-m aking problem s in construction 

financial m anagem ent. C hao and Skibnicw ski [52] introduced a fuzzy logic based evaluation 

m ethod for selection in alternative construction technologies. Robinson and Z hou’s research 

[53] on a fuzzy expert system  for design perform ance prediction and evaluation is a 

notew orthy fuzzy system  based model o f  a specific construction perform ance -  design 

perform ance. It will be review ed further, and the lessons learned from  it will be discussed in 

subsection 1.3.2.

Finally, the G enetic A lgorithm  as an optim ization and search m ethod is logically 

com bined with neural netw orks and fuzzy system s to synthesize more powerful Cl 

techniques for dealing w ith construction problem s. However, the advantages o f  global 

searching and flexibility  o f  problem  representation also make GA itse lf a great choice for 

som e com binational optim ization problem s in construction, as in the follow ing exam ples. To 

efficiently m anage space for construction facilities on high-rise buildings, Jang, et al, [54]

12
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established GA m odeling assum ptions to properly allocate space for facilities. Zheng, et al, 

[57] proposed a GA enabled technique for the problem  o f  optim ization o f  m ulti-resource 

leveling. N atsuaki, et al, [56] recom m ended a GA based approach to determ ine the laying 

sequences o f  construction com ponents in bridge building; for this particular problem , an 

im proved G A variation operator is introduced. Further applications o f  GA in construction 

engineering and m anagem ent can be found in [58-60],

1.3.2 Neural Networks based Construction Labor Productivity 

Modeling

In 1998, R ifat Som ez and J. E. Row ings provided a m ethodology for construction labor 

productivity  m odeling, which is a com bination o f  the regression analysis and neural 

networks. First, the paper review ed som e past research that analyzed the influence o f  one or 

two factors on a specific construction perform ance index -  labor productivity. Because o f  

the small num ber o f  influence factors, the relationship betw een the im pacting factors and 

productivity  is som ew hat transparent. For exam ple, in a “ factor m odel” developed by 

[61-62], the im pact o f  crew  size on productivity is clearly depicted in a curve like the one in 

Figure 1.5.

1. 6 
1 .4  

«  1 . 2  
> 1 
o 0. 8 |  0. 6  

< t 0 .4  
0. 2  

0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Crew S i z e

Figure 1.5 - The im pact o f  crew  size on productivity

Unfortunately, as the num ber o f  factors considered in the model increases, the 

transparency o f  the model quickly decreases. To model the com plex system  with a large

13
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num ber o f  influence factors, Som cz and Row ings introduced a m ethodology consisting o f  

fours stages. In the first stage, som e basic statistics o f  the original data are calculated; based 

on these, the user selects the factors that might affect labor productivity. In the second stage, 

a regression m odel, or more specifically, a linear model is built based on the factors 

identified in the last stage. The regression model helps the user to determ ine the most 

significant factors for labor productivity. In the third stage, a neural network is trained, based 

on the selected significant factors. Finally, in the fourth stage, the neural netw ork is validated 

to determ ine if  additional factors should be added to the regression model, and in the long 

run, to decide if  the neural network should include m ore significant factors to consider.

It is clear that the kernel idea o f  Som ez and R ow ings’ paper is building a parsim ony 

model for labor productivity  because “productivity m odels including few significant factors 

predict better than m odels based on m any factors w ithout considering significance”. 

However, although there are only a few m ost im portant factors are considered in the neural 

network m odel, the neural network applied in the paper does not offer any transparency to 

the user in order to analyze each fac to r’s im pact on labor productivity. For instance, the 

sequence o f  the factors’ im portance on the labor productivity is not available in the proposed 

model. Such a sequence is helpful when a problem  occurs and the user m ust decide which 

factors should be carefully  analyzed. This need inspired the application o f  a different neural 

network, w hich offers im portance indices o f  factors’ im pact on construction perform ance 

(C hapter 4). The im portance indices provide the construction perform ance model with some 

am ount o f  transparency.

1.3.3 Fuzzy System based Design Performance Modeling

For design perform ance prediction and evaluation, Robinson and Zhou introduced a 

m ultilayered fuzzy system  based m ethodology. The fuzzy set theory is applied because o f  

the intrinsic subjectivity  and uncertainty in factors influencing specific construction 

perform ance -  design perform ance.

14
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The structure o f  proposed the m ultilayered fuzzy system is illustrated in Figure 1.6. The 

first tw o layers involve input factors and the last tow layers concentrate on output factors or 

design perform ances. As depicted in Figure 1.6, each input factor in the second layer is 

determ ined by several sub-factors in the first layer; and the sub-factors in the output layers is 

determ ined by the factors in the second layer. Finally, the sub-factors in the output layers 

establish the output factors or design perform ance values in the fourth layer. To decide the 

factors or sub-factors in the last three layers o f  the model, sub-m odels should be built 

betw een the resulting factors and their influence factors. For exam ple, there is a sub-model 

between sub-factor 1.1, 1.2, and the Input Factor 1 in the input factors layers. Robinson and 

Zhou suggested a m ethod o f  generating fuzzy IF-THEN rules for those sub-m odels; in other 

w ords, they have proposed an approach to build those sub-m odels as fuzzy systems. In order 

to apply fuzzy IF-TH EN  rules, a linguistic description o f  each factor or sub-factor is 

required naturally. Fayek and Sun introduced a new  approach to define m em bership 

functions, w hich are used to describe the linguistic terms.

r
Sub-faclor

Input 
Factor 1

S u b -fa c lo r

Output 
Factor 1S u b -fa c lo r

S u b -fa c lo rInput 
Factor 2

S u b -fa c to r

Output 
Factor m,

S u b -fa c lo r
m.j

j j

Input-factor layers O utput-factor layers

Figure 1.6 - The structure o f  the fuzzy model proposed by Fayek and Sun

The lesson learned from this model o f  design perform ance is twofold. On the one hand, 

the introduction o f  fuzzy sets or linguistic descriptions dram atically boosts our capability to
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cope with the subjectivity and uncertainty inherent in construction problem s. Therefore, the 

fram ework used in this thesis also applied an inform ation granulation step, which transforms 

num eric inputs to the m em bership values o f  their linguistic description. On the other hand, 

the fuzzy system  applied in construction perform ance m odeling still does not offer any 

inform ation on the im portance indices o f  influence factors. In addition, as m entioned in the 

conclusion o f  Robinson and Z hou’s paper, “the model docs not achieve a high success rate 

for num erical prediction” . This inspired this choice in this thesis o f  using a neural network 

continually as the basic m odeling technique.

1.4 Conclusion

This chapter outlines the objective o f  this thesis -  building transparent construction 

perform ance m odels that assist m anagers to understand cause-effect relationships between a 

construction perform ance indicator and its influence factors. In order to achieve this 

objective, the techniques o f  com putational intelligence are selected as the main m odeling 

methods.

A fter an overview  o f  m ajor Cl techniques and their advantages and disadvantages, the 

application o f  Cl techniques in Construction Engineering and M anagem ent is reviewed. 

Further effort is devoted to discussing the previous research on neural networks and fuzzy 

system s based construction perform ance modeling. Two lessons are learned from this 

research. This first lesson is that neural networks offering im portance indices o f  input 

variables should be introduced because such a model offers greater transparency to 

m anagers. The second lesson is that transparency o f  models can be further enhanced through 

inform ation granulation that transform s numeric variables into m em berships o f  their 

linguistic descriptions. Chapters 3 and 4 o f  this thesis elaborate on our contributions in 

accordance with these two lessons.
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R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



Chapter 2 
The Framework of Model-based 
Construction Performance Diagnosis
M anagers o f  construction projects encounter a typical construction perform ance diagnosis 

problem  when the actual perform ance is considerably different from the anticipated one. 

They are then required to spend considerable time on studying all the possible causes o f  the 

discrepancy, in order to avoid them  in the future. Obviously, in the process o f  diagnosis, 

com puter tools, w hich autom atically identify the possible reasons for the perform ance 

problem , and quantify  their im pacts, could be o f  great assistance to the m anagers. This 

chapter in troduces an available fram ew ork o f such a com puter tool, w hich implements 

model based construction perform ance analysis. A high-quality construction perform ance 

model is required for the success o f  this framework. In Section 2.1 the overall picture o f  the 

diagnosis fram ew ork is described. The specific requirem ents or desired features o f  a 

transparent construction perform ance model in the fram ework o f  d iagnosis are explained in 

Section 2.2

2.1 The Framework of Diagnosis

D issanayake proposed this fram ework o f  construction perform ance model based diagnosis in 

[63], The four m ajor m odules and their relationships in the fram ew ork arc illustrated in 

Figure 2.1.

The first m odule is the cause-effec t relationships iden tifica tion  m odule. In this module, 

m anagers first select an activity on which they wish to conduct the diagnosis; then they 

provide all the possible factors that may affect the construction perform ance considered in 

this activity. In other words, this m odule builds the original cause-effect model for a specific 

activity. W hen the m anagers consider an identical perform ance problem  in the sam e activity 

o f  construction on another occasion, this m odule is able to list all the possible causes in the
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original cause-cffcct model.

The second m odule in the diagnosis fram ework is a database  program . This program  

stores and m anages all the historical data according to the causal relationships identified in 

previous module. In addition, the expert knowledge about the m em bership functions o f  

linguistic term s depicting the possible factors is also saved in this database.

Variance 
bctwcn 
planed 

and 
actual 

value of

Modeling
module

importance index o f  factor
O’,

Cause-effect
relationships
identification

Database

Information
Granulation Modeling

Diagnosis
Performance factor /'s impact on the performance problem

Figure 2.1 - The Fram ework o f  D iagnosis

The third m odule is the kernel o f  the fram ework -  the m odeling  m o d u le ; this module 

includes two steps. In the first step, the historical data is granulated by changing the original 

value to several m em bership values o f  its linguistic terms. For exam ple, for the factor 

“Tem perature”, this step m ay change the value o f  tem perature to values o f  3 linguistic terms: 

“Low Tem perature”, “Norm al Tem perature”, and “High Tem perature” . A t this inform ation 

granulation step, the definition o f  m em bership functions is not a trivial. A lthough asking the 

experts or m anagers to define the m em bership function is not im possible, the autom atic 

m ethod is m ore viable. Chapter 4 will introduce a clustering based algorithm  that generates 

m em bership functions from  historical data.
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The second step o f  the m odeling m odule is to build a model betw een the inputs -  the 

linguistic term s o f  influence factors, and the output -  the construction perform ance 

considered in a specific activity. The model built in this step will not only provide a accurate 

input-output m apping o f  construction perform ance, it will also offer indicators about the 

im portance o f  each input on the output, nam ely the quantitative im portance indices. In 

Chapter 3, a G eneral Regression N eural N etwork based model holding such characteristics 

will be proposed. In Chapter 4, the proposed neural network will be assessed on granulated 

data.

The final m odule in the fram ew ork o f  diagnosis is the diagnosis  m odule. In this module, 

the planned value o f  construction perform ance (output) is com pared w ith the actual value. If  

there is a considerable discrepancy between the two values, m anagers m ay wish to 

determ ine the ch ie f reasons for the discrepancy. So initially the diagnosis m odule com putes 

the variance betw een the planned values o f  influence factors and their actual values. Assum e 

the planned values are i/„ and the actual values arc V/(/=1,2 , n is the num ber o f  

influence factors), the variances Auj =| »,• - v , |. Then the variances are m ultiplied with the 

im portance indices o f  perform ance factors - <r„ which are generated from  the modeling 

m odule fir,-is the im portance o f  the i'1' influence factor). The resulting values S,=Au,*Oi arc 

the indicators o f  the perform ance factors’ influence in the discovered perform ance problem  - 

nam ely the d iscrepancy between the actual and planned values o f  the perform ance indicator 

considered in current construction project.

2.2 The Desired Features of a Transparent Model

In a specific activity  in construction, given the considered perform ance indicator is p ,  and 

there arc n influence factors ,V|, .vi, . . . ,  .v„ related to the perform ance, the framework 

described in last section requires the model o f  the m apping between inputs .V|, .vo, . . . ,  ,v„ and 

output p  to be accurate and transparent.

The accuracy o f  the construction perform ance model is a basic requirem ent. W henever
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m anagers apply the model in the diagnostic procedure, the first requirem ent is the model 

should accurately capture the nature o f  the system; otherw ise it could not be reliably applied 

to the prediction, analysis, or control o f  the system. This is the reason the researchers in 

recent decades have recom m ended so many different techniques to model construction 

perform ance. From the linear regression model to the neural netw ork m odel, one o f  the key 

goals in construction perform ance m odeling is to achieve better accuracy.

The desired features related to a transparency model are represented in the two steps o f  

the m odeling m odule o f  the diagnosis framework. First, the transform ation from an input 

variable to its linguistic description in the inform ation granulation step increases the 

transparency o f  the perform ance model. For instance, com pared w ith a model considering 

only a variable such “Tem perature” as an influence factor o f  construction perform ance, 

considering the linguistic terms o f  “Tem perature”, such as “Low Tem perature”, “Normal 

Tem perature”, and “High Tem perature” as influence factors is m ore natural and useful to 

m anagers. In particular, for a variable such as “Skill Level”, w here quantitative values may 

not be accurate, m anagers are inclined to utilize linguistic descriptions, such as “High Skill 

Level” or “Low Skill Level” . Additionally, w ith linguistic term s as inputs to the m odel, we 

can draw  clearer conclusions, such as “High Tem perature is very im portant to construction 

perform ance”, instead o f  “Tem perature is very im portant to construction” . In conclusion, the 

transform ation from  a variable to its linguistic terms, as a typical inform ation granulation 

procedure, helps m anagers to m ore easily deal with the im precision, uncertainty and 

am biguity involved in construction. Therefore, the first desired feature o f  a transparent 

construction perform ance model is the inclusion o f  inform ation granulation.

The second step in the m odeling module o f  the proposed fram ew ork represents another 

desired feature for the transparent model -  defining im portance index o f  each input. This 

means that the model o f  construction perform ance cannot be a nai've black box that simply 

maps the inputs to the outputs. The mode! should offer som e transparency, o r at least, should 

give som e hints on the m easurem ent o f  each input’s impact on the output. Therefore, the 

m odels built in m odeling module should provide more helpful conclusions, such as “High
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Skill Level holds the im portance o f  10 to construction perform ance and N orm al Tem perature 

holds the im portance o f  2 to construction perform ance” . Such quantitatively-based 

conclusions are extrem ely valuable when m anagers attem pt to analyze a construction 

perform ance problem . Therefore, the second desired feature o f  a transparency model for the 

construction perform ance is that the model should offer som e im portance indices to indicate 

the inputs’ influences on the output o f  the model.

2.3 Conclusion

This chapter introduced the fram ew ork o f  construction perform ance diagnosis proposed by 

D issanayake. As a model based diagnosis fram ework, two specific requirem ents o r desired 

features for the transparent construction perform ance model - inform ation granulation and 

im portance index - are elaborated.

The follow ing two chapters o f  the thesis are investigations on the two desired features 

o f  the construction perform ance model applied in the diagnosis fram ew ork. Chapter 3 

introduces the G eneral Regression Neural Netw ork learned by genetic algorithm s as the 

basic m odeling techniques. Com pared with traditional techniques, this model not only has a 

m ore accurate prediction rate, it fulfills the requirem ent o f  providing the im portance index o f  

each input variable. C hapter 4 proposes a new fuzzy C-m eans clustering based m em bership 

function generation method. This m ethod helps m anagers to autom atically  generate 

m em bership functions o f  linguistic term s o f  potential im pacting factors. With the 

inform ation granules form ed by m em bership functions, the transparency o f  the construction 

perform ance model is enhanced.
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Chapter 3 
The Model with Importance Indices

As shown in C hapter 2, in addition to the necessity for accurate approxim ation capability, 

there are two desired features for a useful model o f  construction perform ance applied in the 

fram ework o f  construction perform ance diagnosis. The first desired feature is that the model 

should offer som e im portance indices m arking the influence o f  each input factor on the 

output o f  m odel, i.e., construction perform ance. The second is the necessity  for information 

granulation in order to deal w ith the linguistic term s used by m anagers to describe their 

know ledge about the influence factors, and resulting construction perform ance.

This chapter focuses on the models that offer the first feature. The necessity for 

inform ation granulation and the proposed fuzzy inform ation granulation m ethod is discussed 

in Chapter 4. In this chapter, Section 3.1 suggests two com putational intelligent modeling 

techniques, w hich provide im portance indices o f  influence factors on the resulting 

construction perform ance: a fuzzy neural network - OR/AND  neuron, and a general neural 

netw ork - G eneral Regression N eural N etw ork (GRNN). The O R/A N D  neuron is learned 

though a gradient-based algorithm , while the proposed GRN N  updates separate sm oothing 

param eters for each dim ension through a real-coded genetic algorithm . Section 3.2 com pares 

the two proposed m odeling techniques. A lthough both OR/AND neuron and GRNN provide 

indices o f  im portance, experim ents on real data collected in construction sites show that 

GRNN leads to higher accuracy in approxim ating o f  the m apping between inputs and output. 

The genetic learning based GRNN is therefore selected as our final m odeling technique to 

capture the m apping between influence factors and resulting construction perform ance.

3.1 OR/AND Neuron and GRNN

A m ong all the m odels that present im portance indices o f  inputs’ influence on output, the 

m ost w idely applied ones are the linear regression m odels, O R/A N D  neuron and kernel
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based models holding adaptive param eters for each dim ension o f  inputs. Because o f  high 

nonlinearity in real construction problem s, linear analysis is not suitable for our task. This 

section discusses two other com petitive m odels - the OR/AND neuron and the kernel based 

m odel, G eneral Regression N eural N etw ork (GRNN).

3.1.1 OR/AND Neuron

The O R/A N D  neuron [64] is a three layered fuzzy neural network (FNN) consisting o f  two 

basic logic-based neurons nam ed A N D  neuron and OR neuron. Both A N D  and O R neurons 

are m ultivariable nonlinear transform ations between unit hypercubes. As illustrated in Fig 

3.1, the O R/A N D  neuron accepts “n” inputs, transform s respective inputs A N D-w ise (AND 

neuron) and O R-w ise (OR neuron) in two separate com puting channels, and merges the 

results through an O R neuron.

OR/AND

/ OR

/

\ AND OR

X

Figure 3 .1 -  The structure o f  OR/AND neuron
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The AND neuron, as illustrated in Fig 3.2, first individually com bines the inputs 

x 2, . .. ,  x„ ] and connections w (= |> / / ,  w t2, . . . ,  w/„] through j-n o rm s, and then aggregates 

these results A N D -w ise by applying /-norms.

z, = A N D (* ;w ,) ,

i.e.,

'zy = T(x,s w„)

X

Figure 3.2 - The structure o f  AND neuron 

The O R neuron is dual to the structure o f  A N D  neuron, nam ely

z 2 = OR(X;w2),

i.e.,

in w hich, the X=[.v/, x 2, . .. ,  x„ ] are inputs and w 2=[iv2/, u>22, . . . ,  vt>2„] are connections, c.f. 

Figure 3.3.
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■V

Figure 3.3 - The structure o f  OR neuron

A s depicted in F igure 3.1, the O R/A N D  neuron com bines the output o f  an AND  neuron 

and the output o f  an O R  neuron via an O R neuron with the connections v=[v/, v2] in the final 

output layer. Therefore, the m apping described by O R/A N D  neuron is,

y  = O R /A N D (A ;w ,v ), in which w=[W|, W2]

Rew riting the previous expression in coordinate-w ise manner, we obtain:

y  = (z,tv1)s(z2tvJ )

In extrem e cases, i f  V|=l and v2=0, the O R/A N D  neuron is the sam e as the pure AND 

neuron. A nd if  V|=0 and V2= 1, the O R/A N D  neuron functions as a pure O R neuron.

The 5-norm s and /-norm s applied in the AND and OR neurons are triangular norms 

representing the logic operations on fuzzy sets. For exam ple, if  the above / and s-norm s are 

realized as product and probabilistic-sum  operators governed by expressions,

aXb = ab  ; a, b e  [0,1]; 

asb  =  1 -  (1 -  a){\ -  b) =  a  + /; -  a b ; a ,b e  [0,1 ],

the input-output m apping represented by O R/A N D  neuron will be:

y  = z ]v] + z 2v2 - Z ] V , Z 2V2 ,

25
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in which,

H »

*2 .= i - n ( i ~ Ariu '2/)-/=! /=!

I f  the above t and s  norms are realized as min and max operators,

atb  = m in(a,Z ;); a, b e [0,1 ] 

asb = m ax(a ,b ) ; a, b e  [0 ,1], 

the input-output m apping o f  O R/A N D  neuron will be:

7  = m ax(m in(z,,v l) ,m in (z j,v j ) ) ,

w here

■ M II
z, = m in(m ax(j:(,u 'l() ) , z, = max(min(.v,, iv,,.)).

An im portant property o f  O R/A N D  neuron is the role o f  connections. As concluded in

[2], “Because o f  the boundary conditions o f  triangular norms, the higher values for

connections in O R  neuron em phasize that the corresponding inputs exert a stronger 

influence on the neuron’s output.” On the other hand, the higher values o f  connections in 

AND neuron em phasize that the corresponding inputs exert a lesser influence on the 

neuron’s output. In particular, i f  the w eight o f  AND neuron it'// is close to 1, the influence o f  

x t is alm ost negligible, and if  the w eight ivi,- o f  O R neuron is close to 0, the influence o f  .v̂  is 

alm ost negligible as well. This property in som e extent provides O R/A N D  the capability 

stated as being required in the beginning o f  this chapter, that is, the connections in the 

A N D /O R neuron are im portance indices representing the influence o f  inputs on the output. A 

detailed exam ple o f  such im portance indices is put forward in the num eric experim ent 

below.
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Despite the well defined sem antic o f  O R/AND neuron, a serious problem  arises from 

the neuron’s structure. That is, the O R/A N D  only realizes an in m apping between the unit 

hypercubes. Or, in other words, the output o f  O R/A N D  neuron cannot cover all the values in 

the interval o f  [0, 1], Specifically, the values o f  y  = ( z ^ v ^ s fz . ,^ )  arc included only in the 

interval o f  [0, V|Sv2]. This is the natural result o f  boundary conditions o f  / and 5-norms:

To alleviate the abovem entioned lim itation and enhance the com putational capability o f 

O R/A N D  neuron, a nonlinear sigm oid elem ent is added to the output layer o f  OR/AND 

neuron [64], The augm ented O R/A N D  neuron is represented in F igure 3.4.

Figure 3.4 - The augm ented O R/A N D  neuron with a nonlinear processing elem ent 

The sigm oid elem ent placed in the output layer is a m onotonic transform ation

z,tv, < ltv, = v ,, z2tv2 < ltv2 = v2 ;

therefore,

7  = (zltv ,)s(z2tv2) <  v,sv2 .

OR/AN D

V : [0 ,1 ]-> [0 ,1 ],

1 + e x p ( - ( ; ' -  m )c r ) '
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in w hich the in and a  arc two tunable param eters. By adjusting these two param eters, the 

O R/A N D  neuron’s output in the interval o f  [0, V1SV2] can be extended to interval [0, 1].

3.1.1.1 Learning/O ptim ization  w ith G radient D escending

A ssum e there are N  datasets available to O R/A N D  neuron’s learning:

r = l ,  . . . ,  N, in w hich or is target and or is O R/A N D  neuron’s output with respect to inputs

[.v, ( / • ) , . , ( / • ) ] -The learning algorithm  o f  the proposed augm ented O R/A N D  neuron adjusts 

its connections w, v through gradient descending [65] to m inim ize the perform ance index Q , 

w hich is the d ifference between the expected targets and the neuron’s real outputs,

M ore specifically, the learning algorithm  updates O R/A N D  neuron’s connections 

W i=[iv//, vv;2, . . . ,  win], ' v2= " '22, •••, u'2n] and v=[v; , v',] through gradient descending as:

1 8Q 1 dQ
. =Mi, ~  -za— , m j,=vh,. -  - a —

2 c\vj( 2 ovy,

1 dQ 1 dQ
v,=vt— a — , v, = y ,— a — ,
1 1 2 Sv, ‘ * 2

1 8 0  1 dQ
m = m — a — , cr= a— a — ,

2 a n  2 do-

w here a  e [ 0 ,  1] is the learning rate. The initial w eights values can be set by experts or 

m anagers, or be random ly generated.

3.1.1.2 N um erical Experim ent

The exam ple is a m ulti-objective decision-m aking problem  provided by [64], It determ ines a 

global preference o f  several m ethods to m ake the sam e product. Five different m ethods are 

evaluated with respect to four criteria, namely, reliability, portability, price, and reusability.
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The final datasets w e obtain are listed in Table 3.1:

Inputs O utput

1.00 0.24 0.3 0.57 0.70

0.53 1.00 0.09 0.13 0 .50

0.30 0.20 1.00 0.34 1.00

0.15 0.46 0.55 0.19 0.20

0.13 0.55 0.17 1.00 0 .36

Table 3 .1 -  D atasets obtained in a decision-m aking problem

T he datasets are selected as the training data for an augm ented O R/A N D  neuron. 

Because o f  the small num ber o f  the training data or the sim plicity  o f  the approxim ation 

problem , choosing a sm all learning rate a  -  0.01 and a small num ber o f  iteration as 300 is 

enough to get a acceptable approxim ation rate. The resulting values o f  perform ance index Q 

in the successive epochs arc visualized in Figure 3.5. The connections in the O R/A N D  

neuron, say v, w i, \V2 and the param eters o f  the sigm oid function ( m , a )  are random ly 

initialized.

0.08

0.07

0.06 1

5  0.05

0.03

0.02

0
0 50 100 150 200 250 300

learning epoch

Figure 3.5 - The value o f  perform ance index Q  in successive learning epochs

The m - a  space in Figure 3.6 depicts the changing o f  param eters o f  the sigm oid
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elem ent in the output layer o f  the augm ented O R/A N D  neuron. The resulting w=0.81 and 

a  =8.62.

1. 2

I. 1

0 .9

0.8
Initial
configuration

Final configuration
0. 7

0.6

0 .5

0 .3

0 . 2

•2 0 2 4 6 8 10
m

Figure 3.6 - m- cr space during the learning o f  O R/A N D  neuron 

Finally, the resulting connections o f  the OR neuron in the output layer are

v=[0 1],

and the resulting connections o f  A N D  and OR neuron in the hidden layer are:

\vi=[0.88 0.36 0.31 0.10] (In AN D neuron)

w 2=[0.79 0.57 1 0.47] (In OR neuron)

Figure 3.7 dem onstrates that the resulting O R/A N D  neuron approxim ates the training 

data very well.
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Figure 3.7 - Targets vs. O R/A N D  neuron’s outputs

Because o f  v=[0 1] and the O R neuron’s property, the OR neuron in the hidden layer 

has much more evident impact on the output. In fact, because the v2= l ,  the OR/AND neuron 

becom es a pure OR neural. Then, based on the hidden OR neuron’s connections W2=[0.79 

0.57 1 0.47], different criteria or inputs show distinct impact on the output. M ore specifically, 

the third criterion and the first criterion dem onstrate more im pact on the output o f  the hidden 

OR neuron and in the long run, exert more influence on the O R/A N D  neuron’s output. It is 

worth m entioning that the conclusion on the im portance o f  the third and first criterion here 

tallies with the one inferred in [64], although the connections that finally result arc clearly 

different.

3.1.2 GRNN

G eneral Regression N eural N etw ork (GRNN) com es from the statistical regression model 

nam ed kernel regression. It was first introduced as a new topology o f  neural network in [66].
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3.1.2.1 Statistical Foundation o f  GRNN

Consider the nonlinear regression model in which y is the dependent scalar variable or 

output on the independent vector or inputs X = fx1, x2,...x"']. We can form ulate the relation 

between inputs and output as

y = . m  +  e,

w here e is the noise with zero mean value given any realization o f  X.

A ssum e the jo in t continuous probability density function o f  the random  vector variable 

[X, y] is fxy(X, y); the conditional probability density function o f  y on the variable X  is then 

given by

+ 00

g(y|X) = fXy(x, y)/ J fXy(x, y) (l)
- t o

In statistical learning theory, it is proved th a t/jX )  is equal to the conditional mean o f  

output y given the inputs X, that is,

+<r>

/ (X )  = E(y|X ) = |  yg(y |X )dy (2)
-co

Com bining the Equation (1) and (2), the input and output m apping, or the regression 

model, can be form ulated as

+  CG

JV x y (X .y )
./(* )  = ^ --------------  (3)

J f Xy(X,y)
-CO

Till now, the jo in t density function fXy(X, y) is assum ed be to be know n. However, we
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have only a sam ple o f  observations o f  X and y at most o f  tim es. W ith the available 

observations as training sam ples, the f \y(X, y) can be estim ated through Parzcn’s method 

[67],

G iven N  observations o f  independent random  variable X  are A ”, ,  X 2, . . . , X v ,  P arzen’s 

density estim ate o f  the probability  density function o f  X  is

N C X m h

in which the function K  is the kernel function, and h is the sm oothing factor. D (X  - X ,) 

indicates the distance between X  and X). The constant C \  is the norm alizing constant to 

ensure that the density  function integrates to unity.

Sim ilarly, the jo in t density function f \ y(X, y) can be estim ated by the Parzen estim ator

as

fxy(X, y ) = - ^ ± K ( D ( X ' X i ) ) K ( ^ j ^ - ) ,  (4)
nC x C  ,=1 h h

in which C \  and Cy are the norm alizing constants to ensure that the density function 

integrates to unity, and [ X j  y,] ( i= l,2 , . . . ,  n) arc the n observations o f  random  variable [ X  y]. 

Replacing (4) into (3), the m apping between the inputs and output can be estim ated as

f i x )  = " c ' c * *

J n C x Cy t i  h h

r  y K (E i p > )
nC x n Cy J~'A h

nC x h Cy h
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(5)

A pplying the m ost w idely used G aussian function below  as the kernel function K  in 

Equation (5),

h h

the final estim ator o f  J{X)  is:

2 c x p ( c M )y,

/(X )= -i=!---------------  . (6)
2 > p < ^ > >

In conclusion, the estim ate o f  output y = / X )  based on input X can be explained as the 

w eighted average o f  all the observations o f  y, i.e., y f, y2, . . . ,  y„.

3.1.2.2 A rchitecture o f  GRNN

We can reform ulate the m apping represented in Equation (6) into a neural network shown in 

F igure 3.8. The proposed neural network topology is referred to as General Regression 

Neural N etw ork (GRNN).

There arc four layers in the architecture o f  GRNN. The first layer is the inputs layer 

holding m  neurons (it is the same as the num ber o f  inputs for the system). The input layer 

sim ply forw ards the inputs to the radial basis layer or kernel layer. The kernel layer 

possesses the sam e num ber o f  neurons as the num ber o f  training exam ples. The ;'th neuron in 

the kernel layer calculates the kernel function e x p ( -£ ) (X -X j)//» ), based on the training 

exam ple Xj and the inputs from the input layer X = [x ', x2, . . . ,  x"']. The third layer o f  GRNN 

is sum m ation layer that contains only two neurons. The first sum m ation neuron connects all 

the neurons in the kernel layer with the ;'h connection w eighting y*. Therefore, it outputs the
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value o f  ] T e x p ( -D ( X -  X i) / h ) y i . The second summ ation neuron connects all the neurons
(■I

in the kernel layer with all connections weighting 1. Therefore, the second neuron outputs
n

the value o f  ^ e x p ( - D ( X - X - ) / h ) . Finally, the output layer keeps one neuron that divides
1=1

the first sum m ation neuron’s output by the second sum m ation neuron’s output. In other 

words, the output layer com putes the output through Equation (6 ).

O utput Layer

Sum m ation 
Layer

Kernel Layer

Input Layer

Figure 3.8 - The architecture o f  GRNN 

3.1.2.3 O n e Pass L e a rn in g  o f G R N N

It is noticeable that there are no adjustable connections in the proposed architecture o f  

GRNN. G iven n training datasets, a GRNN holding n hidden neurons in the kernel layer is 

learned in one pass. The only tunable param eter o f GRNN is the sm oothing factor /? in the 

kernel function.

As concluded in [6 6 ], the sm aller the sm oothing factor h, the better the estim ated 

fu n ctio n /(X ) fits the training data. In extrem e cases, as the sm oothing factor goes to 0, the 

estim ated function will fully fit the training data. Take the difference between the output o f
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training data and the G R N N ’s output, based on the corresponding inputs in training data as 

the perform ance index,

2  = 22"=l(yi - y (X ;))2, ( [Xi yd (i= l,2 , ... ,  n) arc the n training data )

T he previous conclusion m eans that the perform ance index Q will converge to 0 as the 

sm oothing factor goes to 0. However, although the small sm oothing factor leads to a small Q  

or a good approxim ation o f  training data, the generalization capability o f  G RNN may be 

deteriorated, i.e., the over-fitting problem  m ay em erge. Therefore, to balance the 

approxim ation rate and generalization capability, the value o f  sm oothing factor h should be 

carefully selected.

I f  w e take the G RN N s with different sm oothing factors as different m odels for the same 

system , the selection o f  best sm oothing factor is changed to a model selection problem . This 

problem  can be solved by traditional model selection m ethods [6 8 ], such as hold-out testing. 

In particular, the sim plest hold-out testing method is dividing the original training data into 

two datasets: training data and validation data. The GRNN is trained in one pass based on 

the training data, and the optim al sm oothing factor selected is the one that m akes the 

resulting G RNN possess the best perform ance index Q  on the validation data. [6 6 ] has 

proposed a m ore general hold-out testing: a leave-one-out cross validation m ethod to 

estim ate the best sm oothing factor. In this method, if  the sm oothing factor is /? and the n 

training datasets are [Xi yj] (i= 1,2, . . . ,  ??), the perform ance index Q{h) based on 

leave-one-out cross validation is defined as

Q M = Y ' J y r f ^ ) ) 2’ (7)

In Equation ('l ) , f  is the mapping represented by the GRNN built through sm oothing factor/? 

and the training datasets, leaving the ?th dataset out. The best sm oothing factor /? is then 

selected as the one that m inim izes the perform ance index Q(h).
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3.1.2.4 N um eric Experim ent

To dem onstrate the approxim ation capability o f  G RNN, the previously discussed one-pass 

learning and leave-one-out cross validation is applied to the benchm ark problem  o f  M-G 

time scries prediction [32],

The M -G tim e series is a chaotic time series generated by the M ackcy-G lass (MG) 

tim e-delay differential equation as below,

,v(/) =  f )  -  0. l.v(0
1 + x (t -  r )

A ssum ing x(0) = 1 .2 ,  r  = 17 and x(t)  = 0 as l<0, we obtain the tim e series values at 

integer points through the fourth-order Runge-Kutta method. The resulting tim e series is 

p lotted in F igure 3.9:

1 . 6

1.4

1.2

” 0.8

0.6

0.4 :

0.2
0 200 400  600 800 1000 1200

tim e

Figure 3.9 - M-G time series

In the M -G tim e series prediction problem , we hope to derive x(t+6) from a-(/-18),
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x ( t - 1 2 ), a- ( / - 6 )  and x(t)> i-c., wc assum e

a-(/+6)=/(.v( M 8 ) >.v( M 2 ) , .v( /-6 ) ,.v(0 )  (8)

Taking inputs X=[.v(7-18), x ( t - 12 ), x(l-6 ), ,v(/)] and output y=.v(t+6 ), w e generate 1 00 datasets 

based o n 7=118 to 218 as the training datasets. The follow ing 100 datasets based on t=219 to 

318 are generated as the testing data.

U sing the Euclidian distance as the distance function D  in Equation (6 ), we apply the 

GRNN on the training datasets and select the best sm oothing factor h in the range o f  [0.01, 

0.1] through the hold-one-out cross validation. Figure 3.10 dem onstrates the best sm oothing 

factor in range [0.01, 0.1] is 0.03:

0.09.............     ■.....................; ............ r---------------- ...............................   ;

0.08 j

0.07 i '

0.06; i

0.04 ■

0.03 |

0.02 j

0.01
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.11

h

Figure 3 .1 0 -  Perform ance index versus the sm oothing factor h
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Ĝ NoJpi >

0  10 2 ) 3 0 4 0 0 6 0 7 0 0 9 0 1 0 )
tifTB

1.4-

1.3

1.2

'•V

1|
0>
*1 09

05 

07.

06 

05 

Q4

Rri Qfp ■ 
OR̂ teQipu

10 23 30 40 50 60 7 0 6 3 9 0  100
t i r o

(a) on training data (b) on testing data

Figure 3.11 - G R N N ’s outputs vs Real O uputs
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Figure 3 .1 2 -  The approxim ation error and testing error betw een real outputs and G R N N ’s

outputs

Based on this sm oothing factor, the difference between the resulting G R N N ’s outputs 

and the training data outputs is illustrated in Figure 3.11 (a). The error betw een the predict 

value and the real value is plotted in Figure 3.12 (a). From Figure 3.11 (a) and Figure 3.12
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(a), it is easy to see that the proposed GRNN approxim ates the m a p p in g /b e tw ee n  the inputs 

and output in equation (8 ) very well. Figure 3.11 (b) and Figure 3.12 (b) dem onstrate that the 

proposed G RN N  m odel’s capability o f  prediction on testing data is also acceptable.

3.1.3 GRNN with Adaptive Kernel Shape and Its GA based 

Learning

A lthough G RN N  provides a pow erful tool to approxim ate m ultivariable functions or 

m appings, the one and only adjustable param eter limits its capability. M ore specifically, 

“G RNN cannot ignore irrelevant inputs w ithout m ajor m odifications to the basic algorithm. 

So GRN N  is not likely to be the top choice if  you have more than 5 or 6  nonredundant 

inputs.” [69] A nother m ore im portant problem is that it does not present any index to 

describe the d ifferent inputs’ im pacts on output.

To solve these lim itations o f  G RNN, Specht and Romsdahl [70] introduced the adaptive 

G RNN . This is G RN N  with the adaptive shape o f  a kernel. Recall the applied kernel 

function till now:

K (^ L ^ ) = cxp(z M i ^ ) )

The shape o f  the kernel function is fully controlled by the sm oothing factor h. The larger the 

sm oothing factor, the sm oother the shape o f  kernel function will be. I f  additional param eters 

are im planted in this function, the shape o f  the kernel function will be m ore elastic and the 

GRNN will possess a m ore flexible approxim ation capability. In particular, for a system  with 

m  inputs, m  local sm oothing factors are included in the distance com putation function D,

i.e.,

D ( A '- A ')  = X ct/ - v , - T , ) 2 , (9)
i
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In Equation (9), Af=[.vi .v„], A'i=t.r,i,...,.v'm] and a y (/= I , . . . ,  m) .arc referred to as local

sm oothing factors. To avoid confusion, the sm oothing factor h is now  called a global 

sm oothing factor.

The introduction o f  local sm oothing factors gives GRNN the capability to consider the 

different im pacts o f  various inputs and solves the problem  o f  “cannot ignore irrelevant 

inputs” [69], providing GRNN stronger approxim ation capability. In fact, such local 

sm oothing factors are widely used in m ost o f  kernel based regression m ethods [71-72], o f  

which GRNN is typical. In Equation (9), because different dim ension o f  input is multiplied 

by cTj (/'= 1 , . . . ,  m) separately, the sm aller sigma value em phasizes the lesser impact or 

im portance o f  the corresponding input variable on the distance value D  (the sm aller value o f 

cry(xy - x . . ) 2 ), and furtherm ore, the lesser im portance to the kernel function’s value and the 

final output o f  GRNN. The adaptive G R N N ’s local sm oothing factors, therefore, can be 

taken as the im portance indices o f  inputs. The sm aller value o f  the local sm oothing factor 

indicates a sm aller influence o f  the corresponding input on the output. In extrem e cases, if  

the local sm oothing factor is close to 0, the corresponding input is negligible. In other words, 

the corresponding input can be rem oved from the input feature set, ju s t as concluded in [70] 

“A daptation o f  kernel shapes provides... a feature selection capability  and improved 

accuracy” .

A dditional tunable param eters, such as local sm oothing factors changed only the 

com putation o f  kernel function in the second layer o f  G RNN; they do not change the 

architecture and connections o f  GRNN. The GRNN continually holds the one-pass learning 

procedure. However, the determ ination o f  both global and local sm oothing factors is a more 

difficult problem . Spccht [70] has suggested a sim ple adapting procedure that perturbs each 

sm oothing factor a small am ount and accepts the perturbation that m ost improves the 

perform ance index. The perturbation is continued until som e specific criteria are satisfied. 

This m ethod is a random  search approach. M asters [73] has proposed a gradient-based 

method, in which the partial derivatives o f  perform ance index arc derived and the best 

sm oothing factors are searched via gradient descending.
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This subsection proposes a new  approach, which applies the real-coded genetic 

algorithm  (RCG A ) to find optim al global and local sm oothing factors o f  adaptive GRNN.

First, to solve the problem  using a genetic algorithm , the searching target is defined. As 

previously discussed, the G R N N ’s perform ance based on leave-onc-out cross validation can 

be selected as the target to be m inim ized. However, the genetic algorithm  holds a population 

o f  individuals and will evolve a num ber o f  generations; in each generation each individual 

m ust calculate the perform ance index based on leave-one-out cross validation -  e.g., 

Equation (7) -  once, which will be a huge com puting burden for the algorithm . In addition, 

w hen the num ber o f  training datasets is large, the calculation o f  Equation (7) itself is already 

a processor tim e-consum ing job . Therefore, the proposed approach discards the 

leavc-one-out cross validation to select the best sm oothing factors in the genetic algorithm; 

sim ple hold-out testing is applied. That is, the original training data is divided into two 

datasets: the training data and the validation data. The GRNN is then trained in one pass, 

based on the training data. Finally, the genetic algorithm  is applied to find the smoothing 

factors m inim izing the perform ance index Q  on the validation data. M ore specifically, if  

there are n t training data [T, ytj] ( i= l,2 , and n2 validation data [X, y;] (i= l,2 , . .. ,  n2),

the G RN N  will be built based on training data [T, ytj] and the GA will be applied to find 

sm oothing factors that m inim ize Q, expressed as

e =  o ° )

(In Equation (10),/ i s  the m apping function generated by GRNN based on m  training data).

D etails o f  the real-coded genetic algorithm  for the adaptive G RN N  is organized

according to the key steps o f  GA discussed in Chapter 1

R epresentation

A ssum e there are m  inputs in the system, so that there arc m  local sm oothing factors 

and one sm oothing factor to be optim ized. In the real coded genetic algorithm , each
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individual is represented by a vector o f  real numbers. In this problem , the real vector with 

length o f  m + 1 is applied. The first entry in the vector is global sm oothing factor h, and the 

next m entries arc local sm oothing factors cr/ m), as shown in Figure 3.13:

h °2 . . .

Figure 3 .1 3 -  The real-coded genetic individual

Initialization

For a given size o f  population, say p ,  w e random ly generate p  individuals, which are 

real vectors w ith the length o f  m + 1 , and each entry in the vector is between the upper bound 

and low er bound o f  sm oothing factors.

Evaluation

Because the target is to m inim ize the perform ance index Q  defined in equation (10) and 

the GA always gives the individuals with higher fitness values greater chances to survive to 

the next generation, 1/ ( 1+ 2 ) is selected as the fitness function to evaluate each individual.

Selection

The proposed algorithm  uses a roulette-wheel selection procedure and always keeps the 

best individual to the next generation. This means that at generation g,  for a population o f  n 

individuals w ith fitness v a l u e s t h e  individuals’ probabilities o f  being chosen for 

the next generation are p i ,  p j ,  . . . ,  p„, w here ./) 0= 1 , 2, . . . ,  n). We first

com pute qi = ^ _ , P j  0 = 1 , 2 , . . . ,  n), then perform the follow ing step n tim es: generate a 

random  num ber .v, w hich is uniform ly distributed in the unit interval and if  <7,., < x < q j , 

( /= 1 , 2 , . .. ,  tv, qa = 0 ), select the individual at generation g  into the next generation g + 1 ..
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Variation

Two variation operators applied in this algorithm  arc crossover and mutation.

1. Crossover operator:

This algorithm  sim ply applies the one-point crossover. That is, given two parent 

individuals, such as .v=.v/.vx.. x^x*+/... x L and J'fciV/....V/., w e generate two offspring

x ,=x!X2... XkVk+i—yi, and v’= v / V ^ . - V a - a v / . . .  x l \ w here k  is a random ly selected position. 

Figure 3.14 depicts this operator:

•V1 -V2 Xk •V/.

>’2 | .'V  | •>'*-/

1
-v l •V2 | -V* | ■>’* - / y ’L

>’2 y t X k+1 x i.

Before
Crossover

After
Crossover

Figure 3.14 - The one-point crossover

2. M utation operator:

The m utation operator is realized by the G aussian m utator, w hich picks a new  value 

based on a G aussian distribution around the current value. This m eans that for the entry/gene 

x 1 to be m utated in a individual/chrom osom e (a vector o f  real num bers), the m utation gene .v*’ 

= a-'+ V (0 ,1 ), w here V (0 ,1 )  is value generated from a G ausssian distribution w ith zero mean 

and standard deviation 1. O f course, if  x 1' is out o f  the g en e’s boundary, it will be truncated 

to interval [low er bound, upper bound].

Stop criteria

The m axim um  num ber o f  generations is set as the stop criteria.
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3.2 OR/AND Neuron vs. GRNN on Construction Data

With the introduction o f  local sm oothing factors into GRNN, GRNN has not only achieved 

improved accuracy but also gained im portance indices for each inpu t’s impact on output. 

Then between O R/A N D  neuron and GRNN, both o f  which satisfied the requirem ents 

m entioned at the beginning o f  this chapter, which one should be selected as the modeling 

technique to build a construction perform ance m odel? This section com pares the 

perform ances o f  the two techniques on real data collected in a construction site. The results 

dem onstrate that the adaptive G RN N  achieves greater accuracy and is the best choice as the 

basic m odeling technique.

3.2.1 Description of Data

The data studied in this thesis w ere collected from a pipe m odule fabrication yard in an 

industrial construction project in Edm onton, A lberta, during the period o f  A pril 2003 to May 

2004 [79], The “ labor productivity  in hydro testing (HT productiv ity)” is taken as the 

construction perform ance indicator considered in the construction activity. Table 3.1 

tabulates the 7 factors im pacting “H T productivity” . All the influence factors arc determ ined 

by a group o f  experts who m anage the construction project [74] and they are assum ed to be 

independent. The short descriptions o f  all the influence factors are also listed in the same 

table.

The datasets, including values o f  both the influence factors and the construction 

perform ance indicator, nam ely “HT productivity”, were extracted from the constructor’s 

Inform ation M anagem ent System , for a period o f  169 w orking days. Therefore, we get a 

historical data containing 169 datasets in which each dataset includes 7 inputs (im pacting 

factors) and 1 output (the perform ance indicator).

Before O R /A N D  neuron and GRNN are applied on the historical data to approxim ate 

the m apping between inputs and output, data preprocessing is required for the following
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reasons: First, O R/A N D  neuron is a nonlinear transform ation between unit hypcrcubcs, 

therefore, the inputs and output should be norm alized into the unit interval [0, 1]. Secondly, 

since the G RNN is a typical neural network, it is recom m ended to first norm alize inputs and 

output before the feeding o f  the data [73]. Therefore, norm alizing functions listed in Table

3.3 are applied to the collected datasets, and the OR/AND and GRNN are then com pared by 

their perform ance on the norm alized data.

F acto r/ V ariable D escrip tion

1 WK.L W ork Load N o. o f  p ipe m odules in p rogress

2 EQ A Equipm ent availab ility No. o f  cranes availab le

3 MAV M anpow er availab ility No. o f  p ipefitters availab le

4 TEM M ean T em perature The m ean tem peratu re o f  the air in deg rees Celsius.

5 PRE Total precip ita tion
T he sum  o f  the total rainfall and  the w ate r equ ivalen t o f  the 

total snow fall

6 RW K R ew ork
Pipe fabrication  rew ork 

(w ork force hours spen t on  repairs)

7 Q A C
Q uality  A ssurance/ 

Q uality  C ontrol input
No. o f  hours spent on Q A /Q C  w ork.

Table 3.2 - Factors that affect labor productivity in H ydro-testing [74]

V ariable N orm aliz ing  function (N F)* Param eters o f  N F *

W K L S ig m o id 0 .5

EQA S ig m o id -0 .5

MAV S ig m o id -0 .5

TEM 1-G aussian (0 , 5)

PRE S ig m o id 0 .5

RW K S ig m o id 0 .5

Q A C 1-G aussian (0 , 10)

HT S ig m o id -0 .5

Table 3.3 - N orm alizing functions for the variables

* There are two type o f  norm alizing factions. The Sigm oid function i s ; '= l / ( l  +<?'“ ) and the 

only param eter in it is a. The 1-Gaussian function is y = l-e ~ (>' c) /2<T , w here (c , a) are the 

two param eters.
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The perform ance index considered in this com parison is the mean square error (MSE):

e = Z ! > , - ; ' , ) 2 / 169,

in which, y t is the output o f  the /lh datasets and y t is the predicted output o f  the OR/AND 

neuron or the GRNN.

It should be noted that the m ost helpful technique for norm alizing the data is most 

likely to be fuzzy inform ation granulation based on fuzzy sets/ linguistic terms. The 

application o f  linguistic term s w ill not only norm alize the datasets, but also enhance the 

m odel’s transparency. M ore details will be discussed in C hapter 4.

3.2.2 Comparison Results

At first, for the augm ented O R/A N D  neuron, w ith sigm oid function attached in the output 

layer, is tested on the collected 169 datasets. The initial and resulting w eights o f  connections 

in AND and OR neurons are listed in Table 3.4. The initial connection w eights o f  the OR 

neuron in the output layer are v= [l 1] and the resulting ones are v= [l 0.51], The initial and 

resulting param eter pair in the sigm oid function arc [m =0.5 <r = l] and [m =0.51 a  =0.91].

Variable Initial w eights 

(O R  neuron)

Initial w eights 

(A N D  neuron)

R esu lting  w eights 

(O R  neuron)

R esulting 

w eights 

(A N D  neuron)

W K L 0.9381 0.0618 1.0000 1.0000

EQA 0.5384 0.4615 0.9376 1.0000

MAV 0.8363 0.1636 1.0000 0.1760

TEM 0.8377 0.1622 0 .0000 0.0000

PRE 0.8286 0.1713 0.5641 0.9872

RW K 0.0000 1.0000 1.0000 0.9739

Q A C 0.1838 0.8161 0 .0000 1.0000

Table 3.4 - Initial and resulting connection weights o f  O R/A N D  neuron

The perform ance index according to the successive iterations o f  learning is shown in
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Figure 3.15. The final perform ance index g= 7 .8 6 * 1 0 '3.

The O R/A N D  neuron’s outputs vs. real targets or outputs in the historical data are 

plotted in F igure 3.16. It can be figured out that the O R/A N D  neuron cannot approxim ate 

the m apping between the inputs and output very well, despite the sigm oid function being 

appended in the output layer. Because the O R/A N D  neuron model cannot approxim ate the 

input-output m apping very well, the im portance indices derived from  this model is no longer 

reliable any more.

As a com parison, the adaptive GRNN learned through the genetic algorithm  is also 

applied on the 169 datasets. The 169 datasets are divided into two datasets in which the 

training data has 135 data patterns and the validation data has 34 data patterns. It is 

im perative to m ention that the setting o f  param eters o f  a genetic algorithm  is not trivial and 

m ay take som e trial and error in order to achieve acceptable results for a num ber o f  

problem s. However, the experim ents prove that this problem  is not sensitive to the param eter 

setting o f  the genetic algorithm . Therefore, the chosen param eters are these sim plest ones in 

Figure 3.17. A fter 100 generations o f  evolution, the resulting local sm oothing factors are 

[26.538 45.6343 18.0074 42.6319 72.439 0.222879 4.06774], and the global sm oothing 

factor is 0.85. H ere the global sm oothing factor is a small value that m eans the surface o f  

input-output m apping is steep [6 6 ],

I

I t e r a t i o n

Figure 3.15 - Perform ance index in successive learning epochs
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MSE-0.00765897

target

Figure 3.16 - O R/A N D  neuron’s outputs vs. real targets

Probability o f Crossover: 0.9 

Probability o f M utation: 0.01 

Size o f Population: 50 

M axim um  generation: 100

Figure 3 .1 7 -  The setting o f  param eters o f  GA
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Figure 3.18 - Best and A verage fitness o f  individuals in successive generations
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Figure 3.19 - G R N N ’s output vs. real targets

F igure 3.18 show s the best and average fitness o f  individuals in successive generations 

o f  evolution. The resulting G R N N ’s outputs, com pared with the real output o f  the system 

(the targets), are dem onstrated in F igure 3.19. The final perform ance index is (2=5.75*10'3.

Based on local sm oothing factors: [26.53 45.63 18.00 42.63 72.43 0.22 4.06], it is easy 

to conclude that the 5lh factor -  “Total precipitation” has a critical im pact on the construction 

perform ance -“HT productivity” because its local sm oothing factor holds a distinct higher 

value than others. On the contrary, the 6 lh factor -  “Rew ork” has little im pact on the 

construction perform ance due to the small value o f  its local sm oothing factor. These 

conclusions are helpful insights for m anagers who are inspecting the perform ance problems 

related to  “HT productiv ity” .

A fter studying the G R N N ’s perform ance on the real construction data (Q = 5.75*10‘3), 

and the O R /A N D  neu ron ’s perform ance on the same data ((9=7.86* 10 '3), the apparent 

conclusion is that the G RNN  can approxim ate real construction data m ore accurately than 

the O R/A N D  neuron. A lthough both O R/AND neuron and GRNN provide the importance 

indices o f  inputs on the output, the model dem onstrating greater accuracy should be 

regarded as m ore reliable. Therefore, the decision is to select the adaptive G RN N  learned via
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the genetic algorithm  as the technique to build construction perform ance model. Chapter 4 

will apply the proposed GRNN on the construction data granulated through the m em bership 

functions (representing the linguistic terms), which arc autom atically generated from a 

strengthened fuzzy c-m eans algorithm .

3.3 Conclusion

This chapter discussed two Com putational Intelligence based models. The OR/AND neuron 

is a fuzzy neural network model and the adaptive GRNN is a general neural network model. 

A lthough both m odels offer the im portance indices o f  inputs on the output, adaptive GRNN 

learned through a real-coded genetic algorithm achieves much greater approxim ation 

accuracy when applied on real data collected from a construction site. In conclusion, 

according to the collected construction data, the adaptive GRNN is selected as the basic 

technique for the task o f  construction perform ance modeling.
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Chapter 4 
Enhancing Transparency of the Model 
via Information Granulation

In C hapter 3, the GRN N  is selected as the basic technique for construction perform ance 

m odeling. However, the influence factors and resulting construction perform ance in the 

proposed model are still described as numeric variables. For exam ple, we still consider the 

influence factors such as “M ean Tem perature” and “Crew Size” and their im portance to the 

resulting construction perform ance indicator, for exam ple, “Labor Productivity” . All these 

factors and indicators are num eric variables.

Linguistic descriptions are in fact, found alm ost everywhere in real construction 

situations. Typical linguistic terms used in construction projects arc “High Crew  Skill Level”, 

“Poor Tool C ondition”, and so on. Furtherm ore, we can transform  a num eric input into 

several m em berships o f  its linguistic terms. For exam ple, if  we generate three linguistic 

term s to portray the variable “Crew  Size” , i.e., “Small Crew  Size”, “N orm al Crew  Size” and 

“Large Crew  S ize”, the num eric value o f  “Crew Size” is then transform ed into 3 

m em berships o f  the linguistic term s o f  “Small Crew S ize”, “Norm al Crew  S ize” and “Large 

Crew  Size” . This transform ation procedure results in more concrete influence factors and 

construction perform ance indicators, and greatly enhances the transparency o f  the 

construction perform ance model. For instance, it is more concrete and transparent to 

consider the influence o f  “High M ean Tem perature” and “Small Crew  size” on “Low 

Productivity” but the influence o f  “M ean Tem perature” and “Crew  Size” on “Labor 

P roductivity” .

The above transform ation is a process o f  inform ation granulation in which the 

inform ation granules take the form o f  sem antically meaningful fuzzy sets, nam ely linguistic 

term s, distributed fully over each variab le’s universe o f  discourse. However, building decent 

m em bership functions for the linguistic terms is not an easy task. A lthough determ ining
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m em bership functions based on expert knowledge is possible, it needs m ore tim e and 

experts’ understanding o f  the concept o f  m em bership functions. The m ore desirable m ethod 

is generating m em bership functions autom atically from  historical data -  in particular, 

building m em bership functions through clustering o f  historical data.

This C hapter proposes a m em bership function elicitation m ethod based on a fuzzy 

clustering algorithm . This m ethod takes the clustering problem  as an encoding problem. 

Derived from  the principle o f  m inim um  inform ation loss in decoding, it suggests a 

perform ance index know n as representation error to constrain the encoding procedure, i.e., 

the fuzzy clustering algorithm . A detailed description o f  the proposed m ethod is given in 

Section 4.1. The new  m ethod is tested the real construction data in Section 4.2. The resulting 

fuzzy sets arc com pared with expert defined fuzzy sets in the sam e section. Finally, the 

generated m em bership functions are utilized in the inform ation granulation o f  collected data, 

and the granulated data is fed to the adaptive GRNN learned through the genetic algorithm. 

The im proved perform ance and the enhanced transparency o f  G RNN on the granulated data 

are dem onstrated in Section 4.3.

4.1 FCM based Membership Function Construction

4.1.1 One-Dimensional FCM with Decoding Consideration

Given a num ber o f  historical exam ples o f  a num eric variable [.vj, .va, . . . ,  ,v,v] and the 

anticipated num ber o f  clusters -  c, the Fuzzy C-m cans (FCM ) [75] algorithm  partitions these 

exam ples into c clusters by m inim izing the objective function Q:

e = x i > ; ,
*=i /=i

In this objective function, Q  represents the sum o f  the distance o f  individual data to the 

cluster centers [oi, o2, . . . ,  oc] (The cluster centers are also called prototypes). Here Uj,k
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represents the m em bership o f  data xj belonging to cluster k. The param eter m  stands for the 

fuzzification factor that is a real num ber greater than 1 .

The FCM iteratively updates the prototypes [oi, 0 2 , oc] and m em berships »;,*• 

through the equations below [75] :

N

This iteration will stop when

(|« /7 ' “ wa | ) <e>

w here e is a term ination criterion, and He are the iteration steps. This procedure helps to find 

values o f  prototypes and m em berships that achieve a saddle point or local m inim um  o f 

objective function Q.

It is w orth m entioning that, although the fuzzification factor m  has a great im pacting on 

the resulting clusters and m em berships [76], its value is usually selected as 2 for simplicity. 

I f  the FCM  clustering is regarded as an encoding procedure, the corresponding decoding can 

be introduced. In order to m inim ize the inform ation loss from encoding to decoding, an 

applicable fuzzification factor can be selected.

W ith the FCM algorithm , the original data .v, can be regarded as being encoded into c

m em berships [i/,,j, » , ,2  i/,,c]belonging to the c prototypes [o |, oi, . . . ,  oc]. Therefore, to

reconstruct the data .y, from the m em berships, the w eighted average o f  prototypes is
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com puted as the decoded value o f  a*.

c

*« I

In the previous equation, u'"k actually  represents the belongingness o f  x, to clusters k  with 

consideration o f  the fuzzification factor m.

In order to m inim ize the inform ation losses from encoding to decoding, the 

representation error V, or the difference between all the original data and the decoded data, 

should be m inim ized [76]

Therefore, the best fuzzification factor m  is selected as the one that leads to the sm allest 

representation error.

4.1.2 One-Dimensional FCM based Membership Function 

Elicitation

For a system  w ith n input variables [xi, X2, . .. ,  .v„] and one output variable y,  there arc N  

historical data [ X , - , (/= 1, 2,  . . . ,  AO, where X, is the n dim ensional input vector [x,/, x,?, ..., 

x,„] a n d ; ',  is the output. The first step to generate m em bership functions from historical data 

is to apply FCM  to each dim ension o f  the historical datasets. That is, for input variable x,-, 

apply one-dim ensional FCM  to the historical data (x,7 ,x,7 , ..., x„v) to generate c clusters. The 

resulting prototypes are m arked as [0 ,7 ,0 ,-j,..., o,,.].

For sim plicity, having the prototypes [o,7 ,0 ,7 ,..., o,c], the sim plest fuzzy partition o f  

input variable x ,’s universe o f  discourse is defining triangular m em bership functions for
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fuzzy sets/granules centered at prototypes. In addition, if  we use triangular m em bership 

functions, the group o f  fuzzy sets defined over the universe o f  discourse is a frame o f  

cognition o f  the input variable .v, because it retains the typical properties o f  a frame o f  

cognition, such as distinguishability and com plem entarity [78], The resulting c mem bership 

functions for variable.v, are labeled as F ih F i2, Fic, in which, Fit is a function, such as:

1, i f  x < o n;

(0 ,2  - .v)/(o ,2 -o n ), i f  on < x  < on ; 

0 , i f  x  > ni2;

Fy (/'=2, 3 . . c - 1) is a triangle m em bership function, such as:

y  =

And Fic is a function like:

y  =

0 , i f  x < o U]A) or x  > onj+l) 

(x-Oiu.^/iOij-OiU-nl i f  %.i)<*<0(, 
( ° i u * i ) - x ) l ( ° n j *\) -°(/)>  f  0 i j < x < °iu+\)

1, i f  x  > o lc

(•v -°/(C-i))/K - - o i(C-i)). i f  < x  < o,,; 

0 , i f  x  < ol(cA)

As an illustration, if  the datasets are grouped into 3 clusters, as depicted in Figure 4.

(a), the generated 3 m em bership functions are as shown in Figure 4.1 (b).

Prototype 1 Prototype 2 Prototype 3

• •  • •

Marbership 
junction 1

Marbcrship Marbcrship 
function 2 function 3

• • • •

(a) Data clustered in 3 groups (b) The 3 generated m em bership functions

Figure 4.1 - An example o f  clustering based m em bership function generation
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4.2 Membership Functions Generated from Construction 

Data

This section discusses the application o f  the proposed m em bership function elicitation 

m ethod to real construction data. The collected construction data is the sam e as that used in 

last chapter: there are seven input variables or influence factors, and one output variable -  

construction perform ance. The num ber o f  sam ples used is 169. M ore detailed descriptions o f  

each variable can be found in Section 3.3.

To describe Variable 1 -  Work Load -  the used num ber o f  linguistic term s is from  2 to 4. 

(For exam ple, if  3 linguistic terms is applied, they could be denoted as “Low Work Load”, 

“Average Work Load” and “High Work Load” .) Consequently, the num ber o f  clusters in 

FCM  is set from  2 to 4.

Com puting the representation error V and F C M ’s objective function Q  based on 

different values o f  fuzzification factor m  gives the results show n in F igure 4.2,

F igure 4.2 - Representation error V and FC M ’s objective function Q  based on different 

values o f  fuzzification factor m for Variable 1 - W ork Load

From  plots in Figure 4.2, the optim ized fuzzification factor m  is found to be 2.1 in the 2 

clusters case; sim ilarly, m =2 in the 3 clusters case and m - 2.1 in the 4 clusters case.
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Based on the optim ized fuzzification factors, the FCM is perform ed and the 

m em bership functions are plotted in Figure 4.3. The m em berships o f  each dataset belonging 

to every cluster arc plotted in the same figure. Two Flamming distances between the 

m em bership values for each dataset in each m em bership function, and the m em berships for 

each dataset in each cluster, arc calculated and denoted at the top o f  Figure 4.3, in which,

c 169

Sum D i s t a n c e = ^ ^ | i / (. y 
7-1

1 r  169

Avg D istance=—£ £ \uLj. -  Fy(.v,.)
c y=i /=!

In the tw o equations, .v,, .v2, ..., ,vl69 are the 169 historical datasets and c is the num ber o f 

clusters. Fj (/'= 1, 2, . . . ,  c) are generated m em bership functions; u,j is the degree o f  

m em bership o f  data Xj in / h cluster. The Avg Sum Distance is regarded as the average 

approxim ation error o f  the defined m em bership functions to the m em berships generated by 

the FCM  algorithm .

(a) Tw o m em bersh ip  functions case

(b) T hree  m em bersh ip  functions case (c) Four m em bersh ip  functions case 

Figure 4,3 - FCM  generated m em bership functions for Variable 1 - Work Load
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For Variable 2 -  Equipm ent A vailability -  the best fuzzification factors can be deduced

from Figure 4.4 (those that achieve the m inim a o f  representation error F)- The final FCM

generated m em bership functions arc illustrated in Figure 4.5.

15 • •  IT

Figure 4.4 - R epresentation error V and FC M ’s objective function Q  based on different 

values o f  fuzzification factor m  for Variable 2 - Equipm ent Availability

(a) Tw o m em bersh ip  functions case

(b) T hree m em bersh ip  functions case  (c) Four m em bersh ip  functions case

Figure 4.5 - FCM  generated m em bership functions for Variable 2 - Equipm ent Availability
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For Variable 3 -  M anpower Availability -  the best fuzzification factors can be deduced

from  Figure 4.6 (those that achieve the minim a o f  representation error V). The final FCM

generated m em bership functions arc illustrated in Figure 4.7.

I • a .» i-1 f  < |

Figure 4.6 - Representation error V and FC M ’s objective function Q  based on different 

values o f  fuzzification factor m  for Variable 3 - M anpow er A vailability

(a) Tw o m em bersh ip  functions case

(b) T hree  m em bersh ip  functions case (c) F our m em bersh ip  functions case 

Figure 4.7 - FCM  generated m em bership functions for Variable 3 - M anpow er Availability
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For Variable 4 -  Mean Tem perature -  the best fuzzification factors can be deduced from

Figure 4.8 (those that achieve the minima o f  representation error F). The final FCM

generated m em bership functions are illustrated in Figure 4.9.

SS30
■ tW i 'l iO  :

9900

9000 | •

UM

4000

1900

0  3VM > 9000 

2900

2900 2000

MOO 1900
■ ~  • _  .

1900 •  . . .

*°*12 11 14 u  1* t r  19 11 3 2 12 1 14 19 19 1 19 I f  2 2

Figure 4.8 - Representation error F an d  FC M ’s objective function Q  based on different 

values o f  fuzzification factor m  for Variable 4 - M ean Tem perature

(a) Tw o m em bership  functions case

(b) T hree  m em bership  functions case (c) Four m em bersh ip  functions case 

Figure 4.9 - FCM generated m em bership functions for Variable 4 - M ean Tem perature
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For Variable 5 -  Total Precipitation -  the best fuzzification factors can be seen from

Figure 4.10 (those that achieve the m inim a o f  representation error V). The final FCM

generated m em bership functions are illustrated in Figure 4.11.

* ' I • |

. »o 290

too 200

0  196 > ISO

160 ...... — •
100

■ * —  • • .  f
.................................................... , , I

12 12 14 19 11 i r  I t  I t  2 2 12 I J  I t  IS IS IT i t  t»  2 2

Figure 4.10 - Representation error V and F C M ’s objective function Q based on different 

values o f  fuzzification factor m  for Variable 5 - Total Precipitation

(a) Tw o m em bersh ip  functions case

(b) T h ree  m em bersh ip  functions case (c) Four m em bersh ip  functions case 

Figure 4,11 - FCM  generated m em bership functions for Variable 5 - Total Precipitation
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For Variable 6 -  Rework -  the best fuzzification factors can be determ ined from  Figure

4.12 (those that achieve the m inim a o f  representation error V). T he final FCM  generated

m em bership functions arc illustrated in Figure 4.13.

9 1» I t  1< *» } M

Figure 4.12 - Representation error R and FC M ’s objective function Q  based on different 

values o f  fuzzification factor m  for Variable 6 - Rew ork

(a) Tw o m em bership  functions case

(b) T hree m em bersh ip  functions case (c) Four m em bersh ip  functions case 

Figure 4.13 - FCM  generated m em bership functions for Variable 6 - Rework
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For variable 7 -  Q uality Control Input -  the best fuzzification factors can be deduced

from Figure 4.14 (those that achieve the m inim a o f  representation error V). The final FCM

generated m em bership functions arc illustrated in Figure 4.15.

Figure 4.14 - R epresentation error V and F C M ’s objective function Q  based on different 

values o f  fuzzification factor m  for Variable 7 - Q uality Control Input

(a) Tw o m em bersh ip  functions case

(b) T h ree  m em b ersh ip  functions case (c) Four m em bersh ip  functions case 

Figure 4.15 - M em bership functions generated based on FCM  for Variable 7 - Quality

Control Input
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Finally for Variable 8, or the output variable -  HT Labor productivity -  the best 

fuzzification factors can be determ ined from Figure 4.16 (those that achieve the m inim a o f  

representation error V). The final FCM generated m em bership functions arc illustrated in 

F igure 4.17.

3S

»

i

n  ■ -

15

X

l i

>

20

1 • eM »r#c-:| 
i • c w *  * c*3
1 . 1

0

Vt t 3 t 1 14 IS

to

1

Figure 4.16 - Representation error V and FC M ’s objective function Q  based on different 

values o f  fuzzification factor m  for output variable - HT Labor productivity

(a) Tw o m em bership  functions case

t  * \ f  • V
1 <9 1

(b) T hree  m em bersh ip  functions case (c) Four m em bersh ip  functions case 

Figure 4.17 - FCM  generated m em bership functions for output variable - H T Labor

productivity
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Based on the average approxim ation errors (the Avg D istance) noted on the figures 

about generated m em bership functions, the general conclusion is that the average 

approxim ation error will decrease with the increase o f  the num ber o f  m em bership functions. 

Or in other words, the defined triangular m em bership functions will approxim ate the 

m em berships generated by FCM algorithm  better if  the num ber o f  m em bership functions or 

clusters is larger. But the larger num ber o f  m em bership functions m eans larger num ber o f 

linguistic term s for each variable, or the larger num ber o f  granulated influence factors, to 

build a parsim ony model with decent num ber o f  influence factors, this research will ask the 

experts to define the num ber linguistic term s or m em bership functions used to describe the 

input and output variables. Next section will discuss the FCM  generated m em bership 

functions’ capability to capture the expert knowledge about the linguistic term s

4.3 FCM Generated Membership Functions vs. Expert 

Defined Membership Functions

A group o f  experts has been interviewed to identify linguistic m easures o f  each influence 

factor considered in the historical data, and the m em bership functions for each influence 

factor are directly developed based on their professional experience. That m eans there is no 

experim ental m ethod applied in the developing procedure. The experts ju s t defined the 

shapes and the setting o f  all the m em bership functions directly from their experience. The 

resulting m em bership functions are listed in Figure 4.18 (a).

As a com parison, Figure 4.18 (b) exhibits the m em bership functions generated through 

FCM algorithm  with decoding consideration. It can be seen that the FCM generated 

m em bership functions are very sim ilar to the ones developed by the experts. The com parison 

suggests that the proposed m ethod is an effective approach for autom atically generating 

m em bership functions from historical datasets.
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(a) E xpert defined  m em bersh ip  functions (b) FCM  genera ted  m em bersh ip  functions

Figure 4.18 - FCM generated M Fs vs Expert defined M Fs
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(a) E xpert defined  m em bersh ip  functions (b) FCM  generated  m em bersh ip  functions 

Figure 4.18 - FCM generated M Fs vs Expert defined M Fs (continued)

It is noticeable that, com pared with expert defined m em bership functions, the most 

visible different m em bership functions arc the ones for Variable 2 - Equipment 

Availability. A fter studying Figure 4.19, which plots all 169 data exam ples o f  Variable 2, 

it can be seen that m any exam ples take the same value. This m eans that only limited 

values are useful to the clustering algorithm , or in other words, the historical datasets may 

not contain enough inform ation about the variable. Therefore, the difference between the 

experts’ results and the FC M ’s results is reasonable. A lthough different from the experts’ 

results, the F C M ’s results still tally with human being’s intuition on the available data
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plotted in F igure 4.19: there arc two visible clusters: the data taking the value ofO  and the 

data taking other values.

12

10

>* 8
5TO
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O' ....... -............. -...........................................       ^
0 20 40 60 80 100 120 140 160 180

Index of d a ta  e x a m p le

Figure 4.19 - P lot o f  all 169 data exam ples o f  Variable 2 -  Equipm ent Availability

4.4 A More Transparent GRNN Model Based on 

Granulated Data

W orking on the sam e 169 collected datasets from the real construction site, this section uses 

the m em bership functions generated by FCM to define the linguistic term s applied in 

inform ation granulation. We test the adaptive GRNN on the granulated data.

As show n in Table 4.1, the 7 influence factors are granulated into several linguistic 

terms. Experts define the num ber o f  the linguistic term s based on their experience. The new 

system  will hold 16 inputs instead o f  7. For exam ple, the “Work Load” factor is granulated 

into 2 factors, “Low W ork Load” and “High Work Load”.
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Im pacting  factors L inguistic  term s

W ork Load Low, H igh

E quipm ent A vailability Low, High

M anpow er A vailability Low, M edium , High

M ean T em perature Low, M ed ium , H igh

Total P recip ita tion Low, H igh

R ew ork Low, H igh

Q uality  A ssurance/ Q uality  C ontrol Input Low, H igh

Table 4.1 - L inguistic term s o f  influence factors

To ju stify  the inform ation granula tion’s capability to im prove the perform ance o f  the 

GRN N  m odel, the output or the perform ance indicator considered in the system is still 

“ labor productivity  in hydro testing (HT productivity)” . The output or the construction 

perform ance indicator is norm alized through the Sigmoid function y - 1/(1 +<?'") as was done 

in Chapter 3.

The param eters o f  the genetic algorithm  applied to learn the GRNN are set to be the 

same as the ones used in C hapter 3. The genetic learning o f  GRN N  achieves the final 

perform ance index or the mean square error (M SE) Q= 4.60*1 O'3. Com pared with the 

perform ance achieved in Chapter 3 -  2 = 5 .7 5 *  10'3, im plem enting inform ation granulation to 

influence factors greatly im proves the perform ance o f  the GRN N  m odel. Figure 4.20 

shows the best and average fitness o f  individuals in successive generations o f  evolution. The 

resulting G R N N ’s outputs, com pared with the real outputs o f  the system  (the targets), are 

dem onstrated in Figure 4.21.
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Figure 4.20 - Best and Average fitness o f  individuals in successive generations

MSE=0.00460062
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Figure 4.21 - G R N N ’s output vs. real targets

To obtain m ore useful insights from  the historical construction data, we also granulate 

the output -  “ labor productivity  in hydro testing (H T)” into three linguistic term s, nam ely 

“Low labor productiv ity” , “M edium  labor productivity”, and “High labor productivity” . 

Then the adaptive G RNN is applied to capture the relationships betw een the 16 linguistic
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influence factors and the m ore concrete linguistic construction perform ance indicator -  

“Low labor productivity” .

Taking the sam e setting o f  the genetic algorithm as the last experim ent, the resulting 

local sm oothing factors o f  GRN N  for the 16 linguistic influence factors are [10.89 9.67 

23.50 59.44 92.39 22.62 85.74 28.12 0.83 99.64 50.18 19.08 4.05 0.71 65.79 97.44], The 

final global sm oothing factor is 0.99. It is a small value means the kernel function will be a 

steep one. Therefore the surface o f  input-output m apping, which is generated by the 

com bination o f  these kernel functions, is an elastic surface. The best and average fitness o f  

individuals in successive generations o f  evolution are shown in Figure 4.22. The outputs o f 

the resulting G RN N , com pared with the real outputs in historical data (the targets), are 

dem onstrated in F igure 4.23. The GRNN finally achieves a mean square error Q= 3 .35*10 '3.

0 .8 8 .................................................................................................
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0.01  :
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Figure 4.22 - Best and Average fitness o f  individuals in successive generations

(with granulated output)
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Figure 4.23 - G R N N ’s output vs. real targets (with granulated output)

Im pacting  factors
Im portance index 

(S m ooth ing  factor)
Im pacting  factors

Im portance index 

(Sm ooth ing  factor)

W ork Load
Low 10.89

M ean

tem peratu re

Low 28.12

H igh 9.67 M edium O.N.i

E quipm ent

availab ility

Low 2 3 .50 H igh 99.64

H igh 59.44 Total

precip itation

Low 50.18

M anpow er

availab ility

L ow 92.39 High 19.08

M edium 22.62
R ew ork

Low 4.05

High 85.74 High 0.71

Q uality  control 

input

Low 65.79

High 97.44

Table 4.2 - Linguistic influence factors and their im portance indices

Table 4.2 lists all the local sm oothing factors according to separate linguistic influence 

factors. B ecause the local sm oothing factors or the im portance indices for “High Rework” 

and “M edium  mean tem perature” arc close to 0, these two factors have alm ost no influence 

on the output - “ Low labor productivity”. On the contrary, the im portance indices for “High 

mean tem perature” , “High quality control input” and “Low m anpow er availability” are 

much larger than the ones for other influence factors. Therefore, we can conclude that when
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the problem  o f  “Low labor productivity” occurs in the studied construction site, factors such 

as “High m ean tem perature” , “High quality control input” , and “ Low m anpower 

availability” should be looked at more closely. These transparent insights on construction 

perform ance obviously have value to m anagers who have observed problem s in construction 

perform ance, and wish to identify and quantify the possible reasons. It is worth m entioning 

that those insights on construction perform ance are ju st for the specific construction site, and 

they are the results inferred from collected data. Those insights ju st give project m anagers 

som e suggestions instead o f  final decisions.

To test the G RN N  m odel’s perform ance especially the generalization capability on the 

granulated data, the 169 collected data are random ly split into 120 training data and 49 

testing data. Taking the sam e setting o f  genetic algorithm  as last experim ent, the achieved 

perform ance index (M SE) for the training data is {2=4.87*10°. The perform ance index for 

testing data is (2=7.12*10°. The outputs o f  the resulting G RN N , com pared with the real 

outputs in data, are dem onstrated in Figure 4.24. The interesting finding is that the GRNN 

m odel’s approxim ation rate or perform ance index on training data is even w orse than its 

approxim ation rate on the whole 169 datasets. The reason is that the G RN N  learned by the 

genetic algorithm  has already considered the capability o f  generalization though the hold-out 

validation. The sm all num ber o f  training data may do not hold enough inform ation about the 

m apping betw een the inputs and the output, and to get decent generalization capability, the 

GA learned G RN N  m ay choose the lower approxim ation rate.
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Figure 4.24 - G R N N ’s output vs. real targets (with training and testing data)

4.5 Conclusion

An inform ation granulation procedure is introduced to transform  the num eric value o f  an 

influence factor to the m em berships o f  its linguistic terms. A strengthened fuzzy c-means 

(FCM ) algorithm  is proposed to determ ine the m em bership functions o f  linguistic terms. 

Com parison betw een FCM  generated m em bership functions and the expert defined 

m em bership functions shows the effectiveness o f  the proposed m ethod. Finally, the adaptive 

GRN N  is applied on the data granulated by the m em bership functions defined by FCM . The 

resulting model dem onstrates both better accuracy and better transparency. It proves that the 

im planting o f  inform ation granulation in the construction perform ance model enhances its 

transparency.
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Chapter 5 
Conclusion and Future Work

In construction, w hen the actual perform ance diverges greatly from  the anticipated 

perform ance, m anagers need to carefully study the possible causes o f  the discrepancy, in 

order to prevent it from  occurring in the future. Com puter tools, w hich autom atically 

identifies the possible the causes o f  perform ance problem , and quantifies the impacts o f  

different causes, would be o f  considerable help to managers. In the fram ew ork o f  such a 

diagnostic tool, a transparent construction perform ance model is required. This model should 

not only offer im portant indices o f  inputs o f  the model, but should also em bed the 

inform ation granulation process. The objective o f  this thesis, therefore, is to build a 

transparent construction perform ance model that useful in the construction perform ance 

diagnosis fram ew ork, utilizing the techniques o f  com putational intelligence -  including 

neural networks, fuzzy sets and system s, and genetic algorithm s and their hybrids.

Three key contributions are m ade by this thesis:

1. The adaptive general regression neural network (GRNN), which not only possesses a 

strong approxim ation capability but also provides an im portance index for each input 

variable, is proposed as the basic modeling technique. A new genetic algorithm  based 

learning algorithm  for the adaptive GRNN is also presented

2. A fuzzy c-m cans (FCM ) clustering based m em bership function generation method, 

w hich applies representation error for its fuzzification factor selection, is proposed as 

the data inform ation granulation technique to enhance the transparency o f  the 

construction perform ance m odel. The adaptive GRNN is applied on the granulated data 

or the linguistic data, and shows improved approxim ation accuracy. The resulting 

im portance indices offered by GRNN are also more understandable since the 

im portance indices are related to the importance o f  linguistic terms, such as “Low Crew
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Size”, instead o f  to the variables, such as o f  sim ple num eric variable such as “Crew 

Size” .

3. The proposed m odeling techniques are assessed on real data collected from the 

construction field, and the results dem onstrate the feasibility and superiority o f  

proposed techniques.

W ith respect to future work, two directions arc indicated.

First, because construction problem s are highly non-linear and dynam ic, one possible 

direction is to collect more real construction data and to build m ore accurate construction 

perform ance m odels -  for exam ple, we can build different m odels for different construction 

seasons.

A second possible future w ork is to apply the proposed m odeling techniques, including 

the genetic learned adaptive GRNN and the FCM based inform ation granulation, to other 

real problem s that require not only an accurate approxim ation model, but also w ould benefit 

from the im portance indices m arking the quantitative impacts o f  inputs on the output.
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