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Abstract—Modeling and analysis of power and power-electronic
systems’ transients using digital programs enables testing new de-
sign concepts in modern electric grid and many industrial and com-
mercial products and applications. This paper gives an overview of
dynamic average-value modeling techniques for representing static
switching converters for the system-level studies. Concepts and de-
sirable properties of averaged models for conducting large-signal
time-domain transient studies and small-signal frequency-domain
analysis for control design tasks are discussed. Basic approaches
for developing average models for dc/dc and dc/ac converters are
briefly reviewed and summarized. Finally, the desirable properties
of the average-value models are demonstrated through an example
system.

Index Terms—Dynamic average-value modeling, simulation,
system transients.

I. INTRODUCTION

M ODELING and simulation of power and power-elec-
tronic-based systems are essential steps that enable

design and verifications of numerous electrical energy systems
including modern electric grid and its components, distributed
energy resources, as well as electrical systems of ships, aircraft,
vehicles, industrial automation, etc. With the development of
modern simulation tools, the detailed models of power-elec-
tronic components and modules (where the switching of all
diodes and transistors is taken into account) may be readily
implemented using a number of commercially available digital
programs and/or simulators [1]–[12]. It is therefore possible
to readily develop models of larger systems from a number of
smaller subsystems/modules that can be used for the simulation
of systems’ transients. However, the use of detailed switching
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models often leads to significant increase of the required com-
puting time, which in turn often limits the size of the system that
can be practically simulated. At the same time, the switching
models are also discontinuous and therefore difficult to use for
extracting the small-signal characteristics of various modules
for the system-level analysis.

The above challenges have led to development of the
so-called dynamic average-value models (AVMs) which ap-
proximate the original system by “neglecting” or “averaging”
the effect of fast switching within a prototypical switching
interval. Such dynamic average models have been very suc-
cessfully used for modeling of distributed DC power systems
of spacecraft [13]–[15] and aircraft [16], [17], naval electrical
systems [18], [19], and vehicular electric power systems [20].
Average-value modeling has also been often applied to variable
speed wind energy systems [21]–[28], where the machines are
typically interfaced with the grid using the power electronic
converters.

In modern electric power systems, an increasing number of
alternative energy sources and storage are being interfaced with
the utility grid using power electronic converters. For investi-
gations of future microgrids and distribution automation [29],
[30], modeling and development of utility power electronic and
FACTS devices [31]–[41], design of control algorithms for the
interfacing and coordination of distributed generation [26], [27],
[29], [42]–[44], etc., the dynamic average-value models have
been used quite intensively and therefore represent an indispen-
sible tool.

This Task Force paper gives an overview of the average-value
modeling techniques for representing static switching con-
verters for system-level studies. The paper may be useful to
researchers and practicing engineers in the area of electric
power and energy systems who are dealing with applications
of power electronic components and modules as well as using
modern digital simulation tools. The paper reviews the basic
concepts and definitions of average-value modeling and gives
a summary of different approaches that can be used to develop
such models for dc-dc and ac-dc converters. We also demon-
strate the desirable properties of such models for large-signal
time-domain and small-signal frequency-domain studies.

II. TYPICAL POWER CONVERSION CELLS

In modern power and power-electronic-based systems,
conversion between ac and dc power as well as changing the
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Fig. 1. Basic switched-inductor and switched-capacitor cells.

dc power/voltage levels are done by switching modules, also
known as power-processing units or power-electronic building
blocks (PEBB) [45]. To better understand the concepts and
applications of dynamic average modeling, the typical power
conversion topologies are briefly described here. A typical
power-processing module is composed of a switching cell
and additional passive elements (i.e., inductors, capacitors,
resistors) that take part in the energy conversion process and
comprise the input/output filters wherever appropriate. In ad-
dition to the input and output power ports, switching modules
may also have a control input through which the controllable
switches, e.g., transistors, thyristors, etc., are turned on and
off according to a specific control strategy and/or modulation
approach. The switching frequency depends on many factors
including the configuration and application of the switching
converters, the type of switches, etc., and may vary in a wide
range from several times the ac line frequency (50/60 Hz) to
hundreds of kHz.

A. Switching Modules

A key element of a basic pulse-width-modulation (PWM)
dc-dc converter may be realized using a switched-inductor or
switched-capacitor cell shown in Fig. 1(a) and (b), respectively.
Opening and closing the controllable switch (transistor) using
PWM voltage or current control scheme enables energy con-
version from the input source side at one dc voltage level to a
different level at the output terminal. As the name implies, the
energy in each cell is first stored in the inductor (or the capac-
itor) and then released to the output side. Typical switching fre-
quency of the transistors may be in the range from tens to hun-
dreds of kHz. To achieve a ripple of voltages and currents within
the desirable/acceptable level, appropriate filters are designed at
the input and output terminals.

For conversion between dc and ac, a three phase converter
may be realized using switching cells depicted in Fig. 2. De-
pending on whether the upper or the lower switches are con-
ducting, each phase terminal can be connected to either the
upper or the lower rail, or left floating if none of the switches are
conducting. Hence this topology is often referred to as two-level
converter. One of the simplest configurations of Fig. 2(a) is an
uncontrollable rectifier that uses the diodes for converting the
ac to dc. If the controllable switches in Fig. 2(a) are thyristors
or GTOs, then such switching cell can also be used for bi-direc-
tional energy conversion. The converter topology of Fig. 2(a)
will operate at the switching frequency that is directly deter-
mined by the line frequency of the ac side. Such converters are
often referred to as line-commutated converters and are partic-

Fig. 2. Typical two-level three-phase converter switching cells. (a)
Three-Phase Line-Commutated Converter, (b) Three-Phase Full-Bridge
Converter.

ularly useful and cost effective in high voltage/power industrial
applications (e.g., HVDC transmission, drives of large indus-
trial motors, etc). The full bridge converter depicted in Fig. 2(b)
requires active switches (transistors) that can be switched at a
much higher frequency than the ac side line frequency. Various
PWM voltage or current control strategies can be used here as
well. The energy may be converted from a dc source to supply
a load such as an ac motor. Alternatively, the cell can also op-
erate as a rectifier taking the energy from the ac side (which
may be an ac generator) and feeding the dc bus to supply other
loads. In general, such converter systems may provide bi-direc-
tional energy flow during steady state and/or transients and are
very common in motor-drives as well as in rectifiers for gener-
ator sets. Due to the switching losses, the switching frequency
of such converters in power applications may range from several
kHz to tens of kHz. However, these converters are often used for
medium power level applications and grid interfacing.

To reduce the voltage stress on transistors as well as voltage
ripple on the ac side, the basic converter topology of Fig. 2(b)
may be extended to provide more than two voltage levels. As an
example, a three-level neutral-point clamped (NPC) topology
is illustrated in Fig. 3. The main advantages of this converter
over the basic two-level topology of Fig. 2(b) include half the
off-state voltage across each switch cell and lower harmonic dis-
tortion of the ac voltage [38]. In the topology of Fig. 3, an addi-
tional voltage level is obtained using the neutral-point of the two
capacitors connected in series. Depending on the state of tran-
sistors and the direction of the phase current, each phase can be
connected to either the lower rail, the neutral-point, or the upper
rail; hence the name three-level converter. The operation of this
converter can be achieved by coordinated switching of transis-
tors in the two half-bridge converters [46]. The three-level con-
verters with a topology similar to that in Fig. 3 are finding ap-
plications in medium-voltage motor drives [47], forced-commu-
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Fig. 3. Typical three-level converter switching cell.

tated HVDC systems [48], and renewable energy systems [49].
As the semiconductor technology matures, such converters may
also be considered more favourably for grid interfacing of wind
and photovoltaic systems.

B. Operational Modes

The instantaneous on/off conducting states of the active and
passive switches (i.e., transistors, thyristors and diodes) deter-
mine the topology of each of the switching cells shown in Figs.
1–3. When the converter operates in steady state, a sequence
of topologies will become repetitive within each switching in-
terval defining a certain switching pattern. This repetitive pat-
tern of topologies in turn defines the operating mode of a given
switching cell. The prototypical switching interval varies for dif-
ferent converters and is the basis for the averaging window when
developing average-value models.

For example, the switched-inductor cell of Fig. 1(a) can have
three topological states: (i) when the transistor is on and the
diode is off; (ii) when the transistor is switched off and the diode
is on; and (iii) when both transistor and diode are off. The typical
inductor current waveforms for this switching cell are shown in
Fig. 4. In continuous conduction mode (CCM), each switching
interval is divided into two subintervals and , see
Fig. 4(a), corresponding to the topologies (i) and (ii). The vari-
ables and are the so-called relative duty cycles, which are
defined such that . In discontinuous conduc-
tion mode (DCM), the switching pattern also includes the third
topological state (iii) in which both switches are off and the cur-
rent stays at zero for the duration of that subinterval as shown
in Fig. 4(b). Hence, the switching interval is divided into three
subintervals such that .

For the three-phase line commutated converter of Fig. 2(a)
the sequence of topological states becomes repetitive for each
electrical cycle of the ac line frequency. However, considering
the symmetry among the converter phases, a much shorter
switching pattern can be selected to define the operational
mode. To illustrate this point, the typical phase currents and dc

Fig. 4. Typical inductor current waveform of the switched-inductor cell for
CCM and DCM operation.

voltage waveforms for the diode rectifier operation are shown
in Fig. 5. As can be deduced from Fig. 5, the given operating
mode can be characterized by two basic topologies: (i) when
only two phases are conducting through 2 diodes; and (ii)
when all three phases are conducting current, which requires
3 diodes to conduct as well. This switching pattern of 2–3
conducting diodes repeats. Therefore, based on the currents
depicted in Fig. 5, the overall prototypical switching interval
is divided into two subintervals: (i) conduction, ,—when
the two phases are conducting full current; and (ii) commuta-
tion, ,—when a total of 3 diodes are conducting and the
current is being switched (commutated) between two phases,
respectively. This conduction-commutation mode is sometimes
referred to as 2–3 mode [50]. Other modes for the converter
circuit of Fig. 2(a) are also possible depending on the loading
conditions and line inductances on the ac and dc sides. For
example, with the presence of sufficiently large commutating
inductances on the ac side and an inductance on the dc link side,
the increasing of load will make the commutation subinterval
longer until it extends over the entire switching interval
resulting in the new mode 3–3 [50].

In general, an operational mode can be characterized by a
sequence of repeated topologies and is a function of loading
conditions. Changes in load conditions might lead to a change
in the topologies and hence the mode of operation. In more
complicated configurations such as 12-pulse or 18-pulse con-
verters, the number and complexity of operational modes sig-
nificantly increase making it more challenging to develop the
average-value models [51], [52]. In many cases, the converter
might have been intentionally designed to operate in a certain
operational mode in steady-state. However, in order to accu-
rately predict a large-signal transient that could span wide range
of operating conditions, the average value model must account
for all possible operational modes.

In the three-phase converters of Figs. 2(b) and 3, the
switching frequency is typically much higher than that of the
line-commutated converter. For a typical power frequency
(50/60 Hz) application, the switching frequency may be on
the order of several kHz. This allows modulating the voltages
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Fig. 5. Typical waveforms of the three-phase line-commutated converter.

Fig. 6. Typical voltage and current waveforms corresponding to the two-level
VSI feeding an inductive load.

and/or currents on the ac side with the desired quality that
can approach ideal sinusoidal waveforms. For example, the
typical waveforms of the PWM Voltage Source Inverter (VSI)
supplying an inductive load are shown in Figs. 6 and 7 for the
two- and three-level converters, respectively. As noted in Fig. 6,
the phase-to-ground voltage takes only two values (levels),
0 and . However, for the three-level converter waveforms
depicted in Fig. 7, the phase-to-ground voltage takes three
values (levels): and . This also results in more voltage

Fig. 7. Typical waveforms of the three-level VSI feeding an inductive load.

levels as seen in the final output phase-to-neutral voltage
which is seen by the load.

For both converters, it is observed that the phase current (see
variable in Figs. 6 and 7) essentially consists of the fun-
damental sinusoidal component with the superimposed high-
frequency switching ripples (relatively low content of low-fre-
quency harmonics). The amount of low frequency harmonics in
the phase current depends on many factors including the PWM
strategy and the switching frequency. Typical modulation strate-
gies include the Sine-Triangle PWM (with 3rd harmonic injec-
tion), Space Vector Modulation [46], [56]–[58], etc. The overall
prototypical switching interval is determined by the PWM
strategy and the switching frequency.

C. Averaging Window

For the purpose of system-level analysis, instead of looking
at the instantaneous values of currents and voltages that contain
ripple due to switching, it is useful to consider the dynamic av-
erage-value that is defined over the length of a switching interval
as [53]

(1)

where may represent voltage or current . Ob-
serving the averaged inductor current and capacitor voltage in
dc-dc converters (see in Fig. 4), one can see that these vari-
ables will be constant in steady state and otherwise represent
slower dynamics of the converter during the transients. The
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input and output voltages are often filtered using large elec-
trolytic capacitors that in effect do the averaging. The averaged
(or filtered) variables are useful for design of controllers and
analysis of dynamic interactions of converter circuits. The idea
represented by (1) can be extended [54] such that the resultant
averaged model captures also higher-order dynamics, such
as those of harmonics; this is referred to as the extended or
generalized averaging [55], and is especially instrumental in
modeling of resonant converters.

The concept of averaging can also be extended to dc-ac con-
verters. However, simple averaging of the ac variables using (1)
over the switching interval will not yield the desired result. In-
stead, the ac side variables first have to be transformed using
an appropriate synchronously rotating reference frame [56].
For example, the components of the phase current in steady
state are also depicted in Figs. 5–7, which shows that the trans-
formed variables and are composed of a dc (constant)
term and the high-frequency ripple with the same switching in-
terval . Because the variables have the dc component that
is constant in steady state, these variables can now be used for
averaging using (1) in the same way as the variables in the dc-dc
converters. The variables on the dc side, e.g., , will also con-
tain some ripple due to switching, which often necessitates the
use of large capacitors on the dc link, and the averaging concept
defined by (1) may be applied here directly.

III. METHODS OF CONSTRUCTING AVERAGE MODELS

The objective of Average-Value Modeling (AVM) is to re-
place the discontinuous switching cells with continuous blocks
that represent the averaged behavior of the switching cell within
a prototypical switching interval. Obtaining the AVMs gener-
ally requires detailed analysis of the switching cells and accu-
rate averaging of the converter waveforms. In this section, some
definitions and modeling concepts are described for the dc-dc
converters followed by the approaches for dc-ac converters.

A. Circuit/Switch Averaging of DC–DC Converters

Average-value modeling of PWM dc-dc converters can
be done by directly averaging the switching cells, e.g., the
switched- inductor and capacitor cells depicted in Fig. 1
[57]–[59]. This method is sometimes also referred to as aver-
aged-switch modeling and leads to a unified model for a class
of switching cells.

Using circuit averaging, the active/passive switch pair in the
switched-inductor cell of Fig. 8(a) is replaced with dependent
sources which are functions of the control duty cycle and
the averaged values of the cell’s terminal variables. The cor-
responding equivalent cell is shown in Fig. 8(b). Such models
can be readily obtained analytically for continuous conduction
mode (CCM) if parasitics are neglected [58]. For operation in
DCM, the duty-ratio constraint is also derived as a function
of terminal variables and the averaged inductor current. Based
on the accuracy of portraying the high-frequency dynamics [60],
the reduced-order [61] and the full-order [62], [63] models have
been developed in the literature for ideal switching cells. In
Fig. 8(b), the encircled part (cpa) is the general full-order equiv-
alent cell for the ideal switched-inductor-cell [63]. Significant

Fig. 8. Switched-inductor cell and its averaged equivalent circuit-model that
includes dependent sources and parasitics.

Fig. 9. Switched-capacitor cell and its averaged equivalent circuit-model that
includes dependent sources and parasitics.

effort has also been made to include the effects of conduction
losses [64]–[68]. In general, the modified parasitics are placed
around the ideal components, as seen in Fig. 8(b), resulting
in the averaged-switch model for the non-ideal cell [69]. The
values of parasitics in the equivalent averaged cell of Fig. 8(b)
are modified to account for the mode of operation and are gen-
erally different from the actual values of parasitics.

The average model for the switched-capacitor-cell of Fig.
9(a) may be obtained similar to the switched-inductor cell. The
final full-order model accounting for parasitics is illustrated in
Fig. 9(b) [70]. This equivalent averaged cell is also very gen-
eral as it reduces to a simpler one if the parasitics are neglected.
Circuit implementation and state-variable implementation of the
switched-capacitor converters can be found in [70].

B. State-Space Averaging of DC–DC Converters

In the state-space averaging method, the state equations are
obtained for each topology within a switching interval (see
Fig. 4) [57], [58]. The final average model is then composed
of the weighted sum of the state-space equations for different
subintervals. The corrected full-order state-space averaged
model [63] for ideal converter is then of the form

(2)

where corresponding state vector includes the inductor cur-
rents and capacitor voltages, and is the so-called correction
matrix. The diagonal matrix needs to be added in the above
equation to make the model properly work in DCM. For CCM
operation, matrix is simply set to identity. For DCM, the
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elements of depend on the duty cycle , which is deter-
mined externally, and the duty ratio constraint , which is alge-
braically-dependent on other system variables. If parasitics are
included, the so-called piecewise linear approximation for the
inductor current [58], [59], [63], [71], [72] does not hold [73]
and the peak value of inductor current also changes (see Fig. 1
in [74]). Unlike the ideal case, it is then very difficult to evaluate
the correction matrix analytically [75]. It can be shown that the
averaged state-space model can be rewritten in a more general
form [75]

(3)

that can account for arbitrary parasitics and possible nonlin-
earity of the current/voltage waveforms. The formulation (3)
does not rely on small- and/or linear-ripple approximation and is
therefore more general than (2). However, analytical derivation
of the weighing-correction matrices may be chal-
lenging, and as an alternative methodology these functions may
be calculated numerically for a desired range of operating con-
ditions [75].

C. Average-Value Modeling of DC–AC Converters

To demonstrate dynamic average modeling of dc-ac con-
verters, let us first consider the voltage-source inverter based on
the switch network of Fig. 2(b). In many power applications,
the efficiency of converters is quite high and therefore the
conduction losses are often neglected in analysis of transients.
As described earlier, the ac variables must be expressed in an
appropriate reference frame. Typically, the so-called converter
reference frame [56], in which the -axis component of the
voltage is identically zero, is chosen to facilitate the analysis.
The relationship between the converter and arbitrary reference
frames may be deduced according to Fig. 10 as:

(4)

Depending on the converter topology and application of the
required model, the dynamic average-value model can be struc-
tured in the form of equivalent circuits shown in Fig. 11. Since
the switching cells of Fig. 2 do not contain any energy storage
components, the voltages and currents on the ac side can be re-
lated to the dc side variables through functions that are purely
algebraic [76]. This approach lands itself on implementation de-
picted in Fig. 11(a). In particular, the voltages on the ac side and
dc link are related as follows:

(5)

where is an algebraic function. The dc bus current may
also be expressed in the following form:

(6)

where is another algebraic function. Both and
depend on the type of inverter and its operating/loading

conditions.

Fig. 10. Relationship between converter and arbitrary reference frames.

Fig. 11. Average-value models for the voltage source inverter: (a) using alge-
braic-parametric functions relating ac and dc variables; and (b) using a state
model for representing effective commutating and/or dc-filter inductances.

Functions (5) and (6) can be established by applying the en-
ergy conservation principle to the converter cell. In particular,
looking at the ac side, the three phase power can be written as

(7)

where is the power factor angle. Assuming an ideal (lossless)
converter, the power calculated using (7) is equal to the power
on the dc link. Therefore, the dc bus current can be written as
follows:

(8)

Authorized licensed use limited to: UNIVERSITY OF ALBERTA. Downloaded on April 19,2022 at 15:23:04 UTC from IEEE Xplore.  Restrictions apply. 

READ O
NLY



CHINIFOROOSH et al.: DEFINITIONS AND APPLICATIONS OF DYNAMIC AVERAGE MODELS 2661

TABLE I
ALGEBRAIC FUNCTIONS FOR COMMON VOLTAGE-SOURCE INVERTERS

Finally, comparing (8) and (6), is obtained as

(9)

Since the angle depends on the load, the value of also
depends on loading conditions. Based on Fig. 10, the angle
may be expressed in terms of the components of the voltage
and current as

(10)

In the following discussion, the PWM-controlled VSI with
the two-level topology depicted in Fig. 2(b) is considered.
Average modeling of three- and four-level converters has been
set forth in [77] and [78], respectively. The values of para-
metric functions and for several commonly-used
modulation strategies (i.e., basic six-step, PWM, sine-triangle,
and space-vector) [56] are summarized in Table I. The corre-
sponding average-value model is shown in Fig. 11(a), which
assumes that the dc-link voltage is available (which is typically
the case due to a large capacitor in dc-link) and that the ac-side
is connected to an inductive network (e.g., electric machine).
If the state-variable approach is used, the inductive network
typically requires input voltages . Therefore, the ac-side
voltages become the output of the converter AVM and are
calculated in terms of the dc bus voltage using (5) and the
function . A coordinate transformation may be used to
re-calculate these voltages from the converter reference frame
to the physical variables for interfacing with the external in-
ductive network [56]. The ac side currents are calculated
by the external network and become the input for the converter
AVM. Finally, the current that is injected into the dc bus is
calculated using (6) and the function .

The methodology to develop an average model for the line-
commutated converter of Fig. 2(a) has similar foundation. In
general, obtaining the above-mentioned algebraic functions is
more challenging in this case due to the complicated switching
pattern and the existence of several operational modes as ex-
plained in Section II.B. In particular, the discontinuity of stator
currents and the dependency of conduction/commutation times
on the dynamic state of the network require special considera-
tions. The available models for this class of converters are sum-
marized in Table II. These models can be broadly classified
based on whether they are fed from a voltage source or a ro-
tating machine, as well as the pulse count (number of phases).

TABLE II
AVERAGE-VALUE MODELS FOR LINE COMMUTATED CONVERTERS

Several analytically-derived AVMs have been proposed in the
form of the equivalent circuit shown in Fig. 11(b). The approach
requires careful averaging of the transformed currents/volt-
ages inside the conduction and commutation subintervals, re-
spectively, and then adding the result to find the accurate av-
erage values over the entire switching interval . The averaged
ac variables are then related to the dc-link variables. A reduced-
order average-value model is developed in [56], where the dy-
namics of the dc bus are partly neglected within the switching
interval. This formulation allows the presence of commutating
inductances on the ac side as well as the dc filter inductance. The
dynamics of these two inductances are combined into one first-
order state model that is represented as a block in Fig. 11(b).
Due to such model structure, it has input voltages and ,
and output currents and . An effort has been made in
[80] and [81] to improve the accuracy of this type of models by
assuming linear (1st order) dynamics for the dc current within
the switching interval instead of constant as has been done
in [56]. Most analytically-derived models for the line-commu-
tated converters assume only one operating mode based on con-
duction/commutation subintervals (2–3 mode discussed in Sec-
tion II.B). In general, the average models may be obtained in-
dividually for all possible operating modes. If this has been
achieved, the final model should be implemented such that these
sub-models are switched on the fly as the converter operating
mode changes during transients.

The development of dynamic average model becomes more
difficult when instead of voltage source, as in [56], the con-
verter is fed from a rotating machine. In this case, the effec-
tive commutating inductance changes with the rotor position
(e.g., salient pole synchronous machine). Both reduced- and
full-order models can be found in [83]–[85]. The general prop-
erty of such analytically-derived models is that they result in
implicit transcendental equations that internally require itera-
tive (numerical) solution at each time step. A computer-aided
approach has been proposed in the literature for the line-com-
mutated converters to simplify the model development [76].
Therein, the parametric functions and are established
numerically for a wide range of operating conditions to cover all
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possible operating modes. Once the functions and
are established, the final model may be formulated as the circuit
shown in Fig. 11(a).

Converters with higher pulse-count include 12-, 18-, and
24-pulse configurations, which are generally considered to
improve the quality of dc voltage and current at the output
as well as the harmonic contents of the ac current at the
input. The complexity of operational modes increases as the
number of pulses increase making the average-value modeling
more challenging [51], [52]. Analytical models have been
developed in [80], [81] for the 18- pulse rectifier in mode 1.
Computer-aided approaches have been used in [94], [95] to
develop average-value models for 12- pulse rectifiers.

IV. APPLICATION TO LARGE-SIGNAL TIME-DOMAIN ANALYSIS

Regardless of the method used to develop the dynamic av-
erage model, it generally should preserve the system-level be-
havioral characteristics of the original system with switching
that is captured by the detailed model. To better understand the
features and potential benefits of dynamic average modeling, it
is instructive to first discuss the simulation packages that are
commonly-used to analyze the transients in power and power-
electronic systems. These software packages may be broadly
categorized into nodal-analysis-based [1]–[5], and state-vari-
able-based [6]–[12] programs.

A. Electromagnetic Transient Programs

The list of programs based on nodal analysis [98], [99] (or
modified nodal analysis) includes EMTP-type and Spice-type
programs [100]. The underlying solution approach is based on
discretizing the differential equations for each circuit compo-
nent using a particular integration rule. The EMTP [99] uses an
implicit trapezoidal rule for discretization and formulating the
network nodal equation that has the following general form:

(11)

Here, is the network nodal conductance matrix, and the vector
includes the so-called history current sources and indepen-

dent sources injected into the nodes. The nodal voltages are
unknown and calculated by solving (11) at every time step. As
the matrix is usually sparse, specially designed techniques
such as optimal reordering schemes and partial LU factorization
[101], [102] are often used to solve this linear system instead of
inverting the matrix directly.

In a typical EMTP formulation which uses a fixed time-step
, topological changes due to switching events require spe-

cial consideration since such changes may happen inside a time-
step. A trivial solution is to reduce the step size until a sufficient
accuracy of solution is achieved. This would result in using very
small time steps and increase the computational burden of the
overall simulation. Significant effort has been made to design
efficient algorithms for handling switching events [103]–[108].
Such methods typically include interpolation and/or extrapola-
tions within a time step.

Fig. 12 shows the time-stepping procedure in a typical EMTP.
After the initialization, the simulation enters the major time-
stepping loop which continues to execute until the end of simu-
lation when the is reached. In each time-step, the network

Fig. 12. Flowchart of a typical nodal-analysis-based solver.

G matrix and history terms are updated as needed, the nodal
equations are solved, and the nodal voltages are calculated.

At each time step, the network variables are computed to per-
form the test for the changes in topology. If a change in topology
within a given time step is detected (turning on/off of a diode,
thyristor, transistor, etc.), the present time step is not accepted
and a special algorithm has to be evoked. A typical algorithm
interpolates between the solution points to precisely locate the
time instance of the switching event within the time-step. Then,
the network equation has to be solved considering the shorter
subinterval before the switching instance. After that, the system
is updated for the new topology and is solved again. For re-syn-
chronizing back with the existing time step, several solutions
have been proposed in the literature using interpolation/extrap-
olation [103], [105], [107]–[109]. In many EMTP languages,
the so-called Critical Damping Algorithm (CDA) [110], [111]
is invoked to suppress the artificial numerical oscillations due
to the insufficient damping of the trapezoidal integration. This
procedure is then applied whenever there is a switching in the
system until the end of simulation.

B. State Variable-Based Simulators

State Variable (SV) approach is also used for analysis of dy-
namic systems including electric power systems. The examples
of software packages include ACSL [6], Easy5 [7], Eurostag [8],
and the well-known MATLAB Simulink [9]. There are also
more specialized tools such as SimPowerSystems (SPS) [10],
PLECS [11], and ASMG [12], etc., that come with circuit inter-
faces and built-in libraries for simulation of transients in power
and power-electronic modules [112]. Internally, the program en-
gine assembles system of differential and/or differential alge-
braic equations (DAEs) that constitute the state-variable-based
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model of the overall system. Depending upon the features of a
given program, the DAEs may be converted into a first-order
system of differential equations (ODE) as

(12)

where is the vector of state variables; is the vector of inputs;
is a scalar to denote time; and is the vector of outputs. When-

ever appropriate, the linear time invariant part of the system/cir-
cuit may then be represented using a more compact state-space
equation

(13)

where , and are the so-called state-space matrices
that are computed for the given topology and parameters of
the linear circuit. In some tools, for example SimPowerSystems
[10], the circuit part is directly implemented in the form of (13),
whereas the remaining parts of the system (e.g., control blocks,
mechanical subsystem, etc.) are in the more general form of
(12).

The time-domain transient responses are then calculated nu-
merically by integrating the state-space model (12)–(13) using
either fixed- or variable-step ODE solvers embedded in the SV
program. The formulations (12)–(13) also contain very useful
information about the system’s dynamical modes which is often
utilized together with numerical linearization for the frequency-
domain characterization and design of controllers.

Unlike EMTP-based simulators, the SV-based programs
allow the use of variable-step integration (solvers) where the
step-size is dynamically adjusted to satisfy the local accuracy
constraints. Fig. 13 shows a typical time-stepping flowchart of
the SV-based programs. As usual, after initialization the pro-
gram estimates the size for the first time step and the simulation
enters the major time-stepping loop.

The step-size is limited between the user-defined minimum
and maximum values of and , respectively. In
the next step, the state vector is computed together with
an error function estimate and the vector of output variables

. The local accuracy of the solution in each time-step is
assessed based on the value of this error function. Typically, the
user can also specify the absolute and relative error tolerances.
If the error estimate exceeds either of the tolerances, the
time-step is reduced (for example to a half of the previous )
and the solver attempts the solution again. To accurately handle
the switching discontinuities, the algorithm also computes a
special vector of event variables . These variables are
monitored at each time step for zero-crossing. A topological
change in the system is detected whenever one of the variables
in changes the sign within the time step. If this condition
is detected, the time step is reduced and the solution iterates
inside the minor time-stepping loop to precisely locate the
zero-crossing. After that, the equations are updated accordingly
and the simulation proceeds. Hence, very frequent switching
will result in more iterations and effective reduction of the time
step. This may lead to a significant increase in the computation

Fig. 13. Flowchart of a typical variable-step state-variable-based solver.

time especially when a large number of switches are present in
the network or a high frequency switching is taking place.

In time-domain studies, the transient behavior of the system
may be predicted with desired accuracy using the dynamic av-
erage models. Since the averaging, as defined by (1), removes
switching ripple, the resulting AVMs generally do not have pre-
visions to predict any switching-harmonic-related phenomena.
However, in dynamic sense, such models should be valid in the
low frequency range up to and approaching the switching fre-
quency of the converter. Dynamic average models do not in-
clude electronic switching, which often requires the use of small
time step size and increases the computational burden for ei-
ther the EMTP or the SV solution approach as explained above
(see Figs. 12 and 13). The dynamic AVMs are continuous (al-
though may be nonlinear) and can use much larger time steps
and therefore typically execute orders of magnitude faster than
the corresponding detailed switching models. This can be par-
ticularly important for system-level transient studies where the
overall system may include a large number of power-electronic
modules.

V. APPLICATION TO SMALL-SIGNAL

FREQUENCY-DOMAIN ANALYSIS

The small- and large-displacement analyses are important
tools for assessing the stability of power-electronics-based
systems and design of corresponding controllers. Many con-
ventional stability criteria rely on impedance characteristics and
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input-output transfer functions [113], [19]. Such small-signal
characteristics can be extracted from the hardware (which is
very expensive and is not always possible) or from the detailed
switch-level model of the system (which can be done at the
design stage) using the frequency-sweep method and similar
techniques [114]. However, using the detailed models directly
for extracting the impedances and transfer functions becomes
a time consuming and challenging procedure especially when
many data point are required at low frequency.

To illustrate the approach based on the small-signal imped-
ances, let us first consider a dc-dc converter connected between
System 1 and System 2 as shown in Fig. 14(a). Assume that this
converter is operating in a steady-state determined by the fixed
control input duty cycle and input voltage .
A small-signal perturbation is then considered around this op-
erating point, i.e., the small-signal voltage which is much
smaller in amplitude compared to the quiescent value is in-
jected at the input. This small-signal injection is going to intro-
duce a small perturbation in other network variables about their
quiescent operating points. The small-signal input impedance

of the dc-dc converter may then be written as

(14)

The frequency of the injection signal may be slowly swept
in the desired frequency range and in each point the magni-
tude and phase of the impedance are obtained based on (14).
This impedance is also the impedance of System 2 as mapped
through the switching cell of the dc-dc converter. Therefore, the
impedance will depend on the dynamics of System 2 and
the properties of the switching converter itself, e.g., switching
strategy, modulation, controls, etc. Similarly, if the small-signal
injection is performed at the output of the converter, the output
impedance is calculated as

(15)

which is the equivalent impedance of the System 1 as seen
through the switching network of the converter.

If the input voltage is kept constant, and the small-signal per-
turbation is considered in the control input, the control-to-
output transfer function of the dc-dc converter may be de-
fined as

(16)

where is the small-signal perturbation in the output voltage
due to the changes in the control input .

The small-signal impedance-based analysis also extends to
the ac-dc converters [19], [115]–[120]. To illustrate this, let us
now consider the ac-dc converter connected between System 1
and System 2 as shown in Fig. 14(b). Similarly, the system has to
operate in a steady state for the analysis to be valid. Thereafter,
the small-signal impedance from the dc side may be expressed
as

(17)

Fig. 14. System-level impedance-based representation of subsystems: (a) the
subsystems are interconnected through dc-dc converter; and (b) the subsystems
are interconnected through ac-dc converter. The variable � is used here to denote
the duty cycle.

This impedance looking from the dc side is determined by the
converter and the three phase ac System 1 as seen through the
converter switching cell.

Evaluating impedance of the system looking from the ac side
requires special consideration because the ac variables are inher-
ently time-variant even in steady state. To extend the impedance-
based approach to the ac systems, the ac variables have to be
viewed in a system of coordinates where they appear constant
in steady state. This extension has been made in [19], where this
approach was developed for the stability analysis of ac-dc elec-
tric power systems. Therefore, the physical variables on the ac
side, and , are transferred into a synchronous refer-
ence frame. The resulting variables and have the re-
quired property of being constant in steady state. For this reason,
the appropriate impedances (as well as the averaging) are ex-
pressed in terms of these transformed variables. Specifically,
assuming that the system operates in a steady state operating
point determined by the external inputs and control signal , the
small-signal perturbations can be applied. Neglecting the zero
sequence, there are two axes to be considered for calculating
the appropriate impedance on the ac side denoted here by .
For example, a small-signal perturbation is first considered
around the steady-state value . The response of the system
in terms of currents generally will be seen in both and axes,
respectively. This will give the first row of the transfer matrix
(18). Next, a small-signal perturbation is considered around

. Similarly, the system response in terms of currents will be
seen in both axes. Calculating these transfer functions will give
the second row of the impedance transfer matrix . The final
form of impedance transfer matrix is therefore

(18)
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On the one hand, the transfer function characteristics
(14)–(18) can be calculated using the detailed switching
models of the overall system depicted in Fig. 14. However,
since the detailed models are computationally intensive, deter-
mining the impedance over a wide range of frequencies is a
very time consuming procedure, particularly when obtaining
data points at very low frequencies ( Hz).

On the other hand, extracting the above-mentioned fre-
quency-domain characteristics from the dynamic average
models in either EMTP- or SV-based simulation software has
many advantages. In the case of nodal-analysis-based simula-
tors, the frequency sweep methods become more effective since
the averaged models do not have switching and can execute
faster. However, if the SV approach is used, then the required
small-signal characteristics can be obtained almost immedi-
ately. Since the AVMs are continuous and time-invariant in
steady state, the well-known linearization techniques may be
employed to obtain a small-signal model about any desired
operating point. In particular, the dynamic AVM will typically
have the form of (12). Assuming a small-signal perturbation
about the steady-state operating point as

(19)

where and are small-signal disturbances about the operating
point values and , the linearized equations are then obtained
as

(20)

which has the form of (13). Once the state-space matrices
, and of the linearized system are calculated, ob-

taining any transfer function of the system becomes a straight-
forward procedure. In a very general case, the input-output
transfer function matrix (considering all inputs and
outputs) may be written as

(21)

A subset of (21) will contain any particular transfer func-
tions (impedances) (14)–(18). In most SV-based simulation
packages, such as [9], this procedure can be done automatically
which becomes a powerful tool for system-level analysis and
design of controllers.

VI. EXAMPLE SYSTEM

To demonstrate the properties and benefits of the average-
value models, in this paper we consider a micro-wind turbine
generator system depicted in Fig. 15. Such systems may be
used to generate power for telecommunication equipment in the
remote areas where an electric grid may not be easily acces-
sible. A typical low-cost system consists of a wind turbine cou-
pled to a Permanent Magnet Synchronous Machine (PMSM)

Fig. 15. Example PMSM micro-wind turbine generator system.

through a gearbox. The generator feeds a rectifier circuit, fol-
lowed by an - filter, and a dc-dc converter which is connected
to the dc bus. The controller adjusts the duty-cycle and regu-
lates the output voltage to the appropriate level, typically 28 V
dc. This system contains mechanical components, rotating ma-
chine, line-commutated ac-dc converter, dc-dc converter, and a
controller; and is therefore considered a suitable example.

A. Large-Signal Time-Domain Analysis

The example system is modeled in detail considering the
switching of all diodes and transistor. The average-value model
has been then developed using the methodology described in
Sections III.C and III.A, for the machine-converter and the
dc-dc converter, respectively. In the computer study consid-
ered in this section, the micro-turbine system is subjected to
the speed change shown in Fig. 16 (top plot). The transient
responses as observed in the output voltage, output current,
dc-link capacitor voltage, and the duty cycle are also shown in
Fig. 16. It is observed that the average-value model predicts the
behavior of the detailed model very accurately.

The computer studies were carried out using
MATLAB\Simulink software run on a personal com-
puter (PC) with 2.4 MHz AMD 3800+ processor. To give
the reader a better idea on how effective the AVM can be,
the detailed and average-value models are compared further.
To achieve accurate results with the detailed model it was
found that the variable-step solver ODE23 with maximum
allowable time step of 1e-5s was needed. The absolute and
relative error tolerances were both set to 1e-4. To obtain the
results of Fig. 16, the detailed simulation took 121s of CPU
time requiring a total of 386680 time-steps. Relatively small
time steps were required in order to capture all the switching
events due to high frequency switching of the boost converter
as well as the switching of the rectifier diodes. However,
the AVM does not have switching and can be executed with
much larger time steps. With the same tolerances of 1e-4 and
the maximum allowable time step of 1e-2, using the same
variable-step solver, the AVM simulation took 0.062s of CPU
time requiring only 625 time-steps in total. This demonstrates
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Fig. 16. Waveforms of the example PMSG micro-wind turbine generator
system.

an increase of simulation efficiency of 1951 times to obtain the
results of Fig. 16.

B. Small-Signal Frequency-Domain Analysis

It is also desired to compare the detailed and average-value
models in portraying the frequency-domain characteristics of
the system. For this purpose, a small-signal analysis is per-
formed around the steady-state operating point corresponding
to the shaft speed of 1500 rpm. First, the control loop is re-
moved and the duty ratio of the transistor gate signal is fixed
to 0.35 to obtain the output voltage of 28 V on the dc bus. The

Fig. 17. Speed-to-output-voltage transfer function for the example system.

open-loop small-signal input-output transfer function
considered here is

(22)

where is the change in the output dc bus voltage due to
the small signal perturbation in the shaft speed . This transfer
function includes the effects of both ac-dc and dc-dc stages and
is therefore a suitable measure of comparing the detailed and
average-value models. This transfer function has been extracted
using both models and the results are superimposed in Fig. 17.
Since the input is the mechanical speed, lower frequency dy-
namics are of significant importance. Nevertheless, the results in
Fig. 17 are illustrated for up to one-half of the lowest switching
frequency present in the system, which corresponds to the diode
rectifier stage (i.e., 300 Hz). As the switching frequency is ap-
proached further from this point, it would be normal to observe
deviations between the results obtained from the detailed and
average-value models. In the whole frequency range depicted
in Fig. 17, however, the results demonstrate an excellent match
between the detailed and average-value models.

VII. CONCLUDING REMARKS

This paper gives an overview of dynamic average-modeling
techniques used to represent the static switching converters for
system-level studies. The basic concepts and methodologies for
developing and implementing average-value models of dc-dc as
wellasac-dcconvertersarepresented.Themethodologyofdevel-
oping such models is based on averaging the variables (currents
and voltages) within a switching interval and deriving the rela-
tionships that govern the dynamics of the system in terms of these
averaged variables. An important property that is being achieved
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throughsuchderivationsis that theaveragedvariablesappearcon-
stant in steady state. To achieve this property for ac systems, the
averaging has to be applied in a synchronous reference frame.

The resulting average models may have a number of useful
applications. First of all, the averaged models are continuous
and therefore can be solved using much larger time steps
resulting in faster simulations. This feature can be useful
for conducting large-signal time-domain transient studies of
the systems with multiple power-electronic modules, con-
trollers, and mechanical subsystems. Another application of
averaged models is for the small-signal analysis, where the
frequency-domain transfer functions and impedance charac-
teristics are typically required for the design of controllers
and stability analysis of the overall system. It has been shown
that, once the dynamic average-value model is constructed,
such small-signal characteristics can be rapidly obtained by
means of numerical linearization. Overall, if derived and im-
plemented correctly (with the understanding of limitations of
the underlying averaging approach), the dynamic average-value
models can be very powerful computational tools for large- and
small-signal analysis of power and power-electronic systems.

An obvious limitation of the dynamic average-value modeling
approachis that thephenomenaassociatedwith theswitchinghar-
monics are not considered on either ac or dc side. Therefore, it is
importanttokeepinmindthatthedynamicaveragemodelonlyap-
proximates the original switching system in the range of low fre-
quencies (typically approaching the switching frequency). This
is due to the underlying principle of averaging the dc variables,
or the transformed ac variables as viewed in synchronous ref-
erence frame, within a considered switching interval (window).
Suchaveragingremoves theeffectof switchingharmonicsaswell
as puts the limit on the frequency range where such models can
be considered useful and/or appropriate.

APPENDIX

A. PM Synchronous machine parameters:
3-phase, 2000 rpm, 8-pole,

mH, mV s.
B. Closed-loop system parameters:

F, mH.
Boost Converter: mH, mF.
Controller: .
Pulse-Width Modulator: V, kHz.
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