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ABSTRACT

Interfacial coupling in two-phase porous media flow was investigated analytically and numerically 

by comparison with experimental data. Modified forms of Darcy's equation, which incorporated 

interfacial coupling (viscous and capillary coupling) and hydrodynamic effects, were formulated. A 

numerical scheme was developed to solve the equations and was codified into a standalone 

numerical simulator using the Java™ programming language. From the results of the analyses 

carried out, the parameter that controls the amount of viscous coupling was, theoretically and 

experimentally, found to have maximum values of 2 and 0.001, respectively, in order to account 

for the effect of viscous coupling.

A comparison of analytical and experimental results shows that the transport equations give a 

good description of flow. The viscous coupling and capillary coupling effects are very small and 

can be neglected in horizontal, cocurrent flow. In horizontal, countercurrent flow, the capillary 

coupling was found to have a more significant effect than viscous coupling, which can be 

neglected. The hydrodynamic effects are found to be insignificant in horizontal, cocurrent and 

countercurrent flow. For vertical flow, analytical results show that viscous coupling effects are 

insignificant. Due to the limitations and non-availability of a complete set of vertical flow 

experimental data, the applicability of the capillary coupling concept could not be verified fully 

using the modified set of transport equations. Hence, the modified set of transport equation is yet 

to be verified for vertical flow.

Results of numerical studies show that the modified set of transport equations gives a good 

description of horizontal, two-phase, porous media cocurrent flow. Numerical results also confirm 

that the viscous and capillary coupling effects and hydrodynamic effects are very small in 

horizontal, cocurrent flow. It can be concluded that if the experimentally determined 

countercurrent effective permeability values are used in simulating a cocurrent flow process, the 

countercurrent effective permeability values would have to be divided by the interfacial coupling
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parameter, in order to obtain accurate predicted profiles. The reverse of the above inference is 

true if the experimentally determined cocurrent effective permeability values are used in the 

numerical simulation of a countercurrent flow.
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NOMENCLATURE

ROMAN LETTERS

1 subscript for wetting (w) phase

2 subscript for nonwetting (nw) phase

a dimensionless parameters that must be determined experimentally

(Equation (4.10)) or (Equation (7.10))

A  cross-sectional area of porous medium

A„ fitting coefficient (Equation (6.1))

A c area under capillary pressure curve = capillary pressure normalizing parameter

b width of core

B„ fitting coefficient (Equation (6.1))

c velocity of light

c parameter that controls the amount of viscous coupling

q , c2 c in the wetting and in the nonwetting phases, respectively

c  capacitance of the resonator

c°  sum of pressure at the inlet and outlet ends at any point in time

C(S) capillary term
v M r dS j

D( f i ) a function of three independent variables, / M , ,/;■ and fM

/, fractional flow of phase i; i = 1,2

foi-i ’ .foi > foi+i initially assumed or previous iteration values of , /, and / M  , respectively

/;-! - A , 7/+i approximate solutions of , /, and f M , respectively

f f  fractional flow at the flood front

f 0 frequency response

fq average frequency response

The equations and the calculated results in this document are presented in a consistent set of units; hence,
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FJS)
M r (S)X°r i (S)

M r(S)X°rl(S) + X°r2(S) 

acceleration due to gravity 

thickness of core

stability number

/
V f  M r - l - A O [  Mr5n + \ ] 4h2b2

K\ I J SMr + \){Mr'n + \ f  t ’ h2 + b 2
J

G(S) gravity term
| X(5)[l + (p2/Ap'(5)Xl -  J?i2) K X°2(^)'

R\i(S)Mr
FJS)

j  Jacobian matrix

Java™  trademark of Sun Microsystems Inc.

Kabs, K  absolute permeability of a medium

Keff , Kj effective permeability to phase i at a given saturation, i = 1,2

Ky generalized effective permeability for phase i; i,j = 1,2

Kref reference permeability = Klr or Ku or Kuhs

Kor relative permeability to oil at initial or irreducible water saturation

Kwr relative permeability to water at residual oil saturation

Klr relative permeability to the non-wetting phase at initial or irreducible saturation of

wetting phase

Ku relative permeability to the wetting phase water at residual saturation of

nonwetting phase 

Kr2 relative permeability to the nonwetting phase

Kr[ relative permeability to the wetting phase

l length of the central conductor of the resonator

L ,x  length of porous medium

LabVIEW™  trademark of National Instruments Corporation

the units of variables and parameters are not specified here.
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LAGO light atmospheric gas oil

LHS left hand side of an equation

M r end point mobility ratio = k Hr\i„ /\iKkor = X.°l r /x.°2 r)

m  viscosity ratio (m  = \ia/ \ i w = u 2/V i)

n c macroscopic capillary number [n c = A ck m  / v L ^ w = A cl°]r/ v L )

X°ir Ap' g sin 0

N ° '(S )
2 dS

Pi pressure of phase i; i = 1,2

P, total pressure drop across the core

Pc original Leverett’s definition of capillary pressure = P2 - P x

Pd pressure difference between two flowing fluids

Pd’ displacement pressure

P° pressure in phase i under conditions of static equilibrium, i = 1,2

P- small change in pressure in phase i due to flow of the phase, i = 1,2

q, Q total flow rate

qt , Qi flow rate of phase i; i = 1,2

Rn function relating the pressure gradient in phase 1 to that in phase 2 = a weak

function of normalized saturation = Rn = l -  a(l -  5)

2/rm unit reciprocal length

rm average macroscopic mean radius

RHS right hand side of an equation

(S — S )
S normalized saturation = ------ '■— - —

v - s 2r- s u )

s{  normalized saturation at the front

St saturation of phase i; i = 1,2
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Slr ,Sy,Swj initial or irreducible saturation of the wetting phase

S2r<Sor residual saturation of the nonwetting phase

s* normalized inlet end saturation

s * calculated normalized inlet saturation, 5 * ,  in the iterative scheme

s,* specific saturation of the wetting phase

s i specific saturation of the nonwetting phase

SSCO steady-state cocurrent

SSCT steady-state countercurrent

t time

USCO unsteady-state cocurrent

USCT unsteady-state countercurrent

Vi total wetting phase flux (velocity)

v2 total nonwetting phase flux (velocity)

V\2 amount of wetting phase flux that arises due to viscous coupling

v 2l amount of nonwetting phase flux that arises due to viscous coupling

V total velocity

Vi total wetting phase injection volume

V2 total non-wetting phase injection volume

V total injection volume

X distance along the length of the core

Z„ characteristic impedance

SUBSCRIPTS

c capillary

bt breakthrough

d displacement
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/  flood front

g gravity

i irreducible

n  normalized

w  wetting, phase 1

nw  non wetting, phase 2

n w r  nonwetting residual

mw reduced (normalized) non-wetting

rw  reduced (normalized) wetting

w r  wetting at residual (irreducible)

o r  oil at residual

r  residual

GREEK LETTERS

a  = a, Interfacial coupling parameter = a vi ,a cj, i = 1,2

a vi viscous coupling parameter, i = 1,2

aci capillary coupling parameter, i = 1,2

n , viscosity of phase i; i = 1,2

K K
effective mobility of phase i; i = 1,2 = ref' "

fh

K
A, generalized mobility of phase i; i,i = 1,2 = —

Mj

Xc An = Ay] , cross mobility = generalized mobility (Equation (2.8))

X) effective mobility determined using cocurrent flow for phase i; i = 1,2

X* effective mobility determined using countercurrent flow for phase i; i = 1,2

A,°lr effective mobility to wetting phase at residual saturation of non-wetting phase

X°2 r effective mobility to non-wetting phase at initial saturation of wetting phase
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* .° r , (S )

K 2(S)

A l r

^j(S)
1°K l r

X °m param eter to ensure dimensional consistency

(j) porosity of a  porous medium

e; angle between two directional vectors (i = 1,2, 3)

e dielectric constant of air

0  angle m ade by the direction of flow with the horizontal

qt vt
pore volume = dimensionless time ■

A<j>L(\ -  S2r ~ S U) <t>L(l-52 r - 5 1;)

i  injected volume = f i s . T W S - f  f  ■ ^ C(5) CSdS
4) A 4  / ( s ,x ) -c (S )

e normalized distance = —
9 L

E f normalized distance at the front of the two phase flowing region

\ b normalized distance behind the two phase flowing region

p density of fluid

Ap difference in density with hydrodynamic effects = p, -  /?I2p2

-  ( Pi ~P2 > if Rn - 1)

Ap' difference in density without hydrodynamic effects =p, - p 2

A $ { \ - S u - S l r )

X(s) average coupling coefficient = ( a , + a 2)/2

k c(S) dimensionless capillary pressure =
P c - P /

Ac

V, potential of phase i; i = 1,2

y d potential difference between two flowing fluids
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\|/, average (or effective) potential of phase i; i = 1,2

V/
dimensionless potential of phase i, i =1,2 =

Vx|/ , i , , , 2
dx dy dz

\|/, total potential drop across the core

\|i lb potential drop across the core where only phasel is flowing (region I),

behind region II

\|ibf potential drop across the core where phases 1 and 2 flow (region II)

\|i 2f potential drop across the core where only phase 2 is flowing (region III),

ahead of region II beyond the front 

V, total potential drop across the core

I I
dimensionless total potential drop across the core = ^  

ftpt dimensionless total pressure drop across the core = ^

Vu,
Ky\b dimensionless potential drop in phase 1 behind the front = ^

¥ 2 /
dimensionless potential drop phase 2 ahead of the front = ^

71̂ 12 dimensionless potential drop at the frontal region phases 1 and 2 flow =

ro error in the computation of v , r  — r
A t

d a constant for the iterative decrement or increment of 5 *

—  q y*  J r , equivalent representation of Equation (5.16)
dt AtpLdS (l -  S2r ~ 5,|)
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d \.(S )

dS

[(l + cS + dS2 \ - a  — 2fcS)j- |a ( l -S ) + b (  I -  5 2))(c + 2dS)]

1 + cS + dS

where a, b, c and d are the fitting coefficients

..for Data Groups A and C
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CHAPTER 1

i

INTRODUCTION
1.1. Background
To maximize the recovery of hydrocarbon resources, appropriate surface gathering systems, 
surface facilities and drilling techniques must be put in place. One way to achieve this is by using 
the right tools to predict the recovery of hydrocarbons to guide in the optimal choice of such 
systems, facilities and techniques. The displacement of oil from porous media by water is a very 
important phenomenon in petroleum production in natural-water drives, water flooding and steam 

flooding in thermal recovery operations. Quite often, the predictions for such mechanisms and 
operations are based on the Muskat extension of Darcy’s equation and the results from such 

predictions are used in the design of production systems, facilities and drilling techniques.

1.2. Statement of Problem
The conventional form of Darcy’s equation, as modified by Muskat and Meres (1936) and Muskat 
et al. (1937) for multiphase flow does not give an accurate prediction of the recovery of 
hydrocarbons from petroleum reservoirs when applied to simulate flow in petroleum reservoirs. 
Researchers have demonstrated this in the past (Parker (1989), Muccino et al. (1998), Bentsen 

(1998a and 1998b), Ayub and Bentsen (1999), Rose (1999 and 2000) and some other papers 

cited in these references). Ayub and Bentsen (1999) provided a detailed literature review with 
regards to this. The Muskat extension of Darcy’s equation has been used for years to develop 
commercial simulators used in predicting and history matching hydrocarbon recovery. It has been 
observed that predictions from such simulators have not always matched actual reservoir 
performance. Many researchers have pointed out that the main reason for this is that, in 
multiphase flow, the presence of one fluid affects the flow of the other fluids leading to interfacial 
coupling effects, which may have a considerable effect on fluid flow. This problem was probably 
first identified by Yuster (1951), when he pointed out the importance of the transfer of viscous 

forces across the fluid-fluid interfaces. This phenomenon is also called the Yuster effect.

Commercial simulators are based on an approach that ignores the effects of interfacial coupling. 
Recent attempts have been made to incorporate interfacial coupling effects especially in non- 
conventional recovery processes like steam-assisted gravity drainage - SAGD (Yuan et al. 
(2001)). Interfacial coupling effects refer to momentum transfer, also called viscous coupling, 
capillary coupling, and other unidentified coupling that comes into play between two or more 
fluids flowing simultaneously through porous media. At present, viscous and capillary coupling 
are accepted as constituting the major components of interfacial coupling. Viscous coupling refers 
to the viscous drag exerted by one fluid on the other fluid when they flow in the same porous 
medium and it is usually associated with the mobility of the fluids, while capillary coupling refers 
to the coupling that arises due to coupling of pressure across the interfaces of the fluids through 
the capillary pressure function (Bentsen (2001)).

The interfacial coupling effect is not only of importance in the recovery of conventional light crude 
oil but also in the recovery of heavy oil and bitumen from oil sand deposits. For example, Nasr et
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al. (2000) investigated the countercurrent aspect of the SAGD (steam-assisted gravity drainage) 
process. Part of the investigation involved the numerical simulation of the SAGD process and 
determination of the sensitivities of different parameters using the CMG STARS simulator, one of 
the widely used commercial simulators based on the extension of the conventional Darcy's 
equation to multiphase flow. They found out that there was a significant difference between the 

steam-water countercurrent and cocurrent relative permeability curves based on history matching 

of the experiments. According to the investigators, the magnitude of the countercurrent relative 

permeability, at a given saturation, was found to be always less than that of the associated 

cocurrent relative permeability, except at the initial gas saturation. When cocurrent relative 
permeability curves were used to predict the experimental results, the numerical model 
significantly over-predicted the experimental results.

Maini (1998) provided further support for this observation. He found that the measured relative 
permeability to heavy oil does not always give a good simulation result and he suggests it might 
be futile to determine the relative permeability of heavy oil. He also suggested several reasons 
why this might be so. One of these is the presence of the viscous coupling effect, which was not 
incorporated into the conventional multiphase flow equation. He noted that if the viscous coupling 

effect exists, it would cause lubrication of the non-wetting phase by a wet film, which under 
certain conditions can make the relative permeability of the non-wetting phase much higher than 
unity. He also pointed out that the lack of experimental data, and the complexities of the 
mathematical formulations, results in this effect being ignored in reservoir simulation studies. He 

suggested that the existence of such an effect would result in relative permeability curves that do 
not conform to the classical models. If the conventional method of using Darcy’s equation as 
applied to multiphase flow to develop commercial simulators is correct, then the results from 

simulators should be very close to or accurately match experimental or field results, even with 
different flow morphologies. Also, if the conventional method is correct, the relative permeability 

curves of both countercurrent and cocurrent flow should be the same since the fluids are 
produced from a single reservoir with its own unique properties.

The relative permeability curves have a considerable effect on simulation studies. The simulation 
results are very sensitive to a small change in the relative permeability curves. When a history 
match is not satisfactory, the usual method is to continuously adjust the relative permeability until 
a suitable result is achieved. This shows clearly that the equations governing simultaneous flow 
of fluids through porous media are not well formulated. Transport models have been developed in 
the past (Hassanizadeh and Gray (1979a), Hassanizadeh and Gray (1979b), de la Cruz and 
Spanos (1983), Kalaydjian (1990), Bacri et al. (1990) and Rose (1990a)) to quantify these effects. 
According to Rose (1999), such transport models cannot generally be accepted unless verified by 
detailed experimental procedures and results.

1.3. Aims, Scope and Limitations of Research
Recently, at the University of Alberta, a modified set of transport equations (mathematical 
models) that incorporate the effect of interfacial coupling was developed (Ayub (2000), Bentsen 
(2001 and 2003c) and Ayub and Bentsen (2004)). Laboratory equipment was also developed to
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test the modified set of equations (Ayub (2000) and Ayub and Bentsen (2000 and 2001)). In 

developing the set of equations, a partition concept was introduced into Kalaydjian’s transport 
equations while ignoring the effect of interfacial momentum transfer (viscous coupling). These 
authors argue, rightly or wrongly, that momentum transfer constitutes only a negligible part of the 
coupling that takes place in natural porous media. They buttressed their point of view with results 

presented by Zarcone and Lenormand (1994) and Rakotomalala et al. (1995) who argued that 
only a negligible amount of viscous coupling takes place in porous media.

Due to certain limitations in the design of the laboratory equipment used in the acquisition of data 

in their studies, not all of the experiments conducted to verify the set of equations were 
successful. As a result of this, only a partial verification of the existence of the interfacial coupling 
effect was achieved. Also, the non-inclusion of momentum transfer (viscous) coupling might be a 

good approximation, but incorporating this in the models would be better. If the viscous coupling 
is included, numerical simulation sensitivity analysis can be carried out to actually ascertain if the 

inclusion or non-inclusion has a significant effect on the relative permeability curves and hence 
help to determine if it constitutes a major or a negligible part of the coupling phenomena. Hence, 
the aim of this research study is to investigate further the effects of interfacial coupling and to 

develop a better understanding of the flow of immiscible fluids through petroleum reservoirs. 
Details of how this is to be achieved are given in problem definitions and objectives in Chapter 3.

1.4. Methodology
In achieving the above goal, a modified set of transport equations that incorporates interfacial 
coupling effects in porous media, two-phase flow was developed. The earlier developed 

equipment was slightly modified. Experimental testing data collected with the equipment and 
experimental data available in the literature were used to test the transport equation. A numerical 
simulator was developed to test the modified models as well as to carry out sensitivity analysis.

1.5. Contribution and Significance of Research
It is hoped that this research helps to resolve the issue of interfacial coupling phenomena in 
multiphase flow and eventually lead to better and more accurate ways of predicting the recovery 
of hydrocarbon resources from petroleum reservoirs. This would be of importance not only in 
conventional light hydrocarbon recovery (like recovery from a fractured-matrix formation or a 
solution gas drive reservoir) but also in the recovery of heavy oil and bitumen using the SAGD 

(Steam-Assisted Gravity Drainage) process where countercurrent flow plays a significant role.

1.6. Report Structure
Chapter 2 contains a review of the literature. Chapter 3 discusses the problems to be solved and 
the objectives of this research in detail. The theoretical formulation of the appropriate transport 
equations and interfacial coupling parameters are contained in Chapter 4, while the numerical 
scheme, solution procedure and programming techniques for the transport equations are given in 

Chapter 5. Chapter 6 contains a description of and modifications of the equipment used and the 

experimental procedure employed. Results are discussed and analyzed in Chapter 7, while 
conclusions and recommendations are provided in Chapter 8.
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CHAPTER 2
LITERATURE REVIEW

2.1. Conventional Darcy’s Equation for Multiphase Flow
Muskat and Meres (1936) and Muskat et al. (1937) extended Darcy’s equation for single-phase 

flow to the simultaneous flow of two or more fluids in porous media. In their approach, a more 
useful form of Darcy's law was obtained by assuming that a rock, which contains more than one 

fluid, has an effective permeability to each fluid phase and that the effective permeability to each 

fluid is a function of its saturation. The effective permeability of a rock to a fluid with which it is 
100% saturated is equal to the absolute permeability of the rock. The effective permeability to 
each fluid phase is considered to be independent of the other fluid phases and the phases are 

considered to be immiscible.

If the relative permeability is defined as the ratio of effective permeability of a phase to a base 
permeability, Darcy's law may be restated for an unsteady flow system, which contains two 

phases, as follows:

v  - _ * * £ L ( V P  - p 1(?s i n 0 ) ..................................................................( 2 .1 )

kk
V 2 = -------- — ( V P 2 - p - j g s i n © ) ...............................................................( 2 .2 )

In the equations above, the subscripts 1 and 2 represent the wetting phase and non-wetting 

phase, respectively. Note that k r] and kr2 are the relative permeabilities to the two phases at the 

saturation of the phases within the rock. The full meaning of all the terms in the equations are 
given in the nomenclature. Also, three base permeabilities can be used. These are:
1) The absolute air permeability,
2) The absolute water permeability,
3) The effective permeability to the oil phase at the residual wetting phase saturation (Craig
(1971)).

Darcy's law is the basis for almost all calculations of fluid flow within a hydrocarbon reservoir. In 
order to use the law, it is necessary to determine the relative permeability of the reservoir rock to 

each of the fluid phases; this determination must be made throughout the range of fluid 

saturations that will be encountered.

Since Leverett (1941) first published his classical paper on the capillary behaviour of porous 
solids, in which he developed the fractional flow equation for the first time, many investigators 
have studied the problems involved in measuring and predicting relative permeability. It was in 

this paper that Leverett proposed that porous media be represented by interfacial curved surfaces 
instead of the usual approach of representing porous media by a bundle of straight, cylindrical 
capillary tubes. Leverett did not deal with the concept of relative permeability in this paper. His
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work, and that of Muskat and Meres (1936), formed the basis of later efforts to develop the 

relative permeability concept, as applied to reservoir simulation studies (Chatenever and Calhoun 
(1952), Collins (1961), Lelievre (1966), Bear (1972) and so on).

Relative permeability data are very important input in almost all multiphase flow studies. They are 

used as input in reservoir simulation for the prediction of productivity, injectivity and expected 
recovery from a reservoir. They are used in predicting various expected production scenarios in 
order to optimize well placement in the reservoir, and they can be used also to diagnose the 
formation damage expected under different conditions. A summary of the major results of 
research on the determination of relative permeability is presented in the following section.

2.2. Determination of Relative Permeability
In this section, various methods of estimating or determining rock (or reservoir) relative 

permeability as reported in the flow-through-porous-media literature are discussed. Generally, 
relative permeability measurement methods can be classified into three categories, namely: direct 
laboratory measurement techniques, mathematical model techniques, field data and simulation 
techniques.

Wycoff and Botset (1936) described the relative permeability concept for fluid flow through porous 
media by making use of an extended form of Darcy’s law. A detailed review of the various 

methods was presented by Amyx et al. (1960), Honarpour et al. (1986), Manai (1991) and Ayub 
(2000). A brief description of the methods is given here with additional information from more 

recent investigators.

The methods presented here are for two-phase flow, which is the main focus of this research. 
Three-phase relative permeability experiments are extremely difficult to conduct, if not impossible. 
Three-phase relative permeabilities are often obtained by synthesizing data obtained from two- 
phase experiments. Hence, the methods presented here, even though they are for two-phase 

flow, can be used also to determine three phase relative permeability curves when they are 
employed to synthesize three-phase relative permeability curves.

The direct laboratory methods can be classified further into steady and unsteady state 

techniques, the centrifuge technique and the capillary pressure technique. In this section, all the 
methods (laboratory; mathematical; field data (production) and simulation techniques) are 
presented. It should be noted, however, that the direct laboratory method is the most commonly 

used and acceptable way of estimating relative permeability. The usage and acceptability of the 
other methods in day-to-day reservoir engineering and simulation studies is still the subject of 
current and on-going research.

2.2.1. Direct Laboratory Measurement Technique
2.2.1.1. Conventional Core Flooding Technique (Steady and Unsteady State)
In conventional core flooding experiments, the equipment used for the measurement of 
parameters (pressure, saturation, rate, flux, volume and weight) are designed in such a way as to
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minimize end effects at the ends of the core. This is a major problem in the laboratory 
measurement of relative permeability.

The steady state method is widely used because it is very reliable. Using this method, the 

wetting and the nonwetting phases are injected simultaneously at one end of the core and 
produced at the other end. The injection rates are maintained at a predetermined ratio so as to be 
able to achieve the desired saturation level. This is usually done through calibration of the 

pumping devices, or by trial and error. This method is time-consuming because a lot of time is 

required to achieve a uniform saturation level within the core. Once a uniform saturation level is 
achieved, the pressure, saturation, rate, flux, and weight (and/or volume) data are continuously 

monitored and recorded by the sensing devices.

The most commonly and widely used steady methods are: the Penn-state method, single-sample 

dynamic method, stationary fluid method, Hassler method, Hafford method and the dispersed 
feed method (Craig (1971) and Honarpour et al. (1986)). Several variations of these methods are 

still being developed in order to improve the overall accuracy of relative permeability 
measurements. Such variations and improvements include those presented by Manai (1991), 
Guo and Vatne (1993), Virnovsky, et al. (1995), Urkedal et al. (2000), Ayub (2000), Ayub and 
Bentsen (2000 and 2001), Dana and Skoczylas (2002) and so on. Such newer techniques also 

tend to make improvements in the experimental design procedures and sensing devices used in 
the measurement of the parameters, as well as the elimination of end effects. For example, the X- 
ray computer tomography (CT) scan technique is becoming more widely used instead of the 

microwave technique in saturation measurement. Also, more sensitive devices are becoming 
routinely used in pressure measurement. Many of these techniques have also been adapted for 
the measurement of heavy oil and bitumen (oilsand) relative permeabilities (Maini and Batycky
(1985), Polikar et al. (1989), and Maini et al. (1990)).

Henderson et al. (2000) gave descriptions of the various techniques developed in the past for 
obtaining the relative permeability of gas condensate. These authors also developed a new 

reliable laboratory technique for obtaining gas-condensate relative permeability data under steady 
state conditions. This technique is an improvement over the previous techniques. They used 
condensing fluids as opposed to the general practice of using non-condensing fluids when 
obtaining the relative permeability of gas condensate. They used the steady state, gas- 
condensate and rate-sensitive relative permeability data to formulate a new correlation. The 

correlation relates gas and condensate relative permeability to the capillary number. A schematic 

representation of a typical laboratory two-phase relative permeability apparatus is shown in 
Figure 2.1.

The unsteady state method (also called the external drive method or the dynamic displacement 
method) is also widely used and it has the advantage that it is much faster than the time- 
consuming steady state method. With this method, the wetting phase is injected at a constant 
rate or variable rates into a nonwetting phase saturated core. Saturation equilibrium is not 
achieved. The volumes of injected and produced fluids are monitored and recorded along with
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pressure differences and saturation variations across the core. This method is considered to be 
more representative of reservoirs because saturation changes occur so quickly that equilibrium 
can hardly be attained (Polikar et al. (1989)). Although, this method is much faster than the 

steady state method, it has many operational problems such as viscous fingering, channeling and 

end effects. The interpretation of the method is also questionable in certain situations because of 
the heterogeneity of the porous medium, scaling requirements and flow instability (Peters (1979), 
Peters and Flock (1981), Bentsen (1985), Peters and Khataniar (1987), Sarma (1988)).

Electrodes Inlet

• Test Section.■ End 'Section

Differential Pressure 
T a p s

Figure 2.1: Schematic representation of a typical laboratory two-phase relative permeability 
apparatus with electrical resistivity saturation measurement (Courtesy, Honarpour et al. (1986) 
and Geffen et al. (1951)).

Almost all the unsteady state methods are based on the Buckley-Leverett (Buckley and Leverett 
(1942)) equation of frontal advance theory that neglects gravitational and capillary pressure 
effects. Several modifications of the Buckley-Leverett approach have been developed. The most 
common of these modified unsteady state methods are those developed by Welge (1952), 
Johnson et al. (1959), also called the BJN technique, and Jones and Roszelle (1978). Many more 
improvements have also been presented to improve the accuracy and reliability of the unsteady 

state methods. These improvements include the work by Naar et al. (1962), Sigmund and 
McCaffery (1979), Batycky et al. (1981), Huan and Shen (1982), Saraf and McCaffery (1982), 
Tao and Watson (1984), Islam and Bentsen (1986), Kerig and Watson (1986 and 1987), Civan 

and Donaldson (1987), Sarma and Bentsen (1989a, 1989b and 1990), Richmond and Watson
(1990), Shen and Qing (1994) and King (1996). Modified unsteady state techniques for heavy oil 
and bitumen include those presented by Polikar et al. (1989), and Maini et al. (1990). Akin (2001) 
also proposed a new methodology for obtaining fracture relative permeability curves from 
unsteady state coreflooding experiments. Toth et al. (2002) developed convenient formulae for 
the determination of relative permeability from unsteady state two-phase fluid displacement under 
constant rate or pressure conditions. The formulae enable after-breakthrough processing of fluid 
displacement data. The formulae developed by Toth et al. allow direct and rapid determination of 
the relative permeability from unsteady state experiments.
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2.2.1.2. Centrifuge Technique
Hassler and Brunner (1945) presented the theoretical evidence to support the use of the 
centrifuge technique to determine capillary pressure data. Hagoort (1980) was the first to report 
the experimental determination of relative permeability curves using the centrifuge method. This 
technique is relatively faster than the other laboratory techniques. Using this technique, there is 
no problem of viscous fingering, or instability, associated with the unsteady state experiments, but 
the capillary end effect is a big disadvantage.

With this technique, a small core plug is required. The core is held in a centrifuge without any 

confining overburden pressure. The wetting phase saturated core is placed in the core holder and 

centrifuged inside the centrifuge equipment at a constant speed with the nonwetting phase 
displacing the wetting phase. “The centrifugal force generated acts as an increased gravitational 
or buoyancy force and causes displacement” (Heaviside (1991)). Production from the core is 

monitored as a function of time. The fluids’ relative permeability is determined from the production 
data. The mathematics of the centrifuge method was presented by Slobod et al. (1952), van 
Spronsen (1982), O’Meara and Leas (1983) and Kantzas et al. (1995).

In most situations, though not in all, the experiment is conducted as a gravity drainage 

experiment in which gas displaces oil (or water). As a result of this, the applicability of the 
technique to imbibition processes, which prevail in most reservoirs, has been questioned. Several 
other investigators have used this technique or made some improvements in the design of the 

equipment and experiment, analysis and interpretation of the centrifuge techniques. These 

improvements include work by Slobod et al. (1952), van Spronsen (1982), O’Meara and Leas 
(1983), O ’Meara and Crump (1985), Munkvold and Torsaeter (1990), King et al. (1990), 
Firoozabadi and Aziz (1991), Hirasaki et al. (1992), Nordtvedt et al. (1993), Kantzas et al. (1995) 
and so on.

Honarpour et al. (1986), Heaviside (1991) and Kantzas et al. (1995) presented detailed reviews of 
the centrifuge techniques that have been employed in the determination of relative permeability. 
Ali and Barrufet (2001) also used the data obtained from an ultracentrifuge experiment to obtain 
the relative permeabilities before and after polymer flooding, making use of Wyllie and Gardner’s 

model, to investigate the effects of polymer flooding on relative permeability curves. Figure 2.2 
shows a schematic representation of a typical automated centrifuge apparatus.

2.2.1.3. Capillary Pressure Technique
This technique is only applicable to drainage processes. Hence, the applicability of this technique 
to imbibition processes, which prevail in most reservoirs, is also in doubt (Honarpour et al.
(1986)). The capillary pressure technique is employed for a small core with a very low 
permeability on which the conventional flow or displacement test cannot be carried out. As 

reported by Honarpour et al. (1986), this technique is employed in situations where the 
conventional steady state and unsteady state techniques are not adequate. It is used, for 
example, in the estimation of the gas-oil relative permeability ratios in retrograde gas condensate
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reservoirs, where the saturation to oil increases as pressure decreases, with an initial saturation 

of oil as low as zero.

C A M E R
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Figure 2.2: Schematic representation of a typical automated centrifuge apparatus 
Courtesy: Honarpour et al. (1986)) and O’Mera and Leas (1983).

Capillary pressure and saturation data are collected as the non-wetting phase displaces the 
wetting phase. Mercury, air, brine or oil may be used as the nonwetting phase. Once the 
saturation and capillary pressure data are collected, equations developed by several investigators 

(Purcell (1949), Fatt and Dyksra (1951) and Burdine (1953)) are then used to determine the 

relative permeabilities. In these equations, the relative permeability is expressed in terms of the 
saturations, end point saturations and the change of capillary pressure with saturation.

2.2.2. Mathematical Model Technique
Several mathematical models have been developed to determine relative permeability for both 
two-phase and three phase flow. These mathematical models are based on correlations between 
the relative permeability and various data obtained from experimental measurements. Though 

they are not thought to be a good alternative to the laboratory measurements, they are used at 
times in order to avoid the complex processes used in laboratory studies. Also, they are 
complementary to the laboratory experimental data since they are often used to extrapolate 

limited laboratory data. The mathematical models are classified as follows.

2.2.2.1 Empirical Models
Empirical models are based on the empirical relationships between relative permeability and 
other measured parameters, most especially saturation. They provide the most useful
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approximations (Honarpour et al. (1986)). Examples of empirical models include Corey’s model 
for drainage, Naar-Wygal’s for imbibition, Naar-Henderson’s model for imbibition and several 
other models reported by Honarpour et al. (1986) and Honarpour and Mahmood (1988). In 
addition to two-phase empirical models, three phase empirical models have also been developed. 
Stone (1970 and 1973) developed generally accepted empirical models for three-phase flow and 
subsequent research efforts in this area have focused on modifications of Stone’s methods. A 
summary of these modifications is presented by Blunt (2000).

Recently, a new empirical model was developed for three-phase relative permeability by Blunt 
(2000). The method incorporates changes in the composition of the hydrocarbon. The method 

tried to eliminate the shortcomings of previous approaches such as those of Stone and others. 
The model was based on saturation-weighted interpolation between the two-phase relative 
permeabilities that was first proposed by Baker in 1988. The model can predict the behaviour for 
any sequence of saturation changes and account for oil and gas trapping as well for oil layer 
drainage. For any given set of two-phase measurements, the model can predict the three-phase 
relative permeability for any saturation, wettability and hydrocarbon composition.

2.2.2.2 Capillary Models
Capillary models use the assumption that the porous medium is made up of bundles of capillary 

tubes of different diameters. Capillary models do not provide realistic results because they 
assume the absence of channels in porous media; that is, they ignore the interconnected nature 
of the porous medium. Purcell (1949) developed a capillary model for estimating the relative 

permeability of porous media. The model uses capillary pressure and porosity to determine 
relative permeability.

2.2.2.3 Statistical Models

Statistical models are also based on the assumption of capillary tubes. The models assume that 
the porous medium is made up of bundles of capillary tubes with diameters that are randomly 
distributed; hence, they do not provide too realistic results.

2.2.2.4 Network Models
Network models are used to describe the dynamics of fluids flowing in porous media at the 
microscopic level. Network models are becoming commonly used in the determinations of relative 
permeability because they provide a quantitative description of porous media at the micro pore 
level. Network models are based on the analogy of electric resistor systems. They provide the 

best way to model the dynamic behavior of porous media (Hassler et al. (1936) and Honarpour et 
al. (1986)).

Heiba et al. (1984), Bryant and Blunt (1992), Fenwick and Blunt (1998a and 1998b), Mani and 
Mohanty (1998), 0ren et al. (1998), Lerdahl et ai. (2000) and Bekri et al. (2001) have all 
developed different or similar pore network models that predict relative permeability. The 
technique developed by Bdkri et al. is applicable to a system in which there is a phase change of 
liquid to gas and retrograde condensate. These network models are based on an understanding
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of the pore structure and physics of flow. Lerdahl et al. (2000) and Maximenko and Kadet (2000) 
presented detailed reviews of the relative permeability networks models that have been 
developed in the past.

Lerdahl et al. (2000) and Maximenko and Kadet (2000) also developed new network models for
obtaining the relative permeability for multiphase systems. Lerdahl et al. (2000) developed a
predictive network model for describing the intrinsic properties of a reservoir rock. The model 
simulates two-phase flow and drainage dominated flows. Relative permeability computed with the 
network model for the reconstructed sample rock (sandstone) compares favourably with the 

experimental results for both two-phase and three-phase systems. Maximenko and Kadet (2000) 
developed a network model for obtaining relative permeability that does not include the interfacial 
coupling effect. They model the porous medium as a network of capillaries. They used the 
percolation and effective-medium models to calculate the network conductivity. They also used 

the model to determine the efficiency of a polymer flooding system.

2.2.3. Field Data and Simulation Techniques
2.2.3.1 Field Data Technique
Production, pressure and saturation history or data from a field can also be used to determine the 
relative permeability. This process is an inverse approach. The rate, pressure and saturation data 

from the field are substituted into Darcy’s equation (modified for multiphase flow, that is, the 
Muskat extension). This approach is not very accurate because it gives poor agreement with 

relative permeabilities obtained in the laboratory. Possible sources of error include the 
mechanical skin effect, assumption of constant gas-oil ratio, encroachment of water into the 
reservoir from casing leaks and fractures which interfere with the oil-water ratio, use of data from 

a well that may not give actual reservoir responses and so on.

Apart from the direct use of the conventional Darcy’s equation, other techniques such as artificial 
intelligence techniques (neural network and genetic techniques) or streamline-based approaches 
may be used also to back out relative permeability from field production, pressure and saturation 
data.

Using neural network or generic algorithm techniques (artificial Intelligence techniques) is also an 
inverse based system. The neural network (singly), or combined with a genetic algorithm 

technique (hybrid system), is trained using the field data from some part of the wells. The trained 

network is then used to predict the relative permeability for the whole reservoir or field. A neuro­
simulation technique was recently developed by Al-Wadahi et al. (2000). Akin and Demiral (1998) 
also developed a genetic algorithm technique for estimating permeabilities from a displacement 
experiment.

The streamline approach is another inverse based approach. Kulkarni and Datta-Gupta (2000) 
presented a field method, called a streamline-based approach, of estimating the relative 
permeability from production data. The method allows analytical computation of the sensitivity of 
the production response with respect to relative permeability. It requires a single streamline
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simulation run and an analogy can be drawn between streamline and seismic ray tracing to 
develop a good mechanism for inversion of production data. Power function and B-spline 
representations of relative permeability were developed. Pressure data and water cut data were 
used to determine simultaneously the absolute and relatively permeability.

2.2.3.2 Simulation Technique
Numerical Simulation techniques are basically a history matching process, which is similar to the 

calculations from field data. But rather than using an analytical equation, a numerical simulator or 
numerical solution technique is employed to calculate the relative permeability from the field data 
or laboratory data. Many investigators have presented work that uses the numerical solution 
methods to solve the two-phase flow equations in core flooding experiments (Archer and Wong 
(1973), Batycky et al. (1981), Fassihi (1989), and Maini et al. (1990)). Akin (2001) also used 
matrix relative permeability data to obtain the fracture relative permeabilities by history matching 
experimental data with double porosity numerical models.

Pressure and saturation data (either from the field or laboratory) are fed into the simulator and 

they are used to obtain history-matched relative permeabilities. Details of such an approach are 

well described by Heaviside et al. (1988) and Allen et al. (1982). “Unique results are not always 
possible, and, depending on the nature of the experiment, the history match may not be sensitive 

to some portions of the input data” (Heaviside (1991)). This is a major limitation of this approach. 
The application of numerical techniques gives a more complete analysis of laboratory 
displacement experiments, but it often requires cumbersome capillary pressure measurements.

2.3. Factors Affecting Relative Permeability.
Several factors or variables affect relative permeability. These include: saturation, saturation 
history, preferential wettability of the rock to one of the fluids, rock properties, flow rates and 

regimes, viscosity and viscosity ratio, interfacial tension and density, over burden pressure, 
displacement pressure, pressure gradient, initial wetting phase saturation, porosity and 

permeability, temperature, and so on. Detailed reviews of these various factors or variables are 

presented by Scheidegger (1974), Honarpour et al. (1986), Islam and Bentsen (1987), Manai
(1991), Ayub (2000) and several other investigators.

Despite such dependencies, laboratory experiments are conducted in such a way that they are 
made to be dependent solely on saturation. Although it is usual to assume in reservoir 
engineering that relative permeability is solely dependent on saturation, this assumption is 

actually an approximation (Scheidegger (1960)) and this is generally accepted. “Only by 
restricting the applicability of a given relative permeability curve to a kind of rock, a class of fluids, 
a type of flow regime, a range of flow rates and an interval of temperature can it be said that the 
relative permeability is a function of saturation only. However, saturation is a decisive variable” 
(Morel-Seytoux (1969)). Also, a quantitative relationship between these variables and relative 
permeability is not well established and it is usual to state the experimental conditions such as 
steady state, unsteady state, drainage and imbibition when measuring the relative permeability as 
a function of saturation alone.
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2.4. Interfacial Coupling Fundamentals in Multiphase Flow Transport Equations

2.4.1. Background
The concept of two or more fluids flowing simultaneously in porous media has been treated 

extensively in a number of monographs (Collins (1961), Childs (1969), de Wiest (1969), Craig
(1971), Bear (1972), Scheidegger (1974) and Sahimi (1995)). This concept has also been treated 
in several papers (Muskat and Meres (1936), Muskat et al. (1937), Morel-Seytoux (1969), Philip 
(1970 and 1973), Wooding and Morel-Seytoux (1976), Kalaydjian (1987), Greenkorn (1983), de la 
Cruz and Spanos (1983), Whitaker (1986), Kalaydjian and Legait (1987), Bentsen and Manai 
(1991 and 1993) Bentsen (1998a and 1998b), Ayub (2000), and so on). According to Bear
(1972), the flow of immiscible fluids in porous media may be conveniently subdivided into two 

categories: (1) steady state (that is, all macroscopic properties of the system are time invariant at 
all points); and (2) unsteady state (that is, properties change with time).

In the steady state flow of immiscible fluids, the saturation of the medium with respect to all the 
fluids contained in the system is constant at all (macroscopic) points. Hence, in steady flow there 
is no displacement of any fluid by any of the other fluids in the pores. On the other hand, in 
unsteady state flow, the saturation at a given point in the system will, in general, change. 
Therefore, displacement phenomena fall in this category.

One can distinguish also cocurrent flow, when both phases flow in the same direction and 

countercurrent flow, when different phases flow in opposite directions. The latter takes place, for 
example, when a system saturated with a nonwetting phase is brought in contact with a wetting 
fluid. The latter will imbibe and drive out some of the nonwetting fluid in countercurrent flow 

(Graham and Richardson (1959)). Another example is when capillary forces are small as 
compared with gravitational and viscous forces, which is the case when heavy oil drains from a 
formation in countercurrent flow with steam.

Over the years, various investigators have come to realize that the extension of the conventional 
Darcy’s equation to multiphase flow might not actually be a correct way of mathematically 
describing multiphase flow. The usual Muskat’s equation was developed for cocurrent flow and 
not for countercurrent flow. In this regard, several schools of thought have evolved.

Muskat's extension of Darcy's equation is widely known. This equation is widely used in reservoir 
simulation including condensate reservoirs (for example, a work reported by Khuzhayorov and 
Bumashev (2001) on oil-gas-condensate modeling). In this school of thought, the flux in a given 

phase is taken to be proportional to the driving force or potential gradient acting across the 
phase. The mathematical expressions of this statement are given in Equations 2.1 and 2.2. 
Several studies have been carried out using this equation and almost all commercial numerical 
simulator codes are based on this general simplification.

Even in situations where countercurrent flow predominates, such as in highly fractured reservoirs, 
this equation is widely used with adjustment of the boundary conditions (Blair (1960)) and the use
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of derived analytical models (Chen et al. (1995) and Cil et al. (1998)) to account for the counter 
current flow situations. Such analytical models (also called matrix/fracture transfer functions) are 
used to describe flow in which countercurrent flow dominates because the physics of counter 
current flow is not well understood. Cil et al. (1998) provided details of these functions, which they 

classified into four main categories: diffusivity models (equations), scaling relations, empirical 
models and material balance models. This Muskat approach seems not to be a very good way to 
model the correct physics of multiphase flow and several investigators later show this approach to 

be inaccurate. Notable researchers (de la Cruz and Spanos (1983), Bentsen (1998a and 1998b), 
Rose (1988, 1999 and 2000) and so on) have shown that the Muskat approach is an over 
simplification of the problem at hand.

Yuster (1951) was the first to identify what has been termed the interfacial coupling effect in 
multiphase flow. Yuster identified this effect as the transfer of viscous forces across the fluid-fluid 
interfaces. This phenomenon is also called the Yuster effect. Scott and Rose (1953) later 
investigated this phenomenon and they term this effect “viscous coupling”. Klute (1967), Bolt and 

Groenevelt (1969) and Bear (1972) presented further evidence to prove the existence of viscous 
coupling.

2.4.2. Quantification and Understanding of Interfacial Coupling Effects
A summary of the theoretical, experimental and numerical attempts to modify Muskat and Meres 

(1936) and Muskat et al. (1937) extension of Darcy’s equation to account for interfacial coupling 
effects is available (see Ayub and Bentsen (1999), Rose (1988, 1999 and 2000)). Research in 

this area has been conducted over the past 4 decades. A brief description of these research 
efforts together with more recent efforts is given as follows.

2.4.2.1. Theoretical Approach: Volume Averaging and Irreversible Thermodynamics
Several theoretical approaches have been used to modify Muskat's extension. The most common 
and popular of these approaches include the volume averaging techniques and the use of 
Onsager’s reciprocity principle, which is based on irreversible thermodynamics (Onsager (1931a 

and 1931b)).

Volume averaging technique approaches include work by (Whitaker (1967, 1973 and 1986), 
Slattery (1969 and 1970), Bear (1972), Gray (1975), Trapp (1976), Gray and Lee (1977), 
Hassanizadeh and Gray (1979a, 1979b and 1980), Narasimhan (1980), de la Cruz and Spanos 
(1983), Bachmat and Bear (1986), and Bear and Bachmat (1986)).

Studies done using the principles of irreversible thermodynamics to arrive at a modified form of 
these equations, which incorporate the viscous or coupling terms, include those by (de Groot 
(1963), de Groot and Mazur (1963), Katchalsky and Curran (1967), Bear (1972), Kalaydjian (1987 
and 1990), Kalaydjian and Marie (1987), Longeron (1987), and del Riop and de Harro (1992)). 
They used the basis of symmetry and results arising out of Onsager’s irreversible thermodynamic 
principle to modify Muskat’s equation.
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The modifications based on volume averaging and Onsager’s reciprocity relations include a 

cross, or coupling, term that is proportional to the potential gradient or pressure gradient of a 
given phase. Also, the flux in a given phase is proportional to the potential gradient in the phase 
and the potential gradient in the other phase. This approach has been the subject of intense 
research over a period of more than four decades and landmark contributions in this school of 
thought are those cited above. These modified equations, with the generalized phase 

permeabilities, are given as:
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H.

kk

dx

r 2 1 d y ¥ l

+  -

h 2

kk

dx

r2 2

.(2.3)

p., dx p 2 dx
.(2.4)

The meaning of the terms in Equations 2.3 and 2.4 are given in the nomenclature.

2.4.2.2. Theory of Mixtures and Network Models
Some other techniques have used the theory of mixtures and network models. Work based on 
the theory of mixtures includes work presented by Drumheller (1978), Bowen (1980 and 1982), 
Bedford and Drumheller (1983), Murdoch and Kowalski (1992), Wang and Beckermann (1993), 
Wang and Cheng (1996), Cheng and Wang (1996), Wang (1997) and Rose (1990a and 1993). 
Goode and Ramakrishnan (1993) used the theory of network models to arrive at a new set of 
transport equations.

Goode and Ramakrishnan (1993) proposed a new set of multiphase transport equations using a 

network model based on a four-cusp pore. A simple cubic network model of 30x30x30 bonds was 

used. The network model was used to simulate the invasion of the nonwetting phase using a 

percolation-like algorithm. The form of the new set of equations proposed by Goode and 
Ramakrishnan is given as:
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The term M  is the viscosity ratio and the term, X c , is the cross term mobility and is defined as:

K■= ^ i2 =  ^ 2i .................................................................................. (2 -8)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



16

From Equations 2.5, 2.6, 2.7 and 2.8, and the flow calculation analysis performed by Goode and 
Ramakrishnan, it can be concluded that the nonwetting phase relative permeability has a strong 

dependency on saturation and viscosity ratio. Also, the off-diagonal term was shown to contribute 
to a fraction of the flow. They, however, found that relative permeability of the wetting phase 
shows a weak dependence on viscosity ratio, which is in line with conventional wisdom.

2.4.2.3. Numerical Simulation Techniques
Conventional simulation techniques, and lattice gas automata simulation techniques, have been 

used also to investigate and verify the viscous coupling effect. Work done using conventional 
simulation techniques includes that by Rose (1990b), Goode (1991), and Goode and 
Ramakrishnan (1993). The lattice gas automata technique, a computational fluid dynamics (CFD) 
technique, has been extended to describe single and multiphase fluid flow in general and, 
specifically, fluid flow in porous media.

Notable work done using the Lattice gas automata technique or its modifications include work 
presented by Hardy et al. (1976), Frisch et al. (1986 and 1987), Rothman and Keller (1988), 
Kadanoff et al. (1989), Rothman (1988 and 1990), Gutman (1990) and Chen et al. (1992). Others 

studies include, the work by Gao and Sharma (1994a and 1994b), Ferreol and Rothman (1995), 
van Genabeek and Rothman (1996), Oslon and Rothman (1997), Satofuka and Nishioka (1999), 
Kuntz et al. (2001) and Santos et al. (2002).

Kalaydjian and Marie (1989) also presented a general overview and critique of several techniques 
of modeling multiphase flow in porous media. These techniques included, among others, 
theoretical continuum mechanics descriptions at the pore level, capillary tube modeling, network 
modeling, statistical techniques, volume averaging and the multi-scale methods (similar to volume 
averaging) discussed above, as well as smaller (molecular) level methods - lattice gas automata 
and molecular dynamics approaches. They referred to these molecular level methods as discrete 
modeling methods of multiphase flows. They stated that these discrete methods offer new 
approaches to the discussion of the boundary conditions that are normally used in the 
macroscopic description of multiphase flow and may provide further explanation of the 
complicated nature of multiphase flow in porous media.

The lattice gas automata (LGA) method, which has been modified as the Lattice-Boltzmann 

method and later as the Lattice BGK method (Bhatnagar et al. (1954), Qian (1990) and Qian et al.
(1992)), is based on the lattice-gas formalism. It can be used to describe 2-dimensional and 3- 
dimensional multiphase flow problems. In this method, “the discrete structure of the fluid and solid 

phases are taken into account and their velocities are such that at each time step, they move 

from the initial position to one of the adjacent vertices. Collisions occur only at the vertices. 
Knowing the velocities of the colliding particles before a collision, given rules are applied to 

determine the velocities after the collision, hence, the vertices where the particles will go at the 

next time. These rules must satisfy the conservation of total momentum and energy, and are 

chosen in such a way that the macroscopic behaviour of the model is similar to that of the real 
fluid" (Kalaydjian and Marie (1989)).
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The best way towards making results of lattice gas automata and its various modifications more 

reliable is to use a detailed image of a porous medium captured through a nuclear magnetic 
resonance (NMR) tool or other sources as input into the lattice-gas-based simulator. Such an 

image gives accurate information about the porous medium matrix, hence providing a basis for 
accurate prediction. Manz and Gladden (1999) used such an approach. They used the Lattice- 
Boltzmann method to simulate the single-phase flow and dispersion in porous media and they 
compare the results to that of NMR experimental studies. Manz and Gladden used a magnetic 
resonance image visualization of three-dimensional packing of spheres as the matrix for the 

simulation. They obtained quantitative agreement between the NMR measurements and the 
predictions of the Lattice-Boltzmann simulation. However the approach employed by Manz and 

Gladden is quite expensive in terms of the availability of NMR resources to capture the whole 
reservoir volume. Hopefully, seismic images, although with much smaller resolution, might 
provide alternative options. The most widely used option is to generate randomly lattice points 

through a statistical approach, that is, assumption of uniform lattice nodes.

As part of a two-dimensional Lattice-Boltzmann simulation study of a three-phase immiscible flow 

at the pore scale, van Kats and Egberts (1999) studied the viscous coupling effect in porous 

media. They simulated steady-state three-phase flow, at constant and equal saturation, in a small 
segment of a water-wet porous medium under spreading and non-spreading conditions. They 
found out that the coupling coefficients are not significantly affected by the value of the spreading 

coefficient (a measure of the differences between interfacial tension for each pair of the three 
phases). For a spreading condition at steady state, the value of the spreading coefficient is zero 
and for a non-spreading condition at steady state, the value of the spreading coefficient is 
negative. They also confirmed the applicability of the Onsager-Casimir reciprocal relation in the 
non-spreading case and to a lesser extent in the spreading case. They recommended further 
investigation on the generality of these results.

Similarly, Langaas and Papatzacos (2001) numerically investigated the steady state relative 
permeability of a simplified porous medium using the Lattice-Boltzmann method. They 

investigated the dependence of cocurrent and countercurrent flow relative permeabilities on 
phase saturation, wettability, driving forces and viscosity ratio. They found out that countercurrent 
relative permeabilities are always less than the cocurrent ones, as generally observed in 

laboratory experiments and they attributed this to the opposing effect of the viscous coupling, and 
partly to the different levels of capillary forces.

Malevanets and Yeomans (2000) defined a lattice Boltzmann algorithm for two-phase flow that 
incorporates viscous coupling between the two fluid phases. From the results of numerical 
testing, they found that when oscillatory shear is applied to one phase, a vortices' pattern is set 
up which leads to concentration (ratio of a phase density to total density) modulations. They 
concluded that the "concentration modulation is driven by a steady flow structure imposed on the 
fast oscillatory flow". The modulations can either be regular or chaotic depending on the fluid free 

energy form and the relationship between viscosity and concentration - a high dependence of 
viscosity on concentration favours high modulations. They suggested that the pattern formation
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might be due to the reduction of viscous drag by the fluid, leading to entropy production by 
undergoing phase segregation.

2.4.2.4. Experimental Techniques
Laboratory experimental attempts have focused on the quantification and verification of the 

viscous effect (Bourbiaux and Kalaydjian (1990), Bentsen (1998a and 1998b), Zarcone and 
Lenormand (1994), and Zhou et al (2002)). Most recent experimental (and theoretical and 
numerical) research efforts that attempt to quantify the coupling effect show the effect to be 

insignificant in cocurrent flow (Zarcone and Lenormand (1994), Rakotomalala et al. (1995), Wang 
(1997), and Dana and Skoczyias (2002)). Zarcone and Lenormand used an experimental 
approach, Rakotomalala et al. used analytical and lattice gas simulation approaches and Wang 

used the theory of mixtures to arrive at the same conclusion. Dana and Skoczyias also used 

experimental methods. Based on their experimental method, they concluded that viscous 
coupling effects are negligible. Results from this school of thought show that while interfacial 
coupling does exist, it is small and can be neglected as is done under the Muskat formulation.

2.4.2.5. Cocurrent and Countercurrent Dilemma
A much bigger problem arises when cocurrent and countercurrent experiments were conducted 
under the same conditions. The observed relative permeability curves in cocurrent flows had 
higher magnitudes than those for countercurrent flow (Lelievre (1966), Bourbiaux and Kalaydjian 
(1990), and Bentsen and Manai (1991 and 1993)). Oil recoveries in cocurrent flow have also 
been reported to be higher than that in counter current flow (Naser et al. (2000) and Zhou et al. 
(2002)). One explanation for the difference in magnitude of cocurrent and countercurrent relative 

permeabilities is that the equations that relate the relative permeabilities (and hence the 
mobilities) to other measured properties do not capture the correct physics of flow. This is 

because such equations do not include appropriately the effect of interfacial coupling between the 
two phases. Interfacial coupling has been identified in both cocurrent and countercurrent flow. It 
can be concluded from the experimental work of Lelfevre (1966), Bourbiaux and Kalaydjian 

(1990) and Bentsen and Manai (1991, 1993) that the interfacial coupling effects are significantly 
larger in a countercurrent flow experiment. When interfacial coupling effects arise in porous 
media, proper association of this effect with either the pressure/potential gradient or the mobility 
is required. Hence there is a need to resort to a more rigorous approach.

From the explanation above, it can be concluded that another type of coupling, which might be of 
great importance in countercurrent flow, does exist. This new type of coupling is called capillary 

coupling (Babchin and Yuan (1997), Bentsen (2001), Ayub (2000) and Bentsen (2003b)). 
Langaas and Papatzacos (2001) also concluded from Lattice-Boltzmann numerical simulation 
studies that the relative permeabilities in countercurrent flow are always less those of cocurrent 
flow due partly to different levels of capillary forces. Capillary coupling arises due to the coupling 
of pressure across the curved interfaces in porous media. Hence, two types of coupling can be 
identified, namely, the conventional widely accepted coupling (viscous coupling or momentum 
transfer) and the newly proposed type of coupling (capillary coupling).
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2.5. Viscous and Capillary Coupling Equations
Previous attempts to modify the multiphase equations include only the possibility of viscous 
coupling taking place. New formulations should be able to include the possibility of viscous 
coupling and capillary coupling taking place simultaneously.

Using channel flow theory and Onsager’s reciprocity relation, Ayub (2000) and Bentsen (2001) 
proposed modified types of transport equations that incorporate capillary coupling for one 

dimensional flow. These equations are given as:

where X* =  a ;A,", and where a , is the interfacial coupling parameter; which is defined as being 

equal to (1 — (f)), the capillary coupling term (Ayub (2000)). The meaning of all the terms in 

Equations 2.9 and 2.10 are given in the nomenclature. These equations do not incorporate 
viscous coupling since it was assumed to be negligible based on the previous work of Zarcone 
and Lenormand (1994) and Rakotomalala et al. (1995).

The equations partially solve the problem of identifying and quantifying interfacial coupling in 
multiphase flow through porous media by incorporating the effect of capillary coupling and 

showing that it is the capillarity of the porous medium that plays a more important role than 
viscous coupling. Although this is a modified and improved approach, it has the following 

disadvantages:

1) Viscous coupling was neglected in the formulation because experimental evidence supports 
this (Zarcone and Lenormand (1994)).

2) Hydrodynamic effects are neglected, that is, R n  = 1 . (see defining equation for /?l2in the 

nomenclature).
3) The formulation was done in terms of pressure and not potential.
4) Definition of capillary coupling did not account for the forced flow condition of the experiment.
5) Also, the equation was not verified for countercurrent flow situations.

Thus, there is a need to improve these equations in order to incorporate all of these effects, so 

that sensitivity analysis can be carried out to see the effect of neglecting any of the identified 
coupling effects in the experimental testing or verification stage.

2.6. Interfacial Coupling and Transport Equations for Heavy oil and Bitumen Recovery
The previous sections deal exclusively with the work carried out with conventional light 
hydrocarbons in which oil is produced through vertical, directional or horizontal wells. In this

(2.9)

and

(2 .10)
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section, work reported in the literature, which specifically deals with steam-assisted gravity 

drainage (SAGD), a thermal recovery process is presented.

The SAGD method is increasingly becoming the preferred method of bitumen and heavy oil 
recovery. The importance of treating the SAGD transport equation separately is quite obvious. 
The SAGD process, in many respects, is different from the recovery methods used in the 
recovery of conventional light oil that is buried further down in the earth’s crust. Bitumen and 

heavy oil are located at shallower depths and steam is required to initialize their movement from 
within the formation. Details of the SAGD process are well documented by Butler (1994).

Babchin et al. (1998) developed transport equations for the SAGD process. As noted by Babchin 
et al., in gravity driven processes like SAGD, the flow is more complex, consisting of cocurrent 
and countercurrent flows. Their work describes the characteristics of gravity driven flow and 
provides generalized permeabilities (or mobilities) for such flow. They mentioned that recent 
theoretical work has shown that both viscous coupling and capillary coupling play a significant 
role in multiphase flow and that both couplings give rise to non-zero cross coefficients in the 
transport equations. Despite this, their paper only discussed the application of a matrix 

formulation of the transport equations to the description of gravity drainage processes. No 
experimental validation was undertaken and the components of the equation that are responsible 

for viscous coupling and capillary coupling were not identified or partitioned. Details of their work 
are presented below.

In the SAGD recovery process, a layer of condensate a few centimeters thick separates the 
steam chamber and the unheated bitumen. Hence, at the edge of the steam chamber, the 

transport system is reduced to the flow of two incompressible phases. The temperature at the 
edge is lower than the rest of the steam chamber. Thus, the viscosity of bitumen on the edge is 

higher than that within the chamber. The rate of oil recovery may therefore be controlled by the 
combined bitumen-condensate flow at the edge. The two phases, bitumen and condensate 

(water) have cocurrent and countercurrent flow components. The cocurrent components are 
primarily controlled by gravity while the counter-current components are due to the combined 

action of the capillary pressure gradient and buoyancy forces (Babchin et al. (1998)). Fluxes of 
both fluids were expressed through relative permeability theory. Babchin et al. observed that the 
current formulation of numerical simulators does not operate by capillary pressure gradient and 
buoyancy forces, but rather by phase pressure gradients and gravity forces. Hence, they 

proposed equations in which the SAGD process fluid’s fluxes would have to be expressed in the 
matrix formulation. The equations proposed by Babchin et al. are stated as follows:

and

v —  a _ 4  ^V1 — A11 -n 12
ox dx

v — A ? I l - aV2 ~  21 -v 22 *\
ox dx

.(2 .11 )

.(2.12)
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where

(2.13)

(2.14)

A i = ^ k - ^ a ) (2.15)

(2.16)

From the equations above, it can be seen that the formulation simultaneously accounts for 
cocurrent and countercurrent components in the complex three-dimensional flow. Although this 
approach might seem plausible, it does not enable the quantification of the fluxes in cocurrent 
and countercurrent flow separately. The coupling effects in both cases (cocurrent and 

countercurrent flows) are lumped together into a set of coefficients represented by Equations 2.13 

and 2.16, which are assumed to represent the real reservoir relative permeabilities.

Expanding on the work presented by Babchin et. al (1998), Yuan et al. (2001) developed a more 
generalized description of relative permeability matrix coefficients for SAGD based on 

experimental data reported in the literature. This generalization allows a choice of various 
independent pairs of relative permeability curves as input for a reservoir simulator (CMG's STAR 

simulator). They also generalized this concept to three-phase flow, which was implemented in 
CMG's STAR simulator.

2.7. Concluding Remarks
Several research efforts are still going on as to how interfacial coupling can be incorporated into 

the measurement of relative permeability values used in predicting recovery from conventional oil 
recovery and thermal recovery processes, especially the SAGD process. Most of the work done 

with light oil can be adapted to heavy oil and bitumen, if gravity, buoyancy and temperature 
effects are properly accounted for in the formulation process. It is hoped that the modified 
transport equations developed in this research work can be adapted for use in the measurement 
of the relative permeabilities used in predicting recovery from the SAGD process, either by 
numerical simulation or by an analytical approach.
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PROBLEMS AND OBJECTIVES

As stated in Chapter 1, the extension of the conventional Darcy’s equation to multiphase flow 

does not give an accurate prediction of relative permeability curves, which are fundamental to 

reservoir engineering. This is attributed to the presence of interfacial coupling effects. This 
research aims to gain a better understanding of such effects and to devise means by which such 

effects can be incorporated into more refined multiphase equations.

This is to be achieved through a combination of mathematical formulation, experimental data 
analysis and numerical simulation studies. For data analysis, some experimental data available in 
the literature and additional experimental data to be acquired in the laboratory are to be used.

Acquiring these data entails making some changes in the design of the available laboratory 

equipment and experimental technique. That is, a slight modification of some of the components 

of the equipment and experimental technique are required in order to be able to achieve the 
desired steady state and unsteady state experiments.

The equipment for conducting experiments was developed by Ayub (2000). Ayub also presented 
detailed descriptions of the equipment. The schematic representation of the equipment (or the 
experimental set up) is shown in Figure 3.1. The equipment consists of the core holder and 
injection caps, fluid injection system, effluent collection system, dynamic saturation measurement 
system, dynamic pressure measurement system and data acquisition systems.

E qu ipm ent &  Accessories
1. Core-holder
2. Pressure ports
3. Water saturation sensor
4. Pulse dampener
5. O il injection pump
6. Water injection pump
7. Water reservoir
8. O il reservoir
9. Stepping motor
10. Motor controller
11. Chain driven track
12. O il collector
13. Water collector
14. (Ml balance (out)
I S. Water balance (out)
16. Transducer cable 

junction
17. Frequency counter
18. DC Power supply
19. AC Line conditioner
20. Control &  data 

acquisition
21. 110 VAC Power supply
22. Co*axial cable
23. DC Power to sensor
24. Data acquisition cables
25. O il pump controller
26. Water pump controller
27. AC Power cables
28. O il balance (inj)
29. Water balance (inj)
30. Byteway, the balance 

cables junction

Figure 3.1: Schematic representation of equipment (experimental set up of steady and unsteady states two-phase flow)
Courtesy: Ayub (2000)
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The required modifications involve improving the design of the end caps and the use of endplate 

surface membranes that enable the collection of the fluids separately, after flooding through the 

core. Also, the water-wet disc (plates) are to be treated with NAOH to enhance their affinity for 
the wetting phase. Tap water is to be used as the wetting phase instead of distilled water to 

enhance the anionic characteristics of the wetting phase.

In addition, the saturation measurement and pressure sensing system needed to be refined. The 

saturation measurements system is to be modified to take proper account of all the factors that 
contribute to the capacitance variations when measuring frequency. A new set of models is to be 
employed to derive saturation from frequency measurements. In the case of the pressure system, 
the possibility of using a new set of more sensitive sensors that reduce error as a percentage of 
total measurements is to be investigated, especially in the unsteady state experiments.

Additional work is to be carried out in the following order:
1) A detailed review of the modified set of transport equations in the previous work by Ayub 

(2000) with a view to identifying areas for improvements, if any. Possible areas of 
modification include the incorporation of momentum transfer (viscous coupling) and capillary 

coupling effects; and any other effect that comes into play as against only the capillary 
coupling effect, which was considered in Ayub’s previous research study, into the formulation. 
In essence, the work involves modeling of 1-D, incompressible, two-phase flow through 
homogenous, isotropic porous media that incorporates gravity and capillary pressure, as well 
as both momentum transfer (viscous coupling) and capillary coupling effects and other effects 
such as hydrodynamic effects. Such equations can then be extended later to any type of 
dimension/geometry, any number or type of phases or any type of medium, once the 

theoretical formulations have been fully established and tested.
2) Development of a 1-D, two-phase numerical simulator based on the developed set of 

mathematical equations (transport equations) to predict pressure, saturation and production 
history. These numerical models would provide further validation of the theory (developed 
mathematical models). The simulation would enable a sensitivity analysis to be carried out. 
That is, it would enable quantification of the practical impact of not including interfacial 
momentum transfer (viscous coupling) and capillary coupling in two-phase flow. The 

simulator can then be extended to different reservoir situations such as 3-D and radial 
systems as well as to 3-phase once its applicability in 1-D, two-phase flow is demonstrated. 
The numerical simulation will entail the use of a finite difference scheme to find approximate 

solutions to the partial differential equations (derived through a combination of the modified 
Darcy’s equations and the continuity equation), selection of appropriate grid systems and 

solving the resulting systems of equations. Also, recently introduced appropriate boundary 
conditions are to be incorporated into the simulator, instead of the generally assumed 
boundary conditions in the laboratory core flooding experiments.

3) Carry out experimental testing, with special emphasis on counter-current, steady state 
experiments. Even though unsteady state experiments might be employed in this study, more 

emphasis is not be placed on such experiments because of the problems associated with
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pressure measurements in such experiments. Errors, as percentages of pressure 
measurements in such experiments, are always much higher.

4) Formulate analytical solutions that use data from experimental testing as input.
5) Compare the results from experimental testing with numerical simulation results and direct 

analytical solutions.
6) If the outcomes of the results show that there is need for modification of the mathematical 

models, this would be done and a new simulator would be developed and then compared 
again (see the flow diagram below for the stages involved).

Using A

Compare 
B and C

OK

Stop

Not Ok

Simulator Development [B]

A Review of Analytical Models and Modifications [A]

Experimental Testing (Cocurrent and Countercurrent) [C]

Figure 3.2: Flow diagram of the stages involved in the research study.

Achieving the above set goals helps to quantify the impact of interfacial coupling in porous media, 
multiphase flow. This in turn helps to achieve better and more accurate prediction of hydrocarbon 

resources. Better and more accurate prediction of hydrocarbon resources leads to:

1) Enhancement of the design of surface facilities for predicted hydrocarbon production.
2) Improvement of the overall efficiency of drilling and production systems and reservoir 

forecasting, and hence, optimum allocation of financial resources to the development of 
drilling and production systems.
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CHAPTER 4
MATHEMATICAL (TRANSPORT EQUATIONS’) FORMULATIONS

4.1. Introduction
In this chapter, the principles and the concepts underlying the theory of the modified set of 
transport equations, which describe the simultaneous cocurrent or countercurrent flow of two 

phases through porous media, are presented. A modification of the pressure difference equation 
developed by Bentsen (1992), which forms the basis of the modified sets of equations, is 
presented. This is followed by a detailed derivation of the modified set of equations, and the 
defining equations for the viscous and capillary coupling parameters. The theory and principles 

presented here follow closely those developed by Bentsen (2001). Finally, the fractional flow 
equations, based on the modified transport equations, are presented.

One of the main objectives of presenting rigorous derivations in this chapter is to develop 
appropriate equations that accurately reflect the physics of the simultaneous flow of fluids in 
porous media. Based on the experimental results presented by Lelievre (1966), Bourbiaux and 

Kalaydjian (1990), Kalaydjian (1990), Bentsen and Manai (1991 and 1993) and Bentsen (1998b), 
the magnitude of the relative permeabilities for a given phase and saturation obtained from a 

countercurrent flow experiment are always less than those obtained from a cocurrent flow 
experiment conducted in the same porous medium. There is no reason this should be so because 

the fluids flow in the same media even if the flow morphologies are different. Even if this is 

correct, there should be a relationship that accounts for this discrepancy such that, if 
countercurrent flow predominates in a given flow process, the equation should give the correct 
magnitude of the relative permeability for a given phase.

One explanation for the difference in magnitude of cocurrent and countercurrent relative 
permeabilities is that the equations that relate the relative permeabilities (and hence the 

mobilities) to other measured properties do not capture the correct physics of flow. This is 
because such equations do not include the effect of interfacial coupling between the two phases 

appropriately. Interfacial coupling has been identified in both cocurrent and countercurrent flow. It 
can be concluded from the experimental work of Lelievre (1966) and Bentsen and Manai (1991 

and 1993) that the interfacial coupling effects are significantly larger in a countercurrent flow 
experiment. When interfacial coupling effects arise in porous media, proper association of this 
effect with either the pressure/potential gradient or the mobility is required. Hence there is a need 
to resort to the more rigorous approach presented in this chapter.

Also, there is a need to present answers to the following questions when developing or 
presenting transport equations and finding a proper interpretation of the experiments conducted:
(1) Does cocurrent or countercurrent flow predominate in a given recovery process,
(2) Does the cocurrent or the countercurrent mobility (or relative permeability) represent the 

actual mobility of a given fluid,
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(3) In the case where both countercurrent and cocurrent flow occur in a porous medium 

(spontaneous or free inhibition), how does one treat, or estimate, the mobilities,
(4) Which of the drainage and inhibition recovery processes occur in a given countercurrent or 

cocurrent flow,
(5) What is the order of magnitude of interfacial coupling in a cocurrent and a countercurrent 

flow experiment.

The above questions are pertinent because the usual transport equations for multiphase flow are 
defined for fluids flowing in the same direction (that is, cocurrent flow), and not for fluids flowing in 
opposite directions (that is, countercurrent flow). Hence, the use of mobilities that are determined 

for cocurrent flow, with the usual transport equation formulation, to predict a countercurrent flow 

process is questionable. The usual equations do not make any distinction between cocurrent and 
countercurrent flow. Hence, correction terms and/or coefficients, which do not exist in the usual 
transport equations, should appear in the transport equations to account for discrepancies in 
measured relative permeabilities determined in countercurrent and cocurrent flow experiments.

Countercurrent flow can either be gravity-driven or capillary-driven (pure countercurrent 
imbibition, also called piston-like imbibition) or a combination of both. An example of vertical 
gravity driven countercurrent flow is the upward movement of gas and the downward movement 
of oil that takes place when gas is liberated below the bubble point pressure in a solution gas 
drive or a depletion drive reservoir. This is really a very complex type of flow that is different from 
the one that takes place when a gas cap expands, which is basically a cocurrent type of flow. 
Relative permeability for this type of solution gas driven countercurrent flow is not defined 
(Chierici (1994)). Another type of countercurrent flow process is the upward movement of steam 
and the downward movement of bitumen and condensed steam (water) both at the edge of the 

steam chamber and partly at the top of the chamber in the steam-assisted gravity drainage 
(SAGD) process. Accurate relative permeability measurements for the SAGD process are also 
yet to be reported. The problem associated with this accurate measurement has been attributed 
to coupling (Nasr et al. (2000)). The SAGD process is a much more complex process with a 

more difficult recovery prediction pattern. A good relative permeability or mobility equation that 
incorporates the effect of interfacial coupling would improve the accuracy of the production 
prediction.

Also, countercurrent flow can be forced horizontal, without any gravity effect. Forced 

countercurrent flow rarely, if ever, occurs in the field, although this might be employed in 

laboratory experiments. The reason is that it makes the analysis easier and the results obtained 
from this type of flow can be applied easily to gravity driven and capillary driven counter current 
flow with a careful definition of capillary pressure as defined by Bentsen (2003a).

4.2. Pressure and Potential Difference Equation
When two fluids flow in a porous medium, in order to derive a more general relationship between 
the static and dynamic pressures, the pressure in a given phase within a porous medium may be 
divided, at a given time and position, into two terms. That is:
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P, = P , ° + P ' .(4.1)

where p °  is the pressure in phase i under conditions of static equilibrium, and P '  is the small

change in pressure in the same phase, that comes about as a consequence of dynamic action. 
From Equation 4.1, the difference in pressure between two flowing phases can be written as:

Pd =  P2 -  p  =  P2° -  P° + (p ‘ -  p ‘ ) .......................................................... (4.2)

The difference in pressure under static conditions, the static capillary pressure, Pc , is:

Pc =  P2 - P , ° ................................................................................................ (4.3)

Equation 4.2 then becomes:

Pd = P c + ( P i ~ P i ) ......................................................................................(4-4)
From the experimental results of Bentsen and Manai (1991 and 1993), the connection between 
the gradients of the dynamic pressures in Equation 4.4 can be established by differentiating 
Equation 4.4 with respect to distance to give:

dx dx

dP2 dp i A

dx dx
.(4.5)

Rearranging Equation 4.5 and substituting the gradient of Equation 4.2 leads to:

dPi dP{

dx dx

dP2 3P| 

dx dx dx
.(4.6)

To be able to make use of Equation 4.6, it is necessary that the static pressures in a capillary 
pressure experiment be distinguished from the dynamic pressures that are measured in an 
experiment that can be used to define the RHS of Equation 4.6. One way this can be achieved is

dPc
to set

dx
■ 0 (that is, to conduct a steady-state experiment). Under steady state conditions,

Equation 4.6 becomes:

dP2 dPl _  f  dP2 dPj 

dx
, ........   (4.7)

dx dx \  dx dx

Considering 3-dimensional flow in the i, j, k directions and expanding the right-hand-side of 
Equation 4.7, gives:

VPd = VP2 - V p l = i dP, dP

dx.ydxt
+  j

1 J

dP2 dP{ 

dxydx2
+ k

2

dP2 dPx

y dx2 dx
.(4.8)

Based on the experimental results of Bentsen and Manai (1991 and 1993):

where

3P l

dXj

R n

R dP 2
12 o x ( 

a ( l - S ) .

, fori = 1,2,3 .(4.9)

.(4.10)

and R l2 is a weak function of normalized saturation that is introduced to account for the fact that, 

for vertical, steady-state cocurrent flow, the potential gradient for the wetting phase is not parallel 
to that for the nonwetting phase. The parameter a is a dimensionless parameter whose
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magnitude must be determined experimentally. It should be noted that when formulating a 

countercurrent flow equation, the sign of R ]2 changes to negative (Bentsen (1992,1994a, 1994b 

and 1997)) because the pressure (or potential) gradients are acting in opposite directions. The 

incorporation of this sign effect into the general equation is shown later in the section where 
capillary coupling is discussed.

i — 1 +  —
3jc, dx

dP0
.(4.11)

Substituting Equation 4.9 into Equation 4.8 yields:

VPrf=V P 21- V P 1'= ( l - J ? IJ  . .
OJf| (JX 2 OJC3

Now one needs to substitute the defining equation for the difference in dynamic pressure gradient 
back into the original equation. Substituting Equation 4.11 into the 3-dimensional form of Equation 

4.5 leads to:

d P 2

dx-.
VPrf=V P f + ( l - P 12). 

Rearranging Equation 4.12 gives:

VPc = V P d - ( l - R ]2).

Taking the gradient of Equation 4.2, one obtains: 

dPd _  dP2 dPx

. dP2 . dP,
I ----------- h 7 ——-

3jc, dx
2 , . . - 2  k . 2 .(4.12)

.dP-,
+ j

dP2 dP7
2 + k  ---

dx dx dx 

The gradient in 3-dimensional notation can be written as: 

VP„ = VP2 -  V P ,........................

.(4.13)

.(4.14)

.(4.15)

Introducing Equation 4.15 into Equation 4.13 leads to:

dP-
VP

dP2 dP-

dx, dx-. dx3

. dP, . dP, dP,
i z - L + Jzr±  + k-

9a', dx2 dx3

+ {Rn - 1)

Rearranging Equation 4.16 leads to: 

VP, = R

. 3P,
^  + k dPi

dxt  ̂dx2 dx3

dP2 . dP 
i —  + J

dx, dx-.

dP2

dx-.
.dP, _ . dP, + k  dP,
dxx dx2 dx3

For one-dimensional flow, Equation 4.17 becomes:

dx

Finally, writing Equation 4.18 in terms of potentials results in:

3 P, dP2 _  g  ___£_

dx dx

dP„ , _  ̂ dy/2 D dy/x
c (Pi P2P iz)8 

dx ox
- -

where

.(4.16)

.(4.17)

.(4.18)

.(4.19)
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Equations 4.19 and 4.20 are applicable to unsteady-state, vertical flow.

4.3. Derivation of Basic Equations
There is a need to find the equations that govern one-dimensional cocurrent and countercurrent 
flow. Such equations should also incorporate the effect of viscous and capillary coupling. The 

derivations of such equations are presented in this and subsequent sections.

As proposed by de Gennes (1983) and Kalaydjian (1987 and 1990), under conditions of vertical 
flow of two continuous phases in a porous medium, the equations of flow defining the fluxes of 
phases 1 and 2, respectively, in terms of the generalized phase mobilities are given as:

_ dy/, dys2
i “  ' h i  ~

and
dx

dWi

12 dx
.(4.21)

V2 ~  A,2| X
dy/2

.(4.22)
21 dx 22 dx ..............................................................

The meaning of all the terms in the equations above and below are given in the nomenclature. 
Also, Equations 4.21 and 4.22 are confined to the stable, collinear, vertical flow of two immiscible, 
incompressible fluids through a water-wet, isotropic and homogenous porous medium where 
phase 1 is the wetting phase and phase two is the non-wetting phase.

Substituting Equation 4.19 into Equations 4.21 and 4.22, respectively, gives:

v, = - Au +
Aj2 ]di/f] Ai:
R

and

dx Rr

dP
(Pi ~ 7*2̂ 12 )#

dx
.(4.23)

dP^

dx
(,p t - p 2Ri2) g \ ..................... (4.24)

The R n term in Equations 4.23 and 4.24 is defined in Equation 4.10. In Equation 4.10, if a  =  0 ,  

then R \2  ~~ 1: that is, the hydrodynamic effects are neglected (Bentsen (1998a and 1998b)).

The conventional transport equations, under the assumptions made above, may be written as:

ai|/,
v, =  ■

dx

8\|/2

dx

(4.25)

.4.26)

In horizontal, steady-state, cocurrent flow, the potential gradients, dy/2jdx  and d y /Jd x  , act in 

the same direction. Thus, by comparing Equations 4.25 and 4.26 with Equations 4.23 and 4.24, it 
can be inferred that:
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4 , + —
R

= A° .(4.27)
12 y

and

=  %  (4-28)

where the £ ,  (i = 1,2), are the mobilities determined in a horizontal, steady state, cocurrent flow 

experiment.

In horizontal, countercurrent, steady-state flow, the potential gradients, dy/2/dx  and dy/J'dx,  

act in opposite directions. Hence, from Equations 4.25 and 4.26, and Equations 4.23 and 4.24, it 
follows that, for countercurrent flow:

1 ^ 1 2A>\ |
* 12yV

.(4.29)

and

(A22 2̂1 * 1 2 ) - ^ 2 .................................................................................. (4.30)

where the £ ,  (i = 1,2) , are the mobilities determined in a horizontal, steady-state, 

countercurrent flow experiment.

On the basis of experimental results presented in the literature (Lelievre (1966); Bourbiaux and 

Kalaydjian (1990); Kalaydjian (1990); Bentsen and Manai (1991,1993), Naser et al. (2000)), it 
appears that mobilities determined in a countercurrent experiment are less than those determined 
for the same sand-fluid system, in a cocurrent experiment. Using the experimental results of 
Bentsen and Manai (1991 and 1993), it can be inferred that (Bentsen (1998b)):

£ , = 0 1 , % ,  i =  1, 2 .(4.31)

where the or., i = 1,2, are the parameters that control the amount of interfacial coupling that takes 

place.

On substituting Equation 4.31 into Equations 4.29 and 4.30, Equations 4.27, 4.28, and Equations 

4.29 and 4.30 comprise a system of four equations involving six unknowns: An,Al2,A2l,A22,a] 
and a 2 . This system of equations may be solved to arrive at:

Xn —

R 12 v

X 22 =

1 + or, 

2

1 -  or, 

2

l +  or,

4°.

A l

.(4.32)

.(4.33)

.(4.34)
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Substituting Equations 4.32 and 4.33 into Equation 4.23, and Equations 4.34 and 4.35 into 
Equation 4.24 leads to:

v, = - / l?

V2 =  “ ^2

V i
dx

dx

1 - a ,

^ l - a 2 N 

2 R

dP,

dx

dP„

-i\

- - ( A  - P 2R n ) g  

( A  ~PiRn)g

.(4.36)

.(4.37)

Neglecting the hydrodynamic effects, which introduces only a relative error of about 1 %, 

(Bentsen (1998a and 1998b)), R ]2 then equals 1 in both Equations 4.36 and 4.37. Equations 

4.36 and 4.37 represent the newly modified Darcy’s equation (basic equations) for two-phase flow 

in porous media. The equations are applicable to both cocurrent and countercurrent, unsteady- 

state flow. If there is no interfacial coupling, a, =  a 2 = 1, and the equations reduce to the 

conventional equations.

These equations are also similar and consistent with those developed by Ayub (2000). Ayub’s 

derivations were in terms of pressure gradients while the derivations presented here are in terms 
of potential gradients. No expression was given for the viscous coupling in the transport 
equations that he presented and the viscous coupling and hydrodynamic effects are neglected in 
the final analysis and interpretation of results.

To make the equations more meaningful, a proper definition of capillary pressure under the new 
derivation approach needs to be undertaken. Also, a proper definition and analysis of the 

interfacial coupling coefficients (parameters) needs to be undertaken. These are presented in the 

subsequent sections. The analysis presented in the sections that follow essentially aims to make 
further improvements in the definition and analyses of capillary pressure and coupling coefficients 
as presented in previous work by Ayub (2000), Bentsen (2003c) and Ayub and Bentsen (2004).

4.4. Capillary Pressure Equations
The usual approach in reservoir engineering, when describing the dynamics of two immiscible 
phases flowing through a porous medium, is to assume that Leverett’s supposition, that the 

difference in pressure between the two phases is dictated by capillary pressure, holds in all 
situations along the length of the porous medium.

Drainage or imbibition processes can occur in the recovery process depending on the stage of 
recovery (primary or secondary) under which production takes place. In the majority of the 
situations, imbibition, an increase in the wetting phase saturation, predominates except in high 

water coning, gas flooding and solution gas drive recovery processes where drainage, a 
decrease in the wetting phase saturation, predominates. As a result of this, in this research, the
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relative permeability measurement was undertaken using an inhibition process and the theory of 
capillary pressure presented is applicable to the imbibition process.

The hysteresis between the drainage and imbibition processes can be shown on the same chart, 
showing plots of capillary pressure versus wetting phase saturation. Whichever of the plots is 

applicable is normally used as the input in the reservoir simulation process. So if the defining 

equation for the capillary pressure curve is not well formulated it could have considerable effect 
on the outcome of the predicted recovery.

In has been shown recently, using a detailed mathematical analysis, that Leverett's supposition 

does not hold in all situations (Bentsen (2003a)). The variation in capillary pressure that occurs 

depends on the type of conditions, such as gravity driven or capillary driven (pure inhibition) or 
horizontal forced, cocurrent or countercurrent, under which the recovery takes place. The 
outcome of the analysis by Bentsen is used in the definition of capillary pressure in this research 
and it is presented below.

The capillary pressure, depending on the type of flowing process taking place, can be defined as 

follows (Bentsen (2003a)):

Equation 4.38a is applicable to all situations at the inlet and along the length of the core or 
reservoir for both steady state and unsteady conditions and unforced horizontal, vertical and 

inclined, cocurrent flow, provided the hydrodynamic effects are neglected. Equation 4.38b is 
applicable only along the length of the core or reservoir for both steady state and unsteady 

conditions and unforced horizontal, vertical and inclined, cocurrent flow. Equations 4.39 and 4.40 
are applicable to forced, steady state, countercurrent flow. The later two equations are used when 
the countercurrent flow experiments are steady state, and force driven (which occurs mostly in 

horizontal systems). The derivations of the capillary equation defined by Equations 4.38b, 4.39 
and 4.40 are presented in a recent technical note by Bentsen (2003a).

4.5. Interfacial Coupling
Two types of interfacial coupling can take place in a porous medium. These are viscous and 
capillary coupling (Babchin and Yuan (1997), Bentsen (2001 and 2003c), Langaas and 
Papatzacos (2001) and Ayub and Bentsen (2004)). In the derived transport Equations 4.36 and 
4.37, the mobility and potential gradient appear as a product. So, the coupling associated with the 
mobility (viscous coupling) and capillary pressure (capillary coupling), should also appear as a 

product. Thus, it follows that the interfacial coupling parameters, or,, i = 1,2, may be defined by:

P c = P 2 ~ P l ......................

P c =  ^12^2 — ....................

Pc = R n P2{x) +  P ^ x ) - C °

(4.38a)

(4.38b)

(4.39)

(4.40)C° =  Pt(0) + P\(L)

a ,  =ar„Grt, , i = i , 2 (4.41)
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where a vj is the viscous coupling parameter and OCci is the capillary coupling parameter. The 

defining equation for each of these types of interfacial coupling is constructed below.

4.5.1. Viscous Coupling
In earlier work, viscous coupling is usually associated with the cross terms (relative permeability 
terms) in the matrix formulation of two-phase flow (de la Cruz and Spanos (1983), Whitaker 
(1986) Kalaydjian and Legait (1987), Spanos et al. (1988)). Also in the present formulation 

viscous coupling is associated with the mobilities, A l2 and X,21 (Bentsen (2001 and 2003c) and 

Ayub and Bentsen (2004)). Based on Onsager’s (1931a and 1931b) reciprocal relations, it can be 

assumed (Rose (1988), Kalaydjian (1990), Liang and Lohrenz (1994)) that:

4  = 4 h ..........................................................................................(4-42)

The defining equations (Bentsen (2003c) and Ayub and Bentsen (2004)) for the viscous coupling 

can be constructed to satisfy Equation 4.42 as follows:

c _  A0, 

*12  (4'43)

a , 2 = l - c * 12| r ...................................................................... (4-44)

It follows, in view of Equations 4.33 and 4.35, that:
*\ 0^0

.  .  C

12 =  2i = 2 '~XP .....................................................................(4.45)
in

where c is a parameter that controls the amount of viscous coupling and it can be determined 

experimentally. The parameter, X°m, is introduced to ensure dimensional consistency. When

=  A°lr , the normalized saturation, S , equals 1; and when A°m =  A°2r, S equals 0. These 

conditions are satisfied by:

A°m = S % r + a - S ) % r .............................................................. (4.46)

4.5.1.1 Quantification of Flow Due to Viscous Coupling
Combining Equations 4.19, 4.21, 4.33 (modified for horizontal flow) and Equations 4.36 and 4.43, 
it may be shown that, under steady-state conditions, the fraction of the total wetting-phase flux, 

v , , that arises because of viscous coupling is defined by:

i s .  =  - £ - 4 - ............................................................................ ,4.47)

where vl2 is the amount of wetting-phase flux due to viscous coupling. The maximum value of 

(v12/ v , ) occurs when S' =  0 ;  that is, (a°2/A °  )=  1, leading to:

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



34

Vvi Jmax 2 R a (0)

From Equation 4.10, the term i?l2(0) is given as:

R ]2 (0) =  1 -  a (l -  0) =  1 -  a .

Equation 4.48 then becomes:

.(4.48)

.(4.49)

.(4.50)
V K>7max 2(1_a)

In a similar way, combining Equations 4.19, 4.22, 4.35 (modified for horizontal flow) and 

Equations 4.37 and 4.44, it may be shown that, under steady-state conditions, the fraction of the 

total non-wetting phase flux, v2 , that arises because of viscous coupling is defined by:

cRn  A,®

2 A°
.(4.51)

where v2l is the amount of non-wetting phase flux due to viscous coupling. The maximum value 

of (v21/v 2) occurs when S =  1; that is, ) =  1, leading to:

21 I  _  1̂2 (1)*-

V V2 m ax

From Equation 4.10, the term /?]2(1) is given as:

/?12 (1) =  1 -  a (l - 1 )  =  1 -  0 =  1.

.(4.52)

.(4.53)

Equation 4.52 then becomes:

c

2 '

.(4.54)
V ^  7max

Rakotomalala et al. (1995), showed that the fraction of the interfacial contact area of an idealized 
porous system roughly approximates the porosity of a natural porous system provided the 

porosity is low (0  <  (j) <  0 .35). Using lattice-gas simulations and analytical approaches, 

Rakotomalala et al. also showed that the interfacial contact area fraction, which controls the 

viscous coupling, is approximately equal to . The interfacial contact fraction (also called the 

viscous coupling function by Rakotomalala et al.) for a given phase, “provides a shear-induced 

flow due to the shear of the other phase’’ and “enhances the effect of the applied shear rate of its 
own" (Rakotomalala et al. (1995)). Hence, the fraction of the total flux that is due to viscous 

coupling in a given phase is approximately equal to <f>2 .

For an average typical porosity value of 10% in natural porous media, this implies that the amount 
of the total flux due to viscous coupling in a given phase is insignificant (about 10‘2or less). This 

result agrees with that presented by Zarcone and Lenormand (1994) and Rakotomalala et al. 
(1995). Using experimental results from a mercury-water system, with an imposed condition of
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zero pressure gradients on one of the phases, Zarcone and Lenormand (1994) showed that the 

cross-term (a measure of viscous coupling) enhancement is only of order 10'2.

In the formulation by Rakotomalala et al. (1995), the hydrodynamic effects were not accounted 
for. Hence, in order to avoid violating Equation 4.42, and in keeping with the above results and 
observations, it is postulated that Equation 4.50 and 4.54 may be written as:

/  \  
v,.

^ V| 7 m a x

and
f  \

c

~ ~  2

The condition, 0 <  <|) <  0 .35 , is practicable because the porosity of natural porous media falls in 

this range. If the subscripts 1 and 2 are introduced into cmx in Equations 4.54 and 4.55, to 

represent the wetting and the nonwetting phase respectively, and by rearranging the equations, 
leads to:

cmaxi “  > provided 0 <  <|) <  0 .3 5 ..................................... (4.57)

and

cmax2 “  > provided 0 <  (j) <  0 .3 5 .................................... (4.58)

Substituting Equation 4.57 into Equation 4.43 at the maximum value of (v ^ /v ,) ,  that is,

(a,°2/A ° J =  1 and R l2 =  1 - a  , yields:

I d 2
a v. = 1 -------— .................................................................... (4.59)I’ lmax s\  \  ' '(1 - a )

Similarly, substituting Equation 4.58 into Equation 4.44 at the maximum value of (v2l / v 2), that

is, (x,cJ /X ,° )= l  and R n  = 1 , yields:

a v2mn =  \ - 2 t p 2 .........................................................................(4.60)

From the final definitions of a vl and a v2, it can be seen that the maximum values of a vl and 

a „ 2 are approximately equal to 1; that is, the maximum values of the viscous coupling effect in

both phases are negligible. The viscous effect varies throughout the saturation range with the 
maximum values quantified above occurring at the end points for each of the phases. If the 

hydrodynamic effects are neglected in Equations 4.43 and 4.44, that is a =  0, then:

«v. = 1 - ci 4 r ......................................................................... <4-61)

c d 2
— 1 - ~ — —  provided 0 <  <|> <  0 .3 5 ...(4.55)

2(1- a )  1 - a

V12

V V| 7 max

_  cm*2 „  ^2  ̂ pmvipep o <  (j) <  0 .3 5 ............. (4.56)

and................................... a„2 = l - c 2 - ^ - ...........................................................................(4.62)
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Also, if the hydrodynamic effects are neglected, Equations 4.59 and 4.60 become:

VI max (4.63)

The values of c ,, c2 , cmaxl and cmax2 were investigated through experimental data analysis and 

numerical simulation as described in Chapter 7.

If the results above are true, then viscous coupling cannot be used to explain the experimental 
observations of various investigators (Lelievre (1966), Bentsen and Manai (1991 and 1993)). That 
is, for a given potential gradient, the total flux in a steady-state, countercurrent flow experiment is 

less than that in a steady state, cocurrent flow experiment. If such results hold, a different kind of 
interfacial coupling must be postulated. One option is to theorize that interfacial coupling takes 
place because of the difference in pressure (capillary pressure) that exists across the the fluid- 
fluid interfaces in a porous medium (Bentsen (2001)).

4.5.2. Capillary Coupling
Using channel flow theory (Rapport and Leas (1953) and Chatenever and Calhoun (1952)) and 

the concept of representative macroscopic surface (RMS), Ayub (2000), Bentsen (2003c) and 
Ayub and Bentsen (2004) constructed defining equations for the average (or effective) potential 
gradients for the wetting and the nonwetting phase.

Ayub (2000), Bentsen (2003c) and Ayub and Bentsen (2004) combined this equation with an 
expression for the capillary pressure gradient and other equations to show that another type of 
coupling called capillary coupling exists in porous media two-phase flow. The expression for 
capillary coupling, for vertical and horizontal flow, is given as the capillary coupling parameters, 

a cl and a c2:

4.5.2.1 Quantification of Flow Due to Capillary Coupling
Combining Equations 4.21, 4.22, 4.33, 4.35, 4.19 (modified for horizontal flow), 4.36, 4.37, 4.41 

and 4.64, the fraction of the total flux, v , , that arises because of capillary coupling is given as:

The terms, vl2 and v2 l, are, respectively, the amounts of phase 1 and phase 2 flux that arise 

because of capillary coupling. From Equation 4.65, it can be inferred that the fraction of the total 
flux that arises because of capillary coupling is (for a typical average porosity value of 0.1) of 
order 10'1. Hence, compared with the order of viscous coupling (10'2) presented by Zarcone and 
Lenormand (1994) and Rakotomalala et al. (1995), and the results in Equations 4.59 and 4.60, 
the contribution of capillary coupling to the total flux is an order of magnitude greater than that of 
viscous coupling.

a c, = a c2 = a c = \ - f i . (4.64)

V 12 _  V 21 _  0 (4.65)
v. v, 2
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4.5.3. Interfacial Coupling Parameters
Substituting Equations 4.61 and 4.64, and Equations 4.62 and 4.64 into Equation 4.41, the 

interfacial coupling parameters, a , , i = 1,2, become:

a,. =a„,.aC(.,i = i,2....

■(1 - 1! _ A . A
* 1 2  t i n

or, =

.(4.41)

.(4.66)

.(4.67)

If the viscous coupling is small enough to be neglected as shown by Zarcone and Lenormand 

(1994) and Rakotomalala et al. (1995), Equations 4.66 and 4.67 then become:

a, = a 2 =a  = l-<|), .(4.68)

4.6. Fractional Flow Equation
Rearranging Equations 4.36 and 4.37, respectively, yields:

d ¥ i
dx

d y 2

_ * L r l - a A, 2 / _ dx

i +

f  1—<xa ^/ M .
V2  ̂ 2^?i2 j 3*

(Pi P2^12

‘ (Pi P2^12

.(4.69)

.(4.70)

Subtracting Equation 4.69 from Equation 4.70 (that is, difference in potential gradient) leads to:

3\|/2 _  Ri2v2 ( v, ( a , + a 2)'
dx dx l0/v 2 A,j

3 Pr
dx

-A p  g .(4.71)

where

Ap =  P| - i ? 12p 2 ......................................................................... (4.72)

Combining Equations 4.19 and 4.71 and rearranging using the same approach by Bentsen 
(1998a and 1998b) gives:

(a ,+ a 2)X°2(dPc }
1 +  l - J ---------- —— - r ^ - A p  g

2R V dx

where

and

.(4.73)

.(4.74)

V = V, +  v 2 . (4.75)
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Equation 4.73 is similar to the Leverett fractional flow equation, except that Equation 4.73 

incorporates the interfacial coupling effects. If there is no interfacial coupling, a ,  = a 2 = 1 ;  

hence, the interfacial coupling term disappears and the equation becomes:

, A2 1 + — dPc
dx

- A p g .(4.76)

Also, if the amount of viscous coupling is negligibly small), Equation 4.73 becomes:

/ i = * i
t | (1 - 0 ) % (dP,

3^ -A yog
OX

.(4.77)
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CHAPTER 5
NUMERICAL SIMULATION BASED ON THE MODIFIED TRANSPORT EQUATIONS

5.1. Introduction
This chapter covers the development of a numerical simulator based exclusively on the modified 
set of mathematical models (transport equations) in Chapter 4. It covers the basic assumptions 

in the models, theoretical background, mathematical formulations, normalization, transformations 
between Eulerian and Lagrangian forms, discretization scheme, specification of boundary 
conditions, solution methods and codification (programming) using the Java™ programming 

language.

5.2. Objectives
The development of the numerical simulator broadly follows the following steps:

1) Definition of the problem with partial differential equations and appropriate initial and
boundary conditions.

2) Conversion of the partial differential equations to finite difference equations.
3) Applying the finite difference equations to the “discretized”- grid reservoirs.
4) Solving the equations to determine the behaviour of the reservoir; that is, determining the

fractional flow (production), pressure and saturation profiles.

The derivation of the governing partial differential equations, from the transport equations derived 
in Chapter 4 and the continuity equations is presented, followed by the steps stated above. It 
should be noted that the mathematical formulations (transport equations) in Chapter 4 are a 
modified form of Darcy’s equation that incorporates the effects of interfacial coupling in both 

cocurrent and counter current flow for steady and unsteady flow situations.

5.3. Theoretical Considerations and Background Information
Construction of numerical solutions to the modified transport equations in Chapter 4 and the 
associated equations can be accomplished in several ways. Whatever method is selected, a 

numerical solution generally involves combining the transport equations into manageable forms 
and writing numerical approximations of the resulting equations. This is followed by the setting-up 
of the system of algebraic equations for solution using a digital computer.

In one-dimensional flow problems, fractional flow can be used. The technique developed by Blair 
(Collins (1961)) for the pure inhibition process and Douglas et al. (1959) for multi-dimensional 
flow can be used also, depending on which is more convenient. The advantage of using fractional 
flow is that it can be converted easily to dimensionless form, thus reducing the number of 
variables that need to be handled. Also, the mathematical equations describing the flow process 
can be reduced to a single equation leading to one equation for every block.
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In this research, the fractional flow concept and the technique introduced by Buckley and Leverett 
(1942) are used in combining the equations into a manageable form. Several authors have 
demonstrated the appropriateness of the fractional flow technique for one-dimensional immiscible 
displacement (Buckley and Leverett (1942), Douglas et al. (1958), McEwen (1959), Fayers and 

Sheldon (1959), Hovanessian and Fayers (1961), Collins (1961), Bentsen (1976 and 1978)). 
These authors employed several approaches such as neglecting both gravity and capillary 
effects, neglecting only the gravity effect, neglecting only the capillary effect or considering both 

gravity and capillary effects. All their investigations involved a numerical solution.

Douglas et al. (1958) presented an Eulerian technique for solving linear water flooding problems, 
which involved using a transformed saturation variable and the use of a small mobile water 
saturation ahead of the flood front to enable the base of the floodfront to move forward. Fayers 

and Sheldon (1959) obtained solutions to the one-dimensional displacement equation using both 
the Lagrangian and the Eulerian approaches. McEwen (1959) used the method of characteristics 

for numerical solution of the linear displacement equation with capillary pressure. Hovanessian 
and Fayers (1961) also solved numerically the equations describing waterflooding experiments 
that include both gravity and capillary effects. Their method is similar to that of Douglas et al.
(1958) because it involves the use of the Eulerian form of the fractional flow equation and the 
transformation of the resulting second-order nonlinear partial differential equations. Hovanessian 
and Fayers' solution differs from those of Douglas et al. because it includes the effect of gravity, 
allows calculation of pressure profiles and makes use of a tabular format for the input of relative 
permeability and capillary pressure values instead of the use of polynomial functions.

Bentsen (1978) developed a Lagrangian technique for solving the equations that result from the 

simultaneous flow of two immiscible fluids in porous media. His formulation assumes a 

homogeneous and isotropic medium and one-dimensional, incompressible flow. Bentsen's 

technique makes use of full normalization of all variables. Bentsen’s Lagrangian equation for 
fractional flow is a very useful analysis tool because it incorporates all the variables in the 
displacement process including all time dependent (transient) and steady state problems. He 

solved the Lagrangian equation using an explicit finite-difference scheme. His Lagrangian 
approach used a transformation process to eliminate the dimensionless distance variable from 
the resulting equation, enabling the calculation of fractional flow or volume of fluid produced and 
injected as a function of time and saturation. He used the boundary conditions, 
( / ,  (0, t ) =  0, / ,  (1 , t )  = 1 ) , but his initial condition (5(0, r) = 1) is not very accurate (Shen and Ruth,

1994a, 1994b and 1996). Bentsen observed that 0 < 5(0,7) < 1, but no material balance equation 

was presented to account for this. However, he used the material balance concept to show that 
/ ,(5 * ,r )  = 1 for 0 < 5* < 1. The elapsed time required to achieve a given saturation profile can be 

determined using Bentsen’s method. Saeedi (1979) and Bentsen and Saeedi (1981) also 
presented numerical results obtained by solving the Lagrangian formulation of the immiscible 
displacement equation using the explicit finite difference technique (similar to that presented by 
Bentsen (1978)) and they compared the results with those obtained experimentally in the 
laboratory.
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Shen and Ruth (1994a, 1994b and 1996) numerically solved the transient and the steady state 

forms of Bentsen’s equation using the Galerkin-finite element method. They also formulated a 
new set of initial conditions for Bentsen’s equation. They found that Bentsen’s initial condition is 
unsatisfactory because the solutions obtained using his conditions did not satisfy the governing 
equations. Shen and Ruth formulated initial and boundary conditions, which satisfy the governing 

equations and are physically and mathematically consistent. They also showed that, normalized 
saturation rises gradually from 0 to 100% and hence it is time dependent.

It should be noted that the transport equations used in the numerical formulation in this research 
are different from those used in the above cited simulation studies and generally used in 

petroleum engineering and porous media studies. The derivation of the transport equations used 
in the numerical simulation process that follows is presented in Chapter 4.

5.4. Mathematical Description
The choice of numerical simulation as an analysis tool in this research is based on the fact that it 
enables sensitivity analysis to be carried out on the newly developed transport equations. Hence, 
the effect of neglecting either viscous or capillary coupling can be simulated easily. Also the 

accuracy of the new transport equations in predicting core-flooding laboratory experimental 
results can be verified easily.

Numerical simulation of core-flooding experiments is routinely employed in the study of 
immiscible displacement processes to analyze and interpret the results of unsteady state 

experiments such as history matching to obtain relative permeability and capillary pressure 
curves. Examples of such studies include those by Archer and Wong (1973), Sigmund and 
McCaffery (1979), Chavent et al. (1980), Batycky et al. (1981), Kerig and Watson (1987), Fassihi 
(1989), and Maini et al. (1990). The use of numerical simulation to test the modified set of 
transport equations through the use of an algorithm based on the new equations is another way 
in which numerical simulation can be employed. This method is better because it differs from the 
conventional history matching of field production in that the laboratory condition under which the 
experiment is conducted is controllable and can be built accurately into the simulator. The 
descriptions of the transport equations used in the simulation process are given in this section.

5.4.1. Basic Equations
Now let us consider the transport equations derived in Chapter 4. The modified set of transport 
equations (Equations 4.36 and 4.37) developed in Chapter 4 for one-dimensional flow, which 

incorporates viscous coupling, capillary coupling and hydrodynamic effects, is given as:

(5 .1a)

and
\

(5.1b)
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The definitions of all the terms in Equations (5.1a) and (5.1b) are given in the nomenclature. 

Neglecting the hydrodynamic effects makes R l2 equal to 1 in both Equations (5.1a) and (5.1b). 

The equations are applicable to both cocurrent and countercurrent, unsteady state flow. If there is 

no interfacial coupling, =  a 2 =  1, and the equations reduce to the conventional Darcy’s 

equations (applied to multiphase flow). Basic assumptions in the derivation of the above 

equations are: 1) incompressible flow, 2) stable flow, 3) one-dimensional flow, 4) collinear flow, 5) 
horizontal, vertical or inclined flow of two immiscible and incompressible fluids, 6) flow is through 
a water-wet, isotropic and homogenous porous medium, 7) effects of gravity and capillarity are 
included, 8) phase 1 is the wetting-phase and phase 2 is the non-wetting phase.

By coupling Equation (5.1a) with Equation (5.1b), the fractional flow of the wetting phase can be 

written as:

The angle of inclination of the reservoir is introduced into Equation (5.1c) to account for the fact 

that the reservoir or the core can be inclined, horizontal or vertical. For a horizontal system 0  = 0 

and sin 0 = 0 ,  making the third term in the RHS of Equation (5.1c) equal to zero. For a vertical 

system, 0  = 90 and sin 0 = 1 .  Other equations, given in Chapter 4, needed to describe the flow 

of two phases flowing simultaneously through a porous medium are:

(5.1c)

By putting %(S)  =  (a , + a 2) /2 ,  Equation (5.1c) becomes:

where

l  U ° 2A p g s in 0  | Xk°2 dPc
(5.ld)

(5.2a)

and

Ap — pj ^12 P 2 (5.2b)

(5.3)

(5.4)

(5.5)«ci = a C2

maximum value of c, =c,max I (5.6)
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A,° ,
a V2 =  \ - c 2R n —— , maximum value of c2 = 2 =  2 0  ...(5.7)

A,0m = 5 ^ r + ( l - m ° 2r.................................................................. (5.8)

Pc = P 2 ~ P i ..................................................................................... (5.9a)

Pc = R {2P2 - P i ...............................................................................(5.9b)

Pc =  R l2P2 ( x )  +  Pt (x ) -  C ° .......................................................... (5.9c)

C °  =  P, (0 ) +  Pt ( L ) .......................................................................(5.9d)

R n =  l - a ( l - 5 ) .......................................................................... (5.9e)

Equation (5.9a) is applicable to all situations at the inlet and along the length of the core or 
reservoir for both steady state and unsteady conditions and unforced horizontal, vertical and 

inclined, cocurrent flow, provided the hydrodynamic effects are neglected. Equation (5.9b) is 
applicable only along the length of the core or reservoir for both steady state and unsteady
conditions and unforced horizontal, vertical and inclined, cocurrent flow. Equations (5.9c) and
(5.9d) are applicable to forced, steady state, countercurrent flow. The latter two equations are 

used when the countercurrent flow experiments are steady state, and force driven (which occurs 

mostly in horizontal systems). Bentsen (2003a) presented the derivation of the capillary equation 

defined by Equations (5.9b), (5.9c) and (5.9d) in a recent technical note. The S in Equation (5.8) 
is the normalized saturation, the definition of which is given in the nomenclature and in Equation 

(5.31).

5.4.2. Differential Equations
The continuity equation for two-phase, immiscible, incompressible flow in homogenous and 
isotropic porous media is given as:

3 /,. _  <|> 35,.

3x v 3r

or

i = 1 ,2 ..............................................................(5.10)

3v 35;
i = 1- 2...............................................................(5-11>dx at

Saturation is a function of time and distance; therefore, the derivative of saturation with respect to 
time can be written as:

d5 35, dx 35,
^  = + ^  <5-12)dr 3x dr 3r

If 5, is chosen to correspond with a fixed 5 , , then the LHS of Equation (5.12) becomes:

35,
— ^  =  0 ........................................................................................... (5.13)
dr

Equation (5.12) can then be written as:
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as,

dt

' d S : 

d t ) \ dx
(5-14)

J

i = 1,2. .(5.15)

Substituting Equation (5.13) into Equations (5.10) and (5.11) gives:

dx _ v  d f  i 

dt  ()) dS;

Equation (5.15) defines the frontal advancement or displacement equations for the wetting and 

non-wetting phases. This equation and Equations (5.3) to (5.9) completely define the relationship 
between the countercurrent and cocurrent flow processes.

5.5. Normalization of Fractional Flow, Displacement and Potential Equations
For convenience sake and in order to be consistent with the normalized saturation in Equation 
(5.8), it is usual to normalize the variables in the unsteady state form of the fractional flow 
equation (Equation (5.1 d)) and the displacement equation (Equation (5.15)). Normalization 

provides a great deal of insight into the effect of the various parameters. Normalization is usually 

done in the manner of Handy and Hardley (1956), Douglas et al. (1958), Fayers and Sheldon
(1959) and Bentsen (1976 and 1978). The normalized equations are as follows:

# i . =  d |
dS dx

d*i
f , ( S , x )  =  G ( S ) - N cC ( S ) ^ r ..................................................... (5-17)

.(5.16)

_d_

dS
G ( S ) - N cC ( S )

dS dS

w
dS

dx
.(5.18)

where

G ( S )  = 1 -
X (5 )[l +  (p2/A p 'X l- /? ,2 ) K / i : r02(5 )  

R l2( S ) M ,
F\ ( S ) . (5.19)

C ( S )  = ---------- !--------X ( S ) F t ( S ) K ° 2 ( S ) ^ s - .......................... (5.20)
M rR i2( S ) 1 r2 dS

F t (S)  =
R n ( S ) M  r K ^ ( S )  

R l2( S ) M r K°r l (S)  +  K°r2(S)

A^Ap' g  sin 0

Ap' =  p, - p 2

jo ( o , _ K ( S )

lr

.(5.21)

.(5.22)

.(5.23)

.(5.24)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



45

(5.25)

(5.26)

vt

<j)L(l -  S lr -  S u )
(5.27)

(5.28)

(5.29)

(5.30)

(5.31)

The normalized Equations (5.16) to (5.18) are similar to those developed by Bentsen (1976 and 
1978) with a few exceptions that arise due to the fact that Darcy’s equation has been modified. 

Under the present normalization, the terms, G ( S ) ,  N c , C ( S ) ,  F ^ S )  , M r and N g , are partly

defined in terms of the mobilities and not the relative permeabilities. The term G ( S ) is partly 

defined in terms of the ratio of nonwetting density to the difference in densities. Also, the term 

F ] (S ) is defined partly in terms of R n ( S ) , while the terms G ( S )  and C ( S ) are defined partly

in terms of the average coupling coefficient, X,(S) and R a ( S ) . The last exception is a major 

difference between the present normalization and previous efforts in this area.

Similarly, for simplicity’s sake, there is a need to normalize the potential (or pressure) equation in 
order to find expressions for the potential or pressure distribution across the core or reservoir. 

The total potential drop, \ j / , , across the core is the sum of three potential drops. These are the 

potential drop behind the front where only the wetting phase flows, the potential drop where a 
mixture of both nonwetting and wetting phase flows and the potential drop beyond the front where 

only the nonwetting phase flows. Mathematically:

¥ /  =  ¥  w +  ¥ *  + ¥ 2/

Taking the gradient of Equation (5.32) leads to:

(5.32)

d¥r _  a¥w, , a¥ fe/ | ^ ¥ 2/
(5.33)

dx dx dx dx 

Equations (5.1a) and (5.1b) can be rearranged to obtain:

3\|/, _  v,
-  Apg sin 0 (5.34)

dx ^  V 2 J _ dx
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~dPc . '
+ 2

v 2 * l2 J
— — -  A p g  sin ©
oj;

.(5.35)d y 2 =
dx X\

Behind the front, only the wetting phase flows (the residual oil does not flow); and ahead of the 
front, only the nonwetting phase flows (the irreducible water does not flow). Hence, the fractional 

flow of each phase in these regions is either 0 or 1 (that is, v, =  v , behind the front and v2 =  v , 

ahead of the front) and the interfacial coupling parameter, a ; , is 1. These conditions reduce 

Equations (5.34) and (5.35) to the conventional Darcy’s equation and when normalized yield:

d7t

d £ ( S  =  l , T )

and

d7t

1

N c

M.

for 0 < ^ < % b .(5.36)

N.
.(5.37)

d£(S  =  0 , t )

provided the pressure or potential at the outlet end is zero. The terms M  r and N c are defined

by Equations (5.29) and (5.30), respectively. The definition of all the other terms and parameters 
are given in the nomenclature. In the region where both the wetting and the nonwetting phases 

are flowing, fractional flow comes into play. Either of Equations (5.34) and (5.35) gives the 

potential gradient in the wetting and nonwetting phase in the two-phase region because they are 
linked through the fractional flow equation. Hence, it is sufficient to use either of them to estimate 
the potential drop across the core or the reservoir. Here, the nonwetting phase equation 

(Equation (5.35)) is selected. By introducing fractional flow, Equation (5.35) becomes:

dy2 _ yf2
dx X0,

+
r l - a 2 N 

27?, 2

dP
dx

-  -  Apg sin 0 .(5.38)

Normalizing Equation (5.38) gives:

d n y/2

where

N ol(S) =

+ N o2(S)  
LXr\ N c d$

l - a 2(S ) d7tc

LN,
f l - a 2(S

2 R „
...(5.39)

.(5.40)
2  d  S

Substituting Equations (5.36), (5.37) and (5.39) into the normalized form of the total potential 
gradient drop (Equation (5.33)) across the core leads to:

a#
E i .
N

fz
L A r°

N c N a l ( S)  dS  | N g f  1 - « 2 ( 5 ) ^ .(5.41)
M r \ LA. ' i  M r d g  LM r { 2 R n  J^

The first term in Equation (5.41) is applicable over the interval, 0 < % <  , and the second term

is applicable over the interval < ^ < l .  On the other hand, the third group of terms is 

applicable over the interval < ^ < ^ f  and the saturation values that correspond to these 

intervals.
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5.6. Lagrangian Transformation of Fractional Flow and Displacement Equations
In order to solve completely Equations (5.16) and (5.17), together with Equations (5.2) to (5.9) as 
functions of time, space and saturation, it is necessary to write and solve the Lagrangian 
configurations of the equations. The Eulerian configuration enables the equation to be solved as 
a function of time and space while the Lagrangian configuration allows the equation to be solved 

as a function of saturation and time. However, using the Lagrangian formulation does not provide 

a closed-loop solution. In the present work, the Lagrangian technique is employed. This is the 

same as the Lagrangian formulation developed by Bentsen (1978) and re-formulated by Shen 
and Ruth (1994a and 1994b). This method is adopted because it enables the prediction of the 
elapsed time necessary to obtain a particular saturation solution. Under certain circumstances, 
this method also fully or partially eliminates the need for the scaling requirement that the 
permeability or mobility curves in the model (laboratory core) and prototype (actual field reservoir) 
be the same. The transformation below is the same as that of Shen and Ruth (1994a and 1994b).

Differentiating Equation (5.16) with respect to S' gives:

d 2/ ,  _  n
* ■  * , «  (5-42)

Re-arranging Equation (5.17) gives:

3 i ; _  - N cC ( S )
................................................................(5.43)

dS f l ( S , x ) - G ( S )

Differentiating Equation (5.43) with respect to T gives:

d 2^ N eC ( S )  d f {
(5 44)

dSdT ( / , ( S ,X ) - G ( S ) ) 2 dx ....................................................

Equating Equations (5.42) and (5.44) and re-arranging yields:

{ f l ( S , X ) - G ( S ) f ^  =  N cC ( S )  fi- ................................(5.45)
oS dx

Equation (5.45) is a second order, parabolic, partial differential equation. Equation (5.45) is a 
modified form of the Bentsen Equation (Shen and Ruth (1994a and 1994b)). Bentsen (1976 and 
1978) first derived an equation of this form, which was subsequently re-derived by Shen and Ruth 
using the approach above. The difference between Equation (5.45) and the original form 

developed by Bentsen is in the definitions of some of the normalized terms. The definition of N c,

C ( S ) , F, ( S ) , M r and N g given in Section 5.5 are different from the original definition of these

terms as given by Bentsen (1976) because of the incorporation of interfacial coupling terms. 
Henceforth, until the end of this Chapter, the 1 and 2 subscripts are dropped and anywhere 

f  , S , v , P , or any other variable pertaining to the phases are written, it shall be assumed 

that the variables are applicable to the wetting phase, phase 1, except when otherwise stated.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



48

5.7. Initial and Boundary Conditions
Appropriate boundary and initial conditions are required to describe core-flooding experiments 
and in order to be able to solve the partial differential equations in the previous section. In core 

flooding experiments, capillary end effects, both at the inlet and at the outlet ends, exist, and they 
greatly affect saturation and hence the pressure (or potential) distributions in the displacement 
process. These effects affect unsteady experiments much more than steady state experiments 
and they might even be neglected under steady state conditions.

To be able to account for these effects, a proper definition of saturation and the dependence of 
pressure on saturation need to be undertaken. These effects are sometimes neglected in the 
formulation of boundary conditions. Neglecting these effects leads to an incorrect definition of the 
boundary conditions. Recent work in this area, (Fassihi (1989), Shen and Ruth (1994a, 1994b, 
and 1996)), has recognized this and some improvements have been made in the definition of 
outlet-end and inlet-end saturation (Shen and Ruth (1994a, 1994b and 1996)). Using the 

fractional flow concept, it was usual to assume that the inlet saturation rises immediately to a 
maximum value 1 at a slow rate. Fayers and Sheldon (1959) and several investigators that 
employed the fractional flow concept used this boundary condition. It has, however, been shown 
over the past four decades that this is wrong, except in situations when the measurement 
equipment is designed to account for this end effect. The inlet saturation rises to one over time 

and it is time dependent. Subsequent investigators have modified this earlier approach. All 
relevant boundary and initial conditions are presented below. Accounting for the inlet saturation 
effect, Shen and Ruth (1994a, 1994b and 1996) derived the following generally accepted set of 
boundary and initial conditions for coreflooding experiment:

The parameter s * is the normalized inlet saturation. “The variation of s * is restrained” (Shen 

and Ruth (1996)) by the material balance equation that follows:

These initial and boundary conditions are adopted here because they have been shown to be 
more consistent and accurate in the simulation of core flooding experiments, as in the present 
work.

The parameter, S * ,  can be computed iteratively through a material balance approach or it can 

be measured directly if a dynamic saturation measurement system (Ayub and Bentsen (2000 and 
2001)) is used in a core-flooding experiment. When an iterative scheme is required, it is included 
or incorporated into the solution procedure in order to be able to estimate the inlet saturation 
successfully as a function of time. This solution procedure is presented later in Section 5.8. The 
iterative scheme is similar to the scheme presented by Shen and Ruth (1994a) with a slight

(5.46)

(5.47)

(5.48)

(5.49)

/ ( 0 ,  x) =  0 .  

f ( S * , l )  =  1

(5.50)
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modification to automatically re-calculate S *  in situations where an unsatisfactory value of S *  

has been estimated. In the alternative option, for a given set of laboratory experiments, s *  data 

obtained through dynamic saturation measurement can be fitted against t  , using the exponential 
equation (Equation 5.51), presented by Shen and Ruth (1996) to obtain the fitting coefficients:

S * ( x )  =  a 0 1 . 0 - 6 o .e x p

\ do

N
C J

.(5.51)

where a 0 (>  1), and ba , c0 and d 0 are the fitting coefficients. Equation (5.51) with the fitting 

coefficients can then be used to obtain any value of S *  at any given x .

5.8. Discretization Scheme and Solution
The implicit finite difference discretization scheme is employed for the computation of fractional 
flow and saturation profiles. Theoretically, the implicit scheme eliminates the need to establish the 
stability criteria since the formulation is unconditionally stable in a certain sense. However, this 

formulation is more mathematically and computationally intensive than the explicit scheme. The 

main advantage of the scheme presented here is that the Lagrangian formalism eliminates the 
need for space discretization thereby reducing computation time.

Also, preference for the finite difference method over the finite element method is subjective, 
because neither of the two can be said to be clearly superior. The finite difference method is more 
appropriate for handling differential equations that pertain to petroleum engineering problems, 
especially time-based problems. It is also much easier to implement. It requires less time and less 
computer storage space. In the finite element-based solution, the computational effort that is 
required for the matrix coefficients is much more than that required for the finite-difference 

method (Young (1978)). Accurate solutions have been demonstrated with finite element methods. 
However, “competitiveness with finite difference has not been established for most nonlinear 
reservoir simulation problems” (Young (1978)). The other advantage of the finite element method 

is that it can handle more complicated geometries easily.

In solving the relevant equations above, the aim is to be able to solve for the fractional flow, 
pressure (or pressure gradient) and saturation as functions of time and space. More specifically 
defined, the objectives of solving the equations are to be able to predict: 1) fractional flow versus 
saturation with time as a cross plot, 2) saturation versus space with time as a cross plot, 3) 
potential (or potential gradient) versus distance. Specifically, solving Equations (5.16), (5.41) and 
(5.45), using the stated initial and boundary conditions, must be undertaken, if one is to be able to 
meet these objectives.

5.8.1. Flow Equation
Equation (5.45) is a second order, non-linear parabolic partial differential equation that cannot be 
solved analytically. The equation can be solved by the finite difference numerical scheme 
described below. Equation (5.45) may be discretized using an implicit finite difference scheme as 
follows:
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G,/ + 1/2

/i+ l 2 /  /• n+l /• n+l /» n+ l \  n + 1
) (/,+. ~ V ,  + )Z,+I/+ 1/2 .(5.52)

where

r  n+l -  
1+ 1 /2  —

A t

N cC m /2""AS2
.(5.53)

This form of implicit finite difference approximation scheme is called backward-in-time, center-in- 
saturation, which is analogous to backward-in-time, center-in-space - BTCS (Hoffmann (2001)). 
The scheme is unconditionally stable but the time step is restricted only by accuracy 
requirements, such as deviation error from experimental or analytical results.

The term, n +  l ,  denotes the time step after the previous time step, n , and the term / ;n+l is the

fractional flow at point, i  , at the n + l  time step. In Equations (5.52 and 5.53), the fractional flow 

and the other fluid and reservoir properties are specified at the block ends or at the grid points. 

This is depicted in Figure 5.1. In Figure 5.1, the subscripts, i + / 2, i + A< i + 5A,  etc., on the

parameters, C (S ) and G (S ) represent the lumped properties of the i , i + l ,  i + 2 ,  etc. grid 

points, respectively. They are measured at the saturation block ends.

fi-i, Si.,, P t ,

^ __  _

-1 Pi fi+i, Si+ , Pi-H fi« , Si+2, P;+:

^  w ^  w w

Figure 5.1: Schematic representation of domain discretization (saturation) 

Rearranging Equation (5.52) gives:

D /  /* /• /» \/?+i /  r>n+ 1 /-» n+l \ 2  /  s  n+l /•«+! /» n + 1 \ ..n + l
= ( / , •  — O /+ 1/2 )  ( / , + 1 ~ 2 J i  +  / ; - )Z ? :u 2 - f in+>+ f i n = 0 .......(5-54)

In Equation (5.54), £>(/) refers toD  as a function of three independent variables, f,. n+l
S i

n+l

and f i+" . Equation (5.54) can be written for each saturation point, i , forming a system of non­

linear equations that can be solved using the Newton-Raphson iterative method described as 

follows. For convenience sake, henceforth the superscripts « + i on the fractional flow and other 
variables in Equation (5.54) are dropped and anywhere the variables are encountered, it shall be 
assumed that they are at time n + l unless otherwise stated. Also, for clarity's sake, let the 

fractional flow values at time, n , which are known values, be represented by /  *. That is,

/;_i" ,//",/,+," => f i - \ \ f i J M * - respectively. Equation (5.54) then becomes:

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



51

A ( / ; +1 =  ( f i  ~ G i+ i/2)2( / i+ , - 2 / ,  +  )X m , 2 - / + f i  =  0 . .(5.55)

Taking partial derivatives of d , with respect to , / ,  and/,+1 give respectively:

~ - ( f i  A + 1/ 2 ) ^ 1+1/2

-  2Z+i / 2 ( /  ~ A+l/2 X/f+l _ 3/  +  / - I  + A+1/2 ]-1  -  0

.(5.56)

.(5.57)

dD

V i- 1 

a©,

V

hn
T 72-  = ( /  -  A+ i/2)2X + i /2 = 0 ...................................................................................... (5-58)

f i+ i

Equations (5.56), (5.57) and (5.58) form a system of equations, which can be written as a 
Jacobian, /  , for a system of non-linear equations derived from Equation (5.55) as follows:

' 3D, 3D,
.(5.59)

j  =

1 = 2
f ,  /,♦  1

30, 30, 30,
/  , f ,  '

30, 3O, 30, . _ ̂
X - ,  X

3D„ 3D„

Hence, by computing the Jacobian matrix of the system of non-linear equations, the approximate 

solutions of /_ , ,  f  and f M  (=> f Jt j  = l,2,3....n), denoted by /  and f M , can be found

using:

/ _ , = / , _ , - / _ , .......................................................................................................... (5.60)

f i - f a i - f i ...................................................................................................................(5.61)

.......................................................................................................... (5-62)

where , f oi and f oM  refer to the initially assumed or previous iteration values of the /  s and

/■_!, f i  and f M  are computed from a linear system of the form, J f = d  given by:

' f f ' D M , , '• = !'
fl 02( / , . , - i . „•*,)-• '=2
h

=

°3(X,M./«,./,.i+l).- '=3

P „ ( f „ i  =nj

.(5.63)

Complete listings of the Jacobian matrix and the RHS of Equations (5.63) are presented in 
Appendix A2. The matrix in Equation (5.63) is a tri-diagonal matrix and can be solved using the 
“Thomas algorithm” technique or any other iterative method like “Gauss-Siedel" or “PSOR - 
point-wise successive over relaxation” method (Thomas (1982) and Press et ai. (1992)). In this
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work, the Thomas algorithm technique is employed. If the solutions of , /,■ and f M  are 

within acceptable margins, the solution procedure is terminated; otherwise, the values of , /,■ 

and f M  are substituted back into Equation (5.63) as , f oi and f oM, respectively, and the 

equation is solved again. This continues until the differences between successive approximations 
are small enough or within an acceptable margin.

In the Newton-Raphson method above, the solution of the system of non-linear equations is 

obtained by an outer iterative method, which linearizes the system, and an inner method, which 

solves the system of resulting linear equations. An alternative strategy is to obtain the solution of 
the system of non-linear equations directly iteratively. This technique is similar to the Newton- 
Raphson method except that the solution of the / ’s is obtained directly iteratively using the 

equation below:

.. r ^i ifoi-l  ’ foi,foi+\) /f-
f i +\. f i . f i - i  = ̂ .......................... ............................................................... (5-64)

-i r ifoi- 1 ’ foi,foi+\ )
Vi

This method is the non-linear Jacobi version of the NLOR (non-linear over-relaxation) method 
presented by Ames (1992) with the relaxation parameter taken as 1. This method is referred to 
here as the Newton-Jacobi method. Both the Newton-Raphson and Newton-Jacobi methods 

were implemented as optional solvers in the numerical simulator developed in this research as 
presented in Section 5.12.

5.8.2. Saturation Grid Size and Time Step Selection

For the implicit solution technique, the selection of AS can be arbitrary depending on the number 
of the saturation grid size (uniform size/structured grid). Generally:

0 < AS < 1 .........................................................................................................................(5.65)

and AS is generally given as:

AS = .....................- ......................  (5.66)
N um ber o f  g r id  blocks

where S is the saturation discretization domain. The maximum value of the normalized 

saturation, , occurs at the inlet from the beginning and throughout the displacement process.

Theoretically, the selection of A r in Equation (5.53) can be arbitrary because of the implicit finite

difference scheme employed. But in reality, selecting A t  such that a single time step is used can
result in an incorrect solution due to accuracy requirements (See Section 5.8.1). An iterative 
procedure was used in arriving at the actual number of time steps used in the numerical 
simulation results presented in Chapter 7 through comparisons with experimental results. If an
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explicit finite difference scheme had been used, the stable time requirement stated in the flow 

chart of Figure 5.2 would have been used (Bentsen (1978)). This stable time requirement makes 
the computation run longer on a computer.

5.8.3. Displacement Equation

The finite difference equivalent of the first-order hyperbolic Equation (5.16) can also be written. 
To avoid or reduce numerical dispersion (front smearing), oscillating solutions (unstable solutions 
near steep gradients) and grid orientation effects (Jensen (1989), Carr and Christie (1983) and 

Peaceman (1977)) in the discretization of Equation (5.16), a forward-in-saturation and a center-in- 
time (Crank-Nicholson - Rice (1983)) finite difference approximation scheme is employed.

The resulting approximated equation is unconditionally stable but the time step is limited by
accuracy requirements (Hoffmann (2001)). The approximation is given as follows:

s n +1 _  zn r t i  _  r n  r n + 1 __ * n +1
  J /+! J i  | J j+ l  J i /g  Q 7\

At  ~ 2AS 2AS ......................................................................... 1 ' '

Having calculated the values of the f " +> s, the distance traveled by any saturation can then be

calculated at time step n + 1 using Equation (5.67). The algebraic form of Equation (5.67) is 

given as:

f t l  _  r n  r n + l  _  r n + \

£"+1 = £" + A t Jm Ji +A T^ — ................................................. (5.68)
1 ' 2AS 2AS

The following plots can then be generated after estimating the distances traveled: 1) fractional 
flow versus saturation with time as a cross plot and 2) saturation versus space with time as a 
cross plot. In Equation (5.68), the values of AS in both the second and the third terms of the RHS 

are the same. Also, both Equation (5.54), the discretized form of the fractional flow equation, and 
Equation (5.68), the discretized form of the displacement equation, are solved on the same grid 
number and time steps subject to accuracy requirements.

5.8.4 Pressure Equation
Finally, the finite difference equivalent of Equation (5.41) is given as:

•Vi+I X¥>i _ M r 
A #  N c

—  - 1  -  
M r

f 2i N cN o2i+ \ 2 AS f Ng (  I ~ a 2i +1 2 

U A i+,2 Mr ^  + LMr { 2R,2
.(5.69)

The algebraic form of Equation (5.69), with all the variables including the dependent and 

independent variables at the same time step n + 1 , can be written as:
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‘Wi+i
n + l

■ ,

M r
N c M r

.

nn + l

fv N cN o1M  2 AS

LXr2/ + 1/2 Mr Ag l M r
1 _ a 2 i+ l,2

2 Rs12
(A£) + * "+l ....(5.70)

This equation is then used to estimate the potential (hence the pressure) for each successive 
saturation block and distance traveled by making use of all the known variables specified in the 
equation. The plot of potential (or pressure) versus distance can then be generated. Also, once 
the velocity distribution along the core is known, the potential (pressure) gradient or the 

normalized potential (pressure) gradient along the core, in the wetting and nonwetting phase, can 
be computed directly with Equations (5.34) and (5.35), respectively.

5.9 Treatment of the Steady State Solution/Pseudo-Steady Solution
The treatment of the steady state is similar to that of the unsteady state solution except that the 
capillary pressure gradient now degenerates to zero, hence making the definition of the terms 

contained in the normalized variables different. This is also applicable to the pseudo-steady state 
condition of varying time-dependent saturation but a constant saturation profile after
breakthrough. Unlike in the case of pseudo-steady state flow, for steady state flow the fractional
flow no longer changes with time. Essentially, at this condition, Equation (5.45) becomes:

( / - g >)2j§ t = 0 ...............................................................................................(5 -71)SS

The solution of Equation (5.71) is given as:

Sf  < S <  1.....................................................................(5.72)

0 < S < S f .................................................................. (5.73)

or

f = G  ,

a2/
as2

o,

Equations (5.72) and (5.73) give the fractional flow as a function of x and ^ in the range 

specified. With Equation (5.73), the exact solution, by direct integration twice and by applying the 
boundary conditions, is given as:

■ / ) = / / # - ........................................................................................................ (5-74)

where f f  is the fractional flow at the floodfront. Determination of the distance traveled by a

given saturation and the pressure (or potential) distribution follows a similar procedure as 
described previously for unsteady state conditions, although some terms in the previous 

equations are eliminated. This procedure is quite straightforward and trivial and was not 
implemented or incorporated into the numerical simulation software.
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5.10. Error Analysis
In the solutions given in the previous sections, two types of computational error can be identified. 
These are the truncation or discretization error and the round off error. The truncation error arises 

due to approximation of the equation by a finite difference equivalent. This process neglects 
higher order terms of the Taylor series expansion of the equations leading to discrepancies 

between the values of the derivatives and the approximation. Using a high number of grids can 
minimize this error, but there is, however, a practical limit to this because the intensity of the 

computation increases as the number of grids increases. However, in the computer programming 
codes, a minimum saturation grid number of 10 is specified which is good enough for a maximum 

normalized saturation of 1. Using a larger number of time steps can also help to minimize 
truncation error.

The truncation error in the finite difference approximation of the second order parabolic equation 
(Equation (5.45)) is of the order (Rice (1983)):

o {a t 2 +AS2) .................................................................................(5.75)

Similarly, the truncation error in the finite difference approximation (Crank-Nicholson Scheme) of 
the first order hyperbolic Equation (5.16) is of the order (Rice (1983)):

o {a t 2 +  AS2) ............................................................................................(5.76)

The round off error arises due to the computer rounding off part of the number after decimal 
points. Using higher order decimal places in the computer codes minimizes this error, especially 
when computations occur between numbers having very low and very high magnitudes.

5.11. Algorithm for Computation
The algorithm for coding, in flow chart and descriptive format, is presented in Figure 5.2. It 
provides details of how the codes interact within various segments when run on a computer. The 

figure is self-descriptive and provides a general understanding of the simulation process as 
applied to the present work. It should be noted that the parametric equations used in representing 

relative permeability and capillary pressure functions in Figure 5.2 are selected such that,

dKri/dS and d nJdS  behave in such a way that at 5 = 0, df/ds is finite; that is, greater than

zero (Shen and Ruth (1994a)).

5.12. Programming/Codes Development
The numerical simulation process detailed above is codified into a standalone simulator. The 
solution techniques described above were codified as optional objects into a standalone 
interfacial coupling simulator (ICS) executable using the Java™ programming language (Gosling 
et al. (2000) and Lindholm and Yellin (1999)). Originally, the development of the simulator started 
with the Visual Basic programming language, but this was later changed to Java due to ease of 
use and wide availability of Java resources. The GUI of the interfacial-coupling simulator is shown 

in Figure 5.3. The source codes (.java files) and their byte codes representations (.class files) for 
the ICS, and the packaged executable JAR (Java Archive) file - ICS.jar, are contained in the CD- 
ROM at the back of this thesis. The source codes listings are also contained in Appendix A1.
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Figure 5.2 : Simulation algorithm for interfacial coupling in flow chart format

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



57

f  l  Fractional Flow Proflto B a  T 1 SarurarkmProWa

1 UpdnKRTamStnp-ffl MnwCmrt TotUfimca- 1/44 Flapaod Tima-0  04 inln. Cava Tutor
FfcMPr
OR Q w i* ty y < a fti"3 pr?8E-,11

o  114E-12< 3 TfUokr

IQ 985 \

10 011h£i(glt/g;*y« 

fcera VMum* (nt*1?)

PflwKfr

DisplM «rr«nt f t r a u r *  (P»J ^

WMar̂ seesHyr1*  i '  

ac 'ion  Tlrna I jb c ]

If72 3E 6 1

p c Cm it
639 S41

Q9ve<>jQj
51480

Ac A ra « g (P a C w v*(P a ) M 356 6 IClear HufdProparHet
0 4581

108757952 [O  & ****«  M2 J*_R12»1 
V«ut.*l*lQr M2 i \

Figure 5.3: Graphical user interface (GUI) of the interfacial coupling simulator

5.12.1. Choice of Java
The use of Java for high performance computing has been and continues to be a subject of 
intensive debate in the computational science and engineering community. Java is both a 
programming language and a run-time environment (Boisvert et al. (1998)). Its momentum is high 
and the programming paradigm and advantages, which Java offers, cannot be overlooked easily. 
These include architectural neutrality (platform independent) and portability, objected-oriented 
design, simplicity and generality, robustness, security/safety, automated memory management 
(through garbage collector), multi-threading, distributed-oriented (that is, network-centric) and 
availability of varieties of libraries, etc. (Flanagan (1997), Boisvert et al. (1998), Bell and Parr 
(1999), Morelli (2000) and Friedman-Hill (2001)). These advantages are also some of the reasons 

why the Java programming language was employed in the development of the interfacial-coupling 
simulator.

Java has been often perceived as being too slow for serious scientific computation and 
application when compared with other languages like FORTRAN, C, or C++. With the availability 
and improvement of a just-in-time compiler (JIT) as well as improvement in the Java run-time 
systems (Boisvert et al. (1998)), this perception is gradually changing and support for Java for 
use in numeric computing is growing among the numeric computing community. Also, it is now a 
common consensus among many professionals that the Java language is not actually the 
problem in this regard; rather, the problem is its implementation. To this end, a lot of 
professionals and organizations in this community, led by the Java Grande Forum 

(http://www.javagrande.org) have been working to refine and remove some of the bottlenecks and
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performance overheads associated with Java (Philippsen et al. (2001), Oliver et al. (2001), 
Bonachea et al. (2001), Aridor et al. (2001), Boisvert et al. (2001), Getov et al. (2001), Kielmann 

et al. (2001), Moreira et al. (2001), Thiruvathukal (2002), and most of the references listed in 
these papers).

5.12.2. Selection and Implementation of Simulator's Solver
This section focuses on the selection and implementation of the solver for the solution of 
Equation (5.55). With the Newton-Raphson technique, the solution of Equation (5.55) leads to a 
tri-diagonal system of equations that can be solved using optimized methods of solving a sparse 
matrix. These include the Thomas algorithm technique (Thomas (1982) and Press et al. (1992)), 
or iterative techniques like the "Gauss-Siedel" method and the "PSOR - point-wise successive 

over relaxation" method (Thomas (1982)). In the present case, the Thomas algorithm is well 
suited since the system of linear equations is tri-diagonal.

If the solution is to be codified using the Java programming language, there is no publicly 
available Java package that contains classes or methods specifically for solving the tri-diagonal 
matrix. The only publicly available package is the Java Matrix Package - Jama (Hicklin et al. 
(1998)) developed by MathWorks, Inc. and the National Institute of Standards and Technology, 
USA for dense matrices. As a result of this, a Thomas algorithm method (object) was 

implemented as a solver. The Thomas algorithm was implemented in Java as a Java object that 
is re-usable and can be plugged into any Java numeric package as a solver. The implemented 

Thomas algorithm method (called "ThomasAlgorithmSolution") is for solving a system of linear 
equations of the form, A x  = B , where A  is a m x  n "tri-diagonal" square matrix. The array of 

elements in A  and B  (RHS) are supplied as parameters/arguments to the 
"ThomasAlgorithmSolution" method/object to compute the solution, E . The source codes for the 

"ThomasAlgorithmSolution" method are shown in Figure 5.4a.

An alternative option for Equation (5.55) is the Newton-Jacobi method solver discussed in Section
5.8.1. The Newton-Jacobi iterative solution technique is quite straightforward. This was also 
implemented as a Java method (object) and as an optional solver in the simulator. The method 

takes two arrays ( A  and B ) as parameters/arguments, which represent the previous iterated 
solution and its derivates, into the "newtonJacobi" method/object, and uses them to compute the 
solution, E . The source codes for the Newton-Jacobi method are shown in Figure 5.4b.

5.12.3. Evaluation of the Thomas Algorithm Solver
To evaluate how accurate and how fast this implementation is, its relative performance in terms of 
solution accuracy and execution time was compared with the publicly available pure Java linear 
algebra matrix package (Jama - Java Matrix Package, (Hicklin et al. (1998)). The Jama version, 
5th August 1998, was used in this evaluation. Evaluations were carried out with Java version 
1.4.0 (J2SE version 1.4.0), from Sun Micro System Inc. on a Celeron 900 MHz processor, with 

256 MEG memory and a Windows NT 4.0 operating system. This version of Java also has the JIT 
compiler that makes Java codes run faster and efficiently.
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//Thom as Algorithm method
public double [] ThomasAlgorithmSolution (double upperElements [], double diagonalElements [], 

double lowerElements [], double rhsElements [] ){

//F o r an m x n matrix tri-diagonal, number of rows (m) = number of cols n = (m atrix size) 
in t matrixSize = diagonalElements.length;

//A rrays to  hold (primary) main and secondary computed coefficients; and solutions, x 
double A [] = new  double [matrixSize]; 
double B [] = new  double [matrixSize]; 
double C [] = new  double [matrixSize]; 
double D [] = new  double [matrixSize]; 
double W [] = new  double [matrixSize]; 
double G [] = new  double [matrixSize]; 
double E [] = new  double [matrixSize];

fo r( in ti = 0; i < matrixSize; i+ + ){
//P rim ary 
if(i = = 0 )

A[i] = 0; 
else

A[i] = lowerElements[i - 1];

B[i] = diagonalElements[i];

if(i ==  (matrixSize - 1 ) )
C[i) = 0; 

else
C[i] = upperElements[i];

D[i] = rhsElements[i];

//Secondary 
if(i ==  0){ 

w [i] = (C[i] /  B[i]);
G[i] = (D [i] /B [ i] ) ;

>
else if(i > 0){

W[i] = (C[i] /  (B[i] - (A[i] * W [i-1])));
G[i] = «D [i] - (A [i]*G [i-l])) /  (B[i] - (A[i] *  W [i-1])));

}
>
//Solution
fo r(in t i = 0; i < matrixSize; i+ + ){  

in t ]  = (matrixSize - 1) - i;

i f ( i= =  0 ){
E M  -  G[j];

}
else if(i > O K  

ED] = (G[j] - (W [j] * E[j+1]));
>

}
return E;

>
a. Thomas Algorithm Code Listing

//Newton-Jacobi method
public double [ ]  newtonJacobi(double [ ]  A, double [ ]  B ){ 

in t] = A.length; 
double [ ]  E = new double[]]; 
for(int i = 0; i < j ;  i+ + ) {

E [i] = A [i]/B [i];
>

return E;
>

b. Newton-Jacobi Code Listing

Figure 5.4: The source codes: (a)'ThomasAlgorithmSolution'' method and (b)”Newton-Jacobi” method

//'Primary
//Primary
//Prim ary
//Prim ary
//Secondary
//Secondary
//Solution
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The Java "Matrix" class in the Jama package provides the fundamental operations of numerical 
linear algebra. "Various constructors in the class create matrices from two-dimensional arrays of 
double precision floating point numbers" Jama (Hicklin et al. (1998)). Five decomposition classes 

(Cholesky decomposition of symmetric, positive definite matrices; LU decomposition (Gaussian 

elimination) of rectangular matrices; QR decomposition of rectangular matrices; Eigenvalue 
decomposition of both symmetric and non-symmetric square matrices; and Singular value 

decomposition of rectangular matrices) are implemented. These decompositions are accessed 
by the “Matrix” class to compute the solutions of simultaneous linear equations and several other 
matrix functions (Hicklin et al. (1998)).

The snippet codes showing how Jama "Matrix" class can be used as a solver are shown in Figure
5.5. Similar snippet codes for the "ThomasAlgorithmSolution" method are shown in Figure 5.6. 
Alternative input data sources can be used, for example, from an external file or by direct typing 
into the source codes or by using the Math.random method of the java.lang package or by 

fetching the data from a database.

It is expected that the execution time of the Jama "Matrix" class is going to be much more than 

that of the "ThomasAlgorithmSolution" method because the Jama package is written specifically 
for dense matrices and not sparse matrices. But the motivation for the present evaluation is to 
ascertain the actual magnitude of the differences in execution time and to check if both classes 
produce the same solution results. Reproducing the same solution results would help to test or 
ascertain if the "ThomasAlgorithmSolution" method can be used as a solver. The execution time 
is the clock time required to execute only the computation (excluding matrices’ population with 
data, validation and I/O) using the System.currentTimeMillis method available in the java.lang 
package (Bull et al. (2000)). The sizes of the matrices used in the evaluation are selected such 
that the time of execution is long enough for the System.currentTimeMillis resolution to be able 

to capture it. To compute the execution time, the System.currentTimeMillis statement is 
inserted before and after the solution objects in Figures 5.5 and 5.6 and a variable is declared to 

consume the difference between the two statements as shown in the snippet codes of Figure 5.7

package ics; 

import Jama.*;

public class SolutionUsingJama {

//Declare "Matrix” as new objects for the LHS (A) and the RHS (B)
Matrix A; Matrix B;

//Solution = E; A and B are "Matrix" objects can be populated with data in several ways 
Matrix E = A.solve(B);

//S ize o f E
int sizeOfE = E.getRowDimension();

//P rin t output results to the system prompt (optional) 
for(int i = 0; i < SizeOfE; i+ + ) {

System.out.print("X" + (i+1) +
System.out. p rin tln(E [i]);

>
2 ____________________________________________________________________________________

Figure 5.5: Snippet codes showing the use of the Jama "Matrix" class as a solver
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package ics;

import ics.IcsClass;

public class SolutionUsingThomas {

//Solution :Upper, Diagonal, Lower & RHS are arrays that can be populated with data in several ways (See Section 4.0) 
double [ ]  solution = IcsClass.ThomasAlgorithmSolution(Upper, Diagonal, Lower, RHS);

//P rin t output results to  the system prompt (optional) 
for(int i = 0; i < solution.length; i+ + ) {

System, out. prin t("X “ + (i+1) + " :") ;
System.out. prin tln(so lution[i]);

}
>

Figure 5.6: Snippet codes showing the use of the "ThomasAlgorithmSolution" method as a solver

package ics;

import ics.IcsClass;

public class ThomasWithTiming {

/ * *  Some declarations and statements go here * /

double initialTime = Sytem.currentTimeMillis; //T im e before solution
double [ ]  solution = IcsClass.ThomasAlgorithmSolution(Upper, Diagonal, Lower, RHS); //Solution
double finalTime = Sytem.currentTimeMillis; //T im e after solution

//D uration
double duration = finalTime -  initialTime;

/ * *  Additional declarations and statements go here * /

>

Figure 5.7: Snippet codes showing timing of the "ThomasAlgorithmSolution" method

5.12.4. Results of Evaluation of the Thomas Algorithm Solver
In the first evaluation, the upper, diagonal, lower and right-hand-side (RHS) elements of 4 x 4 

matrices, shown in columns 2, 3, 4 and 5 of Tables 5.1 and 5.2 are used as input data, 
respectively. Results for each are shown in columns 6 and 7 of Tables 5.1 and 5.2, respectively. 
From the table, output results for the two options (Jama and Thomas) are essentially the same 
even to 4 decimal places. This demonstrates that the developed object is very effective in solving 
tri-diagonal matrices. In the case of the Thomas option, the execution time is very small and 
cannot be properly timed by the relatively small resolution of the Sytem.currentTimeMillis 
method. Hence, the execution time reported for the Thomas option by the computer is 0.0000 in 

each case as indicated in the last row of Tables 5.1 and 5.2. For The Jama option, the execution 
time is 20 milli-seconds for each solution.
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Table 5.1: Performance Comparison of Accuracy for a 4 x 4 Square Matrix (1st Test)
i 1st Test (Solution, Xi)

Upper
Elements

Diagonal
Elements

Lower
Elements

RHS
Elements

Thomas Option's 
Solution (Xi)

Jama Option's 
Solution (Xi)

1 - 1.0000 2.0000 4.0000 2.0000 2.0000
2 2.0000 1.0000 3.0000 8.0000 1.0000 1.0000
3 1.0000 2.0000 1.0000 10.0000 3.0000 3.0000
4 1.0000 4.0000 - 7.0000 1.0000 1.0000

Time(milli-sec) 0.0000 10.0000

Table 5.2: Performance Comparison of Accuracy for a 4 x 4 Square Matrix (2nd Test)
i 2nd Test (Solution, Xi)

Upper
Elements

Diagonal
Elements

Lower
Element

s

RHS
Elements

Thomas Option's 
Solution (Xi)

Jama Option's 
Solution (Xi)

1 - 1.1128 0.7220 3,126,400 1,453,317.0978 1,453,317.0978
2 0.7220 -2.2858 1.5638 0 2,090,233.7030 2,090,233.7030
3 1.5638 -6.1246 1.5808 0 2,384,295.4685 2,384,295.4685
4 1.5808 -3.0141 - 18,166,250 7,261,755.8698 7,261,755.8698

Time(milli-sec) 0.0000 10.0000

In the second evaluation, the Java random method of the java.lang.Math class was used to 

generate pseudo-random numbers as input into the tri-diagonal matrices and the time for running 
the test (solving the matrices) was timed. It should be noted that using the random numbers 

method is not the best approach to populate the matrices with data as used in the current 
evaluation. The advantage of this approach is that it eliminates the need to read data from 
external sources (files, database or intermediate coefficients' computation) and it can still be 

relatively accepted as the basis of the present evaluation. The tests were carried out on a Celeron 
900 MHz processor with 256 MEG memory and a Windows NT 4.0 operating system connected 
to the web.

The results are depicted in Figure 5.8. The figure shows the average execution time of solving the 
matrices at various matrices’ sizes. In both cases, as the number of the matrix's size increases, 
the execution time increases. The results show that Jama gives a high overhead. In fact a matrix 

size of more that 2,035 X 2,035 cannot be run using Jama because the computer memory is not 
large enough to handle the matrix size. The compiler throws a java.lang.OutOfMemoryError 
exception, when a matrix size bigger than 2035 X 2035 is used. On the other hand, the Thomas 
object gives a very low overhead. The Thomas object can handle a matrix of up to 702,700 x 
702,700 at about 972 milli-seconds. This is a very large size at lower execution times if compared 
with the case of Jama of 2,035 x 2,035 at 166,270 milli-seconds. Beyond a matrix size of 702,700 
x 702,700, the compiler throws a java.lang.OutOfMemoryError exception. This shows that the 

"ThomasAlgorithmSolution'' method is much more efficient and runs faster. Below a matrix size of 
2,000 X 2,000, the execution time of the Thomas object becomes so small that it cannot be 
accurately computed by the relatively small resolution of the Sytem.currentTimeMillis method. 
Below this size, the execution time computed by the method is 0.0000.
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Hence, the performance of the Thomas algorithm for solving a tri-diagonal matrix was 

implemented in Java as a Java object. In terms of solution accuracy and execution time, it was 
found to be efficient. Due to the accuracy and shorter time interval of execution of the 
“ThomasAlgorithmSolution" method, it was used as the solver for Equation (5.55). When running 
the simulator, the "ThomasAlgorithmSolution" method is used as the basis of solution as 
demonstrated in Figure 5.6. The complete source codes for the "interfacial coupling simulator" 
(ICS) can be found in the CD-ROM at the back of this dissertation and in Appendix A.
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5.12.5. Description of Source Codes (Classes, Methods and Variables/Fields)
1) Ics.java: This is the main class of the software. It is the entrance into the package and it is 

used in constructing the application. It contains the static main method.

2) IcsFrame.java: This class contains codes for forming the background GUI that holds the 
other GUIs. It is the default GUI class that is called by the Ics.class at application start up 

and it also sets the initial GUI state (width, length, location, background color, etc of the main 

application frame) of the main application window.

3) IcsClass.java: This class is the main computational class of the software. The numerical 
scheme and solution codes are in this class. The class consists of methods, statements and 
variables for computing various coefficients, intermediate values and final values. Some of 
the methods have return values while others do not but almost all computation methods are 
declared as public so that they can be instantiated. This class also contains methods and 
variables for manipulating the GUI components of the software. The main GUI of the software 

is shown in Figure 5.3. Most of the objects pertaining to the GUI in the source codes are 

declared private to prevent external modifications. In addition, it contains some objects for i/o 

(input-output) operations. These objects include methods for opening and closing input files. 
These objects (open and close) can be accessed via the GUI components (buttons) in Figure
5.3.

In addition, the class contains three important specialized methods that are described as 

follows. These are the “printOutput”, “thomasAlgorithmSolution” and the “newtonJacobi” 
methods. The printOutput method is used for handling output operations within the 
computation objects. It contains some variables and associated exception handling codes 
for saving output results within the loop intervals after every computation step. The 

thomasAlgorithmSolution method contains the Thomas algorithm codes. The 
newtonJacobi method contains codes for iterative solution of the system of non-linear 
equations using the Newton-Jacobi method. Both the thomasAlgorithmSolution and the 

newtonJacobi methods are used as the solver for Equation (5.55). The two solvers have a 
return value (an array object) and other variables for handling solution procedures.

4) FlowView.java. This class contains codes for dynamic viewing of the fractional flow and the 
saturation profiles as the computation progresses. All the methods and variables in the class 

are declared as public. If the “yes” button in the “interactive” panel of the GUI of Figure 5.3 is 
enabled, the fractional flow and the saturation profiles are plotted and can be viewed 

dynamically as the computation progresses. Otherwise, if the “no” button is selected, the 
fractional flow and the saturation profiles cannot be viewed as computation progresses.

5) lcsFrame_AboutBox.java: This contains codes for displaying information about author(s), 
company /university and software version in a dialog box.

Numerical results that were generated using the developed simulator are presented and
discussed in Chapter 7.
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CHAPTER 6
EXPERIMENTAL EQUIPMENT DESCRIPTION AND MODIFICATIONS

6.1. Introduction
Two sets of laboratory experimental data are used in the analysis presented in Chapter 7. The 
first set is experimental data reported in the literature (Bourbiaux and Kalaydjian (1990), Manai 
(1991), Bentsen (1998b and 1997), and Sarma and Bentsen (1989a). The second set is the data 
acquired in the Instability Laboratory of the School of Mining and Petroleum Engineering at the 
University of Alberta during the duration of this research.

Full descriptions of the experimental equipment for the first set of data can be found in the 
literature (Bourbiaux and Kalaydjian (1990), Manai (1991), Bentsen (1998b and 1997), and 

Sarma and Bentsen (1989a)). This chapter discusses the equipment and modification of the 

equipment for the second set of data acquired at the University of Alberta.

6.2. Background Information on Equipment
Ayub (2000) developed the equipment for conducting experiments and acquiring the second set 
of data. Ayub also presented detailed descriptions of the equipment. The picture of the equipment 
is shown in Figures 6.1. The equipment consists of the core holder (made of acrylic sheet) and 
injection caps, fluid injection system, effluent collection system, dynamic saturation measurement 
system, dynamic pressure measurement system and data acquisition systems.

Two types of experiments were conducted. These are USCO (unsteady state cocurrent) 
experiments - Type I; and SSCO (steady state cocurrent) and USCO (unsteady state cocurrent) 
experiments - Type II. Due to the poor quality of Type I experimental data, only Type II 
experimental data were analyzed and presented in Chapter 7. Type I experiment data are shown 
graphically in Appendix E. Also, the first and second paragraphs of Section 7.2.3.2 discuss the 
quality issues associated with Type I data. The equipment developed by Ayub, after necessary 
modification, was used for the acquisition of data from these two types of experiment. A complete 
description of the equipment is not provided here. But the measurement systems and 
modifications made to the measurement systems and some other components are presented. A 

brief discussion of the experimental procedures is also given.

6.3. Measurement Systems
In core flooding experiments, such as those employed in this research, flow rate, pressure and 
saturation values are measured to describe the displacement process.

6.3.1. Rate Measurement
Measurement of flow rate is done through the use of a mass/weight balance and a timer to 
determine the interval required in obtaining differences in weight or volume and these data are 
then recorded and stored in the computer through the data acquisition system.
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Figure 6.1: Picture of the equipment used for data acquisition 

6.3.2. Pressure Measurement
Pressure measurement is done through the use of commercially available sensors or 
transducers. Such transducers (which are apart of the core flooding equipment) are normally 
calibrated before a given set of experiments. The pressure in the fluid is measured through the 

use of porous plates fitted on the intake ports of the transducers. The plates must be wetted and 
saturated by the fluid, the pressure of which is to be measured through them. Pressure is 

transmitted to the pressure sensors through these permeable plates.

Pressure differences (and saturation) are measured only for the central portion of the core. In the 
experiments carried out, differential pressure transducers from Validyne Engineering Corporation 
are used. Hydrophobic Teflon discs, manufactured by Kontes Glass Company, are fitted at the 

intake ports of the non-wetting phase transducer to ensure that the transducers sense only non­
wetting pressure. On the other hand, the intake ports of the wetting phase transducers are fitted 
with fritted discs from the Corning Corporation, and membranes (MF disc MCE hydrophilic 

0.22|iim 47mm) manufactured by Millipore Corporation to make them sense only the wetting 

phase pressure. The fritted discs provide base supports on which the hydrophobic membranes 
rest.
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6.3.3. Saturation Measurement
Saturation of a core sample can be determined through a variety of methods in the laboratory. 
Usually, to avoid end effects, only the central part of the core is considered as a tested sample. In 
certain cases (steady state conditions), saturation values are determined by weighing the sample 
at every stage of steady state flow; that is, by maintaining a volumetric balance of all the fluids 
injected and produced from the core sample (Bear (1972)). For unsteady state techniques, a 
variety of non-invasive techniques for estimating saturation are available. These include X-ray 
absorption technique (Norel (1964), Geffen and Gladfelter (1952), Laird and Putman (1951 and 
1959); the photographic technique (Chatenever and Calhoun (1952), Kimbler and Caudle (1957)); 
the scanning electronic microscope technique (Swanson (1979); and the fluid solidification and 
photomicrography technique (Yadav et al. (1987)).

Others include the X-ray computer-assisted tomography (CT) technique (Hove et al. (1985), 
Vinegar and Wellington (1987), Peters and Hardham (1990), Peters and Afzal (1992), Sprunt et 
al. (1991), Hicks (1996) and Akin (1999)); the gamma-ray tomography technique (Gilboy et al. 
(1984), MacCuaig et al. (1986), Vannier and Ellingson (1988) and Ursin (1992)); the nuclear 
magnetic resonance (NMR) technique (Bates et al. (1983)); the ultrasonic tomography technique 

(Hiller and Ermert (1984), and Ellingson et al. (1987)); the microwave absorption technique 

(Sarma (1988) and Manai (1991)) and the technique of measuring changes in electrical 
properties at several frequency ranges (Bail and Marsden (1957), Sprunt et al. (1991), Berg 
(1995), Su et al. (2000), Ayub (2000), Adisoemarta (2000), Ayub and Bentsen (2000) and Bona et 
al. (2001 and 2002)).

Although the X-ray CT tomography technique is the most accurate (Hicks (1996)), the technique 
of measuring changes in electrical properties is employed in this research. This is because of the 
high cost of acquiring the X-ray CT scan equipment. Also, the use of the electrical properties’ 
technique is reliable enough within the limits of experimental error. This measurement technique 
is the same as that employed by Ayub in his previous work with a little modification of the 

equation used in computing the saturation values from the recorded frequency values and the 

operational range of the frequency counter (82 to 88 MHz).

In this technique, fluid saturation values are usually determined by inserting electrodes at both 
ends of a core and measuring the electrical properties of the core (Bear (1972)). The core can 
also be made to lie between a parallel plate capacitor and the change in electrical properties that 
results from a change in saturation along the core can then be related analytically to the electrical 
properties to calculate the actual value of the saturation along the core length. Electrical 
properties that have been employed in the past include dielectric constant, resistance or 
conductance, frequency and dissipation constant or factor.

The theory employed by Ayub is based on the capacitance method. The saturation sensing 
system is a capacitor (resonator) whose dielectric constant or value changes as the wetting 
phase content in the medium (core holder containing, sand, wetting (water) and nonwetting 
phases) placed between its parallel plates changes (See Figures 6.2 and 6.3).
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Figure 6.2: Resonator for the saturation measurement system with cross-sectional 
view of the core holder. Courtesy: Ayub and Bentsen (2000)

The theory on which the resonant measurement is based is for a single component system and it 
is rather difficult mathematically to determine an equivalent measurement of capacitance of a 
multi-component system. Core local heterogeneity, electromagnetic interference, temperature 
and humidity variations in the laboratory might also affect resonator response. Hence, the 
dielectric constants of the contents of the rectangular core holder (made of acrylic sheet) are 
lumped together as an equivalent dielectric constant. In the range of frequency employed by 
Ayub, the change in dielectric constant causes a change in frequency, which is assumed to be 
due to a change in the wetting phase saturation. The change in dielectric behaviour of such a 

heterogeneous mixture in the core has a complicated dependence on the frequency and matrix 

(Arulanandan and Smith (1973)). Ayub used an empirical relationship to determine the saturation 
profile by simplifying the equation presented by Orlov (1970). This simplified equation is given as:

S , = — —  r r ................................................................. (6.1)
A J o  tan{ B J b)

where

and

B„ =

:

2

c
o —

.(6.2)

.(6.3)
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In Equations 6.1, 6.2 and 6.3, f 0 is the frequency response, c is the velocity of light, I  is the

length of the central conductor of the resonator and Z B is the characteristic impedance. “The

parameter, S ,, is directly equivalent to the capacitance, C , for a specific set of conditions of room 

temperature and humidity, which are usually assumed as constant” (Ayub (2000)). The 

parameters A 0 and Ba are determined by non-linear regression using SPSS software, once the

frequency responses, f 0, against various water saturation levels are determined experimentally.

The theory of saturation employed in this work is similar to that presented by Ayub and it is given 

in the next section with the exception of the polynomial function for curve calibration and the 
operational range of the frequency.
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12.. "l'u rao
13. TCs

i ©
Figure 6.3: Circuit diagram of the water saturation measurement sensor 

Courtesy: Ayub and Bentsen (2001)

6.4. Modifications of Components and Calibrations
The necessary modifications to be made on the equipment and experimental set-up and the 
sensor calibration procedures are given as follows. These modifications are highlighted in Figure
6.4.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



70

6.4.1. Length of the Core

For easier handling, a new core, 41.8 cm long, was used in place of the previous, 100.0 cm long 
core. The lengths of the center portion of the core, where pressure and saturation measurements 
were taken after neglecting the end effects region, are 26.5 cm and 18.0 cm respectively. 
Shortening the length of the core reduces the data density (saturation and pressure) along the 

core length. This might cause a little, but accepted, reduction in accuracy of the measurements. 
For analysis purposes, pressure and saturation measurements from 0 to 18 cm of the 
measurement length were used, because the saturation measurements cover only this interval.

New membranes used at end caps' surfaces, but not effective In achieving countercurrent flow

Core length reduced to 41.8 cm New correlation for frequency/Saturation

Pressure ports reduced to 8

Rate determination based on the rate charts shown in Figures 6.10 (a, b, c and d)

Equipment &  Accessories
1. Corc-holder
2. Pressure ports
3. Water saturation sensor
4. Pulse dampener
5. O il injection pump
6. Water injection pump
7. Water reservoir
8. O il reservoir
9. Stepping motor
10. Motor controller
I I . Chain driven track
12. O il collector
13. Water collector
14. Oil balance (out)
IS. Water balance (out)
16. Transducer cable 

junction
17. Frequency counter
18. DC Power supply
19. AC Line conditioner
20. Control &  data 

acquisition
21. 110 VAC Power supply
22. Co-axial cable
23. DC Power to sensor
24. Data acquisition cables
25. Oil pump controller
26. Water pump controller
27. AC Power cables
28. Oil balance (in))
29. Water balance (inj)
30. Byteway. the balance 

cablesjunction

Figure 6.4: Schematic representation of equipment highlighting necessary modifications 

6.4.2. Membranes
In the earlier experiments conducted by Ayub, countercurrent flow situations could not be 

achieved. This was attributed to the change in wettability of the surface membranes at both ends 

of the core. The membranes were suppose to prevent backward flow of the phases to where they 
are injected from either side of the core so that countercurrent flow situations can be achieved. It 
is believed that long exposure to the mixture of wetting and nonwetting phases caused this 
change in wettability. There was no salt (ions) in the wetting phase (distilled water). Hence, no 
ionic bond was formed to aid the movement of wetting phase towards the end where it should be 
produced and prevent it from flowing towards the end where only the nonwetting phase is 
required to flow through, as shown in Figure 6.5.
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As result of this, in this research, tap water, which contains ions, was used as an aid to achieve a 
perfect bond as shown in Figure 6.5. The introduction of tap water does not introduce any 

significant error (less than 0.3%) into the saturation measurement, especially if the sensor is 
calibrated based on the expected frequency response or shift due to tap water and the non­
wetting phase. Also, new sets of membranes (MF disc MCE hydrophilic 0.22|im 47mm and Nylon 

membrane disc hydrophobic 0.22|im 47mm) manufactured by Millipore Corporation were used. 
Despite this, the membranes did not behave as expected. That is, the membranes did not prevent 
backward flow of the phases. The membranes could not form a perfect ionic bond that could 
enhance countercurrent flow of the phases in the opposite direction. Consequently, 
countercurrent flow experiments could not be conducted.
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The figure depicts a "schematic of the preferential sorption-capillary flow mechanism for reverse 
osmosis separation of sodium chloride from aqueous solutions.

Figure 6.5: Schematic representation of membranes’ surfaces chemistry 
Courtesy: Osmonics Inc. online products catalog at http://www.osmonics.com/products/Page772.htm

6.4.3. Saturation - Frequency
6.4.3.1. Theory
No final consensus exists on the relation between saturation of the wetting phase (water) and 
frequency. The relationship between these parameters depends on many factors and several 
results have been reported at various frequency levels (Davis (1980), Kraszewski (1986), Berg 
(1995), Nguyen et al. (1999), Su et al. (2000), Adisoemarta (2000), Bona et al. (2001 and 2002) 
and West et al. (2003)). Depending on the frequency range, from microwave frequency to VHF 

(very high frequency) of the electromagnetic spectrum, the relationship between a heterogeneous 
mixture such as fluids/porous media physical properties (porosity, saturation, etc) and electrical 
properties (dielectric constant, frequency, capacitance, etc) is very complicated.
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Davis (1980) concluded from experimental results that oil/water saturation in laboratory porous 
media can be non-invasively determined by the VHF electrical measurements above 100 MHz. 
Davis (1980) and Kraszewski (1986) also observed that the anomalous response of fluids in a 

porous media system at about 100 MHz to 200 MHz was found to be minimal. As a result of this, 
Ayub conducted dynamic saturation-pressure measurements in this range of frequency. Some 
electrical components of the resonator were changed. As a result of this, the operating frequency 
of the frequency counter changed to about 82 to 88 MHz. The frequency measurements taken on 
the core for 0 to 100 % Saturation ranges from about 85.2181 to 84.8487 MHz. Although Davis 

recommended operating in the 100 to 200 MHz range, operating in the 82 to 88 MHz can also be 

accepted. Experimental results presented by Nguyen et al. (1999) from core flooding experiments 
show that response of frequency to various saturation levels can be observed at 82 to 88 MHz 
frequencies. Hence the wetting phase saturation can be determined effectively in this range.

To obtain a calibration curve for saturation-frequency to be able to calculate unsteady state 

saturation values, steady state experimental data were used, covering saturations from the initial 
water saturation to the residual wetting phase saturation. The average frequency value of 15 

frequency data points along the core, at each of the various geometrical and environmentally 
corrected saturation levels (8 different saturation levels) of the wetting phase, were computed 
from recorded data. The steady water saturation values were first determined through a 

volumetric material balance approach. The saturation values were then corrected for geometrical 
and environmental errors (See Section 6.4.3.2) through the use of Equation (6.1).

The corrected saturation values were then fitted against average frequency, as an inverse third- 
order polynomial function, with a correlation coefficient of 0.9706. The data used in the calibration 

curve of Figure 6.6 were obtained when the Type - II (SSCO) experiments were conducted. The 
calibration curve was used to obtain saturation values for unsteady state experimental data. The 

relationship between saturation and frequency shown on the curve is:

5 22S72 9223 2015966-8168 177175448.8055 ^4964400930.2684 ,
k  k 2 k 3

It should noted that that although Type I and Type II USCO experiments were conducted on 
different packed cores, the calibration data obtained from Type I SSCO can be used for both 
because the sand-fluid system for both is the same. Also, their frequency operating range falls in 

the same interval.

6.4.3.2. Correction for Core Geometry and Environmental Effects
From the previous experiments by Ayub, due to a geometrical problem (non-horizontalness of the 
core) associated with the construction of the equipment and core holder, the frequency response 
at each data point along the core deviates slightly from the actual response. Local core 
heterogeneity, electromagnetic interference, temperature and humidity variations in the laboratory 
might also contribute to the error in the response. This error also occurred during steady state 
runs when the response should be the same along the core length, although the profiles for all 
the saturation values are almost parallel to one another.
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The same problem was observed in the present experimental studies as shown in Figure 6.7 for 
Type II - SSCO runs. A close observation of the steady state saturation profiles as shown in 

Figure 6.7 shows that the profiles for all the saturation values are also almost parallel to one 
another, which means that the error is almost the same for each profile. Hence correction can be 

applied to each profile by lumping the effects at all data points into coefficients A„and s„ in 

Equation (6.1).

The coefficients A0 and B0 were determined independently for each saturation profile using the 

raw frequency measurements and volumetrically-determined steady state saturation with the 

regression analysis option available in the SigmaPlot Software from SPSS Inc. These coefficients 
and Equation (6.1) were then used to determine the corrected saturation for each profile. The 

values of the coefficients A0and B0 for each profile are shown in Appendix B (Table B1). Raw

frequency measurements along the core and the corrected steady state saturation profiles 
generated with Equation (6.1) are shown in Figures 6.7 and 6.8, respectively. It should be noted 
that the same problem of deviation of a measured electrical property (resistance) was observed in 
a previous work by Sprunt et al. (1991) and the shape of the deviation from the correct saturation 
value is similar to that observed in this research.
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Figure 6.6 : Polynomial saturation calibration curve (Type II - SSCO)
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Figure 6.7: Raw frequency measurements profiles along the core at 
steady state saturation levels (Type II - SSCO)
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Figure 6.8: Computed steady state saturation profiles along core holder 
after geometrical and environmental corrections (Type II - SSCO)
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6.4.4. Pressure Traducer Calibration
The number of pressure transducers was reduced to 8 because the length of the core was 

reduced although measurements from only 6 of the pressure sensors, three on either side, were 

used in the analysis. The Validyne Engineering Corporation is the manufacturer of the pressure 
transducer. Four pressure transducers are located on either side of the core and spaced as 

shown in Figure 6.9. Before the transducers were used for pressure measurements they were 
calibrated using a digital calibrator as opposed to the previous technique of using a cumbersome 
manual calibration approach.

Out of the total number of 14 pressure transducers used in the previous studies by Ayub, 
transducer numbers 3, 4, 5 and 7 for the wetting phase, and numbers 9, 10, 12 and 15 for the 

non-wetting phase, were selected and calibrated. The calibration involves the determination of 
correlation parameters, namely the intercept, c, and the slope of a straight line, m, that relate the 
sensor measurements to the calibrator measurements.

The values were then entered into the appropriate input section (pressure transducer calibration 
section) on the software system. The calibration data and the correlation parameters for the 
pressure transducers are shown in Appendix C (Table C1). The same calibration data were used 
for Type I and Type II experiments.

inlet
7.5 cm 8.5 cm 8.5 cm 9.5 cm 7.5 cm A

  Q --------------- Q .

•Pressure pĉrt

Sat. meas. interval = 18cm

U*----
Pressure measurement interval = 26.5 cm

Total length of core = 41.8 cm

Point A magnified

4cm

w = 5 cm

Figure 6.9: Location of pressure transducers on the core (not to scale).
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6.4.5. Flow Rate Determination Chart
The selection of the flow rate of both the wetting phase (water) and non-wetting phase (light 
mineral oil) greatly affects the saturation profile for steady state experiments. Usually, achieving 
the desired equally spaced saturation level for a steady state experiment is through a trial and 
error approach. To ease this cumbersome process, it was decided to calibrate the flow rate of the 

two pumps (FMI™ pump) used in pumping the phases. This greatly helped in selecting the right 
combination of stroke length and stroke rate to achieve a desired saturation level.

The calibration was carried out at different stroke rates and stroke lengths for each phase. The 
pumps were switched on alternatively and the time interval used in pumping a given phase 
volume is recorded along with the volume at specified pumps’ stroke rates and lengths. The 
values are then plotted as a chart to establish the relationship between flow rate, stroke rate and 
stroke length. The collected data are plotted as charts in Figures 6.10a, 6.10b, 6.10c and 6.1 Od. 
These charts were used as guides when selecting a rate for each of the pumps/phases.

Stroke length s  2

42 0.020

Stroke length s 1
0.016

2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0
Stroke Rate (SR)

Figure 6.10a: Pump calibration chart for the wetting phase at lower values

.0400

Stroke length a 2
.0360

0.0320

.0280

.0240

Stroke length a 1
O  0.0200

0.0160

.0120

.0080

.0040

.0000 2.0 3.0 4.0 6.0 7.05.0 8.0 9.0 10.0
Stroke Rate (SR)

Figure 6.10b: Pump calibration chart for the non-wetting phase at lower values
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Figure 6.10c: Pump calibration chart for wetting phase at higher values
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Figure 6.10 d: Pump calibration chart for non-wetting phase at higher values
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6.5. Experimental Type and Procedures
6.5.1. Experimental Type
Due to a limitation in the design of the equipment, especially with regards to the use of the right 
membrane type, as stated in Section 6.4.2, a countercurrent flow experiment could not be 

achieved. As a result of this, it was decided to acquire only steady state cocurrent (SSCO) and 

unsteady steady state cocurrent (USCO) data with the equipment after making the necessary 
modifications discussed in Section 6.4. Data acquired during the experiments are presented and 

discussed in Chapter 7.

On the other hand, countercurrent flow experimental data used in the analysis presented in 

Chapter 7 are those obtained from data presented in the literature (Bourbiaux and Kalaydjian 

(1990), Bentsen (1997 and 1998b), Manai (1991), and Sarma and Bentsen (1989a). Most of 
these data have some limitations, but they can still be used to verify the modified set of equations 
developed in Chapter 4.

6.5.1. Summary of Experimental Procedures
Details of the experimental procedures can be found in Ayub (2000, pages 93 - 97). For brevity, 
these are summarized here. Even though some modifications have been made to the equipment, 
the procedures followed in acquiring the data are similar to those of Ayub with the exceptions 

noted in Section 6.4.

Generally, a wet packing procedure is used in all cases. Also, the sand used in packing the core 
in all cases is Ottawa silica sand of 80-120 mesh size from the Ottawa Industrial Sand Company, 
USA. The core is allowed to rest and dried through air circulation, after wet packing, for about 1 to 

2 days. The drying and weighing procedure is used to establish the porosity of the packed core. 
The effective permeability to the non-wetting phase at irreducible (connate) wetting phase 

saturation is first determined using Darcy’s equation and the measured rate and pressure data, 
and fluid properties. This is followed by the unsteady state experiments during which phase 

pressure, saturation and rate data are acquired as the wetting phase displaces the non-wetting 

phase.

After the unsteady state experiment, the core is subjected to various constant pre-determined 
injection rates of both wetting and non-wetting phases simultaneously to establish steady state 
flow at various saturation levels ranging from irreducible wetting saturation to residual non-wetting 
saturation. After conducting the last steady state experiment, the core is injected continuously 
with the wetting phase until the residual non-wetting saturation is achieved. At this point, the 

effective permeability to the wetting phase at the residual non-wetting saturation is determined 
using Darcy’s equation and the measured data and fluids properties.

Data are acquired through the automated computer acquisition system connected to the 
intermediate converters and sensors linked to the core holder. The computer acquisition system 
is made up of the software developed with LabVIEW™, an intuitive graphical developing tool, and 
various hardware components, which include interface cards (UPC-L, RS-232, GPIB and DAS-8)
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installed on the motherboard of the desktop computer. Data acquisition for complete sets of 
SSCO and USCO experiments on the same core takes approximately 8 days to complete 
excluding the initial preparation of the core, pressure calibrations and other initial activities. On 
the other hand, data acquisition for a single set of USCO experiments takes about 6 to 8 hours 

excluding the initial preparation stages, depending on the desired quantity of data.
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MODEL VALIDATION: DISCUSSIONS OF ANALYTICAL, EXPERIMENTAL AND
NUMERICAL RESULTS

7.1. Introduction
Three types of experimental data are needed for verification of the modified transport equations in 
Chapter 4. These are SSCO (steady state cocurrent), USCO (unsteady state cocurrent) and 

SSCC (steady state counter current) experimental data. Pressure, saturation and rate data were 
collected as stated in Chapter 6 for SSCO and USCO experiments on the same sand-fluid 

systems. SSCO, USCO and SSCC data have been collected in the past (Bourbiaux and 

Kalaydjian (1990), Manai (1991), Bentsen (1998b and 1997) and Sarma and Bentsen (1989a).

Data from the above-cited literature, although having some limitations, can be used to 

demonstrate the impact of interfacial coupling effects on porous media multiphase flow; that is, 
they can be used to verify the modified set of transport equations. Hence, both the data collected 
as reported in Chapter 6 and that reported in the above-cited literature were used in the analysis 
presented in this chapter. The analysis of how the collected data were used to verify the modified 

set of equations can be classified into analytical and numerical simulation techniques and these 
two approaches are described below.

7.2 Analytical Techniques
The modified set of one-dimensional transport equations, which incorporate viscous coupling, 
capillary coupling and hydrodynamic effects, are given as (from Equations (4.36) and (4.37), 

allowing for the angle of inclination, 0 ,  of the core or reservoir):

and

lOv, = —A, i

V,

'a y , , r i - g ,
dx I 2 dx

d y2
dx

l - a ,
2 Rn dx

(pi -p 2/?l2)g.sin0

-(Pi —P27?i2 )̂ -sir» ©

.(7.1a)

.(7.1b)

The meaning of all the terms in Equations (7.1a) and (7.1b) are given in the nomenclature. These 

two equations can be verified analytically using two different approaches as follows.

7.2.1. Analytical Approach I
In the first approach, the interfacial coupling coefficients in Equations (7.1a) and (7.1b) can be 
determined analytically using Equation (4.31), defined as:

a.;=cc;X?, i = 1,2.............................................................................. (7.2)
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The variables on the LHS and RHS of Equation (7.2) are measurable directly or derivable from 
experimental data. Hence, when the values of the variables are substituted into Equation (7.2), 
the RHS of Equation (7.2) must be approximately equal to the LHS of the equation. It should be 

noted that the coupling coefficients, a , and a 2 , in the RHS of in Equation (7.2) are defined by 

the equations given in Section 4.5 of Chapter 4. These equations are:

a, = a wa d , i = 1,2................................................................................(7.3)

<xd = a f2=l -< j> ....................................................................................(7.4)

c X°
a vl = 1 — I— theoretical max. value of c, =cmaxl = 2c|>2 ........ (7.5)

*12 K

X°
a,,2 = 1 - c2R I2 - j f - , theoretical max. value of c2 -  cmax2 = 2<j>2 ...(7.6)

^m

By substituting all relevant variables into the equations, the modified sets of transport equations 

can be said to model correctly the physics of flow, if a plot of A,* and a.A,° against saturation 

gives two curves that almost overlap one another.

7.2.2. Analytical Approach II
In the second approach, Equations (7.1a) and (7.1b) can be rearranged in terms of the potential 
gradient as follows:

dx x°t
1-a ,

— (Pl - P 2fll2),?-sin© .(7.7a)

and

dy.2 _ v2 . 
dx

1 -O j
2 R,■i2 y dx ■(Pi - p2P,2)g-sin &

where the term, dPjdx , in the RHS of Equations 7.7a and 7.7b is defined by:

dp dp ds „  dP2 dP{

and
dx dS dx

v , = - ^ = / , . v  1=1,2.

dx dx

.(7.7b)

.(7.8)

.(7.9)

Again, all the variables on the RHS of Equations (7.7a), (7.7b) and (7.8) are measurable directly 
or derivable from experimental data. By substituting the values of the variables, the potential 
gradient distribution with distance can be calculated. These calculated values can then be fitted 
polynomially as a function of distance, and then integrated to obtain the potential distribution. The 
modified sets of transport equations can be said to model correctly the physics of flow, if the 
potential gradient or potential values, computed with the resulting integrated polynomial function, 
compare favourably, within a margin of error, with the measured potential gradient or potential 
distribution for all sets of experiments conducted.
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7.2.3. Validation with Experimental Data
7.2.3.1. Data Group A: Bentsen (1998b and 1997)
Data group A is comprised of the results presented by Bentsen (1997 and 1998b). These 
unstabilized displacement experimental results are a combination of experimental data presented 

by Sarma and Bentsen (1989a) and Bentsen and Manai (1991). This data set includes core (sand 
pack) and fluids data, cocurrent and countercurrent effective and relative permeability data, and 
capillary pressure-saturation data, as shown in Table 7.1, Figures 7.1a and 7.1b, and Figures 7.2 

respectively. Other data include fractional flow data, pressure (potential) gradient data, and 
saturation-distance profile data at an unsteady state displacement time of 1020 seconds, which 
are shown in Figures 7.3, 7.4 and 7.5, respectively. It should be noted that the pressure gradient 
data equals the potential gradient data because the experiments were conducted without the 
influence of gravity (that is, displacements in a horizontal core).

These experimental data have been smoothed from the original data using the least-square fitting 
technique. Ideally, the data from the experimental sources (SSCO, USCO and SSCC data) 
should be acquired using the same sand-fluid systems. Because of the rarity of such ideal data 

sets, these data sources were used. This can be accepted because the same sand and similar 
fluids were used in the experimental sets.

Bentsen (1998a) presented cocurrent and countercurrent effective mobility data. These effective 
mobility data were converted to effective permeability data (Figure 7.1a) and then to relative 
permeability data (Figure 7.1b) using the definition of effective mobility, which gives the 
relationship between effective mobility and relative permeability. This definition is given in the 
"Greek Letter" section of the nomenclature with the reference permeability taken as the effective 

permeability to each phase at the residual saturation of the other phase (that is, at end point 
effective permeability values).

The saturation values presented in all the figures are normalized saturation values computed 

from the original non-normalized saturation values presented by Bentsen. Also, the fitted effective 

and relative permeability coefficients and capillary pressure coefficients were determined by 
normalizing the saturation data presented by Bentsen (1998b) and by fitting the effective 

permeability and relative permeability data and capillary pressure data against normalized 
saturation. This is necessary in order for the data set to conform to the variables defined in the 
modified set of equations. Figures 7.1a, 7.1b and 7.2 show the fitted effective permeability, 
relative permeability and the capillary pressure data, respectively.

Details of the experimental procedure and equipment descriptions can be found in Bentsen 
(1998b and 1997), Bentsen and Manai (1991) and Sarma and Bentsen (1989a). Relative 

standard errors for all collected data remain less than 8%. So, the data set can be used with 
some degree of confidence.
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Table 7.1: Properties of Core and Fluids and Other Displacement Data for Data Group A
Core measurement length 0.985 m
Core width/thickness 0.05 m
Core height 0.011 m
Core cross-sectional area 0.000550 m*

Core inclination, 0 0.00 degree

Core pore volume 172.3 x 10'b ma
Sand type Ottawa silicate sand (80-120 mesh)
Average porosity 31.8%
Absolute permeability to wetting phase 17.17 x lO'^m*

Cocurrent effective perm, to non-wetting at Sn, 10.38 x 10"’* m*
Countercurrent effec. perm, to non-wetting at S1i( 7.197 x i C W

Cocurrent effective perm, to wetting at S2r, 5.114 x lO '1* m3
Countercurrent effec. perm, to wetting at S2r, 3.516 x lO ^ m *
Wetting phase (water) viscosity at 21UC 0.001 Pa.s
Wetting phase (water) density at 21UC 998.2 Kg/m3
Non-wetting phase (LAGO) viscosity at 21UC 0.0047 Pa.s
Non-wetting phase (LAGO) density at 21UC 796.3 Kg/ma
Initial wetting phase saturation 7%
Residual non-wetting phase saturation 10%

Flow type SSCO, USCO and SSCC

Area under capillary pressure-saturation curve, Ac 1356.6 Pa

Capillary pressure-saturation data (curve) See Figures 7.2
Capillary number, N c 0.0581

Gravity term, 0.000

Cocurrent end point mobility ratio, M rco -2.3

Countercurrent end point mobility ratio, M m -2.3

Effective permeability/Relative permeability data (curve) See Figures 7.1a and 7.1b
Fractional flow data (curve) at 1020 sec. (USCO) See Figure 7.3
Pressure/potential gradient data (curve) at 1020 sec. (USCO) See Figure 7.4
Saturation-distance flow data (curve) at 1020 sec. (USCO) See Figure 7.5

Value of a for R]2 = ] - a ( l - S )  determination 0.05

Average total displacement rate (USCO), q 6.667 x 10 “ nrVs

Average total displacement velocity (USCO), v 12,121.82 x 10 “ m/s

Total displacement rate and velocity (SSCO and SSCC) Varied

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



R
el

at
iv

e 
pe

rm
ea

bi
lit

y,
 K

(fr
ac

tio
n)

 
Ef

fe
ct

iv
e 

pe
rm

ea
bi

lit
y,

 K
ef

f 
(1

03
* 

m
2)

84
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Legend
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Figure 7.1a: Effective permeability curves - Data Group A
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Figure 7.1 b: Relative permeability curves - Data Group A
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20,000

18,000 Pc = a(1-S) + b(1-S ) / (1 + cS + dS2)
16,000

a = -46,639.5416, b = 66,189.2130, c = 5.148, d = 0.4581
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Figure 7.2: Capillary pressure-saturation curve - Data Group A
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Figure 7.3: USCO fractional flow profile at 1020 sec. - Data Group A
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-20.0
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Figure 7.4: USCO pressure gradient profiles at 1020 sec. (Data Group A: Bentsen (1998a and 1997))
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Figure 7.5: USCO saturation-distance profile at 1020 sec. - Data Group A

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



87

7.2.3.1.1. Discussion of Data Group A Results (Approach I)
Figure 7.1a shows the cocurrent and countercurrent effective permeability curves without any 
interfacial coupling correction applied. From the figure, it can be seen that the cocurrent effective 

permeability curves are much higher than the countercurrent effective permeability curves. Using 
the first experimental approach, the capillary coupling coefficient at each saturation value was 

computed using Equation (7.4) and the results were applied to Figure 7.1a to generate the plot in 
Figure 7.6. From Figure 7.6, it can be seen that the cocurrent effective permeability curves, with 

the capillary coupling applied, are almost the same as the countercurrent effective permeability 

curves. That is, the corrected curves almost overlap the countercurrent effective permeability 
curves. This shows that the introduction of the capillary coupling term leads to a much better 
description of flow.

Again, applying the computed viscous coupling coefficients at each saturation value, the curves 

shown in Figure 7.7 were generated using Equations (7.5) and (7.6). As can be seen in Figure 

7.7, both the wetting and nonwetting effective permeability curves shifted slightly when the 
viscous coupling term was applied. The values of c, and c2 used in the computation of the

viscous coupling terms were taken to be equal to 2<()2 ; that is, c, =  c2 = c max = 2<|)2 , the maximum 

value of c theoretically derived in Section 4.5.1.1 and also reported in Equations (7.5) and (7.6). 
These results indicate that viscous coupling cannot be used to explain the larger differences in 
the values of cocurrent and countercurrent effective permeability, depicted in Figure (7.1a), 

although it is yet to be shown if the theoretical value of c, =c2 = c max =2(|>2 is correct. The validity 

of this expression is shown below.

Figure 7.8 shows the generated curves when both the viscous and capillary coupling corrections 
were applied. The cocurrent and countercurrent curves nearly overlap with the exception of the 

slight differences at higher values of the effective permeability for the non-wetting phase. This 
might be due to measurement error close to the end points. This might also be due to the fact that 
the core sample might have been disturbed during continuous injection and desaturation. That is, 
obtaining exactly the same injection conditions and sample is very difficult if not impossible, even 

in replicated runs. Achieving the desired (best) overlapping result was achieved by means of an 

interactive approach. The most appropriate experimental expression for c, and c2was found to

be approximately 0.001<|>2 . That is, the expression, c, = c 2 ~  I t f 1 , did not give a good result, but 

by iteratively reducing the value from 2 to 0.001, a good match was found.

Using the maximum theoretical expression leads to a slight under prediction of the cocurrent 
effective permeability values for both the wetting and non-wetting phases, as shown in Figure 7.9. 
As a result of this, the correct expression, obtained from the experimental data, that is,

c| = c 2 =0.00l<z>2, was used to regenerate the curves in Figure 7.7. The regenerated curves are 

shown in Figure 7.10. The figure gives the correct profiles when the viscous coupling correction is 

applied to the cocurrent effective permeability. When compared with Figure 7.7, Figure 7.10 gives 
a lower separation of curves (wetting and non-wetting) because the error has been eliminated
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through the use of a correction factor obtained from experimental sources. Hence, it can be 
inferred that capillary coupling has a much large impact than does viscous coupling, and 
incorporating both types of coupling leads to a much better modeling of the physics of flow. Also, 
the results above show that neglecting viscous coupling introduces insignificant error into the 
transport equations.

Figure 7.1b shows the cocurrent and countercurrent effective permeability curves when they have 

been normalized to end point effective permeability values (that, is the relative permeability data). 
From the figure, it can be seen that both the cocurrent and countercurrent curves overlap. This a 
very important observation that has been noted by some earlier investigators who argue that what 
matters most in relative permeability data is the end point effective permeability values and not 
the intermediate values. The results presented in Figure 7.1b further reinforce this idea.

This observation also shows that either the conventional cocurrent or the countercurrent relative 
permeability values can be determined experimentally and used in reservoir simulation provided 
the data are normalized to the end points. Furthermore, if the conventional experimentally 

determined countercurrent effective permeability values are used in simulating a countercurrent 
flow recovery process, then the recovery prediction would be correct. On the other hand, if the 
conventional experimentally determined countercurrent effective permeability values are used in 

simulating a cocurrent flow recovery process, then the countercurrent effective permeability 

values would have to be divided by the interfacial coupling parameter, a, = a (.i .a,,i , in order to 

obtain an accurate recovery prediction. Also, the effective permeability values would have to be 
multiplied by the interfacial coupling parameter if the conventional experimentally determined 
cocurrent effective permeability values are used in the numerical simulation of a countercurrent 
recovery process. Also, of importance is the end-point mobility ratio,M r . To calculate, M r , end 

point effective and relative permeability values to each phase need to be known. In the analysis 
above, the M r values for cocurrent and countercurrent data are approximately the same. In 

reality, it is extremely difficult to conduct experiments in which the cocurrent and countercurrent 
experiments have the same end point mobility ratio value.

It should be noted that the hydrodynamic effect was also included ( R n * 1 )  in the computation of 

the effective and relative permeability data. Bentsen (1998a) had earlier on showed that the non­
inclusion of this effect does not introduce any significant error into the computation of relative or 
effective permeability. It can be concluded that if one neglects interfacial coupling effects 
(capillary and viscous) in the formulation of transport equations, then the conventional Darcy’s 

equation must be written in terms of relative permeability data that use the end point effective 
permeability values as the reference permeability. However, if the transport equations are written 
in terms of effective permeability, the interfacial coupling effects should be included in the values 
determined using the expressions presented in this research; that is, Equations (7.1) to (7.6).
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Figure 7.6: Effective permeability curves with only capillary coupling correction 
applied to cocurrent flow - Data Group A
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Figure 7.7: Effective permeability curves with only viscous coupling (theoretical) 
correction applied to cocurrent flow - Data Group A
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Figure 7.8: Effective permeability curves with both viscous (experimental) and 
capillary coupling corrections applied to cocurrent flow - Data Group A
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Figure 7.9: Effective permeability curves with both viscous (theoretical) and capillary 
coupling corrections applied to cocurrent flow - Data Group A
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Figure 7.10: Effective permeability curves with only viscous coupling (experimental) 
correction applied to cocurrent flow - Data Group A

7.2.3.1.2. Discussion of Data Group A Results (Approach II)
In the second approach, the potential (pressure) gradients were computed using Equations (7.7a) 
and (7.7b). All the variables on the RHS of Equations (7.7a) and (7.7b) can be computed directly 
from the data in Table 7.1, Figures 7.1b and 7.4, and Equations (7.3) to (7.6). The values of 
d P jd x  were computed using Equation (7.8) and the data given in Figures 7.4 and 7.5, while 

velocity values were computed with Equation (7.9). The computed potential (pressure) gradients 

are plotted along with the directly measured pressure (potential) gradients of Figure 7.4 in Figure 

7.11.

The computed profiles in both phases were only compared with experimental data up to about 
0.75 m of the core, which is the point at which the last pressure sensor on the core was located. 
In the original experiments presented by Sarma and Bentsen (1989a), pressure data beyond this 

point were extrapolated and as a result were not used in the comparison. From Figure 7.11, it can 
be seen that, both the computed and the measured wetting and nonwetting phases potential 
(pressure) gradients compared favorably along the core length, within the limits of experimental 
error. The best results for both phases phase were obtained at the middle of the core, while those 
close to the inlet and outlet ends show slight variations. The slight deviations of the wetting and 
nonwetting computed pressure gradients from the wetting and nonwetting measured pressure 

gradients, respectively, close to the ends is due to experimental error. But agreement between 

the pressure gradient profiles is close enough and can be accepted as being fairly good results.

One can conclude that the modified set of transport equations give a good description of flow not 
only in terms of relative permeability and effective permeability but also in terms of pressure 
(potential) gradient prediction. The experimental data presented in this section were acquired 
without the effect of gravity. Data Group C (Bourbiaux and Kalaydjian (1990)) analyzed later was 

conducted under the effect of gravity and capillarity.
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7.2.3.2. Data Group B: Acquired Laboratory Data
Data group B consists of experimental data that were acquired as described in Chapter 6. These 
include SSCO and USCO (Type II) experimental data. The USCO (Type I) experimental data 
were not analyzed and are not presented here because the quality of the data is poor. The data 
for Type II experiments are shown graphically in Appendix E. The raw frequency measurements 

(Figure E1) look fairly good but the quality of the pressure measurements is not good. The 
wetting phase pressure measurements in Figure E2 exhibit positive slopes, which is not good for 
analysis purposes. This problem is likely partially due to mechanical or electrical damage of the 
pressure transducer located at the last measurement point on the core, where the pressure value 

seems to remain constant without changing over time.

In addition, in the wetting and nonwetting phases, the pressure profiles reduce over time, then 
increase again and afterwards decrease. This up and down behaviour was thought to be due to 
compressibility effects associated with the core, changes in the hydrophilicity of the water-wet 
membranes and measurement error of the transducers. Normally, for a complete set of 
experiments, USCO experiments are conducted before SSCO experiments on the same sand- 
fluid system. After noticing the problems associated with the pressure measurements, Type I 
experiments were discontinued and a new set of USCO and SSCO (Type II) was collected. For 
analysis purposes, USCO and SSCO experimental data on the same sand-fluid system is 
preferred, if it can be acquired. The quality of the Type II - USCO pressure profiles is fairly good 
for analysis purposes especially in the nonwetting phase. The wetting phase pressure 
measurements for Type II - USCO run also exhibited positive slopes.
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T a b le  7.2: P roperties  o f C ore  and  F lu ids and O the r D isp lacem en t D ata  fo r D ata  G roup B at Labo ra to ry  C ond itions

C ore  to ta l length 0.418 m

C ore  sa tu ra tion  m e asu rem ent length 0 .180  m

C ore  p ressu re  m e asu re m e n t length 0 .265  m

C ore  w id th /th ickness 0 .05  m

C ore  he igh t 0.01 m

C ore  cro ss -sec tio n a l a rea 0.00050  m *

C ore  inc lina tion , 0 0.00 degree

C ore  pore  vo lum e  (0  to  0 .18  m) 2 7 .0 9 x 1 0 6 m J

S and  type O ttaw a  s ilica te  sand  (80-120  m esh)

A ve rage  poros ity 30.10%

A b so lu te  perm e a b ility  to  w etting  phase 25.746  x 10"la m 2

E ffec tive  p e rm eab ility  to  non-w e tting  phase  at Su, 22.547  x 1 0 '2 m 2

E ffec tive  P e rm eab ility  to  w e tting  phase  at S2r, 12.317 x lO '^ m 2

W e ttin g  phase  (w ater) v iscos ity 0 .001000  Pa.s

W e ttin g  phase  (w ater) d ens ity 975  K g /m a

N on-w etting  phase  (ligh t m ine ra l o il) v iscos ity 0 .025125  Pa.s

N on-w etting  pha se  (ligh t m inera l o il) dens ity 750  K g /m a

In itia l w e tting  pha se  sa tu ra tion 7 .773%

R esidua l non-w e tting  pha se  sa tu ra tion 7 .112%

F low  type S S C O  and  U S C O  (Type II)

A re a  und e r ca p illa ry  p ressu re -sa tu ra tion  curve, A c -9 0 7 .8 2  Pa

C ap illa ry  p ressu re -sa tu ra tion  da ta  (curve) S ee F igures 7 .16c (From  S S C O  data)

C ap illa ry  num ber, N c 0 .99  > 0.01 (i.e. unstab ilized )

G ra v ity  te rm , N g 0.000

S ta b ility  num ber, I sr 0 .0019  < it2 (i.e. s tab le  d isp la cem e n t)

E nd p o in t m ob ility  ra tio , M r 1.8297

R ela tive  and E ffec tive  pe rm eab ility  da ta  (curves) S ee F igures 7 .16a  and  7 .16b  (From  SS C O )

S a tu ra tion -d is tan ce  flo w  da ta  (curve) (U SCO ) S ee F igures  7 .12b and 7 .12c

R]2 =1 ~ a {  1 —S)  d e te rm ina tion 0 .00 ( I .e .  R 12 = 1 )

A ve rage  w e tting  phase  In jection  ra te  (U SCO ) 3 .122382  x 1 0 “  n r7s

A ve rage  w etting  pha se  In jection  ve lo c ity  (USCO ) 6 .244764  x 10 s m /s

Relevant core and fluid properties as well as displacement data, for the Type II data set, are 
shown in Table 7.2. Also, a summary of some of the experimental data/results is provided in 
Appendix D in tabular format. Results, relevant to the discussion presented in this section, in 
graphical format, are given in Figures 7.12 to 7.16. The raw frequency measurements (USCO 
and SSCO) were processed and converted to actual saturations as described in Section 6.4.3 of 
Chapter 6. Normalized saturation, S', values were then computed from these saturation 

measurements. The computed USCO saturation profiles are shown in Figure 7.12c while that for 
SSCO flow are shown in Figure 7.14c. Figure 7.12c depicts normalized wetting phase 
propagation fronts during the unsteady state experiments. A polynomial expression was used to 
fit saturation and frequency data (See Equation (6.4) and Figure 6.6) in the range that covers 
initial water saturation (7.77% at 85.046538 Hz) to irreducible water saturation (92.89% at 
84.850492000 Hz). As a result of this, any frequency data recorded outside this range due to 
environmental or geometrical error, especially above 85.04 Hz would result in a negative
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saturation value if Equation (6.4) were used. To eliminate this error, any value recorded above 

85.04 Hz is assumed to be approximately equal to a saturation value of 7.77%, the initial water 
saturation. This error might also be due partly to the non-uniform distribution of the initial water 
saturation. The saturation fronts move from near steep to flat as the injection continues from the 
initial unsteady condition to breakthrough to pseudo steady state and eventually to steady state 

conditions. It should be noted that the experimental data are not smooth due to local 
heterogeneity in the core and undesirable electromagnetic interference within the laboratory 
environment. These factors result in perturbation of the saturation profiles. Another source of 

perturbation is the fact that capillary forces are much higher than the viscous forces ( N c = 0.99). 

Consequently, small scale permeability variations result in large perturbations.

85.09 -

85.04

“  84.99

/

. /

84.94

84.89

Legend

-11.31 minutes 
14.77 minutes 
18.24 minutes

- 21.76 minutes
25.26 minutes 
28.76 minutes
32.26 minutes

- 35.74 minutes
39.26 minutes 
42.72 minutes 
46.17 minutes 
49.64 minutes 
53.16 minutes 
56.66 minutes

-60.16 minutes

0.00 0.02 0.04 0.180.06 0.08 0.10 0.12 0.14 0.16

Distance along core, x (m)

Figure 7.12a : Raw frequency measurements along the core (Data Group B: Type II - USCO)
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Legend______
■*— 11.31 minutes 

14.77 minutes 
18.24 minutes
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■»--- 28.76 minutes
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-.—  35.74 minutes
—  39.26 minutes 
»— 42.72 minutes

46.17 minutes
— 49.64 minutes 

53.16 minutes 
56.66 minutes

— - 60.16 minutes

Distance along core, x (m)

Figure 7.12b : Saturation-distance profiles (Data Group B: Type II - USCO)
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Legend

— 11.31 minutes
• 14.77 minutes 
>— 18.24 minutes
— 21.76 minutes
— 25.26 minutes 
>— 28.76 minutes
— 32.26 minutes
— 35.74 minutes
—  39.26 minutes
■ 42.72 minutes
>- 46.17 minutes
• 49.64 minutes 

53.16 minutes 
56.66 minutes

— 60.16 minutes

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18

Distance along core, x (m)

Figure 7.12c : Normalized saturation-distance profiles (Data Group B: Type II - USCO)

Under normal conditions, the normalized inlet saturation in Figure 7.12c should have risen 
gradually over time to 1. Why this did not occur might be due to selective entry at the inlet of the 

core and/or inlet end effect. Although the core was designed to eliminate the inlet end effect, it 
seems that the extra length at the core inlet to account for this is not enough due to inlet plate 

design. The experimental data are unstabilized but stable because the capillary number, Mc , is

greater than 0.01 and the value I SR\s less than 7t2 (see Table 7.2). Figures 7.13a and 7.13b show 

the pressure profiles in the wetting and non-wetting phases, respectively, during the unsteady 
state injection period. Pressure profiles in both phases were fitted with second order polynomial 
equations. The quality of the non-wetting phase pressure profiles is relatively good, but the quality 

of the wetting phase pressure profiles is poor due to the positive slopes exhibited by the profiles, 
as shown in Figure 7.13a. This problem is due to measurement error.

12,000

9.000

4.000 -

Legend

4  11.31 minutes
a 14.77 minutes
•  18.24 minutes
o 21 76 minutes
>■ 25.26 minutes
♦ 28.76 minutes

 Poiy. (11.31 minutes)
---.... - Poly. (14.77 minutes)
-  * -Poly. (10.24 minutes)

- - -  -Poly. (21.76 minutes) 
— Poly. (25.26 minutes) 
 Poly. (29.76  minutes)

0.10 0.12 0.14 0.16

Distance along core, x (m)

0.10 0.20 0.22 0.24 0.26

Figure 7.13a : Wetting phase pressure measurements along the core 
(Data Group B: Type II - USCO)
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40.000 --------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

 Legend______
36.000 ' a 11.31 minutes

a 14.77 minutes
   ♦ 18.24 minutes
3 2 '000 ■ e 21.76 minutes

4 25.26 minutes
28.000 • *  28.76 minutes

 Poly. {11.31 minutes)
 Poly. (14.77 minutes)

^  2 4 .0 0 0 -  a  Poly. (10.24minutes)
18 * *• * "Poly. (21.76 minutes)

w  20,000 *    ’ .................  ...........Poly. (25.26 minutes)
Q . ~  ~w -- ■■■ a —...— Poly. (33.76 minutes)

I  16,000  .................................    . ” V ~ ‘  — _______ _____ _

I  ’2'D0H  ~ ........ ..... .....
+   , j

8.000 - !

4,000  -

0 -I---------------1---------------.---------------1-------------- ,---------------p---------------1---------------1---------------.---------------1-------------- )---------------.---------------r —  r -

0 .00 0 .02  0.04 0.06 0 .08 0.10 0.12 0.14 0 .16 0.18 0 .20 0 .22 0.24 0.26

Distance along core, x (m)

Figure 7.13b : Nonwetting phase pressure measurements along the core 
(Data Group B: Type II - USCO)

Figures 7.13c and 7.13d show the pressure data at the unsteady state time level of 21.76 

minutes, the time level at which the analysis was carried out, for the wetting and nonwetting 

phases, respectively. The analysis was carried out at 21.76 minutes because the quality of the 
non-wetting pressure data at this time was better than at later times. The quality of the wetting 

phase pressure measurements in the USCO experiment (Figure 7.13c) is not very good due to 
the positive slope problem mentioned above. As a result of the above problem, only USCO 
nonwetting and SSCO wetting and nonwetting phase pressure measurements were used in the 

analysis. Also data Group B was acquired without the effect of gravity (horizontal flow); hence, 
the potential equals the pressure. Figure 7.13e shows the plot of USCO injection rate over time. 
The plot shows that the rate is fairly constant over the injection period.

40.000 y -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------1

36.000 -
Legend

32.000 - I |
* 21.76 minutes - wetting

28.000 ------------------------------------------------------------------------------------------------------- '---------------------------------------------------------1

^  24,000 -

20,000 -©
m  16.000 * ....................................................... ...
1A , --------   . . .

a  12,000 - ’ “ V " - . .

8.000 -

4,000 - |
■4-------------------- In te iv a lu s e d fo ra n a ly s is (0 .t8 m ) *>< *

o -|----- ,------,----- ,------,------,----- ,----- ,------,----- ;----- ,----- ,----- ,------
0.00 0 02 0.04 0 06 0.08 0.10 0.12 0.14 0.16 0 18 0.20 0.22 0.24 0.26

Distance along core, x (m)

Figure 7.13c : Wetting phase pressure measurements along the core at time level of 
21.76 minutes (Data Group B: Type II - USCO)
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40.000

36.000

32.000

28.000
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20.000 

16,000 
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0
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5.0E-08 
4.5E-08 
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2.0E-08 
1.5E-08 
1.0E-08 
5.0E-09 
0.0E+00

0,0 10.0 20.0 30.0 40.0 50.0 60.0

Total injection time (minutes)

Figure 7 .1 3e : W etting  phase injection rate profile (D ata  G roup B: Type II - U S C O )

Legend

♦ 2 1 .7 6  minutes - nonwetting

- Interval used for analysis (0.18 m) ---------------------------------►;
III 1 1 1 1 1 1 1 1 1 1 1 1-----------1—1

.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.22 0.24 0.26

Distance along core, x (m )

Figure 7 .1 3 d  : Nonwetting phase pressure m easurem ents along the core at tim e level 
o f 2 1 .7 6  minutes (D ata Group B: Type II - U S C O )
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Under ideal conditions, the original steady state frequency measurement curves shown in Figure 

7.14a should be perfectly horizontal and parallel to one another because the saturation and 
hence frequency measurements should be the same along the core length. As shown in the 
figure, the curves are not perfectly horizontal due to geometrical and environmental effects as 

described in Section 6.4.3.2 of Chapter 6, but are fairly parallel. Geometrical and environmental 
corrections were applied to these original measurements as described in Section 6.4.3.2 of 
Chapter 6. The saturation-frequency calibration curve, for USCO saturation values, was based on 

these corrected measurements. The corrected SSCO saturation profiles and the normalized 

equivalents are shown in Figures 7.14b and 7.14c, respectively.

85.260  

85.220  

85.180  

_  85.140

X  85.100  

?§, 85.060

S  85.020  

£  84.980

§  84.940

g -  84.900  

2  84.860

<D 84.820O)
<B 84.780  

>  84.740

<C 84.700  

84.660  

84.620  

84.580  

84.540

0.00 0.02 0.04 0.06 0 .08 0.10 0.12 0.14 0.16 0.18

Distance along core, x (m)

Figure 7.14a: Raw frequency measurements profiles along the core at 
steady state saturation levels (Data Group B:Type II - SSCO)

? a a- - -  oT

Legend
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1.00
Legend

0 .8 0  : 7.77%

13.56%co
« 25.68%

■ 34.63%(n
c -  0 .4 0 -  
O -  46.49%
co

63.34%3  ICO</) 0.20 -
81.21%

— —  92.89%

0.00
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18

Distance along core, x (m)

Figure 7.14b: Computed steady state saturation profiles along core holder 
after geometrical and environmental corrections (Data Group B: Type II - SSCO)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



99

1.00 •

0.80

• I  0.60 ■ 
I

c/7

«  0.40 ■

(0
E
o
Z

0.20 '

o.oo 4— 
0.00 0.02 0.04 0.06 0.08 0.10 0.12

Distance along core, x (m)
0.14

D , O-------
0.16 0.18

Legend

-o— 0.00%

6.58%

-  20.98%

31.97%

45.95%

65.24%

92.89%

 100.00%

Figure 7.14c: Computed steady state normalized saturation profiles along core 
holder after geometrical and environmental corrections (Data Group B: Type II - SSCO)

The plot in Figure 7.15 shows a plot of pressure gradient ratio against 1 - S  . The plot was used to 

estimate the value of #,2at every saturation point to account for the hydrodynamic effects 

reported by Manai (1991). From the plot shown in Figure 7.15, the value of a is 0.2739. The 

value of a is related to /?]2by (Manai (1991) and Bentsen (1992)):

Rl2 = \ - a { l - S ) ..................................................................................(7.10)

where a is the hydrodynamic fitting coefficient, a dimensionless parameter that is experimentally 

determined This value of a in Figure 7.15 is high and the correlation value, R 2 , for the plot is 

poor (approximately -0.7884). To avoid the introduction of error into the analysis due to poor 

correlation, it was consequently decided to fix /f l2 =1 , that is, cz = 0 . This is not expected to 

introduce any significant error, especially in cocurrent flow (Bentsen (1998a)). Also, it should be
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noted that the nonwetting phase used by Manai is different from the nonwetting phase used in the 

present study.

The effective permeability values were calculated directly with the Darcy equation from SSCO 
experimental data because all the variables needed were measurable directly or indirectly. See 
Appendix D (Table D2) for other relevant data. The SSCO saturation data were also used in the 

determination of relative permeability values. The relative permeability is relative to the end point 
of each phase. The fitted relative permeability curves are shown in Figure 7.16a. The effective 

permeability data and the fitted effective permeability data are shown in Figure 7.16b. The fitted 

effective permeability curves shown in Figure 7.16b were fitted with the equations below (from 
Bentsen 1976):

and

keff\ ~

keffl -
a 2 + b 2S 

V a 2 + s  ,

.(7.11)

.(7.12)

where a , , b,, a 2 , b2 , m and nare the fitting coefficients. The fitted relative permeability data 

shown in Figure 7.16a were then generated from the fitted effective permeability data shown in 

Figure 7.16b using the relationship, kr i = k effi/ k refi. The term, k refi, refers to the reference

permeability, which is the end point of each phase.

Also, the capillary pressure data were computed at the inlet directly from SSCO experimental 
data by using the equations given below, which are based on the analysis given in Section 4.4:

PC=P 2 -  P{ at the inlet, i.e. at x = 0 ........................................... (7.13)

and

Pc = Ri2P2 -  P{ along the core , i.e. at 0 < x < L ........................ (7.14)

The capillary pressure data and the fitted data are also shown in Figure 7.16c. The capillary 
pressure data were fitted with the equation below:

Pc = a S 3 + b S 2 +cS + d ..............................................................(7.15)

where a , b  , c , and d are the fitting coefficients.

The analysis presented in the section below is based on only one of the analytical techniques 
(Analytical Approach II - Section 7.2.2) because of the non-availability of countercurrent flow data.
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Figure 7 .1 5  : Ratio o f wetting to nonwetting potential (pressure) gradients at each  

saturation level (D ata Group B: Type II - S S C O )
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Figure 7 .1 6a : Relative perm eability curves (D ata G roup B: Type 11 - S S C O )
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Figure 7 .1 6b : Effective perm eability curves (D ata Group B: Type 11 - S S C O )
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Figure 7 .1 6c : Capillary-saturation curve (D ata G roup B: Type 11 - S S C O )
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7.2.3.2.1. Discussion of Data Group B Results (Approach II)
In this approach, experimental data at one of the unsteady state time levels is required. Data at a 
time level of 21.76 minutes were used. Pressure, flow and saturation data at this time interval are 
of much better quality and they cover much (more than half) of the core saturation measurement 
length. The saturation profile at this time level was also used as part of the data for analysis. Due 

to some perturbations in the saturation profiles as discussed earlier, the saturation data were 

smoothed as follows. Firstly, the saturation data between the core inlet and 0.06429 m of the core 
length were averaged-out to eliminate the positive slope in this interval. The averaged data and 

the raw data beyond this point were then combined to generate a parametric fitted curve of the 
saturation-distance profile at the above time level, as shown in Figure 7.16d.

Other relevant data required for the second approach include the values of Jtn , a, and

a 2 , v and d P j d x . The values of , Ri2 ,a,  and a 2 were obtained from the fitted SSCO 

experimental data while dPc/<kvalues were obtained from the fitted SSCO and USCO 

experimental data with Equation (7.8). The use of SSCO data, dPc/dS , and USCO experimental 

data, dS/dx, to compute dPc/dx for the purpose of analysis as opposed to the use of only USCO 

experimental data, has been shown to be very reliable (Sarma (1988) and Ayub (2000)). It should 

be noted that the computation of a, and a 2 includes the effect of both viscous and capillary 

coupling. The computed fractional flow values, velocity and other relevant data were then 

substituted into Equation (7.7b) to compute pressure (potential) gradient profiles for the 
nonwetting phase at the time level of 21.76 minutes. The distance corresponding to a given 
potential gradient was obtained from the parametric fitted saturation profile shown in Figure 
7.16d.

The measured nonwetting phase pressure profile shown in Figure 7.13b was fitted polynomially. 
The fitted curve was then differentiated with respect to distance along the core to obtain a 

smoothed estimate of the measured nonwetting phase pressure (potential) gradient. As stated 
earlier, the quality of the USCO wetting phase pressure measurements was not good enough. 
So, pressure gradients for the wetting phase data were not compared with experimental data. 
Figure 7.16e shows the plots of computed and smoothed measured pressure values for the non­
wetting phase at the indicated time level. Due to uncertainty in the wetting phase pressure 
measurements in the region where only the nonwetting phase is flowing, the pressure gradient 
values were not plotted beyond this point, that is, the flood front. From the plots, the computed 
pressure gradient values compare favourably with the experimental results within the limits of 
experimental and curve fitting errors. Based on these results, one can conclude that the modified 
set of transport equations gives a favourable description of flow in cocurrent two-phase porous 
media flow, in which the effect of interfacial coupling is accounted for. In summary, the second 
analytical approach gives favourable results. But due to measurement errors in the USCO wetting 
phase pressure measurements, no comparison could be made.
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Figure 7.16d : Smoothed normalized saturation-distance profile at time level of 21.76 
minutes (Data Group B: Type II - USCO)
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Figure 7 .1 6e: Com parison o f m easured  and com puted nonwetting phase pressure  

curves along the core (D ata  G roup B: T yp e  II - U S C O )
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7.2.3.3. Data Group C: Bourbiaux and Kalaydjian (1990)
Data group C consists of some of the data sets presented by Bourbiaux and Kalaydjian (1990). 
The experimental data are made of USCO and USCC data and the data were acquired under the 

effect of capillarity and gravity (vertical flow in a vertical core). The data from these stable 
experimental tests were collected at laboratory conditions of 20°C and a pressure close to 
atmospheric. The nonwetting phase is a paraffinic refined oil (Soltrol 130) and the wetting phase 

is water (brine). Interfacial tension between the two phases is 0.035 N/m. Details of core and 
fluid properties are shown in Table 7.3. Other data relevant to the discussion in this section are 

shown in Figures 7.17 to 7.24. These data were extracted from GVB-3 (one of the tests) data, 
presented by Bourbiaux and Kalaydjian. The X-ray absorption method was used for saturation 

measurements, and local water and oil pressures were transmitted through thin hydrophilic and 

hydrophobic semi-permeable membranes, respectively.

T a b le  7 .3 : Properties of C ore and Fluids and O ther D isplacem ent D ata for D a ta  G roup C

Core measurement length 0.29 m
Core cross-sectional area 0.0013 my

Core inclination, © 90.00 degree

Sand type (from Vosges region in France) Fine, well-sorted & slightly Triassic

Average porosity 23.3%

Absolute permeability to wetting phase (brine) 120md~ 115.44 x10 'ls m‘!
Cocurrent effective permeability to non-wetting phase at Si„ 53.10 x 10’10 m3
Countercurrent effec. perm, to non-wetting phase at Su, 34.63 x 10 ^  m*
Cocurrent effective permeability to wetting phase at S2r, 5.08 x 10'1s mk
Countercurrent effec. perm, to wetting phase at S2r, 3.53 x 10’1b my
Wetting phase (water/brine) viscosity at 20UC 0.0012 Pa.s
Wetting phase (water/brine) density at 20UC 1009 Kg/m3
Non-wetting phase (paraffinic refined oil) viscosity at 20UC 0.0015 Pa.s

Non-wetting phase (paraffinic refined oil) density at 20UC 760.0 Kg/md
Initial wetting phase saturation 39.0%
Residual non-wetting phase saturation 37.6%
Flow type USCO and USCC
Interfacial tension 0.035N/m
Capillary pressure-saturation data (curve) See Figures 7.18
Cocurrent end point mobility ratio, M rco 0.96422

Countercurrent end point mobility ratio, M rcc 0.98017

Effective permeability/Relative permeability data (curve) See Figures 7.17 and 7.24
Value of a for Ri2 =  l - a ( l - S )  determination 0.00

The data presented in the figures were digitized from the original plots and others were 
processed from these digitized data. Bourbiaux and Kalaydjian (1990) presented cocurrent and
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countercurrent relative permeability data. The relative permeability data used were relative to the 

absolute permeability to brine. They inferred relative permeability data from simulations based on 
experimental production, saturation and pressure profiles of GVB-1, GVB-3 and GVB-4 tests, 
using the conventional multiphase Darcy law. The simulations were based on a one-dimensional, 
finite difference scheme. The cocurrent and countercurrent effective and relative permeability 
data presented in Figures 7.17 and 7.24 are based on the GVB-3 test (countercurrent 
experiment) and a simulated cocurrent equivalent of the GVB-3 test.

The original digitized relative permeability data (relative to absolute permeability to brine) were 
converted to effective permeability data (Figure 7.17) and then re-converted to relative 
permeability data (Figure 7.24). The reference (base) permeability is taken as the effective 

permeability to each phase at the residual saturation of the other phase (that is, at end point 
effective permeability values). The saturation values presented in all the figures are normalized 
saturation values computed from the original non-normalized saturation values presented by 

Bourbiaux and Kalaydjian (1990). Also, the fitted effective and relative permeability and capillary 
pressure data were determined by normalizing the saturation data presented by Bourbiaux and 
Kalaydjian (1990) and by fitting the effective permeability, relative permeability data and capillary 

pressure data against normalized saturation. Figures 7.17, 7.18 and 7.24 show the fitted effective 

permeability, relative permeability and the capillary pressure data, respectively. In all the figures 

(Figure 7.17 to 7.24) presented in this section, the solid lines indicate the fitted data, while the 
data symbols (triangle, circle and rectangle) indicate the digitized or processed digitized data 
points from the original plots.

It should be noted that the hydrodynamic effect was not included ( Rl2 = 1) in the computation of 

the effective and relative permeability data. This is because Bourbiaux and Kalaydjian did not 
present details of pressure (potential) gradients in each phase, which are required to compute the 
magnitude of the hydrodynamic effects. Bentsen (1998a) had earlier showed that the non­
inclusion of this effect does not introduce any significant error into the computation of relative or 
effective permeability for cocurrent flow but might contribute greater error to countercurrent flow.

Details of the experimental procedure and equipment descriptions can be found in Bourbiaux and 
Kalaydjian (1990). The analysis presented in the section below is based only on the analytical 
approach I (Section 7.2.1) because details of pressure and pressure gradient measurements in 
each phase were not presented by Bourbiaux and Kalaydjian.

7.2.3.3.1. Discussion of Data Group C Results (Approach I)
Figure 7.17 shows the original cocurrent and countercurrent effective permeability curves without 
any interfacial coupling correction applied. From the figure, the cocurrent effective permeability 
curves are much higher than the countercurrent effective permeability curves. Figure 7.19a 
shows the effective permeability when the capillary coupling correction was applied. From the 
results shown in Figure 7.19a, the cocurrent effective permeability curves, with the capillary 
coupling applied, did not overlap on the countercurrent curves but the difference between the
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curves narrowed slightly. The introduction of the capillary coupling term did not seem to lead to a 
better description of flow.
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Figure 7 .1 7 : Effective perm eability curves - D ata Group C
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Legend Fitting Equation

Pc = a(1 - S) + b(1 - S2) / (1 + cS +
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Pc - Data 
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11,000
Fitting Coefficients
a = 15561.22154 
b = -4222.033353 
c = 0.08168925452 
d =-1.077919055 
R2 = 0.9699

10.000
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Figure 7 .18 : Capillary pressure-saturation curve - Data G roup C
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6.00E-15

Legend
a cocurrent with capillary coupling (nonwetting) 
■ cocurrent with capillary coupling (wetting)
> countercurrent (wetting)
♦ countercurrent (nonwetting)
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Normalized wetting phase saturation, S (fraction)

Figure 7 .1 9a: Effective perm eability curves with only capillary coupling correction  
applied to cocurrent flow - Data Group C
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* cocurrent with capillary coupling (wetting) 

countercurrent (wetting)
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4.00E-15

3.00E-15

2.00E-15

1.00E-15
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Normalized wetting phase saturation, S (fraction)

Figure 7 .1 9b: Effective perm eability curves with only assum ed capillary coupling 
(1 - 0 .3 ) correction applied to cocurrent flow - Data Group C
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There are five possible explanations for this discrepancy. Firstly, the magnitude of the ratios of 
the end-point permeabilities of the wetting and nonwetting phases in the cocurrent and 

countercurrent flows differs although they are close. Secondly, the countercurrent relative 

permeability values reported by Bourbiaux and Kalaydjian (1990) were not obtained directly from 
Darcy's equation but through history matching by numerical simulation. Determining relative 

permeability through this approach always introduces significant error. Also, the cocurrent 
equivalent of the GB-3 cocurrent relative permeability data were obtained through history 
matching of the cocurrent data and not from actual experimental data. This approach is a 
simulation of simulation results, which leads to double errors or magnifications of errors in the 

determination of cocurrent relative permeability.

Thirdly, the value of porosity looks very small (23.3 %). This value might be correct because the 

sand system (porous medium) is consolidated, but most reported laboratory porosity values are in 
the 25 - 35 % range. If we assumed an average porosity value of 30% and use this as the basis 

of the capillary coupling correction term, the plot in Figure 7.19b results. This figure shows that at 
a more reasonable porosity value of 30%, the curves overlap for the wetting phase. The 
nonwetting phase curves show an improvement but did not completely overlap, especially at 
lower values of the wetting phase saturation.

Fourthly, the expression for capillary coupling obtained in Chapter 5 might be wrong. If that is so, 
then there might be a need to develop a more correct expression for the value of capillary 
coupling, especially in vertical flow. But it seems plausible that the capillary coupling expression is 

correct. No final conclusion can be made in this regard.

Lastly, neglecting hydrodynamic effects, especially in countercurrent flow might be another 
reason for the observed discrepancies. More experimental data in which the cocurrent and 
countercurrent experimental relative permeability data are determined directly, and hydrodynamic 
effects accounted for, are required to make any conclusion with regards to the validity of the 
capillary coupling expression, especially in vertical flow. It should be noted however that 
conducting cocurrent and countercurrent experiments with the same end point mobility ratio is 
extremely difficult. Future experiments should be geared towards acquisition of this type of data.

Again, applying the computed viscous coupling coefficients at each saturation value, the curves 
shown in Figure 7.20 were generated using Equations (7.5) and (7.6). Both the wetting and 

nonwetting effective permeability curves shifted slightly when the viscous coupling term was 
applied as shown. The values of c, and c2 used in the computation of the viscous coupling term

were taken to be equal to 202 , that is, c, = c 2 = cmx = 202 , the maximum value of c theoretically 

derived in Section 4.5.1.1. Using smaller values of c, =c2 = O.OO102 leads to smaller differences 

between the cocurrent and countercurrent effective permeability values (Figure 7.21). So, again 
the results in Figure 7.20 and 7.21 show that the viscous coupling cannot be used to explain the 

larger differences in the values of cocurrent and countercurrent effective permeability.
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correction applied to cocurrent flow - D ata Group C
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Figure 7.22 shows the generated curves when both the viscous and capillary coupling corrections 

were applied. The cocurrent and countercurrent curves did not overlap. This is due to the 
problems highlighted above as discussed for only the capillary coupling term. When the assumed 
30% porosity value was used as the basis for capillary coupling, and viscous terms based on 

c, =  c2 =  0 .0 0 1(|)2 , the cocurrent and countercurrent curves overlap for the wetting phase. The 

nonwetting phase curves show an improvement but did not completely overlap, especially at 
lower values of the wetting phase saturation (See Figure 7.23). As before, one cannot draw any 
conclusion on the validity of the porosity value and the capillary coupling term for the reasons 

highlighted previously.

Figure 7.24 shows the cocurrent and countercurrent effective permeability curves when they were 

normalized to the end point effective permeability values of each phase (that, is the relative 

permeability data). From the figures, both the cocurrent and countercurrent curves almost 
overlap. The slight difference between the two curves can be attributed to the presence of 
insignificant viscous coupling. Earlier investigators have noted this, and many have argued that 
what matters most in relative permeability data are the end point effective permeability values. 
The same phenomenon was observed with data group A in Section 7.2.3.1.1 but the viscous 

coupling effect is almost non-existent in this data set and it is not noticeable on the overlapped 

curves in Figure 7.1b.

Again, the end-point mobility ratio, M r , is very important. The value ofM r depends on end point 

effective and relative permeability values to each phase. In the analysis in this section, the 

M r values for cocurrent and countercurrent data are also approximately the same. Achieving the 

same end points required careful designs of the experiments.

7.2.4. Concluding Remarks on Analytical Verifications.
It can be concluded that the modified set of transport equations give a good description of flow 
and the interfacial coupling effects (capillary and viscous) that exist in horizontal, two-phase, 
porous media flow. Capillary coupling has a greater effect than viscous coupling in countercurrent 
flow, while both capillary and viscous couplings have insignificant effects in cocurrent flow. When 
transport equations are written in terms of effective permeability, the interfacial coupling effects 

should be included in the values determined using the expressions presented in this research, 
that is, Equations (7.1) to (7.6). It can also be inferred that either the cocurrent or the 
countercurrent relative permeability values can be determined experimentally and used in 
reservoir simulation.

If the conventional experimentally determined countercurrent effective permeability values are 
used in simulating a countercurrent flow recovery process, then the recovery prediction would be 

correct. Also, if the conventional experimentally determined countercurrent effective permeability 

values are used in simulating a cocurrent flow recovery process, then the countercurrent effective 

permeability values would have to be divided by the interfacial coupling parameter, a, = a ci.avj, 

in order to obtain an accurate recovery prediction. On the other hand, the effective permeability
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values would have to be multiplied by the interfacial coupling parameter if the conventional 
experimentally determined cocurrent effective permeability values are used in the numerical 
simulation of a countercurrent flow. But no conclusion can be made with regards to capillary 

coupling in vertical flow. More experimental data would be required to make further deductions.
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7.3. Numerical Simulation Technique
Another way to test or validate the modified set of transport equations is to compare the 
numerical solutions of the equations with actual laboratory experimental data. The development 
of a numerical simulator, with a graphical user interface, based on the equations is given in 
Chapter 5. That is, there is a need to compare the numerical simulation results from the simulator 
with the experimental data.

Apart from using the numerical simulator for sensitivity analysis to check the effects of neglecting 

any of the coupling effects, or the hydrodynamic effects that come into play, the numerical 
simulator can be used to validate the modified set of transport equations. This means that the 
simulator can be used to check if the transport equations, on which the simulator is built, model 
correctly the physics of flow as long as experiments with the same initial and boundary conditions 
as the numerical simulator runs are used.

To validate the equations, the relative permeability and the capillary pressure functions, obtained 
for a given set of experiments along with other relevant input parameters, are used as input into 
the simulator. See Figure 7.25 for the main input section of the simulator. After this, the simulator 
is run to obtain the production (fractional flow), saturation and potential (or pressure) distributions 

over a specified time interval. The output results from the simulator are stored in a text file in the 
default directory. This file can be exported to a spreadsheet for plotting. The simulator results are 

then compared with the actual fractional flow, potential (pressure) and saturation distributions 
obtained from the laboratory experiments. The equations can be said to model correctly the

Legend
* cocurrent (nonwetting)
» cocurrent (wetting)
<- countercurrent (wetting)
♦ countercurrent (nonwetting)
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physics of multiphase flow if the experimental and the simulator fractional flow, potential and 
saturation distributions compare favourably, within the margin of error.

Before carrying out the actual verification tests, the effectiveness of the numerical simulator in 
reproducing cocurrent experimental data needs to be established through preliminary simulator 
check runs. Also, the limits of application of the numerical simulator, in terms of solution 

sensitivity to grid number and time steps, needs to be established. There is a need to test the 
limits of practicality through preliminary simulation check runs. The preliminary check runs and 

the actual verifications of the transport equations are presented below.

The first part of the preliminary check runs (Sections 7.3.1.1. to 7.3.1.6) covers fractional flow and 
saturation profile simulation, while the second part of the preliminary check runs (Sections 
7.3.1.7) covers fractional flow, saturation and pressure gradient profiles. It is recommended that 
several combinations of grid number and time steps, for the given fluid-sand system being 
investigated, be used to ensure that the results are consistent for these combinations before 
being accepted as correct solutions. Some of the ways by which consistency can be achieved are 

explained in the sections below.
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7.3.1 Preliminary Numerical Simulation Runs (Check Runs)

For the preliminary testing, the experimental data presented in Section 7.2.3.1 were used. These 
experimental data were used also in the actual verification tests. Both the steady state and 

unsteady state experimental data presented in this section were used. The relative permeability 
and capillary pressure data were entered as fitted coefficients instead of as a table of values. This 
reduces computation time by eliminating table look-up operations during computation. Input data 
are shown in Tables 7.1 and 7.4. Table 7.1 contains data presented earlier in Sections 7.2.3.1 

while Table 7.4 contains the fitting coefficients for the relative permeability, capillary pressure and 
the inlet saturation data for the core and fluids data in Section 7.2.3.1.

Table  7 .4 : R elative Perm eability and Capillary Pressure D ata Fitting Coefficients for D ata  G roup A

K r C o e ffic ie n ts P c  C o e ffic ie n ts Inlet Saturation Coefficients and Value

W e ttin g N o n -w e ttin g a = -4 6 ,6 3 9 .5 4 1 6 a  = 1.0

at = 0 .1 2 2 0 a2 = -1 .3 5 3 3 E + 2 4 b = 6 6 ,1 8 9 .2 1 3 0 b = 0 .8 7 5 7 9 5 2

bi = 0 .6731 bz =  -2 .1 6 2 5 E + 2 4 c = 5 .1 4 8 c = 0 .1 8 1 3 9 6 6

m = 1 .3 920 n =  2 .5 6 2 4 d = 0.4581 d = 5

R * =  0 .9 9 9 4 R* =  0 .9991 Inlet Saturation, S * =  1.0

7.3.1.1. Comparison of Newton-Raphson and Newton-Jacobi Techniques
The numerical solutions of the fractional flow equation using the Newton-Raphson and Newton- 
Jacobi techniques, presented in Section 5.8.1, were compared to ascertain if they reproduce the 
same results. The results obtained with both techniques are compared with experimental data in 
Figure 7.26. The figure shows that the two techniques produced the same results and compared 

favourably with the experimental data. A grid number of 40 and a time step of 10,000 were used 
in both techniques. Arriving at the selected grid number and time steps was based on the 

analysis conducted and presented in Sections 7.3.1.3 and 7.3.1.4 below.

So, the use of a grid number of 40 and 10,000 time steps and above is guaranteed to produce 
convergent and consistent fractional flow results. The duration of the simulation was 20 seconds 
with the Newton-Raphson technique and 22 seconds using the Newton-Jacobi technique. This 
shows that both techniques converge at almost the same rate and either of the two techniques 
can be used. But the “N-Jacobi” option was arbitrarily selected in the “solver” panel in the GUI of 
Figure 7.25 in all of the numerical simulation runs presented below.

As the numerical solution procedure progresses, the solver option can be changed interactively 

(dynamically) between “N-Jacobi" and “N-Raphson” in the “interactive” panel of the GUI in Figure 
7.25, if the interactive option is set to “yes”. Also, if the “yes” button in the “interactive” panel of 
the GUI of Figure 7.25 is enabled, the fractional flow and the saturation profiles are plotted and 
viewed dynamically as the computation progresses.

7.3.1.2. Time of Running Simulation (Execution Time of Simulation)
For the selected time steps of 10,000 used in all the numerical results presented below, it takes 
approximately 22 to 37 seconds to carry out a single simulation run depending on the grid 

number. This also depends on the type of optimization carried out by the Java compiler (javac)
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itself based on the data structure being used under a given situation. This type of optimization is 
usually not visible to the user or programmer.

Also, for a given or fixed grid number, the execution time increases as the number of time steps 
increases. The execution time (for time steps of 10,000) might go as high as 62 seconds (1.03 

minutes) or less if the interfacial option (both or either) is selected under the coupling option 
instead of the no coupling option and/or if the maximum grid number of 50 is employed. The 

saturation grid number can be in the range of 10 to 50. The “slider” in the GUI of Figure 7.25 in 

the “saturation block” panel can be used to vary the grid number in this range.
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Figure 7.26: Comparison of fractional flow profiles at 10,000 time steps for Newton- 
Raphson and Newton-Jacobi methods (Data Group A  - cocurrent data)

7.3.1.3. Time Step Selection
The implicit and Crank-Nicholson schemes of Equations (5.54) and (5.71), respectively, are 
unconditionally stable but the time step for both equations is limited by accuracy requirements. 
That is, the time step is selected based on accuracy requirements not stability requirements. For 
the sand-fluid system under investigation, several runs were carried out to obtain solutions that 
meet accuracy requirements, that is, solutions close to the experimental results within the limits of 
experimental, truncation and round off errors.

The fractional flow profiles for grid numbers of 40 and 50 obtained from these runs are shown in 
Figures 7.27 and 7.28, respectively. From Figures 7.27 and 7.28, irrespective of the grid number 
(40 or 50), the fractional flow profiles are the same as long as the time steps are kept in the 
interval, 20 to 14,000. On the other hand, a time step in the range 10,000 to 14,000 was found to 
be most suitable for predicting saturation profiles that compare favorably with experimental 
saturation profiles, that is, profiles that meet the accuracy requirements (See Figure 7.29 for 
results obtained for a grid number of 40). This narrows further the above intervals for fractional

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



117

flow. So, it is recommended that any grid number and time steps in the range 10,000 to 14,000 

be used in all simulation runs. This recommendation was used as a guide in the analysis in 
Section 7.3.2.

If the simulator is used for carrying out numerical studies on a different fluid-sand system, 
different lower and upper bounds of the values of the time step might be obtained, which are 
different from 10,000 to 14,000, respectively, due to the accuracy requirements stated above. In 

such situations, it is recommended that several combinations of time steps and grid number be 
investigated to ensure that consistent results are obtained in order to establish the correct lower 
and upper bound values.
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Figure 7.29 : Comparison of experimental saturation profiles with numerical saturation 
profiles at 10,000 and 14,000 time steps at a grid number of 40 

(Data Group A - cocurrent data)

7.3.1.4. Saturation Grid Number Sensitivity
For the results presented in Section 7.3.1.7 and 7.3.2.1 to 7.3.2.4, a time step of 10,000 was 

used because it falls in the range 10,000 to 14,000. The solution sensitivity to saturation grid 

number was investigated using grid numbers of 40 and 50. The results are shown in Figures 7.27 
and 7.28. In the plots shown in these figures, it can be seen that in the range 10,000 to 14,000 

time steps, under the same input conditions and data at the indicted grid numbers, the output 
fractional flows are basically the same, irrespective of the grid number. This shows that as long 

as the correct time step is selected, subject to accuracy requirements, the results are guaranteed 
to be the same irrespective of the grid number.

Using a grid size beyond 10 placed higher burdens on the computer memory and time of 
computation. The higher computation time at a higher grid number was due partly to the use of a 

Java pure object-oriented approach and partly due to computation overheads of Java arrays 
indexing. The software makes extensive use of arrays to handle, manipulate and store data. 
Every array indexing requires bound checking that contributes to computation overhead. Using a 

higher grid number results in using a higher number of array elements and consequently a higher 
computation time, although the execution time is relatively small (of the order of a few seconds or 
minutes) as discussed in Section 7.3.1.2

7.3.1.5. Inlet Saturation Assumption
The algorithm developed in Chapter 5 allows the possibility of starting the initially guessed value 
of the normalized inlet saturation at any small value, say 0.05, and then iterating continuously 
until a correct value of the inlet saturation is obtained at the correct converged (flow convergence) 
values and the material balance condition. But, in reality, one knows the inlet saturation, or an
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approximate value of the inlet saturation, so in the coding of the algorithms, one can input directly 

this value. This is because experiments are conducted in such a way that the inlet saturation at a 
given time is recorded and known.

It was found that the solution of the fractional flow equation might converge to the wrong solution 

if an iterative solution technique is employed. For example, an initially assumed iterated value of 
0.4, which is supposed to be 0.64, might converge before the iteration step reaches 0.64 and give 
a good material balance, resulting in the wrong fractional flow profile. Hence, there is no need to 

carry out a material balance computation in the iterative solution step.

There are two options for specifying the inlet saturation. Firstly, if one has a set of data that can 

be fitted to Equation (5.51), the coefficients used in fitting Equation (5.51) are supplied as input 
parameters in the text boxes of the "boundary conditions" panel of the GUI in Figure 7.25. These 
coefficients are in turn used to compute the inlet saturation with Equation (5.51). Therefore, the 

use of Equation (5.51) renders the material balance approach redundant. Secondly, or 
alternatively, if one knows the inlet saturation at a given time, the coefficients b and c in the 

“boundary conditions” panel are specified as 0.0 and 0.0 in the textboxes for coefficient b and c, 
while the actual inlet saturation value is specified in the textbox for coefficient d. The simulator 
automatically knows this and it uses the value as the inlet saturation value.

7.3.1.6. Convergence Tolerance (Decimal Approximation)
Round off error that accumulates during numerical computation depends on the number of 
decimal places used in the computation. To minimize this, the difference between successive 
Newton-Raphson and Newton-Jacobi iterative approximations (that is, the residual) of the 
fractional flow data point for solution convergence was set at 10'6. This value can be changed to a 

smaller or higher value in the “flow convergence tolerance” text box of the GUI in Figure 7.25. 
The value, 10"6, was found to be most suitable for data group A check runs. This value was based 
on the optimal selection of grid number, computer memory requirements and computation time.

7.3.1.7. Preliminary Comparison of Experimental and Numerical Fractional Flow, 
Saturation and Pressure Gradient Profiles
With the input data in Tables 7.1 and 7.4, a simulation run was carried out for a preliminary 

comparison of experimental and numerical results based on an optimum selection of grid number 
and time steps as detailed above. The run is applicable to cocurrent flow and interfacial coupling 
and hydrodynamic effects were not included. A grid number of 40, time steps of 10,000 and the 

Newton-Jacobi solution technique were employed, based on the results presented in Section
7.3.1. The results are shown in Figures 7.30, 7.31, and 7.32.

Comparisons of fractional flow experimental and numerical results show excellent agreement as 
shown in Figure 7.30. From Figure 7.31, although the numerical solution of the saturation profile 
did not match the experimental results exactly, the agreement between the two is reasonable and 
this is accepted within the margin of error. As seen in Figure 7.31, the numerical solution spreads 

out (oscillates about the experimental data); that is, the differences between the two balance out
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at the top and bottom regions and the numerical results can be fairly accepted as having the 

same area under the curve as the experimental results. Also the material balance gives a value of
0.0108 (about 2.27% of the normalized time), which is good within the margin of experimental, 
numerical and curve fitting errors. The material balance error, which should be zero for a perfect 
run, is the absolute value of the difference between the normalized time and the area under the 
saturation-distance curve.
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Figure 7.30 : Comparison of experimental and numerical fractional flow profiles 
without interfacial coupling and hydrodynamic effects (Data Group A  - cocurrent data)
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Comparisons of the experimental and numerical pressure gradients in the wetting and non­
wetting phases are shown in Figure 7.32. Experimental and numerical pressure gradient data 
were compared up to 0.75m (equivalent) of the core, the point the last pressure sensor was
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located to obtain the original experimental data presented by Sarma and Bentsen (1989a). The
two sets of data show good agreement, although some deviations are noticeable, especially
towards the inlet end and outlet ends of the core. Such deviations were due partly to experimental
error and partly to deviation in the computation of saturation, which were transferred to the
computation of the pressure gradient profiles. Such was the case, because the pressure gradient
computations make use of the saturation profiles’ results.
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Figure 7.32 : Comparison of experimental and numerical pressure gradient profiles 
without interfacial coupling and hydrodynamic effects 

(Data Group A  - cocurrent data)

7.3.2 Actual Validation with Numerical Simulation Runs with Data Group A
With the input data in Tables 7.1 and 7.4, several simulation runs were carried out for the actual 
validation. Interfacial coupling and hydrodynamic effects were both included and neglected to 

check their impacts. In all the numerical results presented below, a grid number of 40, time steps 

of 10,000 and the Newton-Jacobi solution technique were employed, based on the results 
presented in Section 7.3.1. For the results presented in Sections 7.3.2.1 to 7.3.2.4, an unsteady
state time level of 1020 seconds was used, while for the results in Section 7.3.2.5, unsteady state
time levels of 500, 300,150,100 and 50 seconds were used.

The concept of fractional flow breaks down for countercurrent flow; hence, the numerical 
simulator cannot handle the countercurrent flow situation and countercurrent flow simulation runs 
were not performed. This is because in countercurrent flow, the wetting phase and non-wetting 
phase flow rates and potential gradients are opposite in sign and there exists some saturation 
values for which the total flow rates of both phases is zero and the fractional flow values become 
undefined.

7.3.2.1. Neglecting the Hydrodynamic Effect in Cocurrent Flow with No Coupling
Figures 7.33, 7.34 and 7.35, respectively, show a comparison of the fractional flow profiles, 
saturation profiles and pressure gradient distributions when hydrodynamic effects were included
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and neglected in the simulation runs with the no interfacial coupling option selected. The 
cocurrent end point effective permeability values were used for the hydrodynamic and non­
hydrodynamic effects' runs. From the figures, it can be seen that there is little or no difference 
between the profiles whether hydrodynamic effects are included or not. The fractional flow and 
the saturation profiles match exactly while the saturation and pressure gradient profiles show 

negligible differences (average of less than 0.93%). This shows that neglecting hydrodynamic 
effects in cocurrent flow did not introduce any significant error into the predicted production 

(fractional flow), saturation and pressure profiles. These results reinforced earlier observations 

obtained using the analytical verification techniques presented in Section 7.2.3 as well as 
observations by previous researchers (Bentsen (1998a) and Ayub (2000)).
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7.3.2.2. Neglecting Either or Both Types of Coupling with and without Hydrodynamic Effects
Here, the same input data as in Section 7.3.2.1 were used but with “viscous”, “capillary”, or “both” 
selected in the “coupling” option panel of the GUI in Figure 7.25. The hydrodynamic effects were 

not included and the parameter that controls the amount of viscous coupling was taken as 

c, = c2 -0.00 1 <2>2 (See section 7.2.3.1.1).

The results when only viscous coupling was selected are shown in Figures 7.36, 7.37 and 7.38 
and the results when only capillary coupling was selected are shown in Figures 7.39, 7.40 and
7.41. When the “both” couplings option was selected, the predicted profiles are shown in Figures
7.42, 7.43 and 7.44.

From the figures, there is little difference between the predicted profiles for capillary coupling and 

both types of coupling. Also, there is no difference or undetectable differences between the 
predicted profiles for only viscous coupling. The results show that neglecting either or both of the 

interfacial coupling effects does not contribute any significant effect to the predicted profiles in 
cocurrent, horizontal, two-phase, porous media flow.

Also, when hydrodynamic effects were included, the predicted results are the same as those 
shown in Figures 7.36 to 7.44. This again confirms that the hydrodynamic effect can be 
neglected.
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7.3.2.3. Sensitivity Analysis of Viscous Coupling
Figures 7.45, 7.46 and 7.47 show the results of the sensitivity analysis when the viscous coupling 
parameter was varied with no hydrodynamic effects. In the sensitivity analysis runs, the input data 
were the same as those of Section 7.3.2.1 except that the viscous option was selected in the 

“coupling” option panel instead of “none”. Also, the parameter that controls the amount of viscous 

coupling was varied. The expression for the parameter is given as X </>2, where the constant X  

was found theoretically to have a maximum value of 2 (See Equations 4.57 and 4.58). By using 
various values of X , which are 20, 10, 5, 2, and 0.001, the viscous coupling parameter was 

varied in the simulation runs.

From the results generated (Figure 7.45), the fractional flow is under predicted when high values 
of X  were used. The fractional flow gradually rises as the value reduces from 20 to about 2 and 
then 0.001, at which values, the predicted fractional profiles are the same as the predicted profile 
when the interfacial-coupling effect was not included. Also, the absolute values of the saturation 

profiles (Figure 7.46) and the pressure gradient profiles (Figure 7.47) are over predicted towards 

the inlet end and middle of the core and under predicted close to the outlet end of the core at 
higher values of X . As the value of Xreduces from 20 to about 2 and then 0.001 the predicted 
saturation and pressure gradient profiles are close to or almost the same as the predicted profiles 
when the interfacial-coupling effect was not included.

Theoretically, the value of X  was found to have a maximum value of 2 (Section 4.5.1.1, 
Equations 4.57 and 4.58) and as a result of this, it seems improbable that X  can rise above 2. 
But in the present situation, raising the value of X  as high as 20, helps one to quantify what the
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effects of viscous coupling would be if X  rises as high as 20. Hence, it can be inferred that 
viscous coupling has no significant effect on the predicted profiles and can be neglected in 

cocurrent; horizontal, two-phase, porous media flow if the parameter that controls the amount of 
viscous coupling is equal to or below the maximum theoretical value, which is 2.
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Figure 7.45 : Effect of viscous coupling on fractional flow profiles (Data Group A)
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Figure 7.47 : Effect of viscous coupling on pressure gradient profiles (Data Group A)

7.3.2.4. Sensitivity Analysis of Both Types of Coupling
Here, the same input data as in Section 7.3.2.3 were used, but with the "both" coupling option 
selected. The capillary coupling term is constant, within the saturation range, at \-<j>, while the 

viscous coupling parameter was varied by using the various values of the parameter that control 
the amount of viscous coupling as in Section 7.3.2.3. Figures 7.48, 7.49 and 7.50 show the 

results generated when the simulation runs were carried out. The results are essentially similar to 
the results generated in section 7.3.2.3 except that the profiles deviate slightly from those of 
Figures 7.45, 7.46 and 7.47. The deviations are very small.
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Figure 7.48 :Effect of both types o f coupling on fractional flow profiles(Data Group A)
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Again, at the theoretical value of X , which is 2, and below, the fractional flow, saturation and 

potential gradient profiles are quite close and almost the same. This shows the effects of capillary 
coupling and viscous coupling in cocurrent, horizontal, two-phase, porous media flow, are 

insignificant, although the introduction of the capillary coupling along with viscous coupling gives 

an insignificant effect as compared to when only the viscous coupling was introduced into the 
simulation runs.

Legend
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Figure 7.49: Effect of both types of coupling on saturation profiles (Data Group A)

-40.000 -

-80.000

120.000 -

-160,000

- 200,000

-240,000

-280,000

-320,000

-360,000 -

-400,000

Legend
- wetting - viscous constant o f 20 

non-wetting - viscous constant o f 20
- wetting - viscous constant o f 10 

non-wetting - viscous constant o f 10
- wetting - viscous constant o f 5 

non-wetting - viscous constant o f 5 
wetting - viscous constant o f 2 
non-wetting - viscous constant o f 2

- wetting - viscous constant o f 0.001
- non-wetting - viscous constant of 0.001
- wetting - no coupling

non-wetting - no coupling_____________

Normalized distance along core, £

Figure 7.50 : Effect of both types of coupling on pressure gradient profiles 
(Data Group A)
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7.3.2.5. Saturation Profiles Over time
Having carried out the actual validation with numerical simulation runs, additional runs were 
carried out to check how saturation profiles evolved with time. In all the numerical results given in
7.3.1, the simulation time was 1020 seconds and computing the inlet saturation based on the 
coefficients in Equation 5.51 and Table 7.4 always results into a saturation value in 1.0 (which is 

the saturation discretization domain). Certain behaviours with regards to the rise of the inlet 
saturation with time were observed when a lower simulation time, which gives a discretization 
domain of less than 1.0, were used.

Firstly, using Equation 5.51 with a lesser time, say 400 seconds, which gives a value of 
saturation, on which saturations were discretized, gives a piston-like displacement except when 

the computed value is close to 1.0, say 0.89 and above. The behaviour was thought to be due to 
the fact that the numerical algorithm could not effectively deal with situations where inlet 
saturations that are based on Equation 5.51 are used as the discretization domain.

Secondly, it was observed that using a saturation value of 1.0 as the discretization domain is 

acceptable and the solution gives acceptable saturation profiles, based on the developed 
numerical algorithm. The saturation profiles based on this approach actually helps to show the 

inlet saturation that corresponds to a given time interval. In this regard, the numerical simulator is 

an indicator of the inlet saturation under a given set of displacement conditions at a specified 
time.

Hence, the additional runs carried out to check how the saturation profiles evolved over time were 
based on the above observation. That is the discretized saturation domain was set between the 
initial wetting phase saturation and the residual wetting phase saturation, which corresponds to 0 
and 1.0 normalized wetting phase saturation, respectively. Results from these additional runs are 
shown in Figure 7.52. The input data are the same as the data in Tables 7.1 and 7.2, without 
hydrodynamic effects included under cocurrent flow conditions, except that some flow conditions 

were changed to make the displacement stabilized.

The changes are as follows: flow rate was reduced to 2.667 x 108 m3/s, the times of simulation 

are 8000, 6000, 3000, 500 and 50, and the length of the core was increased to 2.0 m. in addition, 
the relative permeability data were modified by changing some of the coefficients used to fit the 
relative permeability data in Table 7.4. The coefficients are m and n, and they were changed to
2.0. The modified relative permeability data and the original relative permeability data are plotted 
in Figure 7.51. With the modified data, the capillary number, N c , becomes 0. 07. A grid-number 
of 40 was used and a time step of 10,000 was selected.

The material balance error values for simulation times of 8000, 6000, 3000, 500 and 50 are, 
respectively, 0.0124, 0.0096, 0.0055, 0.0012, and 0.0002. When expressed as percentages of 
the normalized times, the values give 1.69%, 1.74%, 1.92%, 2.61%, and 4.35% respectively. 
These percentage values are fairly good within the margin of experimental, numerical and curve 
fitting errors.
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The main purpose of these additional runs is to check that the numerical simulator produces over 
time, the normal profiles observed in the laboratory. The results in Figure 7.51 confirm this and 
hence the simulator can be used routinely for modeling laboratory immiscible displacement with 

some degree of confidence.
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7.3.3 Concluding Remarks on Numerical Verifications
From the results presented in Section 7.3.2, it can be concluded that the modified set of transport 
equations gives a good description of horizontal, two-phase porous media, cocurrent flow. 
Hydrodynamic effects can be neglected in cocurrent flow. Viscous and capillary coupling effects 
are also insignificant in cocurrent flow.

Sensitivity analysis shows that if the viscous factor in the parameter that controls the amount of 
viscous coupling is taken as the theoretically established value of 2 or below, then the viscous 

coupling effect is insignificant. Otherwise, the viscous coupling effect would have a greater effect 
on the physics of flow and might lead to unreasonable results. Due to the non-availability of a 
complete set of vertical flow data, no vertical flow simulation runs were carried out and no 

comparison was made with vertical flow experimental data.

Because the fractional flow concept breaks down in countercurrent flow situations, the numerical 
simulator cannot handle such a situation and hence no sensitivity analysis or numerical 
simulation studies were carried out for countercurrent flow situations. Prediction of saturation 
profiles over time confirms that the numerical simulator can be used routinely for cocurrent flow 
numerical studies.
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CHAPTER 8
CONCLUSIONS AND RECOMMENDATIONS

8.1. CONCLUSIONS
By bearing in mind the objectives set out in Chapter 3, the following conclusions can be drawn
based on the analytical and numerical simulation investigation results presented in this
dissertation.

8.1.1. Conclusion Based on Analytical and Experimental Results
1) Expressions were developed for the quantification of interfacial coupling in two-phase porous 

media flow. These expressions were incorporated into the conventional Darcy equation. This 
leads to a modification of the Darcy equation for two-phase flow.

2) Acquired experimental data as well as experimental data available in the literature were used 
for experimental verification of the transport equations in (1).

3) The expression, X 0 2, was developed for the quantification of the parameter that controls the 

amount of viscous coupling. The constant X  was theoretically found to have a maximum 
value of 2 and the constant was experimentally found to be about 0.001 or less in order to 

effectively account for the effect of viscous coupling. On the other hand, the capillary coupling 
expression, 1 -0 ,  developed by Bentsen was used in the experimental analysis.

4) Comparison of analytical and experimental results show that viscous coupling is very small 
based on the expression mentioned in (3) above, capillary coupling is larger and 

hydrodynamic effects can be neglected in horizontal, countercurrent flow. Both capillary and 
viscous coupling effects are shown to be very small in horizontal, cocurrent flow and can be 

neglected. No final conclusion can be made with regards to vertical flow. More experimental 
data will be required to a make final conclusion with regards to the applicability of the 
transport equation to vertical flow.

5) If can be concluded that interfacial coupling effects (capillary and viscous) exist in two-phase 
porous media flow. When transport equations are written in terms of effective permeability, 
the interfacial coupling effects should be included in the values determined using the 
expressions presented in this research. It can also be inferred that either the cocurrent or the 
countercurrent relative permeability values can be determined experimentally and used in 
reservoir simulation.

6) If the conventional experimentally determined countercurrent effective permeability values 

are used in simulating a countercurrent flow recovery process, then the recovery prediction 
would be correct. Also, if the conventional experimentally determined countercurrent effective 
permeability values are used in simulating a cocurrent flow recovery process, then the 
countercurrent effective permeability values would have to be divided by the interfacial 
coupling parameter, a,- = a ci.avi, in order to obtain a much more accurate recovery 

prediction. On the other hand, the effective permeability values would have to be multiplied 
by the interfacial coupling parameter if the conventional experimentally determined cocurrent 
effective permeability values are used in the numerical simulation of a countercurrent flow.
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7) The formulation of the transport equations in (1) above does not account for a combined 

cocurrent and countercurrent recovery process. It only accounts for situations where each 
configuration of flow occurs separately.

8) The original objective of conducting cocurrent steady state and cocurrent unsteady state 
experiments was achieved. But the objective of conducting steady state countercurrent 
horizontal flow could not be achieved due to problems mentioned in Chapter 6. As a result of 
this, experimental data available in the literature were used in the analysis of countercurrent 
and cocurrent flow.

8.1.2. Conclusion Based on Numerical Simulation Results
9) The modified transport equations in (1) above were normalized and transformed to compact 

forms. The fractional flow equation was transformed into a Bentsen-type equation.
10) Numerical techniques and schemes were developed for the solution of the equations. The 

solutions were based on a fully implicit technique.
11) The numerical solution algorithm was used to develop a standalone numerical simulator with 

Java - for numerical verification of (1) above. Computer software, which is a well-structured 
combination of computer programs with a graphical user interface, was developed with the 
Java programming language for investigating interfacial coupling effects in porous media 

flow. The software is a numerical implementation of the solution of the modified set of 
transport equations given in Chapter 4. This software is referred to as the “interfacial-coupling 
simulator". The numerical implementation was based on the numerical schemes and 
algorithm developed in Chapter 5. The software enables the use of available data to verify 

the modified set of transport equations and carry out sensitivity analysis on the transport 
equations.

12) This research activity is one of the few efforts in which the Java programming language was 
employed for writing a numerical simulator. Most available commercial and 

research/laboratory numerical reservoir simulators were written with FORTRAN and/or C/C++ 
programming languages. So, the developed software can be regarded as one of the pioneer 
efforts in the use of Java for writing a numerical reservoir simulator.

13) From the results obtained from the numerical studies undertaken with the simulator, it can be 
concluded that the modified set of transport equations gives a good description of horizontal, 
two-phase, porous media, cocurrent flow.

14) Sensitivity analysis carried out with the numerical simulator shows that the viscous and 
capillary coupling effects are insignificant in cocurrent flow. Also, the hydrodynamic effect can 
be neglected in horizontal, two-phase, porous media, cocurrent flow.

15) Because the fractional flow concept breaks down in countercurrent flow situations, the 
numerical simulator cannot handle such a situation and hence no sensitivity analysis or 
numerical simulation studies were carried out for countercurrent flow situations.

16) Numerical simulation results confirm that the simulation can predict correctly expected 
patterns of saturation profiles over time. Hence, the simulator can be used routinely for 
cocurrent numerical simulation studies.

17) Numerical results of horizontal flow were used in the analyses. Due to the non-availability of a
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complete set of vertical flow experimental data, no analysis was made for vertical flow.
8.2. RECOMMENDATIONS
Based on the outcome of this research, the following recommendations are made for further 
studies. These can be classified into recommendations that pertain to the experimental 
measurement system and those that pertain to numerical simulation studies.

8.2.1 Experimental
1) X-ray computed tomography-based equipment should be used as opposed to electrical-based 

measurements system for saturation measurements. This type of equipment gives a more 

accurate result. Also, such equipment makes use of a consolidated core, which is more 

representative of the type of porous media encountered in the field.
2) If the cost of the above is a deterrent, a better relationship for establishing saturation values from 

electrical measurements should be employed. For example, relationships for interfacial 
polarization frequency (IPF), lower critical frequency and dissipation factor (Su et al. (2000)); 
relationships between di-electric permittivity, saturation levels and other properties of the medium 

under investigation (Nguyen et al. (1999), West et. al. (2003) and Cosenza et al. (2003)); 
measurement relationships at very high frequencies (Bona et. al. (2001 and 2002); etc. should 

be investigated.
3) Also, if the present measurement system is going to be used in the future, other types of 

sensor/transducer and membranes/disc that enable accurate determination of wetting phase 
pressure with minimal or no error should be employed

8.2.2 Numerical
4) It is recommended that the software be used in immiscible displacement numerical studies. The 

software can be used to conduct cocurrent simulation studies.
5) The software source codes are open and available. So it is recommended that they can be 

customized and recompiled with a Java compiler (javac). Also, if the physics of the underlying 
flow configuration changes, the source codes can be adapted for this.

6) Due to the operating system-independence (architectural neutrality) of the Java programming 
language, the software can also be installed on any personal computer on which a Java virtual 
machine (JVM) is available without any recompilation of the source codes. JVMs for widely used 
computer operating systems (Unix, Windows, Linux, Solaris, Macintosh, etc.) are freely available 

from http://java.com/en/index.jsp. A minimum computer memory size of 128 Megabytes and a 
processor speed of 800 MHz are recommended.

7) All the classes that were developed were packaged into the ics package and compiled with Java 

2 Standard Edition (J2SE - build 1.4.2_02). This version of ics was implemented in a full 
objected-oriented programming (OOP) paradigm. This version has some inherent OOP 
advantages but computation time might be too high when a higher saturation grid number (say 
200 or more) is used for solving the equations. This is particularly due to Java array indexing 
overhead and the overhead of creating several objects during execution of the program. To 
overcome this problem, it is recommended that the rules of objected-oriented programming be 
relaxed to develop a partial “FORTRAN Style” analogue of the ics package. “ FORTRAN Style
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(FS) means all methods (procedures) are static, arrays are passed directly as arguments, and the 
data is accessed directly” (Markidis et al. (2002)). Hence, partial FS means, some methods are 

static, some arrays are passed directly as arguments, and some data is accessed directly while 
others are not. An implementation of the partial analogue will produce an improvement in the 
execution time as reported by Markidis et al. for a full FS analogue.
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APPENDIX A1: Source Code Listings for the Interfacial Coupling Simulator
The ics package is made up of four source files (.java files) compiled into their byte codes 

equivalents files (.class files). These java files, briefly described in Section 5.12.5, were packaged 
into an executable jar (Java archive) file - ICS.jar. The jar file can be executed (run) by simply 

double clicking on it on any computer on which a JVM (Java virtual machine) is installed. The 
complete source codes (.java files) and their byte codes representations (.class files), as well as 
the executable jar (Java archive) file - ICS.jar, are contained in the CD-ROM at the back of this 

thesis. The source codes contained in all the java files are given in this Appendix A.

i) The Source Codes Listings for Ics.java

package ics;

import javax.swing.UIManager; 
import java.awt.*; 
import ics.*;

/ * *

* <p>Title: Interfacial Coupling Simulator</p>
* <p>Description: Program for Testing Coupling</p>
* <p>Copyright: Copyright (c) 2004</p>
* <p>University: University of Alberta</p>
* <p>Program: Petroleum Engineering</p>
* <p>Degree: Doctor of Philosophy - Ph.D</p>
* @author O.R. Ayodele
* @version 1.0 
* /

public class Ics {

boolean packFrame = false;

//Construct the application 
public lcs() {

IcsFrame frame = new lcsFrame();

//Validate frames that have preset sizes
//Pack frames that have useful preferred size info, e.g. from their layout
if (packFrame) {
frame.pack();

}
else {
frame.validate();

}

//Center the window
Dimension screenSize « Toolkit.getDefaultToolkit().getScreenSize();
Dimension frameSize = frame.getSize();

if (frameSize.height > screenSize.height) ( 
frameSize.height = screenSize.height;

}

if (frameSize.width > screenSize.width) { 
frameSize. width = screenSize.width;
)
frame.setLocation((screenSize.width - frameSize.width) / 2, (screenSize.height - frameSize.height) / 2); 
frame.setVisible(true);

}

//Main method
public static void main(String[] args) { 

new lcs();
!

)
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ii) The Source Codes Listings for IcsFrame.java

package ics;

import java.awt.*; 
import java.awt.event.*; 
import java.io.*; 
import javax.swing.*; 
import javax.swing.border.*; 
import ics.*;

public class IcsFrame extends JFrame {
//Panel
JPanel contentPane;

//Menu bar and menu items 
JMenuBar jMenuBarl = new JMenuBarQ;
JMenu jMenuFile = new JMenu();
JMenultem jMenuFileNew = new JMenultem();
JMenultem jMenuFileExit = new JMenultem();
JMenu jMenuHelp = new JMenu();
JMenultem jMenuHelpAbout = new JMenultem();

//Buttons
JButton jButtonl = new JButton();
JButton jButton2 = new JButton();
JButton jButton3 = new JButton();

//Image Icons 
Imagelcon Imagel;
Imagelcon image2;
Imagelcon image3;
JMenultem jMenuNew = new JMenultem/);

//Border 
Border borderl;

//Grid layout
GridLayout gridLayoutl = new GridLayoutf);

//A static variable to count the number of new "inputbox" 
static int IcsClassCount = 0;

//Construct the frame 
public lcsFrame() { 
try { 
jblnit();

}
catch(Exception e) { 

e.printStackTrace();
}

)
//Component initialization 
private void jblnit() throws Exception { 
contentPane = (JPanel) this.getContentPane();
borderl = BorderFactory.createEtchedBorder(Color.white,new Color(148,145, 140));
contentPane.setLayout(gridLayoutl);
this.setSize(new Dimension(900, 700));
this.setTitle(*lnterfacial Coupling Simulator");
jMenuFile.setFont(newjava.awt.Font("Dialog'', 1, 12));
jMenuFila.setMnemonic('F');
jMenuFile.setText("File");
jMenuFileNew.setFont(new)ava.awt.Font(”Dialog", 1,12));
jMenuFileNew.setMnemonic('N');
jMenuFileNew.setText(”New");

jMenuFileNew.addActionListener(new ActionListener() { 
public void actionPerformed(ActionEvent e) { 

jMenuFileNew_actionPerformed(e);
}
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});

jMenuFileExit.setFont(newjava.awt.Font("Dialog", 1, 12));
jMenuFileExit.setMnemonic('E');
jMenuFileExit.setTextfExit");

jMenuFileExit.addActionListener(new ActionListenerQ { 
public void actionPerformed(ActionEvent e) { 
jMenuFileExit_actionPerformed(e);

}
}):

jMenuHelp.setFont(newjava.awt.Font("Dialog”, 1,12));
jMenuHelp.setMnemonic('H');
jMenuHelp.setText("Help");
jMenuHelpAbout.setFont(new java.awt.Font("Dialog'', 1,12));
jMenuHelpAbout.setMnemonic('A');
jMenuHelpAbout.setText("About");

jMenuHelpAbout.addActionListener(new ActionListener() { 
public void actionPerformedf Action Event e) { 
jMenuHelpAbout_actionPerformed(e);

)
});

jMenuNew.setFont(new java.awt.FontCDialog", 1,12));
jMenuNew.setMnemonic('N');
jMenuFile.addSeparator();
jButtonl ,setBorder(border1);
contentPane.setEnabled(true);
jMenuFile.add(jMenuFileNew);
jMenuFile.addSeparator();
jMenuFile.add (jMenuFileExit);
jMenuHelp.addSeparator();
jMenuHelp.add(jMenuHelpAbout);
jMenuBarl ,add(jMenuFile);
jMenuBarl .addQMenuHelp);
this.setJMenuBar(jMenuBar1);
this.toBack();

}
//File | New action performed
public void jMenuFileNew_actionPerformed(ActionEvent e) {

JDesktopPane n = new JDesktopPaneQ; 
this.getContentPane().add(n);

//An instance of IcsClass 
IcsClass inputbox = new IcsClassf);

//Update the static variable by adding 1.
IcsClassCount = IcsClassCount + 1;

//Set inputbox size and display 
Dimension dlgSize = getPreferredSize();
Dimension frmSize = getSize();
Point loc = getLocation();
inputbox.jif.setLocation((frmSize.width - dlgSize.width) /  2 + loc.x, (frmSize.height - dlgSize.height) 12 + loc.y);
inputbox.jif.setResizable(false);
inputbox.jif.setBounds(40, 150, 825, 430);
inputbox.jif.setTitle(”Simulation Input Settings " + IcsClassCount);
inputbox.jif.show();
n.add(inputbox.jif);
inputbox.jif.setLocation(20, 213);

inputbox.f1 .setLocation(20,1); 
inputbox.f1 .setResizable(false);
inputbox.f1 .setSize(inputbox.fv1 .width, inputbox.fvl .height); 
inputbox.f1 .setVisible(true);

inputbox.f2.setLocation(250, 1); 
inputbox.f2.setResizable(false);
inputbox.f2.setSize(inputbox.fv2.width, inputbox.fv2.height); 
inputbox .f 2. setVisible(true);
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n.add(inputbox.f2);
n.add(inputbox.fl);

//Progress bar code for monitoring simuation run status 
inputbox.jProgressBarl.setlndeterminate(false);

//Reset all of these values to zeros and initial title 
inputbox.flowCount = 0; 
inputbox.residualValueSum = 0; 
inputbox.timeDivision = 0; 
inputbox.flowlterationNumber = 0; 
for(int i = 0; i < inputbox.bNum; i++){ 
inputbox.copyE[i] = 0;

}

}

//File | Exit action performed
public void jMenuFileExit_actionPerformed(ActionEvent e) (

System.exit(0);
}

//Help | About action performed
public void jMenuHelpAbout_actionPerformed(ActionEvent e) { 

lcsFrame_AboutBox dig = new lcsFrame_AboutBox(this);
Dimension dlgSize = dlg.getPreferredSize();
Dimension frmSize = getSize();
Point loc = getLocation();
dlg.setLocation((frmSize.width - dlgSize.width) / 2 + loc.x, (frmSize.height - dlgSize.height) / 2 + loc.y);
dlg.setModal(true);
dlg.show();

}
//Overridden so we can exit when window is closed 
protected void processWindowEvent(WindowEvent e) ( 

super.processWindowEvent(e);

if (e.getlD() == WindowEvent.WINDOW_CLOSING) { 
jMenuFileExit_actionPerformed(null);

}
}

1

iii) The Source Codes Listings for IcsClass.java

package ics;

import java.awt.*; 
import java.awt.event.*; 
import java.awt.FileDialog.*; 
import java.io.*; 
import java.io.Reader.*; 
import java.text.*; 
import javax.swing.*; 
import javax.swing.event.*; 
import javax.swing.border.*; 
import ics.*;

/** IcsClass (interfacial coupling class) for solving Bentsen's Equation
* which incorporates interfacial coupling using the fully-implicit finite
* difference method. The solution of the resulting systems of linear
* equations is based on the ThomasAlgorithmSolution" and "newtonJacobi"
* methods, which are objects in the IcsClass class.

* @author Oluropo Rufus Ayodele
* ©version 1.0 
* /

public class IcsClass {
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* Initiation of Components (Constructor)
* /

public lcsClass() {
try {

initiate();
1
catch(Exception e) { 

e.printStackTrace();
)

}

//CONSTRUCTION OF GUI STARTS HERE

//Declaration of all public and common GUI variables (fields) starts here 
JlnternalFrame jif = new JlnternalFramef);
JlnternalFrame distanceOption = new JlnternalFrame();
JlnternalFrame relativeEffective = new JlnternalFrame();
JProgressBar jProgressBarl = new JProgressBarQ;
String updateTitle;
String updateTitleNow;
DecimalFormat dataFormatUpdateTime2 = new DecimalFormat(n0.00"); 
DecimalFormat dataFormatUpdateTime8 = new DecimalFormat("0.00000000"); 
DecimalFormat dataFormat6 = new DecimalFormatfO.OOOOOO”); 
JlnternalFrame f1 = new JlnternalFrame(”Fractional Flow Profile”); 
JlnternalFrame f2 = new JlnternalFrame(”Saturation Profile”);
FlowViewfvl = new FlowView();
FlowView fv2 = new FlowView();
private JPanel jPanell = new JPanelQ;
private JPanel jPanel2 = new JPanelQ;
private JPanel jPanel3 = new JPanelQ;
private JPanel jPanel4 = new JPanelQ;
private Border borderl;
private TitledBorder titledBorderl;
private Border border2;
private TitledBorder titledBorder2;
private Border border3;
private TitledBorder titledBorder3;
private Border border4;
private TitledBorder titledBorder4;
private JButton runSimulation = new JButtonQ;
private Border border5;
private TitledBorder titledBorder5;
private JTextField jTextFieldl = new JTextFieldQ;
private JTextField jTextField2 = new JTextFieldQ;
private JTextField jTextField3 = new JTextFieldQ;
private JLabel jLabeH = new JLabelQ;
private JTextField jTextField4 = new JTextFieldQ;
private JLabel jLabel2 = new JLabelQ;
private JLabel jLabel3 = new JLabelQ;
private JLabel jLabel4 = new JLabelQ;
private JLabel jLabel5 = new JLabelQ;
private JLabel jLabel6 = new JLabelQ;
private JLabel jLabel7 = new JLabelQ;
private JTextField jTextField5 = new JTextFieldQ;
private JTextField jTextField6 = new JTextField();
private JTextField jTextField7 = new JTextFieldQ;
private JTextField jTextFieldl 3 » new JTextFieldQ;
private JTextField jTextFieldl 2 = new JTextFieldQ;
private JTextField jTextFieldl 1 = new JTextFieldQ;
private JTextField jTextFieldl 0 = new JTextFieldQ;
private JTextField jTextField9 = new JTextFieldQ;
private JTextField jTextField8 = new JTextFieldQ;
private JLabel jLabe!8 = new JLabelQ;
private JLabel jLabel9 = new JLabelQ;
private JLabel jLabellO = new JLabelQ;
private JLabel jLabeH 1 = new JLabelQ;
private JLabel jLabeH 2 = new JLabelQ;
private JLabel jLabeH 3 = new JLabelQ;
private JLabel jLabeH 4 = new JLabelQ;
private JTextField jTextField14 = new JTextFieldQ;
private JTextField jTextField15 = new JTextFieldQ;
private JTextField jTextField16 = new JTextFieldQ;
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private JLabel jLabeH 5 = new JLabel();
private JTextField jTextFieldl 7 = new JTextFieldQ;
private JLabel jLabeH 6 = new JLabelQ;
private JTextField jTextFieldl 8 = new JTextFieldQ;
private JLabel jLabeH 7 = new JLabelQ;
private JTextField jTextFieldl 9 = new JTextFieldQ;
private JLabel jLabeH 8 = new JLabelQ;
private JLabel jLabeH 9 = new JLabelQ;
private JLabel jLabel20 = new JLabelQ;
private JLabel jLabel21 = new JLabelQ;
private JTextField jTextField20 = new JTextFieldQ;
private JTextField jTextField21 = new JTextFieldf);
private JButton jButtonS = new JButtonQ;
private JButton stopSimulation = new JButtonQ;
private JPanel jPanel6 = new JPanelQ;
private JPanel jPanel7 = new JPanelQ;
private JTextField jTextField22 = new JTextFieldQ;
private JLabel jLabel22 = new JLabelQ;
private JTextField jTextField23 = new JTextFieldQ;
private JLabel jLabel23 = new JLabelQ;
private TitledBorder titledBorderfi;
private TitledBorder titledBorder7;
private JSIider jSliderl = new JSIider();
private JPanel jPanel9 = new JPanelQ;
private Border borders;
private Border border7;
private TitledBorder titledBorder8;
private JPanel jPanel8 = new JPanelQ;
private Border border8;
private TitledBorder titledBorder9;
private TitledBorder titledBorder92;
private JButton clearAII = new JButtonQ;
private Border border9;
private TitledBorder titledBorderl 0;
private ButtonGroup R12 = new ButtonGroupQ;
private ButtonGroup Flow = new ButtonGroupO;
private ButtonGroup Coupling = new ButtonGroupO;
private ButtonGroup SolutionMethod = new ButtonGroupQ;
private ButtonGroup Solver = new ButtonGroupQ;
private JRadioButton r12 = new JRadioButtonQ;
private JRadioButton jRadioButton2 = new JRadioButton();
private Border borderl 0;
private TitledBorder titledBorderl 1;
private Border borderl 1;
private Border borderl 2;
private TitledBorder titledBorderl 2;
private JTextField jTextField24 = new JTextFieldQ;
private JTextField jTextField25 = new JTextFieldl);
private JLabel jLabel24 = new JLabelQ;
private JLabel jLabel25 = new JLabelQ;
private Border borderl 3;
private TitledBorder titledBorderl 3;
private JRadioButton viscousCoupling = new JRadioButtonQ;
private JRadioButton capillaryCoupling = new JRadioButtonQ;
private JRadioButton bothCouplings = new JRadioButton();
private JRadioButton noCoupling = new JRadioButtonQ;
private JPanel jPanel5 = new JPanelQ;
private Border borderl 4;
private TitledBorder titledBorderl 4;
private JTextField jTextField26 = new JTextFieldQ;
private JTextField jTextField27 = new JTextFieldQ;
private JTextField jTextField28 = new JTextFieldf);
private Border borderl 5;
private TitledBorder titledBorderl 5;
private JLabel jLabel28 = new JLabelQ;
private JLabel jLabel29 = new JLabelQ;
private JLabel jLabel210 = new JLabelQ;
private Border borderl 6;
private TitledBorder titledBorderl 6;
private JPanel jPanell 0 = new JPanelQ;
private Border borderl 7;
private TitledBorder titledBorderl 7;
private JTextField jTextField30 = new JTextFieldQ;
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private JTextField jTextField31 = new JTextField();
private JTextField jTextField32 = new JTextFieldj);
private JTextField jTextField33 = new JTextFieldj);
private JLabel jLabel27 = new JLabelQ;
private JLabel jLabel2l 1 = new JLabelQ;
private JLabel jLabel212 = new JLabelQ;
private JLabel jLabel213 = new JLabelQ;
private Border borderl 8;
private JLabel jLabel214 = new JLabelQ;
private JTextField jTextField37 = new JTextFieldQ;
private JLabel jLabel215 = new JLabelQ;
private JLabel jLabel216 = new JLabelQ;
private JTextField jTextField36 = new JTextFieldQ;
private JTextField jTextField35 = new JTextFieldQ;
private JTextField jTextField34 = new JTextFieldQ;
private JLabel jLabel217 = new JLabelQ;
private JPanel jPaneM 3 = new JPanel();
private Border borderl 9;
private TitledBorder titledBorderl 8;
private Border border20;
private Border border21;
private TitledBorder titledBorderl 9;
private JTextField jTextField41 = new JTextFieldQ;
private JLabel jLabe!219 = new JLabelQ;
private JTextField jTextField40 = new JTextFieldQ;
private JTextField jTextField39 = new JTextFieldQ;
private JTextField jTextField38 = new JTextFieldj);
private Border border22;
private TitledBorder titledBorder20;
private JTextField jTextField29 = new JTextFieldQ;
private Border border23;
private TitledBorder titledBorder21;
private JLabel jLabel2112 = new JLabelQ;
private Border border24;
private TitledBorder titledBorder22;
private JButton savelnputData = new JButtonQ;
private JButton openlnputData = new JButtonj);
private Border border25;
private TitledBorder titledBorder23;
private Border border26;
private TitledBorder titledBorder24;
private Border border27;
private JLabel jLabel220 = new JLabelQ;
private Border border28;
private JLabel jLabel2110 = new JLabelQ;
private JLabel jLabel2111 = new JLabelQ;
private JLabel jLabel2113 = new JLabelj);
private JPanel jPaneM 4 = new JPanel();
private JPanel jPanell 1 = new JPanelj);
private Border border29;
private TitledBorder titledBorder25;
private Border border30;
private TitledBorder titledBorder26;
private Border border31;
private TitledBorder titledBorder27;
private Border border32;
private JRadioButton implicitNewtonRaphson = new JRadioButtonQ;
private JRadioButton implicitNewtonJacobi = new JRadioButtonQ;
private JRadioButton no = new JRadioButtonQ;
private JRadioButton yes = new JRadioButtonQ;
private Border border33;
private TitledBorder titledBorder28;
private JPanel jPanel15 = new JPanelQ;
private Border border34;
private TitledBorder titledBorder29;
private Border border35;
private TitledBorder titledBorder30;
private Border border36;
private TitledBorder titledBorder31;
private JPanel jPaneM 6 = new JPanelQ;
private Border border37;
private JScrollPane jScrollPanel = new JScrollPaneQ; 
boolean isStop = true;
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//Declaration of all public and common GUI variables (fields) ends here*/

//Initiation of GUI Starts here 
private void initiate() throws Exception {

borderl = BorderFactory.createEtchedBorder(Color.white,newColor(134,134,134));
titledBorderl = new TitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color(134,134,134)),"Fluid Properties"); 
border2 = BorderFactory.createEtchedBorder(Color.white,newColor(134, 134, 134));
titledBorder2 = new TitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color(134, 134, 134)),"Reservoir 

Properties");
border3 = BorderFactory,createEtchedBorder(Color. white,new Color(134,134, 134));
titledBorder3 = new TitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color(134, 134, 134)),"Simulation 

Settings");
border4 = BorderFactory .createEtchedBorder(Color.white, new Color(134,134,134));
titledBorder4 = new TitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color(134, 134, 134)),"Saturation Block 

(Grid)");
titledBorder6 = new TitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color(134, 134, 134)),"Hydrodynamic 

Effect (R12)");
border5 = BorderFactory.createEtchedBorder(Color.white,newColor(134,134,134));
titledBorder5 = new TitledBorder(BorderFactory.createEtchedBorder(Color. white, new Color(134,134,134)),”");
border6 = newEtchedBorder(EtchedBorder.RAISED,Color.white,newColor(134,134,134));
border7 « new EtchedBorder(EtchedBorder.RAISED,Color.white,newColor(134, 134,134));
titledBorderS = new TitledBorder(new EtchedBorder(EtchedBorder.RAISED,Color.white,new Color(134, 134, 134)),"Coupling 

Options”);
border8 = new EtchedBorder(EtchedBorder.RAISED,Color.white,new Color(134,134,134));
titledBorder9 = newTitledBorder(BorderFactory.createEtchedBorder(Color.white,newColor(134,134,134)),"Pc Coeff"); 
border9 = new EtchedBorder(EtchedBorder.RAISED,Color.white,newColor(134, 134, 134)); 
titledBorderl 0 = new TitledBorder(border9,"Events");
borderl 0 = new EtchedBorder(EtchedBorder.RAISED,Color.white,newColor(134,134,134)); 
titledBorderl 1 = new TitledBorder(border10,"Events");
border11 = new TitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color) 134,134,134)),"Event"); 
borderl 2 = new EtchedBorder(EtchedBorder.RAISED,Color, white,new Color(134, 134,134)); 
titledBorderl 2 = new TitledBorder(border12,"Events");
borderl 3 -  new EtchedBorder(EtchedBorder.RAISED,Color.white,new Color(134, 134,134));
border14 = new EtchedBorder(EtchedBorder.RAISED,Color.white,new Color(134,134, 134));
titledBorderl 4 = new TitledBorder(BorderFactory.createEmptyBorder(),"Event");
borderl 5 = new EtchedBorder(EtchedBorder.RAISED,Color, white,new Color(134, 134,134));
titledBorderl 5 = new TitledBorder(border15,"Viscous Coupling Term");
borderl 6 = new EtchedBorder(EtchedBorder.RAISED,Color, white,new Color(134, 134,134));
borderl 7 = new EtchedBorder(EtchedBorder.RAISED,Color.white,newColor(134,134,134));
titledBorderl 7 = new TitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color(134, 134, 134)),"Boundary 

Condition (S ')  a = 1.0");
borderl 8 = new TitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color(134,134,134)),"Ko Coeff"); 
border19 = BorderFactory.createEtchedBorder(Color.white,newColor(134,134,134));
titledBorderl 8 » new TitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color(134,134, 134)),"Krw Coeff"); 
border20 = newTitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color(134,134, 134)),”Krw Coeff"); 
border2l = new EtchedBorder(EtchedBorder.RAISED,Color.white,newColor(134,134,134)); 
titledBorderl 9 = newTitledBorder(border21,"Ko Coeff"); 
border22 = BorderFactory.createEmptyBorder();
titledBorder20 = new TitledBorder(new EtchedBorder(EtchedBorder.RAISED,Color.white,new Color(134, 134, 134)),"Kro 

Coeff");
border23 = BorderFactory.createEtchedBorder(Color.white,new Color(134, 134, 134));
titledBorder21 = new TitledBorder(BorderFactory.createEtchedBorder(Color. white,new Color(134, 134, 134)),"Events");
border24 = BorderFactory.createEtchedBorder(Color.white,new Color(134,134,134));
titledBorder22 = new TitledBorder(border24,"Viscous Coupling Term");
border25 = BorderFactory.createEtchedBorder(Color.white,newColor(134,134,134));
titledBorder23 = new TitledBorder(border25,"Events");
border26 = BorderFactory.createEtchedBorder(Color. white,new Color(134,134,134)); 
titledBorder24 = new TitledBorder(border26,"Events");
border27 = new EtchedBorder(EtchedBorder.RAISED,newColor(197,187,178),new Color(96, 91, 87)); 
border28 = BorderFactory.createEmptyBorder(); 
border29 = BorderFactory.createEmptyBorder();
titledBorder25 = new TitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color(134, 134, 134)),"Initial

Conditions");
border30 = new EtchedBorder(EtchedBorder.RAISED,Color.white,new Color(134, 134,134));
titledBorder26 = newTitledBorder(BorderFactory.createEtchedBorder(Color.white,newColor(134, 134, 134)),"Coupling"); 
border31 = BorderFactory.createEtchedBorder(Color.white,new Color(134, 134,134));
border32 = new TitledBorder(BorderFactory.createEtchedBorder(Color.white,new Color(134,134, 134)),"Interactive"); 
border33 = BorderFactory.createEtchedBorder(Color.white,newColor(134, 134, 134));
titledBorder28 = newTitledBorder(BorderFactory.createEtchedBorder(Color.white,newColor(134,134,134)),"Solver"); 
border34 = BorderFactory.createEtchedBorder(Color.white,newColor(134, 134,134)); 
border35 = BorderFactory.createEtchedBorder(Color.white,newColor(134,134,134)); 
border36 = new EtchedBorder(EtchedBorder.RAISED,Color.white,new Color(134, 134, 134));
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border37 = newTitledBorder(BorderFactory.createEtchedBorder(Color.white,newColor(134,134, 134)),"Viscous Coupling ");
jif.getContentPane().setLayout(null);
jPanell .setBorder(titledBorder1);
jPanell .setBounds(new Reclangle(5,2, 372, 236));
jPaneM .setLayout(null);
jPanel2.setLayout(null);
jPanel2.setBounds(new Rectangle(379, 3, 221, 236)); 
jPanel2.setBorder(titledBorder2); 
jPanel3.setLayout(null);
jPanel3.setBounds(new Rectangle(4, 233, 202,163));
jPanel3.setBorder(titledBorder3);
jPanel4.setLayout(null);
jPanel4.setBorder(titledBorder25);
jPanel4.setBounds(new Rectangle(207, 309,166, 89));
jif.setFont(new java.awt.Font("Dialog” , 1,12));
jif.setResizable(true);
jif.setTitle(" Simulator Input Section”);
runSimulation.setText("Run Simulation”);
runSimulation.addActionListener(new java.awt.event.ActionListener() { 
public void actionPerformed(ActionEvent e) { 

runSimulation_actionPerformed(e);
)

});
runSimulation.setBorder(BorderFactory.createEtchedBorder());
runSimulation.setMnemonic('R');
runSimulation.setBounds(new Rectangle(662, 340,124,17)); 
jTextFieldl .setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextFieldl .setText(”812.3");
jTextFieldl.setBounds(new Rectangle(127,14, 57, 24)); 
jTextField2.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField2.setText("998.2");
jTextField2.setBounds(new Rectangle(127, 44, 57, 24)); 
jTextField3.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField3.setText("0.04762”); 
jTextField3.setBounds(new Rectangle(127, 75, 57, 24)); 
jLabeH ,setFont(new java.awt.FontfDialog", 1,10)); 
jLabeH ,setText("Oil Density (Kg/mA3)"); 
jLabell.setBounds(new Rectangle(10,16, 108, 29)); 
jTextField4.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField4.setText("0.0010”); 
jTextField4.setBounds(new Rectangle(127,105, 57, 24)); 
jLabel2.setBounds(newRectangle(10, 47,114, 29)); 
jLabel2.setText("Water Density (Kg/mA3)"); 
jLabel2.setFont(newjava.awt.Font(”Dialog", 1, 10)); 
jLabel3.setBounds(newRectangle(10, 77,108, 29)); 
jLabel3.setText(”Oil Viscosity (Pa.s)”); 
jLabel3.setFont(newjava.awt.Font(”Dialog", 1,10)); 
jLabel4.setBounds(newRectangle(10,108,108, 29)); 
jLabel4.setText("Water Viscosity (Pa.s)”); 
jLabel4.setFont(newjava.awt.Font(”Dialog", 1,10)); 
jLabel5.setBounds(new Rectangle(10,139,108, 29)); 
jLabel5.setText(”lnjection Time (sec)”); 
jLabel5.setFont(newjava.awt.Font("Dialog", 1,10)); 
jLabel6.setBounds(newRectangle(10,169, 112, 29)); 
jLabel6.setText("Water Inj. Rate (mA3/s)”); 
jLabel6.setFont(newjava.awt.Font(”Dialog", 1, 10)); 
jLabel7.setBounds(newRectangle(10, 200,126, 29)); 
jLabel7.setText(”Flow No. of Time Step"); 
jLabel7.setFont(new java.awt.Font(”Dialog", 1,10)); 
jTextField5.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField5.setText("360");
jTextField5.setBounds(new Rectangle(127, 135, 57, 24));
jTextField6.setBorder(BorderFactory.createLineBorder(Color.black));
jTextField6.setText("9.0E-9”);
|TextField6.setBounds(new Rectangle(127,166, 57, 24));
jTextField7.setBorder(BorderFactory.createLineBorder(Color.black));
jTextField7.setText("5”);
jTextField7.setBounds(new Rectangle(127, 196, 57, 24)); 
jTextFieldl 3.setBounds(new Rectangle(308, 167, 57, 24)); 
jTextFieldl 3.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextFieldl 3.setT ext("0.00001"); 
jTextFieldl 2.setBounds(new Rectangle(308,136, 57, 24)); 
jTextFieldl 2. setBorder(BorderFactory.createLineBorder(Color.black));
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jTextField 12.setText("50");
jTextFieldl 1 ,setBounds(new Rectangle(308,106,57, 24));
jTextFieldl 1.setBorder(BorderFactory.createLineBorder(Color.black));
jTextFieldl 1 .setText("0.2000");
jTextFieldl O.setBoundsjnew Rectangle(308, 76, 57, 24));
jTextField10.setBorder(BorderFactory.createLineBorder(Color.black));
jTextFieldl 0.setText("0.1600");
jTextField9.setBounds(new Rectangle(308,45, 57, 24));
jTextField9.setBorder(BorderFactory.createLineBorder(Color.black));
jTextField9.setT ext("9.9E-12");
jTextField8.setBounds(new Rectangle(308,15,57,24));
jTextField8.setBorder(BorderFactory.createLineBorder(Color.black));
jTextField8.sefl"ext("9.0E-12");
jLabel8.setFont(new java.awt.Font("Dialog”, 1, 10));
jLabel8.setText("Length (m)B);
jLabel8.setBounds(newRectangle(8, 16,126, 29));
jLabel9.setFont(newjava.awt.Font("Dialog", 1,10));
jLabel9.setText(''Flow Covg. Tolerance");
jLabel9.setBounds(new Rectangle(191,170,112, 29));
jLabeH OsetFont(newjava.awt.Font("Dialog", 1,10));
jLabeH 0.setText("Flow Count Tolerance");
jLabeH O.setBoundsjnew Rectangle(191,140,108, 29));
jLabeH 1.setFont(newjava.awt.Font(”Dialog", 1,10));
jLabeH 1 setText("Sor (fraction)");
jLabeH 1 setBounds(new Rectangle(191, 109,108, 29));
jLabeH 2.setFont(newjava.awt.Font("Dialog", 1, 10));
jLabeH 2.setText("Swi (fraction)”);
jLabeH2.setBounds(new Rectangle(191, 78,108, 29));
jLabeH 3.setFont(newjava.awt.Font("Dialog”, 1,10));
jLabeH 3.setText(”Eff.K to Wat. (mA2)");
jLabeH 3.setBounds(new Rectangle(191, 48,122,29));
jLabeH4.setBounds(new Rectangle(191, 17, 117, 29));
jLabeH 4.setText("Eff.K to Oil (mA2)");
jLabeH 4.setFont(newjava.awt.Font(”Dialog", 1,10));
jLabel 14,setToolTipText("");
jTextField14.setBounds(new Rectangle(151, 21, 57,16)); 
jTextFieldl 4.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField 14. setTextfO. 60");
jTextFieldl 5.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextFieldl 5.setText("0.10");
jTextField15.setBounds(new Rectangle(151, 47,57,16)); 
jTextField16.setBorder(BorderFactory.createLineBorder(Color.black»; 
jTextFieldl 6.setText("0.09");
jTextFieldl6.setBounds(new Rectangle(151, 72, 57,16));
j LabeH 5.setToolTipText("");
jLabeH 5.setFont(newjava.awt.Font("Dialog”, 1,10));
jLabeH 5.setText(Thickness (m)");
jLabeH 5.setBounds(newRectangle(10, 42,117, 29));
jT extFieldl 7.setBorder(BorderFactory.createLineBorder(Color.black));
jTextFieldl 7.setText("395.00");
jTextFieldl 7.setBounds(new Rectangle(151, 98, 57, 16));
jLabeH 6.setBounds(new Rectangle(10, 67,117, 29));
jLabeH6.setText("Height/Elevation (m)");
jLabeH 6.setFont(newjava.awt.Font("Dialog", 1,10));
jTextField18.setBorder(BorderFactory.createLineBorder(Color.black));
jTextField 18.setT ext(”0.35");
jTextField18.setBounds(new Rectangle(151,123, 57, 16));
jLabeH 7,setBounds(new Rectangle(10, 93,117,29));
jLabeH 7.setText("Pore Volume (mA3)");
jLabeH 7.setFont(newjava.awt.Font(”Dialog", 1,10));
jTextField19.setBorder(BorderFactory.createLineBorder(Color.black));
jTextFieldl 9.setText("90.00");
jTextField19.setBounds(new Rectangle(151, 149, 57, 16)); 
jLabeH 8,setBounds(new Rectangle(10, 119, 117, 29)); 
jLabeH 8.setText("Porosity (fraction)"); 
jLabeH 8.setFont(newjava.awt.Font("Dialog”, 1,10)); 
jLabeH 9.setBounds(new Rectangle(10, 145,117, 29)); 
jLabeH 9.setText("lnclination (Degrees)"); 
jLabeH 9.setFont(new java.awt.FontfDialog", 1,10)); 
jLabel20.setBounds(new Rectangle(10, 170,145, 29)); 
jLabel20.setText("Displacement Pressure (Pa)"); 
jLabel20.setFont(newjava.awt.Font("Dialog“, 1,10)); 
jLabel21.setBounds(newRectangle(10, 196,136, 29));
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jLabel21.setText(”Ac, Area of Pc Curve (Pa)’ ); 
jLabel21.setFont(newjava.awt.Font(”Dialog“, 1,10)); 
jTextField20.setBorder(BorderFactory.createLineBorder(Color.black)); 
|TextField20.setText(’ 500.00");
jTextField20.setBounds(new Rectangle(151,174, 57, 16));
jTextField21.setBorder(BorderFactory.createLineBorder(Color.black));
jTextField21.setToolTipText(””);
jTextField21.setText("1200.00");
jTextField21 .setBounds(new Rectangle(151, 200, 57, 16));
jButton5.setBounds(new Rectangle(205,197, 159,24));
jButton5.setBorder(BorderFactory.createEtchedBorder());
jButton5.setMnemonic('C');
jButton5.addActionListener(newjava.awt.event.Actionl_istener() { 

public void aclionPerformed(ActionEvent e) { 
jButton5_actionPerformed(e);

)
));
jButton5.setText("Clear Fluid Properties’ ); 
stopSimulation.setBounds(new Rectangle(662,320,124,17)); 
stopSimulation.setBorder(BorderFactory.createEtchedBorder()); 
stopSimulation.setToolTipText(” ); 
stopSimulation.setMnemonic(’U’);
stopSimulation.addActionListener(newjava.awt.event.ActionListener() { 

public void actionPerformed(ActionEvent e) { 
stopSimulation_actionPerformed(e);

)
});
stopSimulation.setText("Stop Simulation”); 
jPanel7.setLayout(null);
jPanel7.setBounds(new Rectangle(4, 79,187, 76));
jPanel7.setBorder(titledBorder4);
jTextField22.setBounds(new Rectangle(115, 37, 51, 18));
jTextField22.setText("0.00");
jTextField22.disable();
]TextField22.setBorder(BorderFactory.createLineBorder(Color.black)); 
jLabel22.setFont(newjava.awt.Font("Dialog", 1,10)); 
)Label22.setText("Value of a for R12"); 
jLabel22.setBounds(new Rectangle(17, 31, 94, 29)); 
jTextField23.setEnabled(false);
jTextField23.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField23.setText("1 O’ );
jTextField23.setBounds(new Rectangle(116, 53, 57,16)); 
jTextField23.addActionListener(newjava.awt.event.ActionListener() { 

public void actionPerformed(ActionEvent e) ( 
jTextField23_actionPerformed(e);

)
));
jLabel23.setBounds(new Rectangle(16, 48, 69, 29)); 
jLabel23.setText("Block Number"); 
jLabel23.setFont(newjava.awt.Font(’ Dialog”, 1,10)); 
jSliderl .setMajorTickSpacing(5); 
jSliderl ,setMinimum(10); 
jSliderl .setMaximum(50); 
jSliderl ,setMinorTickSpacing(1); 
jSliderl .setPaintTicks(true); 
jSliderl .setValue(lO);
jSliderl ,setBorder(BorderFactory.createEtchedBorder()); 
jSliderl ,setBounds(new Rectangle(15, 18,159, 31)); 
jSliderl ,addChangeListener(new ChangeListener() { 

public void stateChanged(ChangeEvent e) ( 
jSlider1_actionChange(e);

}
}):

jPanel9.setBorder(border32); 
jPanel9.setBounds(new Rectangle(207, 234, 80, 68)); 
jPanel9.setLayout(null); 
no.setBounds(new Rectangle(10, 22, 65,12)); 
no.addActionListenerfnew java.awt.event.ActionListener() { 

public void actionPerformed(ActionEvent e) { 
no_actionPerformed(e);

)
));
no.setText(’ No’ );
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no.setMnemonic('S');
no.setBorder(null);
no.setFont(newjava.awt.Font("Dialog", 1,10)); 
yes.setBounds(new Rectangle(10, 45, 65, 12)); 
yes.addActionListener(new java.awt.event.ActionListener() { 

public void actionPerformed(ActionEvent e) { 
yes_actionPerformed(e);

}

});
yes.setTextfYes");
yes.setMnemonic('U');
yes.setSelected(true);
yes.setBorder(null);
yes.setFont(new java.awt.FontC'Dialog", 1,10)); 
jPanel8.setBorder(titledBorder9); 
jPanel8.setBounds(new Rectangle(609,128, 110,113)); 
clearAll.setBounds(new Rectangle(662, 301,124,17)); 
clearAll.setBorder(BorderFactory.createEtchedBorder()); 
clear All.setMnemonic('L');
clearAll.addActionListener(new java.awt.event.ActionListenerO ( 

public void actionPerformed(ActionEvent e) { 
clear AII_actionPerformed(e);

)
});
clearAll.setText(”Clear All"); 
r12.setFont(new java.awt.FontC'Dialog", 1, 10)); 
r12.setBorder(null); 
r12.setMnemonic('C'); 
r12.setText("Compute R12"); 
r12.setBounds(newRectangle(12, 21, 86,13)); 
r12.addActionListener(new java.awt.event.ActionListenerO { 

public void actionPerformed(ActionEvent e) { 
r12_actionPerformed(e);

}

});
jRadioButton2.setBounds(new Rectangle(113,21, 61, 13)); 
jRadioButton2.addActionListener(new java.awt.event.ActionListenerO { 

public void actionPerformed(ActionEvent e) { 
jRadioButton2_actionPerformed(e);

}
));
jRadioButton2.setText(” R12=1");
jRadioButton2.setMnemonic('R’);
jRadioButton2.setSelected(true);
jRadioButton2.setBorder(null);
jRadioButton2.setFont(newjava.awt.Font("Dialog", 1,10));
jTextField24.setBounds(new Rectangle(95, 24, 57, 20));
jTextField24.setText("0.0");
jTextField24.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField25.setBounds(new Rectangle(95, 56, 57, 20)); 
jTextField25.setText(”1.0");
jTextField25.setBorder(BorderFactory.createLineBorder(Color.black)); 
jLabel24.setFont(newjava.awt.Font("Dialog”, 1,10)); 
jLabel24.setText("Distance (m)"); 
jLabel24.setBounds(newRectangle(9, 19, 69, 29)); 
jLabel25.setFont(newjava.awt.Font("Dialog”, 1,10)); 
jLabel25.setText("fw (fraction)"); 
jLabel25.setBounds(new Rectangle(9, 50, 69, 29)); 
viscousCoupling.setFont(new java.awt.FontC'Dialog", 1,10)); 
viscousCoupling.setBorder(null); 
viscousCoupling.setMnemonic('O'); 
viscousCoupling.setSelected(true); 
viscousCoupling.setText("Viscous");
viscousCoupling.setBounds(new Rectangle(743, 147, 65, 23)); 
viscousCoupling.addActionListener(new java.awt.event.ActionListenerO { 

public void actionPerformed(ActionEvent e) { 
viscousCoupling_actionPerformed(e);

}

});
capillaryCoupling.setFont(new java.awt.FontC'Dialog", 1, 10)); 
capillaryCoupling.setBorder(null); 
capillaryGoupling.setMnemonic('O’); 
capillaryCoupling.setT ext("Capillary");
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capillaryCoupling.setBounds(new Rectangle(743,168, 65, 23)); 
capillaryCoupllng.addActionListener(new java.awt.event.ActionListenerO { 

public void actionPerformed(ActionEvent e) { 
capillaryCoupling_actionPerformed(e);

}

J);
bothCouplings.setFont(new java.awt.FontC’Dialog”, 1,10));
bothCouplings.setBorder(null);
bothCouplings.setActionCommand("bothCouplings");
bothCouplings.setMnemonic('C');
bothCouplings.setText("Both");
bothCouplings.setBounds(new Rectangle(743,189, 65, 23)); 
bothCouplings.addActionListener(new java.awt.event.ActionListenerO { 

public void actionPerformed(ActionEvent e) { 
bothCouplings_actionPerformed(e);

}
});
noCoupling.setFont(new java.awt.FontC’Dialog”, 1,10)); 
noCoupllng.setBorder(null); 
noCoupling.setMnemonic(’C'); 
noCoupling.setTextfNone");
noCoupling.setBounds(new Rectangle(743, 210, 65,23)); 
noCoupling.addActionListener(new java.awt.event.ActionListenerO { 
public void actionPerformed(ActionEvent e) { 

noCoupling_actionPerformed(e);
)

});
jPanel5.setBorder(titledBorder26); 
jPanel5.setBounds(new Rectangle(723, 127, 94,113)); 
jTextField26.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField26.setText("0.05");
jTextField26.setBounds(newRectangle(521, 266, 97, 20)); 
jTextField27.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField27.setText(”1.00”);
jTextField27.setBounds(new Rectangle(521, 290, 97, 20)); 
jTextField28.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField28.setT ext("0.30");
jTextField28.setBounds(new Rectangle(521, 313, 97, 20)); 
jLabel28.setBounds(new Rectangle(401, 259, 117, 29)); 
jLabel28.setText("Coefficient b"); 
jLabel28.setFont(newjava.awt.Font("Dialog", 1,10)); 
jLabel29.setBounds(newRectangle(401, 285,120, 29)); 
jLabel29.setText(”Coefficient c"); 
jLabel29.setFont(new java.awt.FontC'Dialog", 1,10)); 
jLabel210.setFont(new java.awt.FontC'Dialog”, 1,10)); 
jLabel210.setText("Coefficient d or S*"); 
jLabel210.setBounds(new Rectangle(401, 312, 124, 29)); 
jPanell 0.setBorder(titledBorder17); 
jPanell0.setBounds(new Rectangle(382, 241, 246,100)); 
jTextField30.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField30.setText("0.00");
jTextField30.setBounds(new Rectangle(644, 146, 56, 19)); 
jTextField31.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextFleld3l .setText("1.00");
jTextField31.setBounds(new Rectangle(644,167, 56, 19)); 
jTextField32.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField32.setText("10.01");
jTextField32.setBounds(new Rectangle(644, 189, 56, 19));
jTextField33.setBorder(BorderFactory.createLineBorder(Color.black));
jTextField33.setText("-9.98");
|TextField33.setBounds(newRectangle(644, 210, 56,19)); 
jLabel27.setFont(new java.awt.FontC’Dialog", 1,10)); 
jLabel27.setText("a0");
jLabel27.setBounds(new Rectangle(616, 150, 12, 15)); 
jLabel211.setFont(new java.awt.Font("Dialog", 1,10)); 
jLabel211 .setTextfbO”);
jLabel211 .setBounds(new Rectangle(616, 172, 12,15)); 
jLabel212.setFont(newjava.awt.Font("Dialog”, 1, 10)); 
jLabel212.setText("d0");
jLabel212.setBounds(new Rectangle(616, 216, 12, 15)); 
jLabel213.setFont(newjava.awt.Font(”Dialog", 1, 10)); 
jLabel2l 3.setText("cO");
jLabel213.setBounds(newRectangle(616,194,12,15));
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jLabel214.setBounds(new Rectangle(619, 69,28, 29)); 
jLabel214.setText("m");
jLabel214.setFont(newjava.awt.Font("Dialog", 1,10)); 
jTextField37.setBounds(new Rectangle(644,95, 56,19)); 
jTextField37.setText("0.00");
jTextField37.setBorder(BorderFactory.createLineBorder(Color.black)); 
jLabel215.setBounds(new Rectangle(619, 91, 30, 29)); 
jLabel215.setText("R2");
jLabel215.setFont(newjava.awt.Font("Dialog", 1,10)); 
jLabel216.setBounds(new Rectangle(619, 46, 30, 29)); 
jLabel2l6.setText("b1");
jLabel216.setFont(newjava.awt.Font("Dialog", 1,10)); 
jTextField36.setBounds(new Rectangle(644, 72, 56,19)); 
jTextField36.setText("0.50”);
jTextField36.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField35.setBounds(new Rectangle(644, 49, 56,19)); 
jTextField35.setText("0.40");
jTextField35.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField34.setBounds(new Rectangle(644, 26, 56,19)); 
jTextField34.setText(”0.10");
jTextField34.setBorder(BorderFactory.createLineBorder(Color.black)); 
jLabel217.setBounds(new Rectangle(619, 22,30, 29)); 
jLabel217.setText("a1");
jLabel217.setFont(new java.awt.FontC'Dialog", 1,10));
jPanell 3.setBorder(border20);
jPanell 3.setBounds(new Rectangle(608,2,110,124));
jTextField41.setBorder(BorderFaotory.createUneBorder(Color.black));
jTextField4l ,setText("0.00");
)TextField41 .setBoundsjnew Rectangle(755, 99, 46,19)); 
jLabel219.setFont(new java.awt.Font("Dialog", 1,10)); 
jLabel219. setT ext(”a2");
jLabel219.setBounds(new Rectangle(736, 28,13, 15));
jTextField40.setBorder(BorderFactory.createLineBorder(Color.black));
jTextField40.setText("0.20");
jTextField40.setBounds(newRectangle(755, 73, 46,19)); 
jTextField39.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField39.setT ext("0.83”);
jTextField39.setBounds(new Rectangle(755, 49, 46, 19)); 
jTextField38.setBorder(BorderFactory.createLineBorder(Color.black)); 
jTextField38.setText(”-0.02");
jTextField38.setBounds(new Rectangle(755, 24, 46, 19));
jTextField29.setBorder(BorderFactory.createLineBorder(Color.black));
jTextField29.setText(”0.00");
jTextField29.setBounds(new Rectangle(549, 364, 61,19)); 
jLabel2112.setBounds(new Rectangle(396, 360,143, 29)); 
jLabel2H2.setText("Viscous Coupling Value"); 
jLabel2112.setFont(new java.awt.FontC’Dialog", 1,10)); 
savelnputData.setBounds(newRectangle(662, 261,124,17)); 
savelnputData.setBorderj BorderFactory.createEtchedBorder()); 
savelnputData.setT oolTipTextj”"); 
savelnputData.setActionCommand("Save Input Data"); 
savelnputData.setMnemonic('S');
savelnputData.addActionListener(new java.awt.event.ActionListenerO { 

public void actionPerformed(ActionEvent e) { 
savelnputData_actionPerformed(e);

}
});
savelnputData.setText("Save Input Data"); 
openlnputData.setText("Open Input Data");
openlnputData.addActionListener(new java.awt.event.ActionListenerO { 

public void actionPerformed(ActionEvent e) { 
openlnputData_actionPerformed(e);

>
1);
openlnputData.setMnemonic('O'); 
openlnputData.setActionCommandC'Save Input Data"); 
openlnputData.setT oolTipText(”");
openlnputData.setBorder(BorderFactory.createEtchedBorder()); 
openlnputData.setBoundsjnew Rectangle(662, 281, 124, 17)); 
jProgressBar1.setBorder(border27); 
jProgressBar1.setToolTipText("Simulation run status"); 
jProgressBarl ,setMaximum(30);
jProgressBarl .setBounds(new Rectangle(641, 385, 173, 10));
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jLabel220.setFont(newjava.awt.Font("Dialog", 1,10)); 
jLabel220.setBorder(border28); 
jLabel220.setText(" Simulation Run Status"); 
jLabel220.setBounds(new Rectangle(645, 375,161, 13)); 
jLabel2110.setBounds(new Rectangle(736, 50, 15,15)); 
jLabel2110.setText("b2”);
jLabel2110.setFont(newjava.awt.Font("Dialog", 1,10)); 
jLabel2111.setBounds(newRectangle(736, 74,13,15)); 
jLabel2111 ,setText("n");
jLabel2111 .setFontfnew java.awt.FontfDialog”, 1,10)); 
jLabel2113.setBounds(new Rectangle(736,100,13,15)); 
jLabel2113.setT ext("R2");
jLabe!2113.setFont(new java.awt.FontC'Dialog", 1,10)); 
jPanell 4.setBounds(new Rectangle(720, 3, 97, 123)); 
jPanell 4.setBorder(border18);
jPanell 1.setBounds(new Rectangle(639, 240, 176, 131)); 
jPanell 1 .setBorder(border11);
implicitNewtonRaphson.setFont(new java.awt.FontC’Dialog", 1,10));
implicitNewtonRaphson.setBorder(null);
implicitNewtonRaphson.setSelected(false);
implicitNewtonRaphson.setMnemonic('O');
implicitNewtonRaphson.setText("N-Raphson ”);
implicitNewtonRaphson.setVisible(true);
implicitNewtonRaphson.setBounds(newRectangle(295, 255, 73,13));
implicitNewtonJacobi.setFont(new java.awt.FontfDialog", 1,10));
implicitNewtonJacobi.setBorder(null);
implicitNewtonJacobi.setSelected(true);
implicitNewtonJacobi.setMnemonic(’O');
implicitNewtonJacobi.setTextfN-Jacobi");
implicitNewtonJacobi.setBounds(newRectangle(295, 278, 73,13));
implicitNewtonJacobi.setVisible(true);
jPanell 5.setBorder(titledBorder29);
jPanell 5.setVisible(true);
jPanell 5.setBounds(new Rectangle(288, 234, 91, 68));
jPanel15.setBorder(titledBorder28);
jPanell 6.setBorder(border37);
jPanell 6.setBounds(new Rectangle(383, 342,247, 56));
jif.getContentPane().addGPanel1, null);
jPanell.add(jLabeh, null);
jPanel1.add(jLabel2, null);
jPanell .add(jLabel3, null);
jPanell. add (j Labe 14, null);
jPanell.addQLabel5, null);
jPanell .addGLabel6, null);
jPanell .add(jLabel7, null);
jPanell ,add(jTextField1, null);
jPanell .add(jTextField3, null);
jPaneM .addQTextField2, null);
jPanell .add(jTextField4, null);
jPanell ,add(jTextField5, null);
jPanell .addQTextField6, null);
jPanell.addGTextField7, null);
jPanell .add(jTextField13, null);
jPanell .add(jTextField12, null);
jPanell ,add(jTextField11, null);
jPanell .add(jTextField10, null);
jPanell.add(jTextField9, null);
jPanell ,add(jTextField8, null);
jPanell .add(jLabel9, null);
jPanel1.add(jLabel10, null);
jPanell .add(jLabel11, null);
jPanell ,add(jLabel12, null);
jPanell ,add(jLabel13, null);
jPanell .add(jLabel14, null);
jPanell.add(jButton5, null);
jif.getContentPane().add(jPanel3, null);
jPanel6.setBounds(new Rectangle(4,18, 184, 62));
jPanel6.setLayout(null);
jPanel6.add(jTextField22, null);
jPanel6.setBorder(titledBorder6);
jPanel6.add(jLabel22, null);
jPanel6.add(r12, null);
jPane!6.add(jRadioButton2, null);
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jPanel3.add(jPanel7, null); 
jPanel7.add()Slider1, null); 
jPanel7.add(jTextField23, null); 
jPanel7.add(jl_abel23, null); 
jPanel3.add(jPanel6, null); 
jif.getContentPane().add(jPanel2, null); 
jPanel2.add(jLabell7, null); 
jPanel2.add(jLabel18, null); 
jPanel2.add(jLabel19, null); 
jPanel2.add(jLabel20, null); 
jPanel2.add(iLabel21, null); 
jPanel2.add(jl_abel16, null); 
jPanel2.add(jLabel15, null); 
jPanel2.add()Label8, null); 
jPanel2.add(jTextField16, null); 
jPanel2.add(jTextField14, null); 
jPanel2.add(jTextField15, null); 
jPanel2.add(jTextField17, null); 
jPanel2.add(jTextField18, null); 
jPanel2.add(jTextField19, null); 
jPanel2.add(jTextField20, null); 
|Panel2.add(jTexlField21, null); 
jPanel9.add(no, null); 
jPanel9.add(yes, null);
jif.getContentPane().add(savelnputData, null); 
jif.getContentPane().add(openlnputData, null); 
jif.getContentPane().add(clearAII, null); 
jif.getContentPane().add(stopSimulation, null); 
jif.getContentPane().add(runSimulation, null); 
jif.getContentPane().add(jPanell 1, null); 
jif.getContentPane().add(jLabel220, null); 
jif.getContentPane() add(jProgressBar1, null); 
jif.getContentPane().add(viscousCoupling, null); 
jif.getContentPane().add(capillaryCoupling, null); 
jif.getContentPane().add(bothCouplings, null); 
jif .getContentPane().add(noCoupling, null); 
jif.getContentPane().add(jPanel5, null); 
jif.getContentPane().add(jTextField39, null); 
jif.getContentPane().add(jTextField40, null); 
jif.getContentPane() add(jLabel2l 9, null); 
jif.getContentPane().add(jTextField4l, null); 
jif.getContentPane().add(jTextField38, null); 
)if.getContentPane().add(jLabel2110, null); 
jif.getContentPane().add(jLabel2111, null); 
jif.getContentPane().add(jLabel2t 13, null); 
jif.getContentPane().add(jPanel14, null); 
jif.getContentPane().add(]Label210, null); 
jif.getContentPane().add(jLabel29, null); 
jif.getContentPane() add(jLabel28, null); 
jif.getContentPane().add(jTextField26, null); 
jif.getContentPane().add(jTextField27, null); 
jif.getContentPane().add(jTextField28, null); 
jif.getConientPane().add(jPanel10, null); 
jif.getContentPane().add(jTextField30, null); 
jif.getContentPane().add(jLabel213, null); 
jif.getContentPane().add(jTextField31, null); 
jif.getContentPane() add(jTextField32, null); 
jif.getContentPane() add(jTextField33, null); 
jif.getContentPane().add(jLabel2l 2, null); 
jif.getContentPane().add(jLabel211, null); 
jif.getContentPane().add(jLabel27, null); 
jif.getContentPane().add(jPanel8, null); 
jif.getContentPane().add(jTextField35, null);
jif.getContentPane().add(jLabel217, null);
jif.getContentPane().add(jTextField34, null); 
jif.getContentPane().add(j|_abel216, null); 
jif.getContentPane().add(jLabel214, null); 
jif.getContentPane().add(jTextField36, null); 
jif.getContentPane().add(jTextField37, null); 
jif.getContentPane().add(jLabel215, null); 
jif,getContentPane().add(jPanel 13, null); 
jif.getContentPane().add(jPanel4, null); 
jPanel4.add(jLabe(24, null);
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jPanel4.add(jLabel25, null); 
jPanel4.add(jTextField24, null); 
jPanel4.add(jTextField25, null); 
jif.getContentPane().add(jPanel9, null);
R12.add(r12);
R12.add(jRadloButton2);
Flow.add(no);
Flow.add(yes);
Coupling.add(viscousCoupling);
Coupling.add(capillaryCoupling);
Coupling.add(bothCouplings);
Coupling.add(noCoupling); 
jif.getContentPane().add(implicitNewtonJacobi, null); 
jif.getContentPane().add(implicitNewtonRaphson, null); 
jif.getContentPane()add(jPanel15, null); 
jif.getContentPane()add(jTextField29, null); 
jif.getContentPane()add(jLabel2112, null); 
jif.getContentPane().add(jPanel16, null);
SolutionMethod.add(implicitNewtonRaphson);
SolutionMethod.add(implicitNewtonJacobi);
jif.getContentPane().add(jScrollPane1);
jScrollPane1.setHorizontalScrollBarPolicy(JScrollPane.HORIZONTAL_SCROLLBAR_ALWAYS);
jScrollPane1.setVerticalScrollBarPolicy(JScrollPane.VERTICAL_SCROLLBAR_ALWAYS);
jif.setGlosable(true);
jif.setDefaultCloseOperation(WindowConstants.DISPOSE_ON_CLOSE);
jif.setResizable(false);
jif.setOpaque(true);

}
//Initiation of GUI ends here

// A method to set all textfields in the fluid properties box to null, i.e ."" 
void jButton5_actionPerformed(ActionEvent e) { 

for(inti = 1; i < (13+1); i++){ 
jTextField Array(i].setText(””);

}
}
//A method to stop simulation run.
void stopSimulation_actionPerformed(ActionEvent e) {

//Stop simulation run by setting isStop to true using a annonymous thread class 
if(isStop == false){ 

new Thread(new Runnable() { 
public void run() { 

isStop = true;
1

}).start();

//Reset all relevant static variables 
flowCount = 0; 
residualValueSum = 0; 
timeDivision = 0; 
flowlterationNumber = 0; 
jif.setTitle(""); 
for(int i = 0; i < bNum; i++){ 

copyE[i] = 0;
)
//Reset the progressbar to signify end of computation 
jProgressBarl .setlndeterminate(false);

//Message box to signify end of simulation, when the simulation is interrupted 
JOptionPane.showMessageDialog(null,"Simulation has been interrupted. Try again!”);

)
}
//A method to set all textfields to null, i.e ."" 
void clearAILactionPerformed(ActionEvent e) { 

for(int i = 1; i < (41+1); i++)( 
jTextFieldArray[i].setText("");

)
}
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//A method to obtain the current value of jSliderl and put it in valueOfSlide 
//and then display the current value of valueOfSlide in the jTextField23 
void jSliderl _actionChange(ChangeEvent e){ 

valueOfSlide = jSliderl ,getValue(); 
jTextField23.setText(String.valueOf(valueOfSlide));

}
I / A  method to obtain the current value of jTextField23 and put it in valueOfSlide 
//and then display the current value of valueOfSlide in the jSliderl.
//This is the reverse of the above method, 
void jTextField23_actionPerformed(ActionEvent e){ 

valueOfSlide = lnteger.parselntOTextField23.getText()); 
jSliderl .setValue(valueOfSlide);

}

//Method to set value of a for R12 computation = 0.
//This option leads to R12 = 1, since R12 = (1 - a * (1-S))
//Also set the TextField holding a uneditable. In addition specify 
//char = ’O', to be saved as input data 
void jRadioButton2_actionPerformed(ActionEvent e) { 

jTextField22.setText("0.00"); 
jT extField22.disable(); 
r12Selection = 'O';

}

// Method to set value of "a" for R12 computation != 0.
//That is R12 should be computed. This option also resets "a” = 0.05. 
// Also set the TextField holding "a" editable. In addition specify 
//char = '1', to be saved as input data 
void r12_actionPerformed(ActionEvent e) { 

jTextField22.setText("0.05”); 
jTextField22.enable(); 
r12Selection = '1';

}

// Method (Option) to enable real-time toggling of solution options (N-Jacobi or N-Raphson) 
void no_actionPerformed(ActionEvent e) { 

implicitNewtonRaphson.setEnabled(false); 
implicitNewtonJacobi.setEnabled(false);

}

// Method (Option) to disenable real-time toggling of solution options (N-Jacobi or N-Raphson) 
void yes_actionPerformed(ActionEvent e) { 
implicitNewtonRaphson.setEnabled(true); 
implicitNewtonJacobi.setEnabled(true);

)
//This method makes the TextFields holding the values of VisCou uneditable 
// It also sent the content to 1 
void noCoupling_actionPerformed(ActionEvent e) { 

jTextField29.setText("0.0”); 
jT extField29.disable(); 
couplingSelection = 'n';

)

//The next 3 methods make the TextFields holding the values of VisCou editable 
void bothCouplings_actionPerformed(ActionEvent e) { 

jTextField29.enable(); 
couplingSelection = 'b'; 
jTextField29. setT ext("2.00");

)
void capillaryCoupling_actionPerformed(ActionEvent e) ( 

jTextField29.disable(); 
couplingSelection = 'c'; 
jT extField29. setT ext(”0.0”);

}

void viscousCoupling_actionPerformed(ActionEvent e) { 
jTextField29.enable(); 
couplingSelection = V ;
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jTextField29.setText("2.00”);
}

void relative_actionPerformed(ActionEvent e) { 
noCoupling.setSelected(true); 
jTextField29.setText("0.0"); 
jTextField29.disable(); 
couplingSelection = ’n';

}

//CONSTRUCTION OF GUI ENDS HERE 

//DECLARATION OF ALL PUBLIC VARIABLES STARTS HERE 

/** Variables (fields) to hold input from TextFields
* nwDensity = non-wetting Density, wDensity = wetting Density, nwVis = non-wetting viscosity
* wVis = wetting viscosity, injTime = injection time, wlnjRate = wetting injection time
* fluidlterationNumber = number of time interval to compute fluid properties
* effKnw = effective permeability to non-wetting at Swi (This is reference permeability for Kr)
* effKw = effective permeability to wetting at Sor
* Swi = initial or irreducible wetting saturation
* Sor = residual or irreducible non-wetting saturation
* wlnjRate = wetting injection Rate
* flowTolerance = tolerance flow fractional flow solution convergence
* flowCountTolerance = maximum number of iteration before exception is generated
* w > wetting e.g. water, nw = non-wetting e.g. oil
* I = Length, t = thickness, h = height, pv = pore volume, inc = inclination
* Pd = displacement pressure, Ac = Area under the capillary pressure curve
* R12a = hydrodynamic effect factor, bNum = number of saturation grid/block
* Swf = breakthrough saturation, Fwf = breakthrough fractional flow
* VisCou = ViscousCoupling term
* pcaO, peal, pca2, pca3 = Pc fitting coeeficients
* krwaO, krwal, n, krwa_R2, kroaO, kroal, m, kroa_R2 = Kr fitting cofficients
* InitialF = Initially assumed solution of Frac. Flow in each grid block
* InletF = Inlet Frac. Flow, lnletS_a = coeff. a for S* computation = 1.0
* lnletS_b = coeff. b for S* computation, lnletS_c = coeff. c for S* computation
* lnletS_d = coeff. d for S* computation, Inlets = Initially Guessed Inlet Sat.
* Note: w » wetting (water) and o = non-wetting (oil)
* /

double nwDensity, wDensity, nwVis, wVis, injTime, wlnjRate, flowTolerance:
int flowlterationNumber, bNum, flowCountTolerance;
double effKnw, effKw, Swi, Sor;
double I, t, h, pv, porosity, inc, Pd, Ac;
double R_12a, Swf, Fwf, InletSAdjust, InletSGuess, VisCou;
double pcaO, peal, pca2, pca3;
double krwaO, krwal, m, krwa_R2, kroaO, kroal, n, kroa_R2; 
double InitialF, InletF, InitialDis;
double lnletS_a = 1.0; double lnletS_b, lnletS_c, lnletS_d;

//Variable to save coupling selection option. The default data is viscous V  
char couplingSelection = V ;

//Variable to select r12 option. The default data is do not select R12 'O' 
char r12Selection = 'O';

// A public variable to be used by jSliderl _actionChange and jTextField23_actionPerformed 
int valueOfSlide;

//A static variable to count the number of new "input data" 
static int inputNumber = 0;

//A static variable to count the number of Flow Solution Iteration" 
static int flowCount = 0;

//Array to hold computed distance travelled 
double [] normalizedDis;

//Arrays to hold computed pressure gradient 
double [] norPressPotenOne, norPressPotenTwo;

//Variable for residual value computation
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double residualValueSum;

//Variable for monitoring simulation time interval 
double initialTime, finalTime;

//Variables to hold MBE values
double mbeResult;
static double sumOfMBE = 0;

//Variable for time interval division 
static int timeDivision;

//Variable to count the number of new "output results" 
static int ouputNumber = 0;

//Copies of the solution Matrix for iterative purpose 
double [] copyE = new double [bNum]; 
double [j copyETime = new double [bNum]; 
double 0 copyETimeTime = new double [bNum]; 
double Q copyDisTime = new double [bNum]; 
double [] Dii = new double [bNum]; 
double Q fOfSS = new double [bNum]; 
double [] gOfSS = new double [bNum]; 
double [] cOfSS = new double [bNum]; 
double [] xettaOfSS = new double [bNum]; 
double [] ss = new double [bNum];

//Create JTextField Array for opening save input data
JTextField [] jTextFieldArray = [jTextFieldl, jTextFieldl, jTextField2, jTextField3, 

jTextField4, jTextFieldS, jTextField6, jTextField7, jTextField8, ]TextField9, jTextFieldl 0, 
jTextFieldl 1, jTextField12, jTextFieldl 3, jTextFieldl 4, jTextFieldl 5, jTextFieldl 6, jTextFieldl 7, 
jTextFieldl 8, jTextFieldl 9, jTextField20, jTextField21, jTextField22, jTextField23, jTextField24, 
jTextField25, jTextField26, jTextField27, jTextField28, jTextField29, jTextField30, jTextField31, 
jTextField32, jTextField33, jTextField34, jTextField35, jTextField36, jTextField37, jTextField38, 
jTextField39, jTextField40, jTextField41);

//DECLARATION OF ALL PUBLIC VARIABLES STOPS HERE

//IMPLEMENTATION OF "Normalized and other variables" STARTS HERE

public double mr(){ 
double mr = ((effKw * nwVis)/(effKnw * wVis)); 
return mr;

1

public double nc(){
double nc = (Ac * (effKw/wVis))/(velocity()*l); 
return nc;

)

public double ng(){
double ng = (((effKw/wVis) * deltaDensityRho() * 9.81) * Math.sin((Math.PI * inc/180)))/velocity(); 
return ng;

}
public double deltaDensityRho(){ 

double deltaDensityRho = (wDensity - nwDensity); 
return deltaDensityRho;

}

public double rOneTwo(double s){ 
double rOneTwo = (1 - (R_l2a*(1-s))); 
return rOneTwo;

}

public double !amdaOne(double s){ 
doublelamdaOne = (krwValue(s) * effKw/wVis); 
return lamdaOne;

}

public double lamdaTwo(double s){ 
double lamdaTwo = (kroValue(s) * effKnw /nwVis); 
return lamdaTwo;
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public double lamdaMfdouble s){
double lamdaM = (s * (effKw/wVis)) + ((1 - s)* (effKnw/nwVis)); 
return lamdaM;

)

public double [] alphaOne(){ 
double [] A = new double [bNum];

for(int i = 0; i < bNum; i++){
//No coupling
if(noCoupling.isSelected()){

A[i] = 1 * 1;
}
//Only capillary coupling
else if(capillaryCoupling.isSelected()){

A[i] = (1 - porosity);
}
//Only Viscous coupling
else if(viscousCoupling.isSelected()){

A[i] = ((1 - ((VisCou / rOneTwo((i+1) * deltaSO)) * (lamdaTwo((i+1) * deltaS())/lamdaM((i+1)*deltaS())))));
}
//Both viscous and capillary coupling 
else if(bothCouplings.isSelected()){

A[i] = (((1 - porosity) * ((1 - (VisCou / rOneTwo((i+1) * deltaS())) * (lamdaTwo((i+1) * deltaS())/lamdaM((i+1)*deltaS()))))));
}

1
return A;

public double [] alphaTwo(){ 
double Q A = new double [bNum];

for(int i = 0; i < bNum; i++){
//No coupling
if(noCoupling.isSelected())(

A[i] = 1 * 1;
}
//Only capillary coupling
else if(capillaryCoupling.isSelected()){

A[i] = (1 - porosity);
1
//Only Viscous coupling
else if(viscousCoupling.isSelected()){

A[i] = ((1 - (VisCou * rOneTwo((i+l) * deltaSO)) * (lamdaOne((i+1) * deltaS())/lamdaM((i+1) * deltaS()))));
)
//Both viscous and capillary coupling 
else if(bothCouplings.isSelected()){

A[i] = ((1 - porosity) * ((1 - (VisCou * rOneTwo((i+1) * deltaSQ)) * (lamdaOne((i+1) * deltaS())/lamdaM((i+1) * deltaSO)))));
)

}
return A;

}
public double [] fOfS() { 

double [] A = new double [bNum]; 
for (int i = 0; i < bNum; i++)( 

if(noCoupling.isSelected() && R_l2a == 0)
A[i] = (mr() * krwValue((i+1)*deltaS())) /  ( mr() * krwValue((i+1)*deltaS()) + kroValue((i+1)*deltaS())); 

else if(noCoupling.isSelected())
A[i] = (rOneTwo((i+1)*deltaS()) * mr() * krwValue((i+1)*deltaS())) /  (rOneTwo((i+1)*deltaS()) * mr() * krwValue((i+1)*deltaS()) 

+ kroValue((i+1)*deltaS()));

A[i] = (rOneTwo((i+1)*deltaS()) * mr() * krwValue((i+1 )*deltaS())) /  (rOneTwo((i+1)*deltaS()) * mr() * krwValue((i+1)*deltaS()) 
+ kroValue((i+1)*deltaS()));

)
return A;

}

public double [] gOfS(){ 
double D A = new double [bNum]; 
for (int i = 0; i < bNum; i++)(
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if(noCoupling.isSelected() && R_12a == 0)
A[i] = (1 - (ng() * kroValue((i+1)*deltaS()) /  mr())) * fOfS()[i); 

else if(noCoupling.isSelecled())
A[i] = (1 - (1 *((1 + ((nwDensity/deltaDensityRho()) * (1 - rOneTwo((i+1)*deltaS())))) * ng() *

kroValue((i+1 )*deltaS()))/(rOneTwo((i+1 )*deltaS()) * mr())))*fOfS()[i]; 
else

A[i] = (1 - (couplingTerm()[i] *((1 + ((nwDensity/deltaDensityRho()) * (1 - rOneTwo((i+1)*deltaS())))) * ng() *
kroValue((i+l)*deltaS()»/(rOneTwo((i+l)*deltaS())*mr())))*fOfS()[i];

}
return A;

public double [] cOfS(){ 
double [] A = new double [bNum]; 
for (int i = 0; i < bNum; i++){ 

if(noCoupling.isSelected() && R_12a == 0)
A[i] = -((1/mr()) * fOfS()[i] * kroValue((i+1)*deltaS()) * deltaPlc((i+1)*deltaS())); 

else if(noCoupling.isSelected())
A[i] = (-1/(mr() * rOneTwo((i+l) * deltaS())))*(1 * fOfS()[i] * kroValue((i+1)*deltaSQ) * deltaPlc((i+1)*deltaS())); 

else
A[i] = (-1/(mr() * rOneTwo((i+1) * deltaS())))*(couplingTerm()[i] * fOfS()[i] * kroValue((i+1)*deltaS()) *

deltaPlc((i+1 )*deltaS()));
1

return A;

public double norTime(){ 
double norTime = (velocityO * injTime) /  (porosity * I * (1 - Sor - Swi)); 
return norTime;

}

public double norFullTime(){ 
double norFullTime = (norTime()/flowlterationNumber); 
return norFullTime;

}

public double nettaOfS(){
double A = ((norFullTime())/(nc() * Math.pow(deltaS(),2))); 
return A;

}

public double [] xettaOfSQj 
double [] A = new double [bNum]; 
for (int i = 0; i < bNum; i++)(

A[i] = (nettaOfS()/cOfS()[i]);
}
return A;

)
public double velocity(){ 

double velocity = (wlnjRate)/(t * h); 
return velocity;

}

public double inletSActual(){ 
double inlets = 0;
double a = Math.pow((lnletS_c * norTime()/ nc()), lnletS_d); 
double b = lnletS_b * Math.exp(-a);

if(lnletS_b == 0 && lnletS_c == 0)( 
inlets = lnletS_d;

)
else{

inlets = lnletS_a * (1 - b);
}
return inletS;

}

public double deltaS(){ 
return (0.99999999999/bNum) * Math.abs(inletSActual());

}

//IMPLEMENTATION OF "Normalized and other Variables" ENDS HERE
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//IMPLEMENTATION OF "Kr", "Coupling Term" and ”dZetta/dS” STARTS HERE 

public double deltaPlc(double s){
double deltaPIc = deltaPIc = (1/Ac) * (( (((1  + pca2*s + pca3*s*s)*(-pca0-2*pcal*s))) - «(pcaO*(l-s) + pcal*(l-s*s))*(pca2 + 

2*pca3*s)))) /  ((1 + pca2*s + pca3*s*s)*(1 + pca2*s + pca3*s*s))); 
return deltaPIc;

}
public double krwValue(double s){

double krwValue = ((krwaO + krwal * (1-s)) / (krwaO + (1-s))) * Math.pow(s, m); 
return krwValue;

)
public double kroValue(double s){

double kroValue = ((kroaO + kroal * (s)) / (kroaO + (s))) * Math.pow((1-s), n); 
return kroValue;

)

public double [] couplingTerm(){ 
double Q A = new double [bNum]; 
for (int i = 0; i < bNum; i++){

A[i] = ((alphaOne()[i] + alphaTwo()[i])/2);
1
return A;

}
//IMPLEMENTATION OF "Kr", "Coupling Term" and "dZetta/dS" ENDS HERE

//IMPLEMENTATION OF "Flow Coefficients, distance and pressure computations" STARTS HERE

public double [] Di(double [] gOfS, double [] xettaOfS){ 
double [] A = new double[bNum];

//Populate A
for(int i = 0; i < bNum; i++){ 

if(flowCount == 1)
A[i] = (Math.pow((lnletF - gOfS[i]),2) * (InletF - 2*lnletF + InletF) * xettaOfS[i] - InletF + IC()[i]); 

else if (flowCount > 1) 
if(i == 0)

A[i] = (Math.pow((copyE[i] - gOfS[i]),2) * (copyE[i+1] - 2*copyE[i] + 0) * xettaOfSp] - copyE[i] + IC()[i]); 
else if(i > 0 && i < (bNum-1))

A[i] = (Math.pow((copyE[i] - gOfS[i]),2) * (copyE[i+1] - 2*copyE[i] + copyE[i-1]) * xettaOfS[i] - copyE[i] + IC()[i]); 
else if(i == (bNum-1))

A[i] = (Math.pow((copyE[i] - gOfS[i]),2) * (0 - 2*copyE[i] + copyE[i-1 ]) * xettaOfS[i] - copyE[i] + IC()[i]);
)
return A;

}

public double [] dFplusOne(double [] gOfS, double [] xettaOfS){ 
intj = bNum-1; 
double [] A = new doubled];

//Populate A 
for(int i = 0; i < j; i++){ 

if(flowCount == 1){
A[i] = (Math.pow( (InletF - gOfS[i]), 2) * xettaOfS[i]);

}
else if(flowCount > 1){ 

if(i<]-1)
A[i] = (Math.pow((copyE[i] - gOfS[i]),2) * xettaOfS[i]);

A[i] = (Math.pow((copyE[i] - gOfS[i]),2) * xettaOfS[i]);
}

}
return A;

}

public double [] dFminusOne(double Q gOfS, double [] xettaOfS){ 
intj = bNum-1; 
double [] A = new doubled];

//Populate A
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for(int i = 0; i < j; i++){ 
if(flowCount == 1){

A[i] = (Math.pow( (InletF - gOfS[i]), 2) * xettaOfS{i]);
}
else if(flowCount > 1){

if(i < j'1 )
A[i] = (Math.pow((copyE[ij - gOfS[i]),2) * xettaOfS[i]);

6lS6
A[i] = (Math.pow((copyE[i] - gOfS[i]),2) * xettaOfS[i]);

}
}
return A;

I

public double Q dFnone(double [] gOfS, double Q xettaOfS){ 
int j = bNum;
double [] A = new double[j];

//Populate A 
for(int i = 0; i < j; i++){ 

it(flowCount == 1)
A[i] = (2 * xettaOfS[i]*(InletF - gOfS[i])*(lnletF - 3*lnletF + InletF + gOfS[i]))-1; 

else If (flowCount > 1) 
if(i ==0)

A[i] = (2 * xettaOfS[i]*(copyE[i] - gOfS[i])*(copyE[i+1] - 3*copyE[i] + 0 + gOtS[i]))-1; 
else if(i > 0 && i < (j-1))

A[i] = (2 * xettaOf S[i] * (copy E[i] - gOfS[i])*(copyE[i+1] - 3*copyE[i] + copyE[i-1] + gOfS[i]))-1; 
else if(i == (j-1))

A[i] = (2 * xettaOfS[i]*(copyE[i] - gOfS[i])*(0 - 3*copyE[i] + copyE[i-1] + gOfS[i]))-1;
)
return A;

1

//Normalized distance travelled
public double [] zetta(double f [], double ff[], double PrevDis [], double s, int timeDivisionn){ 

int j = f.length;

double [] A = new double [j];
double c = norFullTime()/s; //ratio of deltaTime (norFullTime) to deltas

//Compute individual grid distance based on flow 
for(int i = 0; i < j-1; i++) { 

if(timeDivisionn == 1) 
if(i == 0)

A[i] = ( (f[ij - 0) + (ffjij - 0 ))  * c/2 + InitialDis;
else if(i > 0 && i < j-1)

A[i] = ( (f[ij - f[i-1j) + (ffjij - ff[i-1 j ) ) * c/2 + InitialDis; 
else

A[i] = ( (fjij - f[i-1j) + (ffjij - ff[i-1j)) * c/2 + InitialDis; 
else if(timeDivisionn > 1) 

if(i —  0)
Aji] = ( (fjij - 0) + (ffjij - 0 ))  * c/2 + PrevDisjij;

else if(i > 0 && i < j-1)
Aji] = ( (fjij - f[i-1j) + (ffjij - ff[i-1j)) * c/2 + PrevDisjij;

else
Aji] = ( (fjij - f[i-1 j) + (ffjij - ff[i-1j)) * c/2 + PrevDisjij;

}

return A;
}

//Normalized potential gradient in the wetting phase
public double [] potentialGradientOne(double [] fSol, double [] dis, double s){

/ /  fSol -  fractional flow
// dis = Normalized distance travelled
//  s = de ltas
doublej] C = new doublejbNumj; // Saturation gradient
doublej] E = new doublejbNumj; // Potential gradient in the non-wetting phase
double A3 = 0;
double A4 = 0;

//Compute saturation gradient 
for(int i = 0; i < bNum; i++) (

R eproduced  with perm ission o f the copyright ow ner. Further reproduction prohibited w ithout perm ission.



180

if(i == 0)
C[i] = s/(dis[i] - (- dis[1] + 2*dis[0])); //based on extrapolated distance 

else if(i > 0 && i < bNum-1)
C[i] = 0.5*s/(dis[i+1] - dis[i-1 ]); //centre diff.

else if(i == (bNum-1))
C[i] = s/(dis[i] - dis[i-1]); //backward diff. to handle boundary value

}

for(int i = 0; i < bNum; i++){ 
if(noCoupling.isSelected() && R_12a == 0){

E[i] = - (velocity() * fSol[i]) / lamdaOne( (i+1)*s);
)
else if(noCoupling.isSelected()){

E(i] = - (velocity() * fSol[i]) /  lamdaOne( (i+1)*s) ;
I
else{

A3 = -(velocity() * fSol[i]) / lamdaOne) (i+1)*s);
A4 = ((1 -alphaOne()[i])/(2* 1 ) ) *

( (deltaPlc((i+1)*s) * Ac * -C[i]) - ((wDensity - rOneTwo((i+1)*s)* nwDensity) * 9.81 * Math.sin((Math.PI * inc/180)))) ;  
E[i] = (A3 - A4);

}
)
return E;

//Normalized potential gradient in the non-wetting phase
public double [] potentialGradientTwo(double [] fSol, double [] dis, double s){
// dis -  Normalized distance travelled 
// s = deltas
doubled C = new double[bNuml; // Saturation gradient
doubled E = new double[bNumj; // Potential gradient in the wetting phase
double A3 = 0;
double A4 = 0;

//Compute saturation gradient 
for(int i = 0; i < bNum; i++) { 

if(i == 0)
C[i] = s/(dis[i] - (- dis[1] + 2*dis[0])) ;  //based on extrapolated distance

else if(i > 0 && i < bNum-1)
C[i]= 0.5*s/(dis[i+1] - dis[i-1]); //centre diff.

else if(i == (bNum-1))
C[i] = s/(dis[i] - dis[i-1]>; //backward diff. to handle boundary value

for(int i = 0; i < bNum; i++){ 
if(noCoupling.isSelected() && R_l2a == 0)(

E[i] = -(velocity)) * (1 - fSol[i])) / lamdaTwo( (i+l)*s);
}
else if(noCoupling.isSelected()){

E[i] = - ( (velocity)) * (1 - fSol[i])) / lamdaTwo) (i+1)*s));
)
eise{

A3 = -(velocity() * (1 - fSol[i])) /  lamdaTwo( (i+1)*s );
A4 = ((1 - alphaTwo()[i]) /  (2 * rOneTwo((i+1)*s))) *

( ( deltaPlc((i+1)*s) * Ac * -C[i]) - ((wDensity - rOneTwo((i+1)*s)* nwDensity) * 9.81 ’ Math.sin((Math.PI * inc/180)))); 
E[i] = (A3 + A4);

1
}
return E;

}
//Discretized saturation for dynamic viewing 
public double [] sat(){

double [] sat = new double [bNum]; 
for(int i = 0; i < bNum; i++){ 

sat[i] = (i+1) * deltaSO;
!
return sat;

//IMPLEMENTATION OF "Flow Coefficients, distance and pressure computations" ENDS HERE 

//A METHOD FOR COPYING ARRAY STARTS HERE
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public double [] copy(double Q A){ 
int j = A.length; 
double D E = new double [j]; 
for(int i = 0; i < j; i++){

Era-API;
1
return E;

}

//A METHOD FOR COPYING ARRAY STOPS HERE

//A METHOD USED IN COMPUTING NAIVE-JACOBI-NEWTON SOLUTION STARTS HERE

public double [] newtonJacobifdouble [] A, double [] B){ 
int j = A.length; 
double [] E = new double[j]; 
for(int i = 0; i < j; i++){

E[i] = A[i]/B[i];
}

return E;
I

//A METHOD USED IN COMPUTING NAIVE-JACOBI-NEWTON SOLUTION STOPS HERE

//A METHOD FOR FLOW ACTUAL SOLUTION STARTS HERE

public double Q flowActualSolution(double [] A, int flowCount){ 
int j = A.length; 
double [] E = new double [j]; 
double initialAssumption = InletF;

if(flowCount == 1){ 
for(int i = 0; i < j; i++){

E[i] = initialAssumption - A[i];
)

)
else if(flowCount > 1)( 

for(inti = 0 ;i< i;i+ + ){  
if(i<(j-1»{

E[i] = copyE[i] - A[i];
}
else if(i —  0-1)){

if(implicitNewtonJacobi.isSelected()){
E[i] = 1;

1
else if(implicitNewtonRaphson.isSelected()){

E[i] = copyE[i] - A[i];
}

}
}

}
return E;

}

//A METHOD FOR FLOW ACTUAL SOLUTION ENDS HERE

//A METHOD FOR INDIVIDUAL RESIDUAL FLOW COMPUTATION STARTS HERE

public double residual(double [] A, int flowCount){ 
in t j» A.length; 
double 0 R = new double 01;

if(flowCount - 1){ 
for(int i = 0; i < j; i++){

R[i] = Math.abs(A[i] - InletF);
}

}
else if(flowCount > 1){ 

for(inti = 0; i < j; i++){
R[i] = Math.abs(A[i] - copyE[i]);

1 
1
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return maximumOfArrayValues(R);
}

//A METHOD FOR INDIVIDUAL RESIDUAL FLOW COMPUTATION ENDS HERE

//A METHOD FOR MBE COMPUTATION STARTS HERE

public double calculateMBE(double [] distance)! 
int j = distance.length + 1; 
double distancee [] = new double [j]; 
sumOfMBE = 0;

for(int i = 0; i < j; i++){
lf(i —  0){
distancee[i] = - distance[1] + 2*distance[0]; //extrapolate last distance

}
else{

distancee[i] = distance[i-1];
}

}

for(int i = 0; i < j; i++){ 
if(i<(j-1)){

sumOfMBE = sumOfMBE + deltaS()*0.5*(distancee[i] + distancee[i+1]);
}
else if(i == (j-1))( 

sumOfMBE = sumOfMBE + deltaS()*0.5*(distancee[i] + 0);
)

}
double calculateMBE = Math.abs(norTime() - sumOfMBE); 

return calculateMBE;
}

//A METHOD FOR MBE COMPUTATION ENDS HERE

//A METHOD FOR RETURNING MAXIMUM VALUE FROM A 1-D ARRAY OF DOUBLE VALUE STARTS HERE

static double maximumOfArrayValues(double [] A){ 
double staticMaximumValue = 0; 
double dynamicMaximumValue = 0; 
for(int i = 0; i < (A.length -1 ); i++){ 

if(i == 0)( 
if(A[i] >= A[i+1]){ 

dynamicMaximumValue = A[i]; 
staticMaximumValue = dynamicMaximumValue;

}
else)

dynamicMaximumValue = A[i+1]; 
staticMaximumValue = dynamicMaximumValue;

}
)
else if(i > 0)( 

if(A[i]>= A[i+1]){ 
dynamicMaximumValue = A[i];
staticMaximumValue = Math.max(staticMaximumValue, dynamicMaximumValue);

}
else{

dynamicMaximumValue = A[i+1];
staticMaximumValue = Math.max(staticMaximumValue, dynamicMaximumValue);

)
)

)
double LastMaximumValue = staticMaximumValue; 
return LastMaximumValue;

}

//A METHOD FOR RETURNING MAXIMUM VALUE FROM A 1-D ARRAY OF DOUBLE VALUE ENDS HERE 

//A METHOD USED IN INITIALIZING InletF (BC) IN ALL FLOW COMPUTATIONS STARTS HERE
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public double [] IC(){ 
double [] E = new double [bNum]; 
double fiowBoundaryCondition = InitialF;

if(timeDivision == 1) 
for(int i = 0; i < bNum; i++){

E[i] = flowBoundaryCondition;
}

else if(timeDivision > 1) 
for(int i = 0; i < bNum; i++){ 

if(i < (bNum-1))
E[i] = copyETime[i]; 

else
E[i] = flowBoundaryCondition;

}
return E;

//A METHOD USED IN INITIALIZING InletF (BC) IN ALL FLOW COMPUTATIONS ENDS HERE

//ACTUAL COMPUTATION AND SIMULATOR IMPLEMENTATION STARTS HERE

//A Method to run all the codes/classes made available here 
void runSimulation_actionPerformed(ActionEvent e) {

//Get and store the current title of jif for dynamic update of simulation status 
updateTitle = jif.getTitle(); 
updateTitleNow = updateTitle;

//Re-zero relevant variables 
flowCount = 0; 
for(int i = 0; i < bNum; i++){ 
copyE[i] = 0;

)

//Statement to ignore if code is still run 
if(isStop == true)(

//Set isStop false to allow thread to run. This is necessary incase 
//simulation is stopped before it completes running 
isStop = false;

//Annonymous Thread class to handle computation on a thread 
new Thread(new RunnableQ {

//Implementation of run method of the runnable interface 
public void run() {

//Set progress bar to indicate computation in progess 
jProgressBarl.setlndeterminate(true);

//Time at the begining of simulation in seconds 
initialTime = (System.currentTimeMillis() /1000);

try {
/"Passing TextFields' values to actual variables (fields)*/

nwDensity = Double.parseDouble(jTextField1.getText()); 
wDensity = Double.parseDouble(jTextField2.getText()); 
nwVis = Double.parseDouble(jTextField3.getText()); 
wVis = Double.parseDouble(]TextField4.getText()); 
injTime = Double.parseDouble(jTextField5.getText()); 
wlnjRate = Double.parseDouble(jTextField6.getText()); 
flowlterationNumber -  lnteger.parselnt(jT©xtField7.getText()); 
effKnw = Double.parseDouble(jTextField8.getText()); 
effKw = Double.parseDouble(jTextField9.getText());
Swi = Double.parseDouble(jTextField10.getText());
Sor = Double.parseDouble(jTextField11.getText()); 
flowCountTolerance = lnteger.parselnt(jTextField12.getText()); 
flowTolerance = Double.parseDouble(jTextField13.getText());
I = Double.parseDouble(jTextField14.getText()); 
t = Double.parseDouble(jTextField15.getText()); 
h = Double.parseDouble(jTextFieldl6.getText());
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pv = Double.parseDouble(jTextField17.getText()); 
porosity = Double.parseDouble(jTextField18.getText()); 
inc = Double.parseDouble(jTextField19.getText());
Pd = Double.parseDouble(jTextField20.getText());
Ac = Double.parseDouble(]TextField21 .getTextQ);
R_12a = Double.parseDouble(jTextField22.getText()); 
bNum = Integer. parselnt(jTextField23.getText());
InitialDis = Double.parseDouble(jTextField24.getText());
InletF = Double.parseDouble(jTextField25.getText());
InitialF = Double.parseDouble(jTextField25.getText()); 
lnletS_b = Double.parseDouble(jTextField26.getText()); 
lnletS_c = Double.parseDouble(jTextField27.getText()); 
lnletS_d = Double.parseDouble(jTextField28.getText());
VisCou = Double.parseDouble(jTextField29.getText()) * porosity * porosity;
pcaO = Double.parseDouble(jTextField30.getText());
peal = Double.parseDouble(jTextField31.getText());
pca2 = Double.parseDouble(jTextField32.getText());
pca3 = Double.parseDouble(jTextField33.getText());
krwaO = Double.parseDouble(jTextField34.getText());
krwal = Double.parseDouble(jTextField35.getText());
m = Double.parseDouble(jTextField36.getText()); 
krwa_R2 = Double.parseDouble(jTextField37.getText()); 
kroaO = Double.parseDouble(jTextField38.getText()); 
kroal = Double.parseDouble(jTextField39.getText()); 
n = Double.parseDouble(jTextField40.getText()); 
kroa_R2 = Double.parseDouble(jTextField41 .getTextO);

//Compute only relevant coefficients once 
jif.setTitle(updateTitleNow + Computing coefficients ");

//Compute relevant coefficients 
fOfSS = fOfS(); 
gOfSS = gOfS(); 
cOfSS = cOfS(); 
xettaOfSS = xettaOfSQ; 
ss = sat();

//Set initial state of "FlowView" object 
f1 .getContentPane().add(fv1); 
f2.getContentPane(). add(fv2);

}
catch (NumberFormatException nfe) (

//Exception to catch non-numeric or missing values in the TextFields 
JOptionPane.showMessageDialog(null, "Missing or Non-Numeric Input Value(s).");

}

try {
/“ Solve flow and displacement equations with do-while
* using Newton-Raphson or Newton-Jacobi Solution method
* condition respectively 
*/

do {
timeDivision = timeDivision + 1; 

do {
//Solve the flow equation using ThomasAlgorithmSolution.
//Compute residual and iterate untill condition is met.

flowCount = flowCount + 1; // This static variable is related to residualValueSum

//Exception (termination of method) to handle non-convergent solution 
if (flowCount > flowCountTolerance && isStop == false) {

//Set isStop to true 
isStop = true;

//Reset the progressbar to signify end of computation 
jProgressBart.setlndeterminate(false);

JOptionPane.showMessageDialog(null, ”Non-Convergent Flow Solution! Change Time Step or Grid Number to
Rectify.");
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flowCount = 0; 
residualValueSum = 0; 
timeDivision = 0; 
flowlterationNumber = 0; 
jif.setTitle(updateTitle); 
for(int i = 0; i < bNum; i++){ 

copyE[i] = 0;
}

return;
}

//Display current iteration status: Time step, number of flow iteration and convergence tolerance 
j if .setTitle(updateTitle + Update: Time Step = ” + timeDivision +

Flow Count Tolerance « " + flowCount + " Elapsed Time = " +
dataFormatUpdateTime2.format( (System.currentTimeMillis() /1000 - initialTime) /  60)
+ " min." + " Covg. Toler. = " + dataFormatUpdateTime8.format(residualValueSum));

//Using "ThomasAlgorithmSolution" method to declare and generate the solution 
double[] flowSolution;

//Compute Dii for residualValuelntermediate 
Dii = Di(gOfSS, xettaOfSS);

//Use linear solver based on selected option 
double]] EOneD;
if(implicitNewtonRaphson.isSelected()){

EOneD = thomasAlgorithmSolution(dFplusOne(gOfSS, xettaOfSS), dFnone(gOfSS, xettaOfSS), dFminusOne(gOfSS, 
xettaOfSS), Dii);

>
else]

EOneD = newtonJacobi(Dii, dFnone(gOfSS, xettaOfSS));
}

//Actual flow solution
flowSolution = flowActualSolution(EOneD, flowCount);

//Residual computation
residualValueSum = residual(flowSolution, flowCount);

//Make a copy of flowSolution for later re-use 
copyE = copy(flowSolution);

//Plot fractional flow data using "FlowView" object if interactive option is selected 
if(yes.isSelected())( 

fv1 .inputdata(ss, copyE, bNum); 
fv1 .plotFlowProfileQ;

}

}
while (flowTolerance < (residualValueSum) && isStop == false); //Do by looping 

if(isStop == false)]
//Copy solution (copyE) into copyETime to be used as initial condition at the next time step 
//or to be used as solution when there is convergent at the final time step. 
copyETime = copy(copyE);

//Compute distance travelled 
if (timeDivision == 1) (

normalizedDis = zetta(copyETime, copyETime, copyDisTime, 
deltaSO, timeDivision);

}
else (

n o rm a lize d D is  = ze tta (co p yE T im e , co p yE T im e T im e , copyD isT im e , 
deltaS(), timeDivision);

}

copyDisTime = copy(normalizedDis);

//Plot saturation-distance using "FlowView" object if interactive option is selected 
if (yes.isSelected()) { 

fv2.inputdata(copyDisTime, ss, bNum); 
fv2.plotSaturationProfile();
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}

//Copy solution (copyETime) into copyETimeTime to be used in centered-in-time approximation 
copyETimeTime = copy(copyETime);

}

}
while (timeDivision < (flowlterationNumber) && isStop == false); //Do by looping 

if(isStop == false){
//Using declared method to generate potential gradients
norPressPotenOne = potentialGradientOne(copyETime, normalizedDis, deltaSO);
norPressPotenTwo = potentialGradientTwo(copyETime, normalizedDis, deltaSO);

//Calculate MBE
mbeResult = calculateMBE(normalizedDis);

//Time at end simulation in seconds 
finalTime = (System.currentTimeMillis() /1000);

//Using the printOutput method to print output results 
printOutput(deltaS(), copyETime, normalizedDis, norPressPotenOne, 

norPressPotenT wo,
finalTime, initiaffime, flowCount, residualValueSum, 
norFullTime(), nc(), ng(), mr(), gOfS(), 
flowlterationNumber,
0, cOfS(), fOfS(), timeDivision, mbeResult);

)

}
catch (NumberFormatException nfe) {

//Exception to catch non-numeric output results
JOptionPane.showMessageDialog(null, "Missing or Non-Numeric Ouput Value(s).", "Missing or Non-Numeric", 

JOptionPane.lNFORMATION_MESSAGE);
flowCount = 0; 
residualValueSum = 0; 
timeDivision = 0; 
flowlterationNumber = 0; 
j if .setTitle( u pdateTitle); 
for(int i = 0; i < bNum; i++){ 

copyE[i] = 0;
)

return;
)

//Reset the progressbar to signify end of computation 
jProgressBarl.setlndeterminate(false);

if (isStop == false) {
//Message box to signify end of simulation
JOptionPane.showMessageDialog(null,”End of Simulation Run. If No Error Message, Check Ouput File for Results."); 
//Reset all relevant static variables 
flowCount = 0; 
residualValueSum = 0; 
timeDivision = 0; 
flowlterationNumber = 0; 
jif.setTitle(updateTitle); 
for(int i = 0; i < bNum; i++){ 
copyE[i] = 0;

}
}
//Reset isStop back to true for new run on the thesame frame 
isStop = true;

} //run method ends here

».start(); //thread class ends here

}else{
//do nothing 

)//do nothing: ignore
)
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//Save input data to file
void savelnputData_actionPerformed(ActionEvent e) {

File fileName;
JFileChooser chooser = new JFileChooserfics"); 
int event = chooser.showSaveDialog(jif); 
fileName = chooser.getSelectedFile(); 
if(event == JFileChooser.CANCEL_OPTION) return;

try{
//Declare variables/objects
FileWriter FW = new FileWriter(fileName+".txt");
PrintWriter PW = new PrintWriter(FW, true); 
int countlnt = 0;

//Set coupling option 
if(viscousCoupling.isSelected()){ 

couplingSelection = 'v';
1
else if(capillaryCoupling.isSelected()){ 

couplingSelection = 'c';
}
else if(bothCoup!ings.isSelected()){ 

couplingSelection = 'b';
1
else if(noCoupling.isSelected()){ 

couplingSelection = 'n';
1

//Set R12 selection option 
if(r12.isSelected()){ 

r12Selection = '1';
)
else if(jRadioButton2.isSelected()){ 

rl2Selection = 'O';
I

//Then, save through looping 
for(int i = 1; i < (41 +1); i++){ 

countlnt++;
//PW.println(Double.parseDouble(jTextFieldArray[countlnt].getText()));
PW.println(jTextFieldArray[countlnt].getText());

1

//Save R12 selection option 
PW.println(couplingSelection);

//Save coupling selection option 
PW.println(r12Selection);

//Close file 
PW.close();
I

catch(IOException ioe)
{
//Exception to catch wrong output results.
JOptionPane.showMessageDialogfnull,"Wrong Inputs Name! Fill in a Valid Name."); 
)

//Open input data File
void openlnputData_actionPerformed(ActionEvent e) { 
File fileName;
JFileChooser chooser = new JFileChooser("ics"); 
int event = chooser.showOpenDialogflif); 
fileName = chooser.getSelectedFile(); 
if(event == JFileChooser.CANCEL_OPTION) return;

int countlnt = 0;

//Reset all values to no-value; 
for(int i = 1; i < 41; i = 41){
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jTextFieldArray[countlnt].setText("");
1

//Declare variables/objects
FileReader FR = new FileReader(fileName);
BufferedReader BR = new BufferedReader(FR);
String holdText;

//Then, read data from file to "jTextFields" through looping 
while((holdText = BR.readLine())!= null){ 

countlnt++;

if(countlnt <= 41){
jTextField Array[cou ntl nt] .setText(holdText); 

if(countlnt == 23){
int valueOfSlide = lnteger.parselnt(jTextField23.getText()); 
jSliderl .setValue(valueOfSlide);

I

}

//Load coupling option 
if(countlnt == 42){ 

if(holdText.charAt(0) == V){ 
viscousCoupling.setSelected(true);

)
else if(hoidText.charAt(0) == 'c'){ 

capillaryCoupling.setSelected(true); 
jTextField29.disable(); 
jTextField29.setText("0.0");

1
else if(holdText.charAt(0) == 'b'){ 

bothCouplings.setSelected(true);
)
else if(holdText.charAt(0) == 'n'){ 

noCoupling.setSelected(true); 
jTextField29.disable(); 
jTextField29.setText("0.0");

}
}

//Load R12 option 
if(countlnt == 43){ 

if(hoidText.charAt(0) == '0’){ 
jRadioButton2.setSelected(true); 
jTextField22.disable(); 
r12Selection = 'O';

1
else if(hoidText.charAt(0) == 'c'){ 

jRadioButton2.setSelected(true); 
jT extField22.enable(); 
r12Selection = '1';

}

}

//Close file 
BR.closeQ;

catch(lOException ioe)
i
//Exception to catch wrong output results.
JOptionPane.showMessageDialog(null,"Wrong Inputs File. Select Another."); 
}

//Thomas algorithm method
double Q thomasAlgorithmSolution (double upperElements [], double diagonalElements [],

R eproduced  with perm ission o f the copyright ow ner. Further reproduction prohibited w ithout perm ission.



189

double lowerElements [], double rhsElements []){

//For an m x n tri-diagonal matrix, number of rows (m) = number of cols n = (matrix size) 
int matrixSize = diagonalElements.length;

//Arrays to hold (primary) main computed coefficients, secondary computed coefficients and solutions, x
double A (] = new double [matrixSize); //Primary
double B [j = new double [matrixSize]; //Primary
double C [j = new double [matrixSize]; //Primary
double D [] = new double [matrixSize]; //Primary
double W Q = new double [matrixSize]; //Secondary
double G [] = new double [matrixSize]; //Secondary
double E [] = new double [matrixSize]; //Solution
double pivot = 0; //pivoting value

//Check for zero pivot element

if(diagonalElements[0] == 0){
//Reset all relevant static variables 
flowCount = 0; 
residualValueSum = 0; 
timeDivision = 0; 
flowlterationNumber = 0; 
j if .setTitle(u pdateTitle);
//Set isStop to true to stop the loop 
isStop = true;
//Reset the progressbar to signify end of computation 
jProgressBarl.setlndeterminate(false);
//Give a message box to signify exception
JOptionPane.showMessageDialog(null, "Zero Pivot Error 1 ! Change Time Step or Grid Number to Rectify.”); 
for(int i = 0; i < bNum; i++){ 
copyE[i] = 0;

}

}

for(int i = 0; i < matrixSize; i++)(
//Primary 
if(i == 0)

A[i] = 0; 
else

A[i] = lowerElements[i -1];

B[i] = diagonalElements[i];

if(i == (matrixSize -1 ))
C[i] = 0; 

else
C[i] = upperElements[i];

D[i] = rhsElements[i];

//Secondary 
if(i == 0){

W[i] = (C[i]/B[i]);
G [i]-(D [i]/B [i]);

}
else if(i > 0){

//Pivot condition testing 
pivot = (B[i]-(A[i]*W [i-1])); 
if(pivot == 0){

//Reset all relevant static variables 
flowCount = 0;
residualValueSum = 0;
timeDivision = 0; 
flowlterationNumber = 0; 
jif.setTitle(updateTitle);
//Set isStop to true to stop the loop 
isStop = true;
//Reset the progressbar to signify end of computation 
jProgressBarl.setlndeterminate(false);
//Give a message box to signify exception
JOptionPane.showMessageDialog(null, "Zero Pivot Error 2 ! Change Time Step or Grid Number to Rectify.");
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for(int j = 0; i < bNum; i++){ 
copyE[j] = 0;

}

1

W[i] = (C[i] / (B[i] - (A[i] * W[i-1])));
G[i] = ((Dm - (A[i]*G[i-1])) /  (B[i) - (A[i] * W[i-1])»;

}
1

//Solution
for(int i = 0; i < matrixSize; i++){ 

int j = (matrixSize -1 ) - i;

if(i== 0){
EU] = GUI;

}
else if(i > 0){

E[il = (G[il - (W[j] * E[j+1]));
}

}
return E;

//A method for printing output results
void printOutput(double deltas, double [] copyE, double normalizedDis [], 

double norPressPotenOne Q, double norPressPotenTwo Q, 
double finalTime, double initialTime, int flowCount, double flowResidual, 
double normalizedTime, double nc, double ng, double mr, double gOfS[], 
int timelntervalNumber, double initTime, double cOfSQ,double fOfSD, 
int flowTimestep, double mbe){

//Instantiating new "DecimalFormat" to be used for formating output results 
DecimalFormat dataFormatOne = new DecimalFormat("0.0000”);
DecimalFormat dataFormatTwo = new DecimalFormatfO.OOOOOOOOOO");

int bNum = copyE.length; 
double normalizedTimee = 0;
normalizedTimee = ((normalizedTime * timelntervalNumber) + initTime);
//Extrapolated values of distance and pressure/potential gradient at zero saturation 
double x = - normalizedDis[1] + 2*normalizedDis[0];
double p1 = norPressPotenOne[1] - ((normalizedDis[1] - x)/(normalizedDis[1]-normalizedDis[0]))*(norPressPotenOne[1] - 

norPressPotenOne(0]);
double p2 = norPressPotenTwo[1] - ((normalizedDis[1] - x)/(normalizedDis[1]-normalizedDis[0]))*(norPressPotenTwo[1] - 

norPressPotenTwo(O));;

try
{
//Declare variables/objects for saving output results 
ouputNumber = 1 + ouputNumber;
FileWriter FW = new FileWriterfOutput Result" + ouputNumber + ”.txt");
PrintWriter PW = new PrintWriter(FW, true);
//Then, print(Save) Output results to file
PW.printlnf..................................................................................................");
PW.printlnf Simulation Output Results ");
PW.printlnf..................................................................................................");

PW.print("S/No");
PW.printCNt');
PW.print('Norm-S”);
PW.print(M');
PW.print("fw");
PW.print(’\t');
P W. print ("Pot-Grad 1 (Pa/m)");
PW.print('\t');
PW.print("Pot-Grad2 (Pa/m)”);
PW.print(M');
PW,print("GofS");
PW.print('\t');
PW.printfCofS”);
PW.print(M');
PW.print("FofS");
PW.print('\t');
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PW.printlnf Norm-X for Sw & Pot-Grad.");
PW.printfO");
PW.print(M');
PW.print("0.00");
PW.print(M');
PW.printfO.OOOO”);
PW.print('\t');
PW.print(String.valueOf(dataFormatOne.format(p1)));
PW.print(M');
PW.print(String.valueOf(dataFormatOne.format(p2)));
PW.print('\t');
PW.printfO.OOOO”);
PW.print(M');
PW.print(”0.0000");
PW.print(V);
PW.print("0.0000");
PW.print('\t');
PW.println(String.valueOf(dataFormatOne.format(x))); 
for(int i = 0; i < bNum; i++){

//output variables to hold numerical values
double v1 = (i+1) * deltaS;
double v2 = copyE[i];
double v40ne = norPressPotenOne[i];
double v4Two = norPressPotenTwo(i);
double v5 = gOfSS[i];
double v6 = cOfSS[i];
double v7 = fOfSS[i];
double v3 = normalizedDis[i];

//Convert the numeric values to String and format to 4 decimal places 
String vlText = String.valueOf(dataFormatOne.format(v1));
String v2Text = String.valueOf(dataFormatOne.format(v2));
String v40neText = String.valueOf(dataFormatOne.format(v40ne));
String v4TwoText = String.valueOf(dataFormatOne.format(v4Two));
String v5Text = String.valueOf(dataFormatOne.format(v5));
String v6Text = String.valueOf(dataFormatOne.format(v6));
String v7Text = String.valueOf(dataFormatOne.format(v7));
String v3Text = String.valueOf(dataFormatOne.format(v3));

//Do actual writing to file.
PW.print(i+1);
PW.print('\t');
PW.print(vlText);
PW.print('\t');
PW.print(v2Text);
PW.printC\t');
PW.print(v40neText);
PW.print(’\t');
PW.print(v4TwoText);
PW.print('\t');
PW.print(v5Text);
PW.print('\t');
PW.print(v6Text);
PW.print('\t');
PW.print(v7Text);
PW.print('\t');
PW.println{v3Text);

//Display current iteration status; Time step, number of flow iteration and convergence tolerance 
jif,setTitle(updateTitle + Update: Time Step = " + timeDivision +

Flow Count Tolerance = "  + flowCount + + " Elapsed Time = ” +
dataFormatUpdateTime2.format( (System.currentTimeMillis() / 1000 - initialTime) / 60)
+ " min." + " Saving results ”);

//Write out miscellaneous data
PW.println("-................................................................................................. ");
PW.println( "Miscellaneous Computation Output Data. ");
PW.printlnf-........................ -......................................................................”);
PW.printfNumber of flow iteration for convergence: ”);
PW.println(flowCount);
PW.printfNumber of flow time step: ”);
PW.println(flowTimestep);
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PW.printfSimulation Time (sec):");
PW.println(dataFormatOne.format(System.currentTimeMillis() /1000 - initialTime));
PW.print("Simulation Time (mins):");
PW.println(dataFormatOne.format((System.currentTimeMillis() /1000 - initialTime)/60));
PW.printfSimulation Time (hours):");
PW.println(dataFormatOne.format((System.currentTimeMillis() /1000 - initialTime)/3600));
PW.printfNormalized Time: ”);
PW.println(dataFormatOne.format(normalizedTimee));
PW.printfDiscretized Saturation Domain:");
PW.println(dataFormatOne.format((copyE.length) * deltaS));
PW.printfMax. Normalized Distance: ”);
PW.println(dataFormatOne.tormat(x));
PW.print("MBE:");
PW.println(dataFormatOne.format(mbe));
PW.print("Nc:");
PW.printtn(dataFormatTwo.format(nc));
PW.printfNg:");
PW.println(dataFormatTwo.format(ng));
PW .printfMr:");
PW.println(dataFormatTwo.format(mr));
PW.printlnf.................................................................................................. ");

//Display current iteration status: nothing happening - end of saving 
jif.setTitle(updateTitle);

//Close file 
PW.close();

}

catch(IOException ioe)
{

//Exception to catch wrong output results.
JOptionPane.showMessageDialog(null,"Wrong Outputs! Close the Currently Opened Output Files and Try Running 

Simulation Again.");
)

)

//ACTUAL COMPUTATION AND SIMULATOR IMPLEMENTATION ENDS HERE

iv) The Source Codes Listings for FlowView.java

package ics;

import java.awt.*; 
import javax.swing.*; 
import java.awt.event.*;

public class FlowView extends JPanel {

public int width = 210, height = 210; // Default width and height
public int DOT_SIZE = 2; // Size of a graph point
int bNum; // Size of sat. and flow data
double [] X = new double[bNum]; // horizontal data
double [] Y = new double[bNumj; // vertical data

//Constructor 
public FlowView() { 

setSize(width, height);
}

public void inputdatafdouble [] XX, double [] YY, int bNumm){ 
bNum = bNumm;
X = copy(XX); //XX converted to percentage/fraction 
Y = copy(YY); //YX converted to percentage/fraction

}

public void plotFlowProfile() {
Graphics g = this.getGraphicsQ;
g.setColor(getBackground()); // Clear the drawing area
g.setClip(0, 0, width, height);
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g.fillRect(0, 0, width, height);
g.setClip(5, 5, width -10, height -10); // Reset the clip region 
g.translate(width/2, height/2); // Place origin at middle
g.setColor(Color.black);
drawXYAxesQ; // Draw the X and Y axes
flowProfile(); // Plot Fractional flow profile

}

public void plotSaturationProfileO {
Graphics g = this.getGraphics();
g.setColor{getBackground()); // Clear the drawing area
g.setClip(0, 0, width, height); 
g.fillRect(0, 0, width, height);
g.setClip(5, 5, width -10 , height -10); // Reset the clip region 
g.translate(width/2, height/2); // Place origin at middle
g.setColor(Color.black);
drawXYAxesQ; // Draw the X and Y axes
saturationProfile(); // Plot Fractional flow profile

}

public void drawXYAxesO {
Graphics g = this.getGraphicsQ; 
g.translatefwidth / 2, height/2);
int hBound = width / 2; // Use it to set the bounds
int vBound = height / 2; 
int tic » width /100;

g.drawLine(-hBound,0,hBound,0); // Draw X-axis
for (int k = -hBound; k <= hBound; k+=10) 

g.drawLine(k, tic, k, -tic);
g.drawLine(0, vBound, 0, -vBound); // Draw Y-axis

for (int k = -vBound; k <= vBound; k+=10) 
g.drawLine(-tic, k, +tic, k);

}

public void flowProfileQ {
Graphics g = this.getGraphicsQ; 
g.translate(width/2, height/2);
int hBound = width/2; // Use it to set the bounds
g.setColor(Color.red);
g.fillOval(0, 0, DOT_SIZE, DOT_SIZE); // Draw the first point

for (int i = 0; i < bNum; i++) { // For each pixel on x axis
g.fillOval((int) X[i], (int) -Y[i], DOT_SIZE, DOT_SIZE); // Draw all other points and reverse y (for cartesian)

1
1

public void saturationProfile() {
Graphics g = this.getGraphicsQ; 
g.translate(width / 2, height / 2);
int hBound = width / 2; // Use it to set the bounds
g.setColor(Color.blue);

for (int i = 0; i < bNum; i++) { // For each pixel on x axis
g.fillOval( (int) X[i], (int) - Yp], DOT_SIZE, DOT_SIZE); // Draw all other points and reverse y (for cartesian)

}
1

public double [] copy(double [] A){ 
int j = A.length; 
double [] E = new double [j]; 
for(int i = 0; i < j; i++){
E[i] = A[i] * 90;

)
return E;

)
)
v) The Source Codes Listings for lcsFrame_AboutBox.java

package ics; 
import java.awt.*; 
import java.awt.event.*; 
import javax.swing.*;
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import javax.swing.border.*; 
import ics.*;

public class lcsFrame_AboutBox extends JDialog implements ActionListener {
//Panels
JPanel paneh = new JPanel();
JPanel panel2 = new JPanelQ;
JPanel insetsPaneh = new JPanel();
JPanel insetsPanel2 = new JPanel();
JPanel insetsPanel3 = new JPanelQ;

//Button
JButton buttonl = new JButton();

//Labels
JLabel imageLabel = new JLabel();
JLabel labeh = new JLabel();
JLabel Iabel2 = new JLabelQ;
JLabel Iabel3 = new JLabel();
JLabel Iabel4 = new JLabelQ;

//Layout formats
BorderLayout borderLayoutl = new BorderLayout]);
BorderLayout borderLayout2 = new BorderLayout]);
FlowLayout flowLayoutl = new FlowLayout]);
GridLayout gridLayoutl = new GridLayout]);

//Strings
String product = "Interfacial Coupling Simulator";
String version = "1.0”;
String copyright = "Copyright (c) 2004, University of Alberta";
String comments = "Developed by Oluropo Rufus Ayodele";

//Constructor
public lcsFrame_AboutBox(Frame parent) { 

super(parent);
enableEvents(AWTEvent.WINDOW_EVENT_MASK);

try {
jblnit();

}
catch(Exception e) { 

e.printStackTrace]);
}
pack();

}

//Component initialization
private void jblnit]) throws Exception (

//imageLabel.setlcon(new lmagelcon(lcsFrame_AboutBox.class.getResource("[Your image]")));
this.setTitle("About");
setResizable(false);
panell ,setLayout(borderLayout1);
panel2.setLayout(borderLayout2);
insetsPaneM ,setLayout(flowLayoutl);
insetsPanel2.setLayout(flowLayout1);
insetsPanel2.setBorder(BorderFactory.createEmptyBorder(10,10,10,10));
gridLayoutl ,setRows(4);
gridLayoutl .setColumns(1);
labell .setText(product);
label2.setText(version);
Iabel3. setT ext(copyright); 
iabel4.setText(comments);
insetsPanel3.setLayout]gridLayout1);
insetsPanel3.setBorder(BorderFactory.createEmptyBorder(10, 60, 10, 10));
buttonl .setText("Ok");
button 1. add ActionListener(this);
insetsPanel2.add(imageLabel, null);
panet2.add(insetsPanel2, BorderLayout.WEST);
this.getContentPane().add(panel1, null);
insetsPanel3.add(label1, null);
insetsPanel3.add(label2, null);
insetsPanel3.add(label3, null);
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insetsPanel3.add(label4, null); 
panel2.add(insetsPanel3, BorderLayout.CENTER); 
insetsPaneh.add(button1, null); 
paneM ,add(insetsPanel1, BorderLayout.SOUTH); 
panell .add(panel2, BorderLayout.NORTH);

1

//Overridden so we can exit when window is closed 
protected void processWindowEvent(WindowEvent e) { 

if (e.getlD() == WindowEvent.WINDOW_CLOSING) ( 
cancel();

}
super.processWindowEvent(e);

}

//Close the dialog 
void cancel() { 

dispose();

//Close the dialog on a button event 
public void actionPerformed(ActionEvent e) { 

if (e.getSource() == buttonl) { 
cancel();

Appendix A2: Listings of the Jacobian Matrix and the RHS of Equations (5.63)

With i = 1.2....4

The expression, j * f  =  D r  is equivalent to:

2*/2(/'l-% l/2-3/i+0+Gy2]-l . 0  , 0

t/2-(^2)2/tS/2- 2T5/2(/2- Qi/2)[/3--y2+/ ! +cq,2]-L </2-G)2>2.t$/2 - 0

0 • / 2 (/4 -  G7 / 2 f/4 - 1/3 + /2 + G? / 2 ] -  L W i - G ] n ) 2Z i n

0  0  • t / 4 —C^/2 > 2^ b / 2  • 2 ® / 2 ( / 4 - Q ) ' 2 l )5 - y 4 + / 3 + c % 2 ] - 1

C/2-Gy 2 n /3 - 2/2 +/] )Xs/ 2 ~ /2 + /2

c / j  - g ?/2 r ( / 4 - 2 /3  + /2 /  2 + / 3

t/4-<^2) (h-2/4 + /2to /2-/4  +/4

APPENDIX B: Aq and B„ Fitting Coefficients for Equation (6.1) (SSCO - Type II)
Table B1: A0 and B0 fitting coefficients for Equation (6.1) (SSCO - Type II)

Saturation Ao Bo
7.77% 0.02295 -0.02022

13.56% -0.44860 0.10860
25.68% 0.04651 0.60070

34.63% 0.02817 0.19520

46.49% 0.03813 0.19180

63.34% 0.01825 -0.36050

81.21% 0.01087 0.01093
92.89% -0.04850 0.18210
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APPENDIX C: Calibration Data for the Pressure Transducers 
Table C1: Calibration data for the pressure transducers

Wetting phase (water)

Sensor No. 3 Sensor No. 4 Sensor No. 5 Sensor No. 7

S/N Calibrator Screen Value S/N Calibrator Screen Value S/N Calibrator Screen Value S/N Calibrator Screen Value

1 10.00 -9.51744940 1 10.00 -9.59850690 1 10.00 -9.43838120 1 10.00 -10.08491330

2 8.00 -7.60044150 2 8.00 -7.66702800 2 8.00 -7.49345110 2 8.00 -8.14021490

3 6.00 -5.68343350 3 6.00 -5.75241900 3 6.00 -5.61812110 3 6.00 -6.21002900

4 4.00 -3.74909310 4 4.00 -3.75346570 4 4.00 -3.71470690 4 4.00 -4.27023980

5 2.00 -1.83268230 5 2.00 -1.88913390 5 2.00 -1.80493190 5 2.00 -2.31999682

6 0.00 0.09068510 6 0.00 0.05888490 6 0.00 0.08117820 6 0.00 -0.38192320

m -1.0405 m -1.0352 m -1.052 m -1.031

c 0.0938 c 0.0655 c 0.0948 c 0.3952

Non-wetting phase (light mineral oil)

Sensor No. 9 Sensor No. 10 Sensor No. 12 Sensor No. 15

S/N Calibrator Screen Value S/N Calibrator Screen Value S/N Calibrator Screen Value S/N Calibrator Screen Value

1 10.00 -9.62158490 1 10.00 -9.35155490 1 10.00 -9.54246620 1 10.00 -9.00982280

2 8.00 -7.71477030 2 9.99 -9.34791370 2 8.00 -7.64914990 2 9.99 -9.02076630

3 6.00 -5.78718190 3 8.00 -7.43643670 3 6.00 -5.70790100 3 8.00 -7.11846110

4 4.00 -3.84061930 4 6.00 -5.51246600 4 4.00 -3.78329040 4 6.00 -5.20256190

5 2.00 -1.92063210 5 4.00 -3.58849530 5 2.00 -1.85313390 5 4.00 -3.28118820

6 0.00 0.00198910 6 2.00 -1.66431240 6 0.00 0.06593010 6 2.00 -1.35434030

7 0.01 0.25319960 7 0.00 0.56155920

8 0.00 0.26530410

m -1.0378 m -1.0396 m -1.0393 m -1.0430

c 0.0040 c 0.2720 c 0.0687 c 0.5815

APPENDIX D: Summary of Some USCO and SSCO (Type II) Experimental Data

Table D1: Wettinc Phase Injection Rate (Type II - USCO)

Injection Rate (m3/s) Time Interval (minutes) Total Time (minutes)

3.15E-08 3.4660 11.31
3.20E-08 3.4670 14.77

3.29E-08 3.4670 18.24

3.26E-08 3.5170 21.76

2.97E-08 3.4990 25.26

3.34E-08 3.5000 28.76

3.00E-08 3.5010 32.26

3.17E-08 3.4830 35.74

3.12E-08 3.5160 39.26

3.00E-08 3.4670 42.72

3.08E-08 3.4500 46.17

3.08E-08 3.4670 49.64

3.11E-08 3.5160 53.16

3.02E-08 3.5010 56.66

3.03E-08 3.4990 60.16
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Table D2: Summary of Measured Data and Other Computed Data (SSCO - Type II)
(A)

S, (%)
Average

Freq.(MHz.)
S/No

Q2(m3) Pi(m3) dP2/dx (Pa/m) Pi/dx (Pa/m) Ke«2 (m3) Kent (m3) Pc inlet (Pa)
7.77% 85.046538 1 5.510E-08 O.OOOE+OO -122,856.91 - 2.2537E-11 O.OOOOE+OO 3,201.93
13.56% 84.987085 2 4.295E-08 5.883E-08 -115,239.98 -98,320.50 1.8730E-11 1.1967E-12 2,432.68
25.68% 84.979352 3 2.118E-08 3.161E-08 -86,875.78 -83,512.64 1.2253E-11 7.5704E-13 1,658.19
34.63% 84.958641 4 6.343E-09 3.565E-08 -74,011.39 -42,460.21 4.3066E-12 1.6794E-12 956.32
46.49% 84.943687 5 3.343E-09 4.590E-08 -64,649.84 -64,534.93 2.5984E-12 1.4225E-12 645.14
63.34% 84.934656 6 2.343E-09 5.510E-08 -63,565.83 -42,490.86 1.8522E-12 2.5935E-12 435.23
81.21% 84.871784 7 1.143E-09 6.300E-08 -35,285.83 -14,364.08 1.6277E-12 8.7719E-12 134.56
92.89% 84.850492 8 O.OOOE+OO 8.565E-08 - -13,908.26 0.0000E+00 1.2317E-11 0.00

(B)
S, (%) K,2 (fitted) Kr1 (fitted) S 1-S S, (%)
7.77% 1.0000 0.0000 0.0000 1.00 7.77%
13.56% 0.7893 0.0095 0.0680 0.93 13.56%
25.68% 0.4545 0.0553 0.2104 0.79 25.68%
34.63% 0.2839 0.1077 0.3156 0.68 34.63%
46.49% 0.1354 0.2022 0.4549 0.55 46.49%
63.34% 0.0321 0.3961 0.6528 0.35 63.34%
81.21% 0.0019 0.7081 0.8628 0.14 81.21%
92.89% 0.0000 1.0000 1.0000 0.00 92.89%

APPENDIX E: Frequency and Pressure Data of USCO (Type I) Experiment
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Figure E1 : Raw frequency measurements along the core 
(Data Group B: Type I - USCO)
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Figure E3 : Nonwetting phase pressure measurements along the core (Type I - USCO)
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Figure E2 : Wetting phase pressure measurements along the core (Type I - USCO)
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