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Abstract

The fast expansion of seismic arrays has improved our ability to understand the

Earth’s internal structure and dynamics at various spatial scales. This thesis applies

both conventional and novel approaches to dense array recordings to address ma-

jor questions in (1) earthquake location and source mechanisms, (2) upper-crustal

seismic structure, (3) subduction zone dynamics, and (4) variations in the elastic

properties of upper mantle transition zone discontinuities.

We present the first example of a quick-response nodal experiment in western

Canada to investigate the spatiotemporal characteristics of a hydraulic fracturing-

induced earthquake swarm in central Alberta at a local scale. A high-precision

earthquake catalog is constructed using a machine-learning phase picker and a se-

quential earthquake association and location method. The outcomes capture the ge-

ometry of the reactivated faults and highlight the significance of trailing seismicity

in hazard assessment. In Chapter 3, a regional background survey of southwestern

Canada based on ambient noise tomography reveals lateral variations in both veloc-

ity and anisotropy with spatial affinities to major geological domains. We observe

strong radial anisotropy in the southern Canadian Cordillera due to crustal exten-

sion similar to that observed in the western United States, while the anisotropic

anomaly in the Cordilleran foreland may have resulted from horizontal compres-

sion during the plate convergence at the western margin of the North American

craton. In the third component of the thesis, a self-consistent model of subduction

dynamics at transition zone depths beneath South America is presented, through a

ii



combined analysis of travel times and amplitudes of underside shear wave reflec-

tions. Our updated topography model of transition zone discontinuities suggests

contrasting styles of slab-transition zone interaction. A joint analysis of seismic

data and mineral physics modeling provides observational evidence for thermo-

chemical anomalies within the mantle. Finally, we expand the underside reflection

data set for global coverage, and a novel amplitude-versus-offset inversion is ap-

plied to map lateral variations in density jump across the 660-km discontinuity.

Major subduction zones are generally featured by low density jumps; this implies a

compositional difference with excess basalt relative to the global average.
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Chapter 1

Introduction

1.1 Overview

A seismic array is typically composed of a set of seismic sensors arranged in a

well-defined geometry that involves the following criteria (Rost & Garnero, 2004;

Rost & Thomas, 2002): (1) more than three identical seismometers, (2) an aperture

ranging from a few to hundreds of kilometers, (3) processing of the data as an

ensemble instead of individual components, and (4) centralized data acquisition.

This definition applies to both a classical seismic array and a network of seismic

stations, although a seismic network usually provides a regional- or continental-

scale spatial sampling but exhibits lower signal coherency. In this thesis, the term

“array” refers to both seismic arrays and seismic networks.

Seismic arrays were originally built to improve the capability to monitor nu-

clear explosions in compliance with the Nuclear Test Ban Treaty in the 1950–60

decade. In addition to their political incentives, arrays have opened a new chapter

in mapping the Earth’s structure and characterizing earthquake sources. An impor-

tant step was taken when the U.S. Coast and Geodetic Survey created the World-

Wide Standardized Seismograph Network (WWSSN) in the 1960s. The analog

records contributed to the construction of the first maps of global seismicity and fo-

cal mechanisms that established the foundation for the plate tectonic theory (Isacks

et al., 1968; Oliver & Murphy, 1971). The success of WWSSN then facilitated

the installation of permanent digital networks in the 1970s and 80s, most notably

the GEOSCOPE program (Romanowicz et al., 1984) and the Global Seismographic

1



Network (GSN; Figure 1.1a). The digital seismic data have revolutionized the seis-

mic imaging of the Earth’s deep interior, including the first models of mantle 3-D

heterogeneity (Woodhouse & Dziewonski, 1984) and transition zone topography

(Flanagan & Shearer, 1998). More recently, the densification of regional broad-

band arrays has formed the backbone for real-time seismicity monitoring and sig-

nificantly refined our understanding of the structure and evolution of the continen-

tal lithosphere. For instance, the USArray Transportable Array (Figure 1.1b) has

revealed 3-D variations of velocity and anisotropy in the crust and upper mantle

beneath the North American continent in great detail (Long et al., 2014; Moschetti

et al., 2010; W. Shen & Ritzwoller, 2016). Similar projects were also developed

in Japan with an ultimate goal of better understanding the generation mechanisms

of strong ground motions (Okada et al., 2004). Their success inspired the deploy-

ment of other national-level passive seismic networks such as AusArray in Australia

(Haynes et al., 2020), ChinArray in China (Xiao et al., 2020), and AlpArray for the

European Alps (Hetényi et al., 2018). In the past decade, the use of spatially dense

arrays, also called “large-N” arrays, has become prevalent in passive seismology

thanks to advances in geophone instrumentation (Karplus & Schmandt, 2018). No-

table examples include the Long Beach Array (Figure 1.1c; Lin et al., 2013) and

the IRIS Community Wavefield Demonstration Experiment in Oklahoma (Sweet et

al., 2018). Data from dense arrays, which provide a nominal resolution that could

rival that of exploration seismology, have enabled imaging near-surface structures

and monitoring microseismic activities at an unprecedented scale.

Compared to a single seismic sensor, seismic arrays have their unique advan-

tages: (1) vastly improved signal-to-noise ratio (SNR) by suppressing random noise

through waveform stacking that helps to extract weak seismic signals from back-

ground noise and (2) dense spatial sampling that provides estimates of both the

direction (back azimuth) and apparent velocity (slowness) of incoming wavefronts.

Based on the plane wave assumption and time-shifted signal coherency, several

array methods have commonly been adopted in global seismology, including (1)

vespagram (slant stacking) which stacks seismic energy along different slownesses,

(2) frequency-wavenumber analysis that measures the slowness and back azimuth

2
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Figure 1.1: (a) Map showing the distribution of GSN stations (blue triangles). The
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portable Array stations (blue triangles). (c) Regional map of southern California.
The red box marks the location of the Long Beach Array, and the inset map (bottom
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simultaneously by performing a grid search over all combinations and finding the

maximum energy of the summed signal, and (3) migration (backprojection) to lo-

cate the source that generates the signal that maximizes the amplitudes of the shifted

and stacked traces. Rost and Thomas (2002) provided an in-depth review of con-

ventional techniques applied to array data. In response to increased data volume and

improved computational power, machine learning-based techniques have emerged

as an powerful tool to identify weak signals from dense array data sets with the po-

tential to detect earthquakes (Zhu & Beroza, 2019) and resolve fine-scale structure

in the deep mantle (D. Kim et al., 2020).

1.2 Thesis Outline

There are two principal themes that have guided this dissertation: (1) improved

source characterization and (2) high-resolution seismic imaging of the crustal and

mantle structure, by analyzing recordings from different types of arrays. The lines

of research are as follows:

1. Local scale: earthquake location and focal mechanism determination of a hy-

draulic fracturing-induced earthquake sequence based on continuous record-

ings of a temporary nodal geophone array (Chapter 2).

2. Regional scale: upper-crustal shear velocity and radial anisotropy in the

Canadian Cordillera-Craton transition region using cross correlation of am-

bient noise recordings on several regional broadband arrays (Chapter 3).

3. Continental scale: transition zone discontinuity topography and subduction-

transition zone interactions beneath South America using array processing of

SS precursors recorded by global seismic networks (Chapter 4).

4. Global scale: global mapping of density jumps across the 660-km disconti-

nuity from amplitudes of a global data set of SS precursors (Chapter 5).

In Chapter 2, we characterize the seismicity near Red Deer, Alberta, a region

with increasing cases of hydraulic fracturing-induced earthquakes, using data from

nodal geophones and nearby broadband seismometers. A cluster of 417 events is

detected, and their spatial distribution and focal mechanisms reveal a NE trending

4



rupture area with two strike-slip fault planes. Reactivation of pre-existing faults by

pore pressure diffusion is likely responsible for the occurrence of the earthquake

sequence following the ML 4.18 mainshock. The temporal sequence of reactivated

fault orientations suggests apparent changes in the local stress field following the

mainshock, which is also responsible for a remotely triggered cluster observed one

month after the mainshock. This secondary triggering process enhances our under-

standing of the trailing effect of hydraulic fracturing-induced seismicity.

In Chapter 3, we present a new analysis of the crustal shear velocity and

anisotropy by analyzing fundamental mode Rayleigh and Love waves from cross

correlations of ambient seismic noise. Continuous recordings from 118 regional

broadband stations reveal lateral variations in both velocity and anisotropy with

strong spatial affinities to major geological domains. Strong variations in radial

anisotropy, which dips westward and extends to at least mid-crustal depths, sug-

gest a “thick-skinned” foreland thrust-and-fold belt beneath the Canadian Rocky

Mountains. Our regional data also suggest increased horizontal shear velocities be-

neath the southern Canadian Cordillera, particularly near the Omineca Belt, which

may have resulted from strong zonal deformation within the Cordilleran crust. This

anisotropic anomaly migrates southward, and its spatial extent agrees well with the

normal fault distribution to the west of the Rocky Mountain Trench. Our observa-

tions offer new evidence for the Eocene extension of the orogenic hinterland during

the trans-tensional motion of the Cordillera to the North American craton.

In Chapter 4, we investigate the seismic reflectivity structure at transition zone

depths beneath South America by combining the arrival times and amplitudes of

an updated data set of SS precursors. We observe broad regions with up to 20 km

depressed 410- and 660-km discontinuities and diminished precursor amplitudes

beneath the back-arc region of Nazca subduction, incompatible with temperature-

dominated mineral phase boundary perturbations. A probabilistic inversion is ap-

plied to simultaneously determine mantle temperature and composition, and the

outcomes suggest a mechanically mixed transition zone with basalt enrichment be-

neath the Amazon basin. This is corroborated by a novel amplitude-versus-offset

inversion that measures changes in density and shear velocity across the discontinu-
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ities. Our observations offer direct evidence for thermochemical anomalies within

the mantle, which are largely associated with temporary slab stagnation. The slab-

transition zone interactions suggest that the Nazca-South American convergence

may represent a later-stage analog to the Pacific plate subduction in northeast Asia.

In Chapter 5, we introduce a novel method to simultaneously retrieve the to-

pography, velocity and density contrasts of the 660-km discontinuity based on in-

versions of amplitude variations with offset (see Chapter 4). Our observations re-

veal a global average velocity jump of 4.2% and density jump of 5.3%, favoring a

pyrolitic bulk composition. Near major subduction zones, most notably the western

Pacific and South America, we identify decreased density jumps in regions of de-

pressed 660-km discontinuity, consistent with basalt fractions greater than 30% in

a non-equilibrated mantle. The causal association between density jump and com-

positional changes is further supported by a moderate correlation between lateral

variations in density jump and those of water content anomalies.

Chapter 6 summarizes the results and interpretations obtained in this thesis,

and recommendations for future work will be discussed.

This dissertation preferentially uses the pronoun “we” instead of “I” to acknowl-

edge and honor the contributions from Yu J. Gu to most of the work presented in

this thesis, Tianyang Li to the work on focal mechanism determination, and Yun-

feng Chen to the discussion of seismic imaging and regional tectonics.
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Chapter 2

Rapid Characterization of the March
2019 Red Deer Induced Earthquake
Swarm Using a Near-Source Nodal
Array

2.1 Introduction

Over the past decade, the notable increase of seismicity rate in western Canada, es-

pecially in the vicinity of Fox Creek, Alberta, has been attributed to hydraulic frac-

turing (HF) within the low-permeability Duvernay Shale Formation (e.g., Atkinson

et al., 2016; Schultz et al., 2017). Recently, emerging cases of seismicity in the

East Shale Basin portion of the Duvernay raised major public concern and sci-

entific interest (Schultz et al., 2019; Schultz & Wang, 2020), largely in response

to two moderate (ML > 3) and a series of smaller (ML 1–3) earthquakes. These

events show high spatiotemporal correlations with adjacent HF operations (Schultz

& Wang, 2020), despite the low susceptibility of this area to induced earthquakes

(Pawley et al., 2018). The largest event (ML 4.18, hereafter ML4) occurred on 4

March 2019, near an HF site in the Red Deer area, Alberta, which catalyzed a new

traffic light protocol (Alberta Energy Regulator, 2019). A thorough understanding

of surrounding earthquakes on potentially hazardous faults is therefore critical.

Compared with the well-studied Fox Creek area, low station density in central

Alberta has posed a key challenge for event detection and monitoring. This limi-

tation has contributed to notable discrepancies in hypocenter location or constraint
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on the source characteristics of earthquakes potentially induced by anthropogenic

activities. A practical solution is the use of nodal instruments, where smaller, cable-

free geophones offer new opportunities for quick-reaction seismic deployments for

both seismicity monitoring and subsurface imaging (e.g., Hansen & Schmandt,

2015; Lin et al., 2013; Y. Wang et al., 2019).

In this chapter, we investigate the space-time evolution and dynamics of the

March 2019 Red Deer induced earthquake swarm. Our analysis is facilitated by

a temporary nodal geophone array, deployed approximately two weeks after ML4.

Based on a large number of recordings and the distribution of the detected events,

we are able to (1) characterize the faults activated during the swarm and (2) explore

spatiotemporal variations of the regional seismic activity in central Alberta.

2.2 Regional Setting

Previously, most of the HF-induced earthquakes were reported in the Duvernay

West Shale Basin (near the municipality of Fox Creek). The epicenter of ML4 lies

within a separate geological play of the Upper Devonian Duvernay Formation, the

Duvernay East Shale Basin (Figure 2.1; Schultz & Wang, 2020). The Duvernay

Formation, which is largely composed of organic-rich mudstone in an overpres-

sured regime, was deposited in a marine basin environment (Fox & Soltanzadeh,

2015) and is bisected by the Leduc Reef (Schultz et al., 2016). Compared with the

West Shale Basin where extensive shale deposition occurred, the carbonate platform

beneath the East Shale Basin resulted in a higher overall carbonate concentration

(Knapp et al., 2017; Preston et al., 2016; Switzer et al., 1994).

The state of stress within the basin was first studied by Bell and Gough (1979)

and frequently updated in the following 30 years (Bell & Grasby, 2012; Bell et

al., 1994; Fordjor et al., 1983) based on borehole breakouts. These in situ mea-

surements were later included in the World Stress Map (Heidbach et al., 2018)

and reviewed by Reiter et al. (2014). The compilations of stress data consistently

show NE-SW compressive stress across the basin, indicating that the present-day

maximum horizontal stress (SHmax) orients in the northeast direction at an angle
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of 45–47◦, approximately perpendicular to the northwest striking Canadian Rocky

Mountains. One exceptional cluster resides in the Peace River Arch region in north-

ern Alberta, where a 10–20◦ departure from the main regional trend is observed

possibly due to the presence of upper-crustal intruded sills or subsurface structural

heterogeneities (Bell & Grasby, 2012; Reiter et al., 2014).

2.3 Data and Methods

2.3.1 Seismic Data

Previous seismic monitoring in central Alberta relied on regional seismograph net-

works. To densify the data coverage, and as a part of a collaborative project between

the University of Alberta and the Alberta Geological Survey, a temporary array of

16 three-component (5 Hz) Fairfield Nodal geophones (Ringler et al., 2018) was de-

ployed within a 5-km radius of the two HF wells and recorded continuous data from

20 March to 10 April 2019 at a sampling rate of 250 Hz (Figure 2.1). To improve

the constraints on the events occurred during the two-week-long gap after ML4 (and

before the nodal deployment), we also incorporated broadband recordings from the

Canadian Rockies and Alberta Network (CRANE; Gu et al., 2011), the Regional

Alberta Observatory for Earthquake Studies Network (RAVEN; Schultz & Stern,

2015), and the TransAlta Dam Monitoring Network (TD).

2.3.2 Local Earthquake Catalog Development

First, we used broadband data from six regional stations to refine the regional earth-

quake catalog from Schultz and Wang (2020) using GrowClust, a hierarchical clus-

tering relocation algorithm that uses waveform cross-correlation (CC)-based differ-

ential times (Trugman & Shearer, 2017). For reliable relocation, we (1) adopted a

modified 16-layer crustal model (Table A.1) from recent regional receiver function

inversions (Y. Chen et al., 2015; C. Zhang et al., 2019) beneath two nearby stations

JOF and RDR of the CRANE network and (2) set the minimum CC coefficient to

0.6 and the maximum root-mean-square time residual for a proposed cluster to 0.2

s for GrowClust parameterization. This data set contains 19 relocated earthquakes
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Figure 2.1: Spatial distributions of seismic stations (colored by network) and
earthquakes recorded before 2019 (pink circles) with magnitudes greater than 2.0.
The earthquake data were retrieved from the Alberta Geological Survey Seismic-
ity Dashboard (https://ags-aer.shinyapps.io/Seismicity waveform app,
last accessed 23 July 2020). Crustal stress orientations from the World Stress Map
(Heidbach et al., 2018) are represented by green lines. The gray shaded area shows
the geographic extent of the Duvernay Formation. The inset map in the lower right
corner shows the spatial distribution of our nodal array (red triangles), the HF well
trajectory (black lines), and the relocated ML4 (yellow star).

10

https://ags-aer.shinyapps.io/Seismicity_waveform_app


before ML4, during which 1,440 (608 P and 832 S) differential times from six re-

gional stations were measured based on epicentral distance and data quality. After

performing a 100-trial bootstrap resampling test, we determined the mean horizon-

tal and vertical location errors to be 21 m and 26 m, respectively.

We then extended the regional catalog by applying the Match&Locate method

(M&L; M. Zhang & Wen, 2015) to the continuous broadband data for the two weeks

between 5 March and 19 March 2019 (Figure A.1). The M&L detects and locates

small-magnitude events simultaneously by maximizing the stacked CC coefficients

between the template and the continuous waveforms based on a delay-and-sum ap-

proach. To reduce the computational cost, the waveforms were downsampled to

20 Hz and bandpass filtered between 2 and 8 Hz. We searched for potential earth-

quakes within a mesh (0.01◦ in latitude, 0.015◦ in longitude, and 0.5 km in depth)

centered at each template location with spacings of 0.001◦ and 0.1 km in epicentral

location and depth; S phases were used because of their high amplitudes, and the

template window length was set to 4.0 s (1.0 s before and 3.0 s after S arrivals).

We detected 31 earthquakes with ML 0.5–1.9 via pre-set thresholds (i.e., a CC co-

efficient of 0.3 and 12 times median-absolute-deviation of the daily stacked CC

function) and visual inspection. This refined regional earthquake catalog contains

51 earthquakes before 20 March 2019 (which we refer to as the ‘AGS group’), of

which only five events following ML4 have been reported (Schultz & Wang, 2020;

Stern et al., 2013). The updated number of detected events represents a major im-

provement over those of earlier reports, though the actual number of events with

similar magnitudes is likely underestimated due to the lack of near-field stations.

For the subsequent three weeks where nodal data were available, we adopted

a modified workflow proposed by M. Zhang et al. (2019) to process the continu-

ous data from the nodal array. The standard short-term average/long-term average

(STA/LTA) detection algorithm was first applied to the envelopes of bandpass (5–

35 Hz) filtered traces. Among these STA/LTA picks, we picked 964 P arrivals and

1,062 S arrivals from the raw waveforms using a machine-learning phase picker

(Zhu & Beroza, 2019). Events were associated and preliminarily located using a

grid search-based earthquake association and location method (M. Liu et al., 2020;
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M. Zhang et al., 2019). The search space (0.2◦ in horizontal dimension and down to

20 km depth) is discretized into uniform grids with a constant size of 0.01◦ × 0.01◦

× 2 km, and a minimum of 5 P picks and 10 P+S picks is required for each event. To

determine more accurate event locations, we utilized the least squares location pro-

gram VELEST (Kissling et al., 1994) while fixing the velocity model (Table A.1)

and rejecting events with a travel time residual >0.6 s. This preliminary aftershock

catalog was then improved by the double-difference relocation algorithm hypoDD

(Waldhauser & Ellsworth, 2000), yielding 80 detected events from 20 March 2019

to 7 April 2019. The magnitudes of these events were estimated based on a re-

gional coda magnitude (Md) scale (Rodrı́guez-Pradilla & Eaton, 2019), where the

coda duration was measured in seconds between the P onset and the time when the

coda amplitude dropped to 110% of the noise level.

We then applied the M&L to identify weak microseismic events within the nodal

array operation period (Figure A.2). The waveforms were downsampled to 25 Hz,

and subsequently bandpass filtered between 2 and 8 Hz. We pre-selected 19 tem-

plate events with Md > 0 and searched for potential earthquakes within cells (0.01◦

× 0.015◦ × 0.5 km) with a spatial (i.e., both latitude and longitude) interval of

0.0005◦ and a depth interval of 0.1 km. In total, we identifed 366 events (including

19 templates) with magnitudes between −1.5 and 1.2 from the nodal data (referred

to as the ‘nodal group’) within 1 km of the injection field.

2.3.3 Focal Mechanism Solutions

Recent studies have shown that induced seismicity in central Alberta is dominated

by strike-slip or thrust faulting mechanisms, whereas non-double-couple compo-

nents have only limited contributions (Eaton et al., 2018; Schultz & Wang, 2020;

R. Wang et al., 2018). The double-couple component has been suggested to di-

rectly reflect the architecture of the reactivated basement-rooted faults (R. Wang et

al., 2017). Here we determined all possible fault-plane solutions based on double-

couple components using P, SH, and SV first-motion polarities and amplitude ratios

(Snoke, 1984) in a frequency band of 1–10 Hz. For earthquakes prior to the nodal

deployment (i.e., the AGS group), the polarities were determined from the rotated
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(vertical, radial, and transverse) three-component seismograms. The amplitudes

were measured at the first peak or trough following the first-motion onset on the

integrated traces. For each event, we required at least 10 polarities and 5 amplitude

ratios. The maximum differences between observed and calculated S/P amplitude

ratios were less than 0.5 after the free-surface correction. We pre-set the maximum

numbers allowed for polarity and ratio errors to zero, and the final solution was ob-

tained by a grid search over the focal sphere with an increment of 5◦. We rejected

solutions for events with ML < 1 in the AGS group due to the poor SNR resulting

from the limited azimuthal coverage of regional broadband seismic data. In com-

parison, the nodal instruments offer far superior azimuthal distribution and signal

quality. The focal mechanisms of the events in the nodal group with magnitudes of

Md > 0.4 were robustly constrained using the 16 P wave polarity information alone.

2.4 Spatiotemporal Evolution of the Swarm

Including the foreshocks (loosely defined as small earthquakes before ML4) and

mainshock (i.e., ML4), we identified 417 earthquakes in total between 4 March and

10 April 2019 (Figure 2.2). The timing of the events ranges from ∼9 hours before

to 37 days after ML4. The earthquake magnitudes decreased after the shutdown of

the HF wells (immediately following ML4), and the occurrence frequencies within

both the AGS and nodal groups tapered off during the shut-in phase (Figure 2.2e).

Based on the nodal group, we estimated a magnitude of completeness of−0.89 and

a b value of the Gutenberg-Richter relation of 1.15 (Figure 2.3). A typical b value

of 1 is adopted for seismicity in Alberta (Cui & Atkinson, 2016). Our estimated

value is slightly higher than the regional average of 1.02 (Schultz et al., 2015) and

the previous reports in the Fox Creek area (0.73–0.90; Schultz et al., 2018) since

our catalog is dominated by small-magnitude earthquakes.

The foreshocks and mainshock are located immediately to the east of the wells

with an average distance of ∼150 m (Figure 2.2b). Their relocated hypocenters

appear to follow a north-south trending fault line. The majority of the aftershocks

are populated in close proximity to the well pads, all within 2 km of the HF wells.
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Figure 2.2: (a) Map view of the nodal geophones (gray triangles) and all the relo-
cated earthquakes (diamonds: foreshocks; circles: ML4 and its aftershocks). The
two HF wells are shown by the black lines. (b) Zoom-in and (c-d) cross-sectional
views of the event distribution within the dashed box in (a). The earthquakes are
scaled based on their magnitudes and colored by the day of occurrence. The dashed
brown lines show our preferred fault orientations. (e) Daily seismicity rate and HF
stimulation at the two wells (blue and magenta curves). The earthquake catalog
from Schultz and Wang (2020) is shown in gray.
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Taken together, the spatiotemporal distribution of the earthquake swarm clearly de-

fines a 2-km-long NE trending rupture zone consisting of a principal segment that

intersects the well trajectory and a semi-parallel subsidiary strand (Figures 2.2b and

2.6a). The best fit orientations of these two segments are N25◦E/89◦NW (princi-

pal) and N38◦E/66◦SE (subsidiary). The foreshocks and ML4 are located on the

principal segment, and the subsequent aftershocks extended the activity southward

along strike. The focal depths of these events mostly fall within the range of 2.5–3.5

km and peak at 2.9 km, consistent with the relocated mainshock depth of 2.7 km

(Figure 2.2). After April 2019, earthquakes are mainly located on the subsidiary

segment, and most of them occurred at hypocentral depths (less than 2 km; Figure

2.2) shallower than those of other events. It is noteworthy that none of the cataloged

events occurred within the basement.

In general, the relocated earthquakes appear to propagate eastward over time.

Given that HF treatments would increase the diffusivity near the wells, we esti-

mated the hydraulic diffusivity (D) for the bulk crust near the two HF wells by
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modeling the seismicity migration pattern. Following S. A. Shapiro et al. (1997),

the spatiotemporal evolution of the earthquake activity front follows a parabolic rate

law

r =
√

4πDt, (2.1)

where r is the distance of the triggering front from the source, and t is the occur-

rence time. Here we set the origin time and the hypocenter of the first event in our

relocated catalog as r = 0 and t = 0. A range of diffusivity values between 0.01

m2/s and 0.3 m2/s match the migration pattern and the preferred value for events

closest to the wells is 0.03 m2/s (Figure 2.4). The D values are much higher than

those estimated for in situ shale formations (10−10–10−9 m2/s; Guglielmi et al.,

2015) and are in agreement with the preferred value (0.2 m2/s) of an HF site in the

Montney Basin of western Canada (H. Yu et al., 2019).

Well-constrained hypocenter information enables us to determine the key source

parameters (strike, dip, and rake) of a subset of 40 earthquakes (Figure 2.5), which

are summarized in Table A.2. The foreshocks show similar source properties,
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demonstrating N-S right-lateral strike-slip focal mechanisms in the context of the

regional stress field. The average strike, dip, and rake values are 183◦±3◦, 74◦±8◦,

173◦±4◦, respectively. In comparison, the mechanisms of ML4 (strike = 12◦, dip

= 60◦, and rake = −165◦) and its aftershocks in the next five days (mean strike =

11◦± 3◦, dip = 76◦± 7◦, and rake = −168◦± 3◦) are generally NNE-SSW right-

lateral strike-slip, consistent with an earlier solution from full moment tensor inver-

sion (Schultz & Wang, 2020). The mechanisms of the subsequent events (all from

the nodal group) are mainly pure NE-SW strike-slip with average strike, dip, and

rake angles of 23◦, 78◦, and 169◦, respectively.

It is worth noting that we identify two aftershock clusters relatively remote from

ML4. A cluster of early aftershocks is located west of the wells and follows N-S

(slightly toward the east) strike-slip focal mechanisms. The second cluster, which

is observed in the northeastern corner of the rupture area with 22 late (approxi-

mately one month after shut-in) aftershocks, delineates a steeply dipping (85◦NW)

fault plane with a similar strike to the subsidiary segment (Figure 2.2b). Compared

to the remaining earthquakes, this cluster consistently shows shallow hypocentral

depths (∼1 km) and more oblique strike-slip mechanisms (with minor dip-slip com-

ponents) (Figure 2.5b).

2.5 Discussion

2.5.1 Event Triggering

The deployment of the nodal array has enabled detection of aftershocks of much

smaller magnitudes with greatly improved hypocenter locations and source charac-

teristics than previously available, whereas the regional broadband networks were

only able to capture most of the M ≥ 2 earthquakes. Combining these two data

sets, we built a high-precision earthquake catalog that contains 19 foreshocks, the

mainshock (ML4), and 397 aftershocks. All earthquakes are relocated within 2 km

from the HF wells. Except a remote cluster of 22 events, seismic activities mostly

occurred close to the target Duvernay Formation (Figures 2.2c and 2.2d). The close

spatial proximity to the wells lends compelling evidence that the HF operations
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were responsible for the recent surge of seismicity near Red Deer. The hypocen-

ter distribution also illuminates a previously unrecognized fault system that spans

approximately 2 km along strike (Figure 2.2). We suggest that the occurrences

of earthquakes discussed in this study are linked to the reactivation of these pre-

existing faults by HF since (1) right-lateral strike-slip (wrench) faults in the WCSB

are commonly reported (Davies & Smith Jr, 2006; R. Wang et al., 2017) and (2)

stimulated microseismicity induced by opening new fractures typically occurs at

M <−2 (Wolhart et al., 2006).

Three fundamental mechanisms have been proposed for injection-induced

seismicity, which include (1) fault slip triggered by increased pore pressure

(S. A. Shapiro et al., 1997, 2002), (2) stress alteration through poroelastic stress

changes (Segall, 1989; Segall & Lu, 2015), and (3) stress transfer via aseismic creep

(Eyre et al., 2019). Event nucleation related to HF in the Red Deer area appears

to favor increasing pore pressure as the main trigger of the seismicity since (1) the

principal segment of the fault system intersects the HF wells (Figure 2.2b), thus

providing a hydraulic connection to the induced events, and (2) seismicity migra-

tion patterns follow a fluid diffusion model (Figure 2.4) which suggests that faults

act as fluid conduits due to increased pore pressure. The rapid onset of seismic-

ity, which occurred immediately when stage completions reached the seismically

delineated fault (Figure 2.2e; Schultz & Wang, 2020), is also consistent with the ex-

pected behavior from pore pressure diffusion (Simpson et al., 1988). Alternatively,

event-event interaction has been suggested as a potential mechanism for ongoing

seismicity after HF completion (Schoenball et al., 2012). We use the Coulomb

modeling (Toda et al., 2011), which is a diagnostic tool for earthquake interactions

(e.g., Peña Castro et al., 2020; Sumy et al., 2014), to determine whether the coseis-

mic slip of ML4 is partly responsible for the occurrence of aftershocks (see Text

A.2). Our results suggest that the aftershock distribution appears unfavorable to the

Coulomb stress transfer model (Figure A.3).

The aftershock cluster observed after 7 April 2019 signals remotely triggered

fault slip that may be linked to pore pressure diffusion (Figure 2.6a), away from

the injection point during the shut-in phase (e.g., Hsieh & Bredehoeft, 1981; Mc-
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Figure 2.6: (a) A 3-D view of the earthquakes (scaled by the magnitude and colored
by the day of occurrence) within the boxed area in Figure 2.2a. The blue, pink,
and red shaded areas show the interpreted (1) principal and (2) subsidiary fault
planes, and (3) the distant fault that was active one month after ML4, respectively.
The two gray lines indicate the two HF well pads. (b) Temporal variations in the
strike orientations (relative to the N-S direction) of all 40 earthquakes. The three
interpreted fault planes are highlighted by dashed circles.

Clure & Horne, 2011). In other words, delayed fault slip at greater distances can

result in post shut-in seismicity. In our case, the delayed focal mechanisms show

less favorable fault orientations relative to the direction of SHmax in central Alberta

(Reiter et al., 2014; L. W. Shen et al., 2019). This observation favors a second-

order triggering effect that was previously documented near Fox Creek (Schultz et

al., 2017). The remote occurrence and diverse orientations are potentially associ-

ated with aseismic deformation in the driving process of seismicity (De Barros et

al., 2018). Poroelastic redistribution of stresses, either from aseismic slip or the HF

operations, may have perturbed the ambient stress field (Martı́nez-Garzón et al.,

2013; Schoenball et al., 2014) and resulted in secondary seismicity.
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2.5.2 Geological Implications

From west to east, the dominant focal mechanisms gradually change from N-S and

eastward dipping to subvertical N-S to NE trending and westward dipping strike-

slip. This spatial variation is consistent with activation within a flower structure that

originates from the basement and splays upward (Eaton et al., 2018; R. Wang et al.,

2017; H. Zhang et al., 2019). The large hypocentral depth distribution observed

in this study implies that the pre-existing faults in untargeted formations are likely

reactivated by HF operations. Hence, detailed pre-operational assessment of fault

distribution and real-time monitoring of the injection pressure against the regional

stress may help mitigate potential hazards.

A key finding of this study is the significant temporal change in strike orienta-

tion (Figure 2.6b). The preferred fault orientation is nearly N-S for the foreshocks,

whereas the mainshock and aftershocks follow a mean strike of ∼20◦ east of the

well. This temporal variation is potential evidence for a local change in the stress

state following the occurrence of ML4, which cannot be solely explained by rup-

tures along the same fault. We conjecture that the local stress field was significantly

altered by the cessation of injection, similar to the observed reduction in seismic

anisotropy after the mainshock near Fox Creek (T. Li et al., 2019). The double-

or multi-fault rupture associated with stress changes has been documented in case

studies of earthquakes induced by wastewater disposal in Oklahoma (Keranen et al.,

2013) and geothermal production in South Korea (K.-H. Kim et al., 2018). In all

cases, fluid injection before the mainshock had reactivated pre-existing faults, open-

ing numerous small fractures, but the dissipation of fluid and subsequent closure of

the fractures following the mainshock (and the termination of injection) may have

a major impact on the state of stress in a relatively short time (e.g., within hours).

Unlike the foreshocks that aligned in the N-S direction, the event locations of

the remote cluster were distributed at a 40◦ angle from the wells. This oblique ori-

entation is parallel to SHmax. Similar observations have been documented during

the HF operations, which are considered to result from the preferential movement

of HF stimulation pressures along this axis (T. Li et al., 2019; Schultz & Wang,

2020; H. Zhang et al., 2019). The time sequence of the events from our catalog
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suggests continued effects of the pre-existing upper-crustal structure on the occur-

rences of smaller-magnitude induced earthquakes after the initial rupture of ML4.

It is worth noting that seismicity persisted even after one month following the shut-

down of the wells, showing a maximum magnitude of Md 0.42 and an average depth

of 1 km. This apparent delay necessitates a reconsideration of the duration of shut-

in seismicity and trailing-event distribution during the design of operational mea-

sures (Atkinson et al., 2020; Schultz, Beroza, et al., 2020; Schultz, Skoumal, et al.,

2020). Effective management could benefit from a forecast model of post-injection

seismicity (Baisch et al., 2019) and real-time cataloging (Schultz, Beroza, et al.,

2020). Our earthquake “chasing” efforts based on near-source recordings highlight

the great potential of nodal instruments for (1) unprecedented event detection and

monitoring capabilities and (2) improved understanding of the relationship between

earthquakes and geological framework in central Alberta.

2.6 Conclusions

This chapter presents a new interpretation of the March 2019 earthquake swarm

near Red Deer, Alberta, using continuous data from a near-source nodal array in

conjunction with broadband seismic data from regional networks. We constructed

a high-precision earthquake catalog that consists of 417 events from 4 March to 10

April 2019. The key conclusions are as follows:

1. All hypocenters are located in close proximity to the HF wells, and the ma-

jority of the events occurred at a focal depth of ∼3 km at the Duvernay stim-

ulation interval. Aftershocks are more diffuse in space and tend to migrate

eastward.

2. The spatiotemporal characteristics of the earthquake swarm suggest the reac-

tivation of two NE striking faults, which could be explained by pore pressure

diffusion.

3. The focal mechanisms share similar strike-slip components, and the fault-

plane orientations are time-dependent.

4. Shut-in seismicity persisted for over one month, and late aftershocks occurred
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along less favorably oriented faults, suggesting a prolonged effect of fault

activation.

Finally, the observations shown in this chapter demonstrate that nodal arrays pro-

vide a unique opportunity for microseismic event detection and location. Quick-

response nodal data after the mainshock could supplement broadband data for im-

proved induced seismicity monitoring and assessment. However, there are signif-

icant uncertainties in earthquake location and depth estimation that require further

attention. Improved constraints depend on a better understanding of the background

geological framework in western Canada, which calls for additional refinements of

the background velocity model. Furthermore, the aligned fractures or faults inferred

from focal mechanisms can cause seismic anisotropy (Savage, 1999). Chapter 3,

therefore, provides a detailed discussion of both isotropic and anisotropic variations

of the basement structure from seismic imaging based on several regional arrays.
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Chapter 3

Crustal Shear Structure of
Southwestern Canada Using
Ambient Noise Tomography on
Regional Broadband Arrays

3.1 Introduction

Crustal rocks can deform under finite strain caused by a wide range of tectonic pro-

cesses involving extension, contraction, and shear (e.g., Chapple, 1978; Schulte-

Pelkum et al., 2005; Wernicke et al., 1988). Such deformation can be measured

directly through laboratory analyses on rock samples (e.g., Godfrey et al., 2000;

Johnston & Christensen, 1995) or inferred from seismic anisotropy, a dynamic

proxy for deformation that quantifies the direction and polarization dependence of

seismic wave speeds (e.g., Courtier et al., 2010; Kaneshima, 1990), at both global

(e.g., Dziewonski & Anderson, 1981; Ekström & Dziewonski, 1998) and regional

(e.g., Moschetti et al., 2010; N. M. Shapiro et al., 2004) scales. Oriented struc-

tures such as large-scale faults or folds (Crampin, 1981, 1984; Kaneshima, 1990)

and localized cracks or fractures (Leary et al., 1990), magma emplacement (Bastow

et al., 2010) and alignment of crystallographic preferred orientation of anisotropic

minerals such as micas (Mainprice & Nicolas, 1989; Meissner et al., 2006) are all

capable of producing measurable seismic anisotropy.

Within the continental crust, shear wave anisotropy up to 18% has been reported

in western-central Tibet in connection with rock fabrics induced by crustal thinning
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and channel flow (e.g., Agius & Lebedev, 2014; Guo et al., 2012; N. M. Shapiro

et al., 2004). An analog of the Tibetan Plateau is the central Andes, where strong

(12–20%) shear wave radial anisotropy is identified at mid-crustal depths through

receiver function modeling (Leidig & Zandt, 2003) and inversion of ambient noise

data (Lynner et al., 2018). Significant crustal-scale anisotropy belies in many other

parts of the world, including the Basin and Range Province of western North Amer-

ica where the amplitudes vary from 2% to 6% (e.g., Moschetti et al., 2010; Xie et

al., 2015).

Despite relatively few published studies (Bao et al., 2016; Courtier et al., 2010;

Dalton et al., 2011; L. Wu et al., 2019), western Canada offers a natural labo-

ratory for analyzing continental deformation owing to its protracted tectonic his-

tory dating back to three billion years ago (Ross et al., 1991). The lithosphere

beneath this region has sustained major lithospheric deformation, most notably Pa-

leoproterozoic multi-plate convergence surrounding the Archean Hearne Province

and Phanerozoic orogenesis responsible for the Canadian Cordillera (Figure 3.1;

Hoffman, 1988; Ross, 2002). Much of the tectonic imprints are currently buried

under the thick Phanerozoic sediments in the Western Canada Sedimentary Basin

(WCSB) east of the Rocky Mountain Foothills, where direct geological sampling

is often untenable. Consequently, the understanding of regional seismic anisotropy

relied heavily on occasional reports of shear wave splitting measurements (e.g.,

Courtier et al., 2010; Currie et al., 2004; L. Wu et al., 2019) and/or frequency-

dependent surface waves (e.g., Bao et al., 2016; Yuan & Romanowicz, 2010) from

broadband passive seismic data. These studies consistently document a NE-SW

fast orientation approximately parallel to the direction of absolute plate motion

(see Figure 3.1), suggesting large-scale deformation within a potentially coupled

lithosphere-asthenosphere system. At crustal depths, azimuthal anisotropy and the

associated stress directions have been inferred from borehole breakouts (Reiter et

al., 2014) and time-dependent splitting parameters of direct S waves (T. Li et al.,

2019). These crustal and sedimentary observations consistently exhibit a dominant

NE-SW trend, approximately aligned with the orientation of the maximum com-

pression axis determined from focal mechanisms of recent induced earthquakes
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(R. Wang et al., 2017, 2018). In comparison with the relatively well-constrained

azimuthal anisotropy, regional-scale crustal transverse isotropy with a radial sym-

metry axis (or ‘radial anisotropy’) is less well-understood with the exception of a 4–

5% average amplitude in the middle crust beneath the northern Canadian Cordillera

(Dalton & Gaherty, 2013).

This chapter presents a new analysis of radial anisotropy beneath the Cordillera-

Craton transition region in western Canada. We focus on the style and strength of

radial anisotropy from short-period (8–25 s) ambient seismic noise (e.g., Guo et al.,

2012; Moschetti et al., 2010), using more than 10 years of seismic data from five

regional networks. Through a joint analysis of fundamental mode Rayleigh and

Love wave dispersion measurements, we are able to resolve shear wave velocity

and radial anisotropy down to 20 km depth. The key findings offer new clues to the

tectonic development of the western margin of the North American craton.

3.2 Tectonic Setting and Previous Geophysical Sur-
veys

Highlighted by strongly deformed crust extending from the orogenic hinterland to

the Cordilleran Deformation Front (CDF), our study region comprises mainly of

two tectonic units with distinctive ages: the Phanerozoic Canadian Cordillera in

the west and Precambrian lithosphere east of the Cordilleran foreland thrust-and-

fold belt (Foreland Belt; see Figure 3.1). The former region, which consists of

diverse terranes of continental fragments, island arcs and oceanic crust (Monger

& Price, 2002), was assembled through multiple collisional and/or accreted events

that were initiated at least 200 million years ago (Y. Chen et al., 2019; Dickin-

son, 2004; Monger & Price, 2002). The latter region, which is largely concealed

under the thick sediment sequence of the WCSB, is part of the Canadian Shield

that features more than 20 juxtaposed Precambrian crustal domains and over three

billion years of tectonic processes involving subduction, continent-continent colli-

sion, magmatism, uplift and subsidence at plate boundaries (Hoffman, 1988; Ross

et al., 1991). This extensive deformation history is highlighted by the presence of
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Figure 3.1: Topography of southwestern Canada and the proposed domain bound-
aries. The background color shows the topography based on ETOPO1 (Amante
& Eakins, 2009), and the gray shaded area shows the geographic extent of the
WCSB. The purple and blue lines denote the proposed tectonic boundaries within
the WCSB (Ross et al., 1991). The crustal domains are labeled with the following
abbreviations: BHT, Buffalo Head Terrane; CDF, Cordilleran Deformation Front;
Ch, Chinchaga; EH, Eyehill High; GSLSZ: Great Slave Lake Shear Zone; IOB:
Intermontane-Omineca Belt Boundary; Ks, Ksituan; La, Lacombe; LB, Loverna
Block; MHB, Medicine Hat Block; N, Nova; Ri, Rimbey; RMT, Rocky Mountain
Trench; STZ, Snowbird Tectonic Zone; Ta, Taltson; Th, Thorsby; THO, Trans-
Hudson Orogen; Wa, Wabamun; VS, Vulcan Structure. The white arrow indicates
the current plate motion direction of North America (Gripp & Gordon, 2002). Seis-
mic stations are colored by network, and the three profiles (A-A′, B-B′, and C-C′)
are used in Figures 3.4 and 3.8. The brown square in the inset map marks our study
region relative to North America.
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three proposed tectonic discontinuities known as the Great Slave Lake Shear Zone

(GSLSZ), Snowbird Tectonic Zone (STZ), and Vulcan Structure (Figure 3.1), re-

spectively, from north to south. We refer the reader to a more detailed review of the

regional tectonics (Y. Chen et al., 2018; Gu et al., 2018).

Existing geophysical studies of the basement structure of the WCSB and sur-

rounding regions have primarily focused on isotropic velocity structures at variable

depths and lateral scales. Based largely on potential field observations, Ross et al.

(1991, 1993) published the first basement domain boundary map of the WCSB.

A subsequent study reinforces these domain definitions through accurate age con-

straints from geochronological analyses (Villeneuve et al., 1993). The main out-

comes of these seminal studies have been supported, and continuously refined, by

the active-source component of the LITHOPROBE project (e.g., Clowes et al.,

2002; Cook, 1995; Ross, 2000), which largely shaped our current understanding

of the basement structure and evolution in western Canada. In parallel, passive

broadband seismic analyses from two permanent Canadian National Seismograph

Network stations (EDM and WALA) reveal complex receiver-side crustal structures

based on P-to-S converted phases (Cassidy, 1995; Eaton & Cassidy, 1996), which

provide further evidence for plate convergence along the STZ during the Protero-

zoic Eon. Much of these findings were corroborated by earlier seismic images of

the lithospheric structure from temporary arrays deployed in the WCSB, highlight-

ing a first-order contrast between the Cordillera and the craton (Dalton et al., 2011)

and the presence of the deep cratonic roots beneath the Archean crustal domains

(Shragge et al., 2002).

During the past 10 years, increased availability of broadband seismic data

has enabled a new appraisal of the tectonic history beneath the Cordillera-Craton

boundary region. Regional receiver functions presented evidence for a mid-crustal

low-velocity zone (LVZ) in central Alberta in connection with Paleoproterozoic

plate convergence and syn-/post-collisional partial melting (Y. Chen et al., 2015).

This finding is supported by the below-average shear velocities from seismic inter-

ferometry (Gu & Shen, 2015). At mantle depths, body wave tomography reveals

sharp velocity gradients from stable Precambrian cratons to the tectonically active
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Figure 3.2: Record sections of (a) vertical (Z–Z) and (b) transverse (T–T) com-
ponent empirical Green’s functions between USArray and CRANE stations. The
original seismic traces are filtered between the periods of 5 and 150 s. The red and
blue dashed lines indicate the respective moveout velocities of 3.0 km/s for the Z-Z
component Rayleigh waves and 3.4 km/s for the T-T component Love waves.

Canadian Cordillera (Bao et al., 2014; Bao & Eaton, 2015; Y. Chen et al., 2017,

2018, 2019; Gu & Shen, 2015). These recent findings are generally corroborated

by the existing regional geological observations (e.g., Chacko et al., 2000; De et

al., 2000; Villeneuve et al., 1993) and geophysical constraints from magnetotel-

lurics (Boerner et al., 1995, 1999, 2000; Nieuwenhuis et al., 2014; Rippe et al.,

2013), potential field (Y. Chen et al., 2018; Elissa Lynn et al., 2005; Hope & Eaton,

2002; Lemieux et al., 2000; Pilkington et al., 2000), and heat flow (Bachu, 1993;

Majorowicz, 2018; Majorowicz & Grasby, 2010; Majorowicz et al., 2014).

3.3 Data and Methods

3.3.1 Ambient Seismic Noise and Data Processing

In this study, we utilize continuous recordings from 118 broadband seismic stations

(Figure 3.1), including 12 stations from the Canadian National Seismograph Net-

work (CNSN; 2006–2008 and 2015–2017), 28 stations from the CRANE network

(since September 2006; Gu et al., 2011), 22 stations from the RAVEN network

(since November 2013; Schultz & Stern, 2015), and 27 stations from the TD net-
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work (since August 2014). To better constrain the structure beneath the southern

WCSB, we also incorporate 29 stations from the Transportable Array of USAr-

ray operated from 2006 to 2009. The station coverage is particularly dense in the

southern Canadian Cordillera and southwestern WCSB (Figure 3.1).

It has been both analytically and experimentally demonstrated that the Green’s

function between two receivers can be retrieved by cross-correlating the diffuse

wavefields embedded within ambient seismic noise (e.g., Lin et al., 2008; Sabra et

al., 2005; N. M. Shapiro & Campillo, 2004; Snieder, 2004). In this study we fol-

low the proposed workflows of Bensen et al. (2007) and Lin et al. (2008) to extract

Rayleigh and Love wave empirical Green’s functions for all available station pairs.

After dividing three-component (north, east, and vertical) seismograms into 24-

hour-long intervals, we remove the means, trends, and instrument responses from

the recorded waveforms. We then (1) apply a fourth-order bandpass Butterworth

filter with corner periods at 5 and 150 s, (2) minimize the effects of instrumental

irregularities and earthquake/non-ambient signals via running-absolute-mean nor-

malization (Bensen et al., 2007; Goutorbe et al., 2015), and (3) perform spectral

whitening to broaden the noise band. Finally, stations with arbitrary horizontal

channels (XX1 and XX2) are adjusted based on the station metadata to obtain the

north and east components.

To obtain reliable Love wave signals from the processed data, we correct the

horizontal misorientations of five CRANE stations by aligning the north component

with the geographical north through a rotation angle measured by the polarization

of Rayleigh waves (Stachnik et al., 2012). Instead of directly rotating the hori-

zontal components (N and E) to the great circle coordinate system (R and T), we

first calculate cross-component (E-E, E-N, N-N, and N-E) noise cross-correlation

functions. These four horizontal component cross correlations are then rotated to

produce transverse-transverse correlograms based on interstation azimuth and back

azimuth (Lin et al., 2008). Finally, all available daily cross-correlation functions for

a given station pair are stacked for noise suppression. The resulting∼4,000 vertical-

vertical (Z-Z) and transverse-transverse (T-T) cross-correlation stacks (see Figure

3.2 for all USArray-CRANE station pairs) are dominated by the fundamental mode
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Rayleigh and Love waves, respectively. Coherent surface waves arrive at both pos-

itive (causal) and negative (anticausal) lag times, and a linear trend can be clearly

identified on both record sections. Love waves on the T-T component show a sig-

nificantly higher moveout velocity (3.4 km/s) than the vertical-component Rayleigh

waves (3.0 km/s) (Figure 3.2).

3.3.2 Dispersion Measurements and Tomographic Inversion

We adopt the frequency-time analysis with a phase-matched filter (Levshin & Ritz-

woller, 2001) to measure Rayleigh and Love wave group velocity dispersion curves

between 8 and 25 s from the cross-correlation stacks. To assess data robustness,

we define the SNR as the fraction of the maximum absolute amplitude within the

signal window (defined by surface wave arrivals between 2.5 and 5.0 km/s) to the

standard deviation of a 500-s-long trailing noise window, starting 500 s after the

signal window (Goutorbe et al., 2015). Dispersion measurements from station pairs

with an interstation distance greater than three wavelengths (Bensen et al., 2007)

and an SNR greater than 15 are retained; a lower SNR is accepted only if the dis-

persion measurements exhibit minimal seasonal variability (Goutorbe et al., 2015;

Yang et al., 2007), which is defined as the standard deviation of dispersion curves

from three-month segments of the data (e.g., January-March, February-April, etc.).

A reasonable level of variation is reached if the measurement error is less than 0.1

km/s. Based on the above selection criteria, we retain approximately 3,100 high-

quality dispersion curves for the subsequent velocity inversion, which accounts for

77% of the raw measurements.

It is worth noting that the equipartitioning of seismic wavefield is a prerequisite

for precise extraction of empirical Green’s functions by correlations (e.g., Sánchez-

Sesma & Campillo, 2006). Biased spatial distribution of ambient noise, which

is often evidenced by asymmetric correlation peaks relative to the zero lag, may

introduce travel time biases into the surface waves and thereby contaminate the dis-

persion measurements. To ensure the quality of the dispersion data, we examine the

variation of high-quality Rayleigh and Love waves as a function of azimuth in the

frequency bands of 7–10 s, 10–15 s, and 15–20 s (Figure B.1) by calculating the
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percentage of raypaths with SNR > 10 in a 20◦ azimuthal bin (Bensen et al., 2008).

The results show well-distributed surface wave energy with fractions greater than

0.8 and 0.7 for Rayleigh and Love waves, respectively (Figure B.1). This observa-

tion, in conjunction with symmetric waveform characteristics, suggests relatively

minor effects of noise directionality on our surface wave travel times.

In the subsequent step, we calculate Rayleigh and Love group velocity maps at

10 periods between 8 and 25 s on a 0.5◦ × 0.5◦ grid following the ray-theoretical

tomographic algorithm of Barmin et al. (2001). Surface waves are treated as rays

propagating between two stations, and hence the relationship between the data and

model parameters can be expressed via a linear equation

d = Gm, (3.1)

where d is the data vector of measured travel time perturbations at a given period,

and G is the kernel matrix defined as the integration of slowness along the path. The

model vector m contains velocity perturbations of each grid, which are estimated

by minimizing the following cost function

J(m) = (Gm−d)T C−1(Gm−d)+α
2‖Fm‖2

2 +β
2‖Hm‖2

2. (3.2)

The first term of J(m) represents the data misfit (C is the covariance matrix of

the observed travel time errors). This tomographic inversion is further subjected to

spatial Gaussian smoothness (α) and path-density (β ) constraints to ensure a robust

model outcome. The spatial smoothing condition F is defined as

Fi j =

1, i = j,
−S(ri,r j)

∑ j S(ri,r j)
, i 6= j,

(3.3)

where S is the smoothing kernel

S(ri,r j) = exp
(
−
‖ri− r j‖2

2
2γ2

)
, (3.4)

ri is the location of the i-th grid node, and γ is the correlation length. The weighting

function H penalizes the weighted model norm

Hi j = exp
[
−λρc(r j)

]
δi j, (3.5)
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where λ is a user-defined constant, ρc is the number of paths intersecting the cell

centered on the j-th node, and δi j is the Kronecker delta function. The least squares

solution mLS that minimizes the objective function J(m) is given by

mLS = (GT C−1G+α
2FT F+β

2HT H)−1GT C−1d. (3.6)

To determine the optimal damping factor α that controls the strength of spatial

smoothing, we generate the trade-off curves (Figure B.2) for Love wave group ve-

locities at each period with α ranging from 30 to 350 at a constant increment of 5.

The optimal value is determined by a compromise between data variance reduction

(VR; Gu & Shen, 2015) and model L2 norm. We fix the strength of path density

damping β to 200 and the weighting factor λ to 0.3 after carefully investigating their

dependences on the regional geology while minimizing inversion artifacts. The spa-

tial smoothing width γ is set to 150 km, which is empirically determined from the

average spacing of regional stations. After Love group speed maps are obtained, a

series of checkerboard tests are performed on Rayleigh group data using the same

α range (30 to 350). The optimal α during Rayleigh group velocity inversions at

each period are determined by minimizing the differences in the checkerboard re-

covery amplitudes of velocity perturbations between the recovered Rayleigh and

Love wave models (see Section 3.5.1 for a detailed description of the checkerboard

test). This approach ensures comparable amplitudes between the inverted Rayleigh

and Love wave group velocities, which is critical for mitigating potential biases in

the radial anisotropy due to differences in their relative perturbations (see Section

3.3.3).

Following Barmin et al. (2001), we apply a two-step process in the group ve-

locity inversions: (1) create an overdamped map (α = 1000) that rejects the outliers

with travel time residuals greater than two standard deviations, and (2) invert the re-

maining measurements to produce the final group velocity maps using the optimal

regularization parameters.
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3.3.3 Inversion for Shear Velocity and Radial Anisotropy

During the final step, Rayleigh and Love waves at 8–25 s are inverted and assem-

bled to obtain a 3-D shear velocity model. For a radially anisotropic medium, the

material properties are often described by density ρ and five elastic parameters: the

velocities of horizontally and vertically polarized P and S waves VPH , VSH , VPV ,

VSV , and the ellipticity η which is related to velocities at intermediate incidence

angles (Dziewonski & Anderson, 1981; Takeuchi & Saito, 1972). Because surface

waves are primarily sensitive to shear velocities whereas their sensitivities to η and

ρ are significantly smaller (Dalton et al., 2011), we assume that (1) variations in the

latter two parameters are minimal, and (2) Rayleigh and Love waves are exclusively

sensitive to VSV and VSH , respectively. During the iterative inversions, we update

the P wave velocities by scaling their S wave counterparts using a fixed VP/VS ra-

tio of 1.82, while density is scaled from P velocities using the Nafe-Drake relation

(Brocher, 2005; Ludwig et al., 1970).

In the ensuing step, we extract dispersion curves at 896 equally spaced nodes

along the geographical coordinates from the group velocity maps. A 20-point cu-

bic spline interpolation is applied to regularize the dispersion measurements. The

group velocities of Rayleigh and Love waves are then inverted independently for

the respective VSV and VSH profiles at each node. The best-fitting 1-D shear velocity

structure at each grid point is obtained using an iterative linearized inversion algo-

rithm surf96 from the Computer Programs in Seismology (Herrmann, 2013). We

start with a 1-D crust/upper mantle model consisting of 17 layers down to 65 km

depth over a half-space. The upper crust (first 10 km) of the initial model is mod-

ified from the published model of Welford and Clowes (2006) based on an earlier

controlled source experiment. The lower crustal velocities are obtained by a re-

cent regional receiver function analysis (Y. Chen et al., 2015), and the Preliminary

Reference Earth Model (PREM; Dziewonski & Anderson, 1981) is used to account

for the mantle velocities and crust/mantle attenuation. We apply vertical smoothing

(Herrmann, 2013) and vary the weights of different crustal layers. The choice of the

depth-weighting parameters is based on group velocity sensitivity, which decreases

with depth, especially for Love waves; this depth-weighting scheme aims to ensure
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comparable depth sensitivities of Rayleigh and Love wave data to shear velocity.

We then perturb the shear velocity over 12 iterations at each node and construct the

final 3-D VSV and VSH models by integrating 1-D depth-dependent velocity profiles

from all 896 nodes; we mainly concentrate on the upper 20 km due to reduced data

sensitivities at greater depths.

Once these independent velocities are retrieved, we construct an isotropic VS

model by calculating the Voigt average (Ekström & Dziewonski, 1998)

δVS =
2
3

δVSV +
1
3

δVSH , (3.7)

where δVSH and δVSV are the lateral variations relative to the regional average V 0
SH

and V 0
SV , respectively. We follow Gu et al. (2005) [see also Dalton et al. (2011) and

Kustowski et al. (2008)] and express radial anisotropy (ξ ) as the difference between

perturbations of SH and SV speeds,

ξ = δVSH−δVSV . (3.8)

This parameterization offers a sensitive measure of crustal and mantle anisotropy

with respect to the vertical symmetry axis.

3.4 Results

3.4.1 Group Velocity Maps

Rayleigh and Love wave group velocity maps between 8 and 25 s are well corre-

lated, both showing strong spatial correlations with the sedimentary strata and the

underlying basement domains (Figure 3.3). Most of the foreland basin is character-

ized by low-velocity anomalies surrounded by the high-velocity Rocky Mountains

in the southwest and the Precambrian cratons in the northeast. The most notable

features are (1) a sharp Cordillera-Craton velocity transition near the CDF in both

Rayleigh and Love wave maps, and (2) a NW-SE oriented high (∼5%) velocity

corridor between the Foreland Belt and the Alberta Basin in Rayleigh wave group

velocities. Similar to the basement depth profile from CRUST1.0 (Laske et al.,

2013), cross-sections of Rayleigh and Love group speeds over the largest topo-

graphic variations in this region (Figure 3.4; profile A-A′) both show minimum
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Figure 3.3: Group velocity maps inverted from (a-c) Z-Z and (d-f) T-T component
noise cross correlations at 8 s (left column), 12 s (middle column), and 16 s (right
column) periods. Group speeds (U) are plotted as perturbations relative to the re-
gional mean values (U): δU =(U−U)/U . The dashed black and red lines indicates
the Cordilleran Deformation Front (CDF) and Rocky Mountain Trench (RMT), re-
spectively. The dashed green polygons in (a) and (d) delineate the depocenter of the
Alberta Basin.
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velocities in the Rocky Mountain Foothills. The Rayleigh wave velocity decreases

southwestward to a minimum near the basin depocenter but sharply increases by

∼12% at the CDF. In comparison, Love waves exhibit more pronounced velocity

changes across the CDF, showing a ∼30% increase in amplitude. With an average

correlation coefficient above 0.9, the Love wave profile shows greater affinity to

the basement depth at different periods than the Rayleigh waves. Strong focusing

effects from loose sedimentary layers on the short-period Love waves, a key con-

tributor to the enhanced spatial correlation, are especially significant along the CDF

(see Figure 3.4).

To estimate group speed uncertainties, we apply a bootstrap resampling method

(Efron & Tibshirani, 1991) by repeating the tomographic inversion 50 times using

random subsets that retain 95% of the original group velocity measurements. The

errors at each grid point are reflected by the standard deviation of the bootstrapped

data sets: both Rayleigh and Love group velocities are well constrained at most peri-

ods, showing average uncertainties less than 0.02 km/s across the map area (Figure

3.5). Relatively large uncertainties are observed at 8 s, where Love group speed

uncertainties are higher than those of Rayleigh waves in the mountainous regions.

The large uncertainty of Love waves likely results from lower data quality, reduced

number of raypaths, or the presence of large (up to 2.6%) azimuthal anisotropy at 8

s (as discussed in Text B.1).

3.4.2 Shear Velocity Models

Maps of the shear wave velocity structure in the upper (∼8 km) and middle crust

(∼17 km) are shown in Figure 3.6. Generally, crustal shear velocities range from

3.4 km/s to 4.0 km/s, which are consistent with the shear velocity estimates from

inversions of receiver function data (Y. Chen et al., 2015). Both VSV and VSH mod-

els reveal similar velocity variations across the study region: in the shallow crust,

predominantly low shear velocities (up to −6%) are present in the two models be-

neath the foreland basin with extensive sediment deposition, whereas the velocity

variations reverse sign in the upper crust and reach a maximum amplitude of 4%

beneath the southeastern Canadian Cordillera and the Proterozoic terranes in north-
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Figure 3.5: Rayleigh (a) and Love (b) group speed uncertainties at periods of 8 s,
12 s, 16 s, 21 s, and 25 s estimated from a bootstrap resampling algorithm. The
uncertainties are defined as the standard deviations of 50 bootstrap runs with 5%
paths removed at each period.

ern Alberta. The crustal signatures associated with sedimentary layers extend down

to mid-crustal depths and diminish at ∼12 km. In the Canadian Cordillera, the VSH

model shows much higher velocities than its VSV counterpart (especially along the

US-Canada border). On the other hand, up to 5% higher SV speeds are observed in

a narrow corridor along the Foreland Belt. This anomaly is closely aligned with the

CDF and RMT, highlighted by a steep velocity gradient in the Cordillera-Craton

transition region.

East of the Rockies, the Archean crust within the Medicine Hat Block (MHB)

is characterized by faster-than-average SV and SH velocities. Similar high-velocity

patterns are observed beneath most of the Proterozoic terranes in northern Alberta.

In general, high-velocities cover most of the Precambrian basement of the WCSB,

whereas the young Cordilleran orogenic belt is underlain by relatively low shear

velocities (generally <−3%) at similar depths. Both models, particularly VSH , ex-

hibit a linear northeast-trending wedge with a moderate amplitude of−3% velocity

variation at 8 km depth. This LVZ is spatially confined in the Loverna Block and

39



Vsv
−120° −116° −112° −108°

48°

50°

52°

54°

56°

58°

60°

C
D

F

R
M

T

Rae

Hearne

foreland basin

Cordillera
MHB

LB

F
o
re

la
n
d
 B

e
lt

8 km

Vsh
−120° −116° −112° −108°

C
D

F

R
M

T

Rae

Hearne

MHB

foreland basin

Cordillera

LB

F
o
re

la
n
d
 B

e
lt

8 km

Voigt average
−120° −116° −112° −108°

−6

−3

0

3

6

dV
s/

Vs

%

C
D

F

R
M

T

Rae

Hearne

MHB
foreland basin

Cordillera

LB

F
o
re

la
n
d
 B

e
lt

8 km

48°

50°

52°

54°

56°

58°

60°

C
D

F

R
M

T

Cordillera

Rae

Hearne

MHB

foreland basin

LB

F
o
re

la
n
d
 B

e
lt

17 km

C
D

F

R
M

T
Cordillera

Rae

Hearne

MHB

foreland basin

LB

F
o
re

la
n
d
 B

e
lt

17 km

−6

−3

0

3

6

dV
s/

Vs

%

C
D

F

R
M

T

Cordillera

Rae

Hearne

MHB

foreland basin

LB

F
o
re

la
n
d
 B

e
lt

17 km

Figure 3.6: The shear velocities determined at 8 km and 17 km depths, plotted as
perturbations to the regional average for VSV (left), VSH (middle), and the Voigt-
averaged VS models (right). Key crustal domain are labeled, and their abbreviations
are defined in Figure 3.1.

continues to the middle crust. At a depth of 17 km, however, both models show

more lateral heterogeneities and less spatial connections with the reported crustal

domains (Ross et al., 1991, 1993).

3.4.3 Radial Anisotropy

The striking differences between VSH and VSV in the vast areas west of the CDF offer

compelling evidence for radial anisotropy. Radial anisotropy (ξ ; see Section 3.3.3

for definition) at the depths of 5, 12, and 17 km (Figure 3.7) is positive (ξ > 0; up

to 8%) throughout the Omineca Belt and the southernmost WCSB, showing a no-

table southward migration with increasing depth. In contrast, we observe vertically

continuous, negative (ξ < 0) anisotropy in the neighboring Foreland Belt in the lat-
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itude range of 49–53◦, which largely reflects anomalously high VSV at this location,

and the boundary between positive and negative anisotropy coincides spatially with

the Rocky Mountain Trench (RMT; Figures 3.7b and 3.7c). East of the CDF, the

upper crust beneath the sedimentary basin (i.e., in the upper 5 km; Figure 3.7a)

shows moderately negative anisotropy. Starting from 12 km depth, the anisotropic

anomaly within the bedrocks of the Archean Loverna Block is separated into two

distinct clusters (Figure 3.7b), directly north of a −4% anomaly within the cratonic

core of the Archean-aged MHB (Figures 3.7b and 3.7c).

Cross-sections of our model further confirm the main observations of radial

anisotropy. Along an E-W trending profile B-B′ across the hinterland of the oro-

genic belts and the MHB (Figure 3.8a), the isotropic velocities are consistent with

those from a similar cross-section obtained by Gu and Shen (2015), showing east-

ward increasing velocities across the CDF. Within the Foreland Belt, however, VSH

is much slower than VSV at the corresponding depths (0–20 km) (Figure 3.6). This

results in a significant westward dipping anomaly of negative anisotropy at up-

per crustal depths. Farther west, the Omineca Belt exhibits moderately positive ξ ,

though the strength decreases with depth and eventually terminates at ∼18 km. To

the east of the CDF, negative values of ξ dominate the Vulcan Structure, where

the largest amplitude is concentrated at shallower (above 10 km) depths. Further

evidence of widespread negative ξ is provided by transect C-C′ (Figure 3.8b), a

NW-SE trending profile along the Foreland Belt where the observed anomaly spans

over 400 km longitudinally.

To assess the robustness of our anisotropic model, we develop an isotropic ve-

locity model by inverting Rayleigh and Love dispersion curves simultaneously. The

fit of the predicted dispersion curves to the observations is quantified by the VR as

VR =


1
2

1−

N

∑
i=1

(UR
obs−UR

pred)
2

N

∑
i=1

(UR
obs)

2

+ 1
2

1−

N

∑
i=1

(UL
obs−UL

pred)
2

N

∑
i=1

(UL
obs)

2


×100%,

(3.9)

where N is the number of discrete periods for Rayleigh (“R”) and Love (“L”) dis-

persion curves, and Uobs and Upred are the observed and predicted data, respec-
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Figure 3.7: Models of radial anisotropy (ξ ) at (a) 5 km, (b) 12 km, and (c) 17 km
depth. The maps are smoothed using a Gaussian smoothing function with a radius
of 2◦. Key crustal domain are labeled with their abbreviations defined in Figure 3.1.

tively. The VR of the isotropic model and our preferred (i.e., radially anisotropic)

model is presented in Figure 3.9. The foreland basin (to the east of the CDF) re-

mains high VR regardless of whether the model is obtained with/without introduc-

ing anisotropy. However, large data misfit in the Canadian Cordillera, the Foreland

Belt and Omineca Belt in particular, underscores the limitation of the isotropic VS

model with density and two elastic constants (i.e., bulk and shear moduli) involved

in the inversion. This drawback is largely overcome by independent inversions of

Rayleigh and Love wave data, which allow for radial anisotropy and utilize twice

the number of model parameters than the isotropic model. The VR is increased by

over 20% within the orogenic belts and this improvement is statistically significant

at the 95% confidence level based on a standard paired t test (using the MATLAB

function “ttest”).

3.4.4 Model Robustness Test

Due to the non-uniqueness of the inverse problem, it is critical to assess model ro-

bustness, especially in view of potential biases associated with the choice of the

initial model. To accomplish this, we perform a series of inversions using vari-

ous initial model structures that consist of (1) an anisotropic basement, (2) per-

turbed basin structures, and (3) varying VP/VS ratios (Figure 3.10). In the first test,
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we invert Rayleigh and Love dispersion curves independently with a transversely

isotropic initial model that contains isotropic sedimentary layers and a 5% differ-

ence in (VSH−VSV )/VS in the crystalline basement (Figure 3.10a). We then quantify

the similarity between the output model and our preferred model from Section 3.4.3

by correlating the radially anisotropic structures above 25 km (Figure 3.10b). The

inversion results remain largely unchanged with an average correlation coefficient

greater than 0.95 and the presence of an anisotropic basement only slightly de-

grades the correlation (by 0.03) at basement depths. This translates to a maximum

of 0.3% perturbation of the apparent anisotropy ξ to our preferred model, which is

substantially smaller than the reported anomalies (typically ∼8% in magnitude).

In the second test, we perform inversions using ten randomly generated mod-

els in which the basement structure is fixed but random velocity perturbations are

introduced onto the sedimentary layers (Figure 3.10c). The average correlation co-

efficients remain high (>0.9) among various test models and the most significant

differences are observed at mid-crustal depths (7–12 km), where the correlation co-

efficient varies by as much as 0.1. The slightly lower values (0.9) result from the

two end-member models with severe velocity perturbations (∼1 km/s) in the upper

and lower sedimentary layers relative to the initial model (see Figure 3.10c), which

introduce up to 0.8% bias in the radial anisotropy at mid-crustal depths. Generally,

the effect of shallow sedimentary structures on anisotropy is secondary and the key

anisotropic structures, which extend down to 20 km depth or greater, are robustly

constrained by longer-period surface waves.

In the final test, we scale the P wave velocities of the initial model using a suite

of VP/VS ratios (ranging from 1.7 to 1.9) from a recent analysis of receiver functions

(Gu et al., 2018). The inversion results achieve an overall correlation of 0.9 with a

ratio of 1.82 (see Section 3.3.3), suggesting minimal effects of the VP/VS ratio on

the anisotropic structures (Figure 3.10d).

3.4.5 Uncertainty in Radial Anisotropy

It is worth noting that our separate inversion of Love and Rayleigh waves for

anisotropic structures makes implicit simplifying assumptions (e.g., Dziewonski
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& Anderson, 1981; Ekström & Dziewonski, 1998; Xie et al., 2013) by ignoring (1)

the P wave sensitivity of Rayleigh waves, (2) the VSV sensitivity of Love waves,

and (3) the parameter η (Dziewonski & Anderson, 1981) that varies with ray an-

gle. These assumptions are not strictly physical (Anderson, 1965; Anderson &

Dziewonski, 1982; Regan & Anderson, 1984) and may result in minor inversion

artifacts (Anderson & Dziewonski, 1982) or a slight underestimation of the actual

shear wave anisotropy (Xie et al., 2013). To ensure the validity of these assump-

tions and fully assess model uncertainties, we perform a bootstrapping test of the

group speed measurements (see Section 3.4.1) and invert for both shear velocity

and anisotropy. All inversion parameters are the same as those used in the actual

inversion, and the model uncertainties are calculated as the standard deviation of 50

radial anisotropy models at each node. The resulting anisotropic structures exhibit

similar amplitudes (with differences in amplitudes generally less than 1%; Figure

3.11) as those detailed in Section 3.4.3. At 5 km depth, the Foreland Belt shows a

maximum uncertainty of 1.3% (Figure 3.11a), which likely results from the large

group velocity errors at shorter periods (i.e., 8 s). Although the orogenic belts in the

southwestern sector of our study region show higher uncertainties, they are likely

robust in view of the large observed amplitudes (∼8%).

3.5 Discussion

3.5.1 General Assessment

Spatial undersampling has traditionally been a major challenge in high-resolution

imaging of the crust and mantle beneath the WCSB. Thanks to the vastly improved

regional passive array coverage, we are able to provide improved constraints on the

large-scale variations in seismic velocities and anisotropy than previously available.

To ensure sufficient data resolution, we perform the checkerboard test by construct-

ing an input model with 10% alternating velocity perturbations and checker sizes

of 150 and 200 km (Figure 3.12). Synthetic travel times are calculated based on the

actual raypath geometry and inverted using the same parameters as those used in the

final inversions. We add 10% random noise to the synthetic data prior to inversion
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Figure 3.11: Maps of radial anisotropy uncertainties at the depths of (a) 5 km, (b)
12 km, and (c) 17 km. The uncertainties are defined as the standard deviations of
the models from 50 bootstrap runs.
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to simulate the noise in the actual observations. The output models recover 80–85%

of the input amplitude for all the frequencies examined in this study. Despite lim-

ited number of stations, the centers and alternating signs of the input patterns in the

southern Cordillera are consistently recovered at all frequencies. The highest spa-

tial resolution is achieved in central Alberta, where velocity anomalies with lateral

dimensions of 150 km are resolved up to 94% of the input amplitudes. The selected

model space in southwestern WCSB and the Cordillera are sufficient for mapping

the structure beneath these two tectonic domains as well as their transition region.

In contrast, the northeastern sector of the study area (above 57◦N) shows severe

smearing effects due to reduced raypath coverage. The following discussions will

exclusively focus on well resolved areas from the checkerboard test.

Our tomographic models show a reasonable agreement in crustal SV veloci-

ties with those determined from a substantially smaller data volume (Gu & Shen,

2015). Our models highlight a sharp velocity contrast between the Cordillera (west)

and craton (east) along the Canadian Rocky Mountains. The elongated section of

high SV velocities in the middle crust beneath the Foreland Belt is much more pro-

nounced in our model than that of the earlier study using a similar approach (Gu &

Shen, 2015), which we attribute to differences in spatial resolution between these

two studies. We detect upper crustal LVZs in central Alberta, which were suggested

earlier through independent analyses of receiver functions (Y. Chen et al., 2015)

and noise correlation tomography (Gu & Shen, 2015). These basin-scale LVZs are

rarely observed in stable cratons, and their presence could signify residual imprints

of ancient orogenic processes surrounding the STZ and Vulcan Structure (Y. Chen

et al., 2015, 2018; Gu et al., 2018). Low isotropic velocities of similar strengths

in the mid-to-lower crust beneath the Cordillera are further suggested by ambient

noise data (Dalton et al., 2011), which contrasts with the moderately high velocities

of the upper crust in the intact Archean and Proterozoic accreted domains.

Typically, positive anisotropy should be expected in sedimentary basins if shape

preferred orientation of horizontally bedded strata is solely responsible (Karato,

2008). This assumption is at odds with the radial anisotropy determined from noise

correlations, which is generally negative in the shallow crust beneath the Alberta
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(right column) waves at 16 s using two different checker sizes. The left panels show
the input models with 10% alternating positive and negative velocity perturbations
relative to a mean value of 3 km/s.

Basin (Figure 3.7a). Similar observations have been recently reported in the shallow

deposits of the Tehran Basin and interpreted as resulting from vertical alignments

of cracks (Shirzad & Hossein Shomali, 2014). We will defer a detailed discussion

and interpretation of seismic anisotropy east of the CDF to a future study due to

(1) the modest amplitude of this anomaly, which is far below the level observed in

the Cordillera, and (2) the lack of the need for shear wave anisotropy based on a

“squeezing test” (Figure 3.9).
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3.5.2 The Foreland Belt

One of the most intriguing observations from our study is a narrow anomaly of high

isotropic S wave velocities (>3.8 km/s) and negative ξ from the surface down to

the mid-crust beneath the eastern front of the Foreland belt (see Figures 3.6 and

3.7). Based on an empirical scaling relationship (Brocher, 2005), this high-velocity

zone is concordant with the existing P velocity results (6.4 km/s) from the LITHO-

PROBE experiment (Clowes et al., 1995; Cook et al., 2004; Welford et al., 2001)

and likely reflects compositional differences in the crust relative to other Cordilleran

morphogeological belts. The anomalously high-velocity structure was interpreted

as resulting from the upthrust of shallow-water Paleozoic carbonates and clastic

sediments over the edge of the North American craton during the orogenesis of the

Rocky Mountains (Welford et al., 2001).

We identify higher SV velocities within a continuously negative anisotropic

anomaly of ∼5% in the east of the Foreland Belt, which dominates the anisotropic

structure of this Belt. The presence of this unusual crustal signature has not been

previously examined from a broadband seismological perspective and deserves a

closer investigation in the context of regional tectonics. As an example of plate

convergence between allochthonous Cordilleran terranes and autochthonous con-

tinental craton, the origin of the Foreland Belt has been widely associated with a

passive margin miogeoclinal sequence (Price, 1981; Welford et al., 2001). The pro-

posed tectonisms involve Proterozoic-Devonian accretion onto the rifted margin of

ancestral North America, detachment from the crystalline basement, and upthrust-

ing during the Mesozoic era (Monger & Price, 1979; Price, 1981). The faster SV

velocities (hence, negative anisotropy) could result from thrust faults that have a

dominant vertical component.

Up to now, the deformation of the Foreland Belt has been explained by the

“thin-skinned” tectonic model (e.g., Campbell, 1973; Pfiffner, 2006, 2017; Price,

1981), which assumes that the sedimentary cover is detached from its crystalline

basement along a mechanically weak décollement horizon (Pfiffner, 2006). The

anisotropic pattern from our study (see Figures 3.8a and 3.14) displays similar dip-

ping structures in geometry to the present-day east-verging imbricate thrust sheets
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in the Foreland Belt of the southern Canadian Cordillera (Price, 1981). The con-

tinuity of this anomaly within the well resolved 12–18 km depth range favors a

“thick-skinned” Cordillera-Craton transition. Moreover, earlier exploration seismic

studies (e.g., VSP and seismic refraction data) suggested that the Foreland Belt

possesses a certain degree of tilted transverse isotropy attributable to clastics, par-

ticularly shales (e.g., Grech et al., 2001; Leslie & Lawton, 1999). We speculate

that this tilted anisotropy, which is commonly regarded as a practical challenge by

exploration seismologists in the imaging and positioning of target structures (e.g.,

Isaac & Lawton, 1999; Vestrum et al., 1999), could be caused by the alignment of

clay minerals (Vernik & Liu, 1997). Anisotropy with a tilted symmetry axis was

also revealed by a notable amplitude drop-off of P-to-S conversions from the Moho

(Pms; Gu et al., 2018, and references therein). The observed negative sign of ξ

further suggests that the shape of this anisotropic anomaly conforms to subvertical

foliation plane (subhorizontal symmetry axis; Xie et al., 2013). The steeply dip-

ping foliation plane is likely related to recent crustal deformations, as supracrustal

rocks have been folded and foreshortened as a result of the contemporary NE-SW

compressional stress across the entire belt (Ristau et al., 2007); this is evidenced

by the observed time delays of Pms in the foothills of the Rocky Mountains (Gu

et al., 2018). The orientation of thrust sheets would result from horizontal com-

pression. In spite of the apparent resolution difference between the two seismo-

logical communities, dipping transversely isotropic strata appear to be ubiquitous

beneath the Belt and independent of the data type (active source versus broadband

passive source). We conclude that the Foreland Belt is likely to be a tilted trans-

versely isotropic medium with a symmetry axis perpendicular to bedding (Johnston

& Christensen, 1995).

On the global scale, negative anisotropy has been previously reported in dif-

ferent orogenic foreland belts. For example, radial anisotropy has been reported

at 10 km or shallower depths beneath the Central Andean thrust-and-fold belt in

the Eastern Cordillera of Bolivia (Lynner et al., 2018). Y. Chen et al. (2009) and

Guo et al. (2012) found VSV > VSH with a magnitude of 8–10% beneath the Hi-

malayan fold-thrust belt. Significant anisotropy with positive VSV −VSH values has
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also been reported to reside at shallow crustal depths beneath the Apennine fold

and thrust belt (Ökeler et al., 2009). Although the origins of anisotropy remain

debated, the correlation between crustal radial anisotropy and strong thrusting and

folding activities could be, in general, caused by horizontal crustal contraction that

creates subvertical faults and/or preferentially aligns crustal minerals in convergent

settings.

3.5.3 The Omineca Belt

The Omineca Belt, the hinterland of the Canadian Cordillera, is geologically

distinct from the adjacent Rocky Mountains that are underpinned by a negative

anisotropic regime. Unlike the Foreland Belt, the Omineca Belt in the Southern

Canadian Cordillera is of high metamorphic grade (Monger & Price, 2002) and

greater heat flow (Davis & Lewis, 1984). Several metamorphic core complexes

have been found in this area, potentially originating from major extensions in the

early Tertiary that largely shaped its present-day crustal architecture (Johnson &

Brown, 1996; Moschetti et al., 2010; Parrish et al., 1988).

The positive anisotropic anomaly in the Omineca Belt, which terminates at∼18

km on the cross-section at 50.5◦N latitude (see Figure 3.8a), is one of the most

notable features of our model. This positive mid-crustal anisotropy is similar to

that found in extensional provinces of the western United States based on ambient

noise tomography (Moschetti et al., 2010). Similar anisotropic signals have been

attributed to the lattice preferred orientation of anisotropic crustal minerals, such as

micas and amphiboles (Mainprice & Nicolas, 1989; Moschetti et al., 2010). Evi-

denced by K-Ar mica dates (Archibald et al., 1984), the Eocene crustal extension

of the Omineca Belt may have caused rock-forming minerals to align perpendicular

to the direction of vertical shortening.

An intriguing feature of the anisotropic anomaly in this study is its southward

progression, characterized by a deeper-seated and broader anisotropic body, which

suggests that horizontal deformation dominates the upper-to-middle crust in the

north (near the RMT at 53◦N) and the middle-to-lower crust in the south (northern

Montana). This finding is supported by the increased fault slippages from ∼12 km
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to a few kilometers northward near the RMT from seismic reflection data (van der

Velden & Cook, 1996). The varying degree of crustal extension (and anisotropy)

along the southern Omineca Belt has further implications for the relative motion

of the southern Canadian Cordillera to the North American continent. It has been

suggested that the allochthonous Omineca Belt rocks (as part of Cordillera) became

attached to the North American craton through an oblique plate convergence involv-

ing a 60◦ clockwise rotation during the Late Cretaceous and Paleocene (Cook, 1995;

van der Velden & Cook, 1996). This rotation induced extensional stress across the

orogen and caused extensive orogen-parallel normal faulting in the southern Cana-

dian Cordillera (Cook, 1995; van der Velden & Cook, 1996). Our anisotropic in-

versions offers critical kinematic constraints on the proposed relative motion. It is

worth noting that highly anisotropic segments coincide spatially with major exten-

sional faults (Figure 3.13a), the midpoints of which are separated from the nearest

anisotropic segments by an average distance of ∼97 km without considering fault

orientations and lengths. The statistical significance between these two observa-

tions can be established by a Monte Carlo simulation (Y. Chen et al., 2018); in

this quantitative analysis we limit the simulation area to the west of RMT and as-

sume that the geometric centers of the faults follow a uniform distribution. In each

simulation, we compute the distance between random fault locations and the av-

eraged anisotropy in the depth range of 10–20 km. After 15,000 simulations, the

distribution of anisotropy-fault distance yields the intersection of our observed dis-

tance and the cumulative density function at a probability of 0.66% (Figure 3.13b).

The statistically significant spatial correlation between the extensional faults and

the positive anisotropy in the Cordilleran hinterland argues in favor of widespread

crustal extension in this area.

Alternatively, positive ξ may have a thermal origin due to lateral flow of par-

tially molten crust in the southeastern Canadian Cordillera during the Laramide

orogeny (Teyssier et al., 2005). A mid-crustal channel flow model was first pre-

sented for this area (Brown & Gibson, 2006), and a further study suggests that

lower-crustal ductile detachment and flow must have occurred in most of the North

American Cordillera (Hyndman, 2017). The horizontal flow can induce anisotropy
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Figure 3.13: (a) Average anisotropy (10–20 km depths) confined in the region west
of RMT (black dashed line). The brown lines mark the locations of normal faults.
(b) Monte Carlo simulation of fault locations. The histogram shows the simulated
anisotropy-fault distances, assuming the midpoints of the faults are randomly dis-
tributed. The red line marks the observed average distance between the midpoints
of the normal faults and the nearest highly anisotropic segments (ξ ≥ 2%). The
cumulative probability of the mean anisotropy-fault distance distribution is shown
as the blue curve. The intersection of the two lines (the yellow dot) indicates the
probability (0.66%) that random faults are distributed at the observed distance (∼97
km) from the anisotropy.
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in outcrops exhumed from the lower crust. In other words, the observed anisotropy

at shallower depths may have resulted from horizontally sheared fabrics of rocks,

while anisotropic signatures at middle to lower crustal depths are largely influenced

by the shape preferred orientation of melt lenses or sills. Details of the mechanisms

require a future analysis, though both scenarios favor tectonothermal events that

were kinematically linked to crustal extension (Kruckenberg et al., 2008).

In short, we attribute the origins of the observed anisotropy to the deforma-

tion history of the southern Canadian Cordillera (Figure 3.14). The accretion of

supracrustal rocks in the Foreland Belt was preceded by folding and thrust faulting

caused by the horizontal compression from plate convergence (Price, 1981). This

process facilitated a higher degree of vertical deformation, manifested as vertical

thickening and negative anisotropy. Farther west in the Omineca Belt, the post-

collisional crustal extension initiated in the Eocene was accompanied by the gen-

eration of normal faults. The lateral stretching/deformation was likely responsible

for the widespread positive anisotropy from our noise correlation tomography.

3.6 Conclusions

This chapter presents a 3-D model of crustal shear velocity and radial anisotropy

beneath southwestern Canada based on ambient noise tomography. In the shallow

crust, we identify pronounced low velocities beneath the foreland basin and high

velocities beneath the Cordilleran orogenic belt and Proterozoic accreted terranes

surrounding the Alberta Basin. The Foreland Belt is characterized by widespread

negative anisotropy, which may have resulted from thrust fabrics and horizontal

compression during the plate convergence. These deep-seated crustal signatures

extend down to 20 km depth, which supports a thick-skinned Cordillera-Craton

transition. We also observe positive radial anisotropy beneath the Cordillera, partic-

ularly near the Omineca Belt, which reflects strong horizontal crustal deformation

or layering associated with episodes of Eocene extension during the Cordilleran

orogenesis.
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Figure 3.14: A schematic diagram showing our interpretation of the observed ξ
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Chapter 4

Shear Wave Reflectivity Imaging of
Upper Mantle Discontinuity
Structure Beneath South America

4.1 Introduction

We have demonstrated in Chapters 2 and 3 that significant variations exist in the

tectonic stress field. Much of the deformation and change that occurs at the Earth’s

shallow subsurface is the manifestation of dynamic processes occurring within the

mantle (Allen, 2011). Processes from plate tectonics to the generation of mantle

heterogeneity are mainly driven by plate subduction wherein downgoing oceanic

lithosphere sinks into the deep mantle (Forsyth & Uyeda, 1975). The Nazca-South

American subduction zone is an ideal location for interpreting mantle dynamics

and circulation. The main objective of this chapter is to investigate the interaction

of subducted slab and the overlying mantle at a continental scale from long-period

SH reflections recorded by globally distributed seismic stations.

The Nazca-South American plate interaction features a long-lived ocean-

continent collisional system dating back to the Mesozoic (Figure 4.1; Pardo-Casas

& Molnar, 1987). At a present-day convergence rate of ∼7 cm/yr along the mar-

gin (DeMets et al., 2010), the ongoing subduction is concurrent with the Andean

orogeny, lithospheric shortening and arc magmatism, processes that have been

impacted by slab dip angle, break-off, and interactions with the 660-km seismic

discontinuity (Y.-W. Chen et al., 2019; Faccenna et al., 2017; Ramos, 2009). High-
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lighted by deep-focus earthquakes (Cahill & Isacks, 1992) and high velocities in

global tomographic models (e.g., Fukao & Obayashi, 2013; C. Li et al., 2008; Lu

et al., 2019), the Wadati-Benioff zone (WBZ) along the Nazca-South American

convergent margin appears to be relatively flat (<10◦ dip) in the shallow mantle

(Cahill & Isacks, 1992; Gutscher et al., 2000) but the dip increases substantially

(to ∼70◦) at the base of the upper mantle (Scire et al., 2016). This characteristic

change of slab morphology has been further investigated through numerical sim-

ulations, which disfavors a simple form of slab penetration into the lower mantle

(Y.-W. Chen et al., 2019; Faccenna et al., 2017). According to the time delay

between the onset of Andean compression and that of slab impingement on the

lower mantle (Y.-W. Chen et al., 2019), the Nazca slab flattens near the base of

the mantle transition zone (MTZ), analogous to the morphology of the subducting

Pacific slab beneath northeast Asia.

A key constraint on slab morphology and slab-MTZ interactions is MTZ thick-

ness. The MTZ is bounded by the 410- and 660-km discontinuities (hereafter re-

ferred to as the 410 and 660) associated with mineralogical phase transitions where

olivine transforms to wadsleyite at the 410, then to ringwoodite at an intermedi-

ate depth (∼520 km), and decomposes to bridgmanite and ferropericlase at the

660 (Ringwood, 1975). Due to the opposite Clausius-Clapeyron slopes of olivine

phase transformations at the 410 and 660, a thickened MTZ is expected according

to high-pressure mineral physics experiments (Ito & Katsura, 1989) and is widely

reported in major subduction zones including, but not limited to, the western Pa-

cific and South America (e.g., Deuss, 2009). Unlike the former region where much

progress has been made in capturing the behaviors of the descending Pacific slab

(e.g., Gu et al., 2012; X. Li & Yuan, 2003; Zhao & Ohtani, 2009), much of the South

American mantle remains undersampled due to sparse data coverage, leaving con-

siderable uncertainties on the fate of subducted oceanic lithosphere. For instance,

while locally increased MTZ thickness is compelling evidence for the descending

Nazca plate along the convergent margin, unexpected MTZ thickening deduced

from regional seismic tomography (Portner et al., 2020; Scire et al., 2016) and sec-

ondary reflections/conversions (Deuss, 2009; Gu & Dziewonski, 2002; K. H. Liu

58



et al., 2003; Schmerr & Garnero, 2007) favors at least transient slab stagnation in

the MTZ farther inland from the WBZ. Unimpeded slab penetration is further at

odds with reports of small-scale MTZ anomalies such as a reflection gap on the

410 (Contenti et al., 2012), upper-MTZ low-velocity anomaly (Portner et al., 2020)

and double reflectors (Schmerr & Garnero, 2007). These anomalies, manifested

as abrupt changes in velocity and density, generally imply secondary subduction-

induced processes that preclude a purely thermal origin.

In this chapter we take advantage of a global data set of SS precursors (termed

SdS), which are underside reflections off the d-km discontinuity (Figure 4.2a). By

combining travel time measurements sensitive to temperature with reflection am-

plitudes that are diagnostic of density and velocity jumps across the discontinuities,

we propose a self-consistent model of subduction dynamics and provide compelling

observations of compositional heterogeneities at MTZ depths beneath South Amer-

ica. An integrated analysis of slab geometry, overriding plate deformation and slab-

MTZ interactions suggests remarkable similarities in the fate of subducted slabs

between the Nazca-South American and northwestern Pacific subduction systems.

4.2 Seismic Stacking Method

4.2.1 Data Preprocessing

We utilize all available broadband and long-period seismograms recorded between

January 1977 and October 2020 (Figure 4.2b), from the Incorporated Research In-

stitutions for Seismology (IRIS) Data Management Center for SS bounce points in

the area defined by 40◦S–20◦N and 105◦W–30◦W (Figure 4.2c). We retain earth-

quakes with depths less than 75 km to minimize the interference from depth phases

and adopt a cutoff earthquake magnitude of 5.5 to ensure sufficient reflection am-

plitudes. We further constrain the epicentral distance from 100◦ to 165◦. The seis-

mograms are rotated into transverse components, bandpass filtered at the periods

of 15–75 s with a second-order zero-phase Butterworth filter and resampled to 1

Hz. Traces with an SNR less than 3.0 are rejected. The SNR is defined as the ratio

between the maximum amplitude of the main phase window (±50 s centered at the
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predicted arrival time of SS) and the precursory window (50 s before the predicted

S660S to 50 s after the predicted S410S arrival). Traces are aligned on the first

major swing of SS and then normalized to unit amplitude, and a polarity reversal

is performed if necessary. The refined data set contains ∼52,000 traces from 2,580

events, which is significantly larger than that used in the study of Schmerr and Gar-

nero (2007). The data coverage is relatively dense in central and northern South

America (Figures 4.1 and 4.2c).

4.2.2 Common Midpoint Stacking

To study the lateral variations of the 410 and 660 topography, we partition the data

into 5–10◦ radius circular caps (Figure 4.1). North of 20◦S, raypaths are binned

into caps with 3◦ spacing and 5◦ radius, whereas we divide the area south of 20◦S

into 5◦ equally spaced caps of 10◦ radius to maintain sufficient data density. We

stack traces in each cap using the common midpoint (CMP) method and obtain

two single stacks by summing all traces after moveout correction to a reference

distance of 130◦ for the 410 and 660, respectively. The precursors S410S within

distance ranges 100◦–110◦ and 135◦–150◦ and S660S between 100◦ and 120◦ are

excluded in the CMP stacking to minimize the contamination of interference phases

Figure 4.1 (Figure appears on preceding page): Topography and tectonics of South
America and its surrounding oceans. The black box in the inset map outlines the
study region. The slab geometry (Hayes et al., 2018) is indicated by the colored
curves, which reflect slab-depth differences, in the inset map. The areas covered
by slashes and crosses have been linked to slab penetration and stagnation, respec-
tively, according to a recent regional tomographic model (Portner et al., 2020). The
extent of the proposed melt lens (blue shaded area) is inferred based on the area
showing a 50% amplitude reduction from the values predicted by the PREM model
(Dziewonski & Anderson, 1981) in an earlier study of SS precursors (Schmerr &
Garnero, 2007). In the center plot, the color-shaded areas indicate major tectonic
domains according to the United States Geological Survey World Geologic Maps
(https://certmapper.cr.usgs.gov/data/apps/world-maps/, accessed June
2021). The red triangles show the distribution of Holocene volcanoes. The true
bin locations (gray crosses) are scaled by the number of records in each stack. The
white arrows indicate the absolute plate motion, and their lengths reflect plate ve-
locities in the spreading-aligned reference frame (Becker et al., 2015). The thick
black lines in the center plot denote the plate boundaries (Bird, 2003).
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Figure 4.2: (a) Theoretical raypaths of SS (surface reflections) and its precursors
SdS (underside reflections off MTZ discontinuities) at a source-receiver distance
of 150◦. (b) The stations and earthquakes are denoted by green triangles and blue
circles, respectively. Major plate boundaries (Bird, 2003) are indicated by orange
lines. (c) Distribution of SS bounce points (black dots). The gray shaded circle is
the 10◦-radius cap used for the amplitude inversion (i.e., Cap 1).
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(Schmerr & Garnero, 2006). We apply poststack timing corrections to account

for variations in crustal thickness (Laske et al., 2013) and upper mantle velocity

structure (Ritsema et al., 2011) for each discontinuity phase. The stacked traces

are finally converted from time to depth according to travel times predicted by the

PREM model (Dziewonski & Anderson, 1981) after correcting for crustal thickness

(Laske et al., 2013) and upper mantle velocity structure (Ritsema et al., 2011). We

compare migration results using various tomographic models and the first-order

observations are in reasonable agreement (Figure C.1). The resulting stacks are

subsequently subjected to a bootstrap resampling test (Efron & Tibshirani, 1991)

using 300 random data subsets to gauge the robustness and depth uncertainty of

each reflection (Figure C.3).

4.3 Mineral Physics Modeling

The mantle composition can be represented by either an equilibrium assemblage

(EA) of pyrolite or an unequilibrated mechanical mixture (MM) of basalt and

harzburgite (Xu et al., 2008). The former assumes that the mantle is fully equi-

librated, in contrast to the latter model where the mantle has undergone differ-

entiation into the two end-member components. With an identical pyrolitic bulk

composition, the EA and MM models result in different elastic properties (Xu et al.,

2008). We consider both models and calculate the density and shear wave velocity

profiles of EA and MM with basalt fractions ( f ) varying from 0% to 100% (with a

step of 10%) along mantle geotherms with potential temperatures (Tp) ranging from

1200 K to 2000 K (Figure C.4) at intervals of 100 K. Phase equilibria and physical

properties are obtained using the Gibbs free energy minimization program Perple X

(Connolly, 2005), and the bulk elastic properties of rock assemblages are computed

as the Voigt-Reuss-Hill averages of the individual minerals. We then compute

synthetic waveforms of SS precursors for these compositions using the reflectivity

method (Fuchs & Müller, 1971), and the synthetics are bandpass filtered in the

same frequency range (i.e., 15–75 s) as the real data. The amplitudes of S410S and

S660S exhibit greater sensitivity to f than Tp in the MM model (Figures 4.3d and
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Figure 4.3: (a-c) Predicted (a) S410S amplitudes, (b) S660S amplitudes, and (c)
MTZ thickness for different mantle temperatures and basalt fractions in a mantle
comprised of an equilibrium assemblage of basalt and harzburgite. (d-f) Same as
(a-c) but for a mechanically mixed mantle composition.

4.3e), while the amplitude dependences on EA temperature and composition are

less conclusive (Figures 4.3a and 4.3b). The MTZ thickness generally decreases

with Tp when f < 0.7; beyond the threshold, the MTZ significantly widens due to

the dominant post-garnet transition (Figures 4.3c and 4.3f).

According to earlier laboratory experiments, wadsleyite and ringwoodite can

contain up to 3.3 weight percent (wt%) water (Inoue et al., 1995; Kohlstedt et

al., 1996). This observation is supported by wide-ranging reports based on seis-

mic (Meier et al., 2009), electrical conductivity (Huang et al., 2005), and mineral

physics (Fei et al., 2017) data that infer a value of 0.01 to 1 wt% (Karato, 2011).

Specific to our study region, a localized water-rich layer has been suggested as

the by-product of slab dehydration beneath the overriding South American plate

(Schmerr & Garnero, 2007). To further investigate the joint compositional effects

of basalt fraction f and water content cw on amplitudes, we compute full wave-

forms of SS precursors based on mantle mineral assemblages for a range of f

and cw while keeping temperature fixed (Tp = 1600 K) (Figures C.4e and C.4f).

We perform non-equilibrium thermodynamic modeling where high-pressure (Mg,
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Figure 4.4: Predicted (a) S410S and (b) S660S amplitudes for different water con-
tents (as percentage of maximum MTZ water storage capacity) and basalt fractions
in a mechanically mixed mantle. The full water storage capacity is 3.3 wt% in wad-
sleyite and the water content through the MTZ is partitioned according to Inoue et
al. (2010).

Fe)2SiO4 polymorphs are hydrated using HyMaTZ (F. Wang et al., 2018), a Python

program that models the effect of hydration on the elastic properties of the MTZ.

Since this modeling does not account for the water-content dependence of the dis-

continuity depths due to the lack of experimental data, only synthetic SS precursor

amplitudes are measured. For a fixed water partitioning of olivine, wadsleyite, and

ringwoodite at 6:30:15 (Inoue et al., 2010), the amplitudes of both S410S and S660S

decrease monotonically when f or cw increases, especially the former (Figure 4.4).

4.4 Inverse Problem

4.4.1 Inversion for Mantle Temperature and Composition

To determine the best-fitting Tp and f that match our measurements, we follow the

approach of Waszek et al. (2021) and perform statistical inversions of the MTZ

thickness and amplitudes of S410S and S660S by comparing the data with the pre-

dicted models from Section 4.3. We formulate the inversion via the Bayesian infer-

ence framework, and the posterior distribution for model parameters (Tp, f ) given

the data d is given by

P(Tp, f |d) ∝ P(d|Tp, f )P(Tp, f ), (4.1)
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where P(Tp, f ) is the prior probability that is described by a uniform distribution

over the model space Ω =
{

Tp, f ∈ R|1,200≤ Tp ≤ 2,000; 0≤ f ≤ 1
}

. Given this

uninformative prior, equation (4.1) simplifies to

P(Tp, f |d) ∝ P(d|Tp, f ). (4.2)

The likelihood function of the data P(d|Tp, f ) represents a measure of the misfit

between the observed data dobs (SS precursor amplitudes or the MTZ thickness)

and the respective predictions dpred for a trial model (Tp, f ) as follows

P(d|Tp, f ) = exp

[
−
(
dobs−dpred

)2

2σ2

]
, (4.3)

where σ is the standard deviation for each data type. The joint posterior probability

distribution is simply the cumulative product of individual likelihoods for each data

type (di) including the MTZ thickness and amplitudes of S410S and S660S

P(Tp, f |d) =
3

∏
i=1

P(Tp, f |di). (4.4)

The maximum a posteriori (MAP) solution occurs when the trial model maximizes

P(Tp, f |d), and the width of the marginal probability distribution is used to assess

the uncertainty of each parameter estimate. Similarly, we also apply the probabilis-

tic inversion to simultaneously constrain basalt fraction and water content in the

MTZ of the target region using amplitude data alone.

4.4.2 Amplitude-Versus-Offset Inversion

The amplitudes of SS precursors provide valuable information on the impedance

contrasts across the 410 and 660. In general, the reflection amplitudes are affected

by (1) reflection coefficients at the discontinuity, (2) intrinsic attenuation, (3) ge-

ometric spreading, and (4) source radiation patterns. Among these factors, only

the reflection coefficient is sensitive to elastic properties of the discontinuity. In

this study we adopt the expression of the 1-D SdS/SS amplitude ratio (C. Yu et al.,

2018) to calculate SdS reflection coefficient

RSdS

RSS
=

ASdS

ASS
GSdS

GSS

QSdS

QSS

, (4.5)
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where for the corresponding phases of SS or SdS, A is the amplitude, R is the

reflection coefficient, G denotes the geometric spreading factor, and Q denotes the

quality factor. The reflection coefficient at the surface (RSS) is 1. Based on the

equation for the energy density on the wavefront in a 1-D spherical Earth (Shearer,

2009), the geometric spreading correction factor (Figures C.5a and C.5b) is

GSdS

GSS
=

√√√√√√√
pSdS cosθ SS

1 cosθ SS
2

∣∣∣∣d pSdS

dr

∣∣∣∣
pSS cosθ SdS

1 cosθ SdS
2

∣∣∣∣d pSS

dr

∣∣∣∣ , (4.6)

where p is the ray parameter, r is the epicentral distance, and θ1 and θ2 are the in-

cidence angles at source and receiver, respectively. Corrections for intrinsic atten-

uation (Figures C.5c and C.5d) adopt the amplitude decay function exp(−ωt∗/2)

and assume a center frequency of 30 s

QSdS

QSS
= exp

[
−ω

2
(t∗SdS− t∗SS)

]
, (4.7)

where the t∗ operator is defined as the integral of the ratio between SdS or SS travel

time t and the quality factor Q along the raypath through the PREM model

t∗ = ∑
i

∆ti
Qi

. (4.8)

The effects of source radiation for SS and SdS are canceled out by the amplitude

ratio. Incoherent stacking due to topographic variations could also affect measured

amplitude ratios. We obtain an amplitude correction factor by empirically estimat-

ing the effect of time shifts on the precursor amplitudes, assuming that the uncor-

rected SS-SdS differential times on stacks for a cap follow a Gaussian distribution

with a standard deviation of σt (Chambers et al., 2005; Shearer & Flanagan, 1999).

At a regional scale, the precursor amplitudes are reduced by 16% (σt = 2.7 s) and

24% (σt = 3.2 s) for S410S and S660S, respectively.

The reflection and transmission coefficients of an incident plane wave for a two-

layered isotropic medium change as a function of angle of incidence (equivalent to

source-receiver distance), which are formulated by the Zoeppritz equations (Aki

& Richards, 2002). Elastic parameters (S wave velocity and density changes) can
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be inferred based on such amplitude-versus-offset (AVO) analysis. Due to their

intrinsic nonlinearity, it is less practical to apply the exact Zoeppritz equations for

AVO analysis. Therefore, we adopt the two-term approximation to model the AVO

response of the SH-SH reflections (Rüger, 2002).

The linearized two-term approximation parameterizes the reflection coefficient

in terms of ray angle, S wave velocity reflectivity, and density reflectivity as

R(θ) =
1
2
[
(1− tan2

θ)∆VS +∆ρ
]
, (4.9)

where ∆ρ and ∆VS are the fractional changes in density and S velocity defined as

∆VS =
2(VS2−VS1)

VS2 +VS1
, (4.10)

∆ρ =
2(ρ2−ρ1)

ρ2 +ρ1
. (4.11)

The subscripts 1 and 2 refer to the top and bottom layer, respectively. The angle θ

is the average of the incident and transmitted angles that are related via Snell’s Law.

For underside reflections, the incident angle is located below the discontinuity. The

approximate reflection coefficients calculated by equation (4.9) provide an accurate

estimate of the exact solutions based on a synthetic test using a variety of 1-D

seismic reference models (Figure C.6).

We invert for S velocity (∆VS) and density (∆ρ) jumps by measuring reflection

coefficients along a sequence of distances (angles). We seek the solution to the

overdetermined system of linear equations via a grid search method and quantify

the 2σ uncertainties using chi-square statistics

χ
2 =

Nd

∑
i=1

(
Robs,i−Rpred,i

)2

σ2
i

(4.12)

where Robs,i is the observed SdS reflection coefficients with a standard deviation of

σi, Rpred,i is the predicted SdS reflection coefficients calculated by equation (4.9),

and Nd is the number of distances. This AVO inversion method, which is typically

utilized in hydrocarbon exploration, has the advantage of accentuating amplitude-

distance trends in seismic velocity and density without requiring synthetic model-

ing. By assuming a first-order discontinuity (Rüger, 2002), the inversion directly
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Figure 4.5: (a) Predicted reflection coefficients as a function of S velocity jump
and density jump based on the approximate Zoeppritz equation and a reference
epicentral distance of 130◦. (b) Sensitivity kernels for reflection coefficients to
velocity jump (red) and density jump (blue) across a discontinuity.

targets changes in elasticity contrasts over a depth interval across the 410 and 660

(Chambers et al., 2005; Shearer & Flanagan, 1999).

To explore the sensitivity of our inversion method, we perform a preliminary

sensitivity analysis which indicates that changes in the reflection coefficients of SS

precursors based on equation (4.9) are primarily sensitive to ∆ρ (Figure 4.5a). Cal-

culations of sensitivity kernels ∂R/∂X (where X denotes either ∆VS or ∆ρ) further

show that the sensitivity to ∆ρ is constant throughout the distance range, whereas

the sensitivity to ∆VS is overall lower and diminishes to negligible levels at a dis-

tance of ∼122◦ (Figure 4.5b).

We then assess the effectiveness of our AVO inversion algorithm using reflec-

tivity synthetic seismograms with 50% random Gaussian noise (Figure 4.6). The

synthetic data are generated for the PREM model and bandpass filtered between

15 and 75 s. A high noise level is used to simulate the noise embedded in the real

data. The PREM density and velocity contrasts lie within 2σ limits (95% confi-

dence level) of the inverted results for both 410 and 660, though the results show a

strong trade-off between velocity and density for the 410.
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(a) (b)

(c) (d)

Figure 4.6: Synthetic AVO inversion using reflectivity synthetic seismograms for
PREM. The measured S410S and S660S reflection coefficients (black dots) and
their corresponding errors are shown in (a) and (b), respectively. The reflection
coefficients are corrected for geometric spreading and attenuation. The gray shaded
areas denote the distance exclusion windows in the inversion due to interference
phases. The synthetic seismograms are contaminated with 50% Gaussian noise and
are stacked within 0.5◦ bins in source-receiver distance. The inverted density and
shear velocity contrasts (red stars) across the 410 and 660 are shown in (c) and (d),
respectively. The blue and purple ellipses indicate the 1σ and 2σ limits based on
chi-square statistics. The PREM values are represented by the black plus symbols,
which are within the 2σ limits of the inverted results.
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4.5 Results

4.5.1 Overview of Transition Zone Observations

The mean depths of the 410 and 660 are 413±5 km and 656±9 km, respectively

(Figures 4.7a and 4.7b), over 412 bins within the study region. The difference

between the two discontinuities produces a mean MTZ thickness of 245± 9 km

(Figure 4.7c), which is ∼3 km thicker than earlier reported global averages using

similar approaches (Gu & Dziewonski, 2002; Lawrence & Shearer, 2008). The 410

shows minimal depth variations except for a moderate (10–15 km) depression in

the northeastern portion of the Amazon basin, which spatially coincides with a re-

ported LVZ at upper-MTZ depths (Contenti et al., 2012). Both the 410 and 660 are

depressed from the convergent margin continentward beneath Amazonia. However,

depressions of both discontinuities in this region contrast with the expected mineral

phase boundary perturbations in the presence of a cold, slab-controlled MTZ, thus

raising questions about a temperature-dominated origin. Upon closer examination,

a dominant 660 depression north of 15◦S (>20 km) is primarily responsible for

the thickened MTZ that extends to the western edge of the Parnaı́ba basin and ta-

pers off southward toward central Chile (Figure 4.7d). This MTZ anomaly only

exhibits a modest positive spatial correlation (≤0.54) with the S velocity perturba-

tions (Figure C.2). The lack of a stronger correlation likely suggests compositional

heterogeneities associated with the accumulation of sub-horizontally deflected slab

fragments, a similar case to those observed in the northwestern Pacific (Gu et al.,

2012; X. Li & Yuan, 2003).

Systematic changes in MTZ width between the northern (the Peruvian slab) and

southern (the Chilean slab) portions of the Nazca slab suggest contrasting styles of

slab-MTZ interactions. Unlike the north where significant MTZ thickening is ob-

served, the interaction between the Chilean slab south of 20◦S and the 660 appears

to cause minimal deformations east of the WBZ. This finding is consistent with

earlier reports based on receiver functions (K. H. Liu et al., 2003) and tomographic

inversions (Fukao & Obayashi, 2013; Scire et al., 2016), which favor temperature-

induced MTZ thickening within the WBZ but exhibit no evidence of stagnation
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toward the east. The contrasting north-south MTZ topography is corroborated by

plate reconstructions, which generally predict an earlier and northward subduction

initiation along the northern Andes at 5◦S (Y.-W. Chen et al., 2019).

4.5.2 Variations in Seismic Reflectivity and Composition

To improve observational constraints on lateral variations in the MTZ composi-

tion, we construct interpolated reflectivity maps using S410S and S660S ampli-

tudes (Figure 4.8). The precursor amplitudes are defined as amplitudes in ±15 s

time windows centered on the PREM-predicted arrival times relative to the onset of

SS. In general, both S410S and S660S amplitudes are relatively uniform and high

(>5%) beneath the Eastern Pacific Ocean basins. Highly reflective zones are re-

vealed beneath (1) vast oceanic regions, (2) east of the Brazilian Shield, and (3) the

central Atlantic. On the other hand, large-scale low reflectivity zones are present

beneath Amazonia at both the top and the bottom of the MTZ where the 410 and

660 are ∼20 km deeper than the regional average. The below-average amplitudes

(∼2%) within this region, which are clearly visible along the transect (Figure 4.7d),

are robust in view of the modest uncertainties (with a median of 0.3% for S410S

and 0.4% for S660S). The lowest S410S and S660S amplitudes are observed in

the southern portion of the Amazon basin and the Bolivian orocline, respectively,

showing a 73–83% decrease from the PREM predictions and a 41–72% decrease

from the stacks of surrounding areas. The severity of amplitude reduction favors

compositional variations, as only a small portion of the reductions (16–24%) can

be attributed to incoherent stacking in view of (1) modest mantle heterogeneity cor-

rections and (2) near-constant topographies on the two mineral phase boundaries

(Contenti et al., 2012) within each bin. Despite an earlier report of a hydrated zone

atop the 410 (that is, a ‘melt lens’) that has previously been suggested to reduce

the S410S amplitudes (Schmerr & Garnero, 2007), assessments of the reflection

amplitudes have thus far been qualitative in this region.

To provide more quantitative assessments of the amplitudes, we regroup the

waveforms into a subset containing midpoint reflections centered in a 1000-km ra-

dius cap (Cap 1; see Figures 4.2c and 4.9b for the location) beneath the back-arc
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Figure 4.7: Cross-sections of the MTZ velocities and discontinuities. (a-c) Topog-
raphy of (a) the 410, (b) the 660, and (c) MTZ thickness. The depth estimates are
shown relative to the regional average values at the bottom right corner of each
panel. The dashed and solid white lines indicate the +10 and +20 km contours,
respectively. The cyan curve outlines the boundary of the earlier reported melt lens
(Schmerr & Garnero, 2007). The slab contours (thin gray curves) from the Slab2
model (Hayes et al., 2018) are taken at a constant interval of 100 km. The thick
black lines indicate the surface projections of cross-sections A-A′ in (d) and B-B′ in
(e). The S40RTS tomographic model (Ritsema et al., 2011) is used for upper mantle
heterogeneity correction. (d, e) Cross-sections along (d) profile A-A′ and (e) B-B′

superimposed on the S wave velocity perturbations from the TX2019slab model (Lu
et al., 2019). The top panel shows the stacked SS waveforms with the 95% confi-
dence intervals from bootstrap resampling (black shaded areas beneath the curves).
The bathymetry/topography along the profile is plotted above the cross-sections,
and the yellow circles show the Benioff zone seismicity. The dashed lines represent
the average depths of the 410 and 660. The lower two panels below the tomographic
cross-sections are expanded views of the discontinuity depths (with their respective
standard deviations). The light blue shaded areas denote the Benioff zone based
on velocity perturbations ≥ 1.2%. Key observations are highlighted using white
boxes.
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Figure 4.8: Lateral variations in reflection amplitudes of SS precursors. Panels
(a) and (b) are interpolated amplitude maps of S410S and S660S, respectively. The
precursor amplitudes are normalized to those of SS. The white dashed contour high-
lights the boundary of the melt lens (Schmerr & Garnero, 2007), and the magenta
lines outline major tectonic domains. The black circle marks the location of Cap 1
that is used for amplitude inversions. The uncertainties of (c) S410S and (d) S660S
amplitudes are obtained by a bootstrap resampling test.
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Figure 4.9: Probabilistic inversion for mantle temperature and composition (in
terms of the fraction of basalt) for an MM model. (a) The likelihood function (misfit
between the observed and predicted measurements) of the S410S amplitudes. (b)
Likelihood of the S660S amplitudes. (c) Likelihood of the MTZ thickness. (d) The
cumulative posterior probability density function (PDF). Panels (e) and (f) show
the marginal posterior probability distributions for potential temperature and basalt
fraction, respectively. Dark colors in (a-d) indicate high probabilities.

region of the Nazca-South American subduction zone. The statistical inversion is

applied to the CMP stack to infer composition and thermal structure. The MAP

solution for the MM model occurs at Tp = 1500 K and f = 0.6 (Figure 4.9). The

Tp estimate is in excellent agreement with the range of 1560±70 K for this region

from a recent mantle thermal model based on SS and PP data (Waszek et al., 2021).

Though the EA model also supports a basalt-enriched composition ( f = 0.5), the

inferred Tp is 300 K higher than that from the MM model (Figure C.7). A hot

MTZ is unlikely due to (1) inconsistency with the earlier reported low temperatures

(K. H. Liu et al., 2003; Waszek et al., 2021) and (2) a preference for MM over EA

when comparing thermal fields (Ritsema et al., 2009; Waszek et al., 2021).

In a parallel effort, joint inversion of basalt fraction and water content favors a

dominant basalt fraction of f = 0.7 and hydration to about 20% of the maximum

water storage capacity in the MTZ (0.13 wt% water in olivine at 410 km, 0.65
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wt% in wadsleyite, and 0.33 wt% in ringwoodite) (Figure C.8). However, in this

inversion cw is characterized by a wide distribution with a standard deviation of

32% (1.1 wt% uncertainty of water contained in wadsleyite). This solution is less

certain, however, given the significant uncertainty in the estimated water content

and the inherent limitations of the modeling in HyMaTZ.

4.5.3 Validation

We further validate Tp and f estimates from the statistical inversion by comparing

the velocity and density jumps at the MTZ discontinuities. Instead of summing all

traces into one single stack, we measure the precursor amplitudes along 1◦ epicen-

tral distance bins across the intervals where precursory arrivals are devoid of inter-

ference phases. After correcting for geometric spreading, attenuation, and incoher-

ent stacking, we apply our proposed AVO inversion to measure ∆VS and ∆ρ across

the 410 and 660. The best-fitting models are determined to be ∆VS = 3.7± 8.5%

and ∆ρ = 0.9±0.4% for the 410 (Figures 4.10a and 4.10b) and ∆VS = 3.1±3.3%

and ∆ρ = 3.3±0.5% for the 660 (Figures 4.10c and 4.10d).

To ascertain our inverted elasticity contrasts, we construct a 1-D stack by sum-

ming all the time-corrected traces within Cap 1. We then modify PREM with our

inverted velocity and density jumps across the 410 and 660 and compute synthetic

seismograms using the reflectivity method (Fuchs & Müller, 1971). For both dis-

continuities, the model predictions based on the AVO-inverted velocity and density

contrasts fit the observed amplitudes with 95% confidence level, whereas the PREM

synthetics clearly lie outside the error bound (Figure C.9).

The inverted jumps of both discontinuities are significantly lower than the cor-

responding predicted values from PREM and pyrolite as well as earlier estimates

using global stacks (Lawrence & Shearer, 2006; Shearer & Flanagan, 1999). The

∆VS and ∆ρ for the MAP model (a mechanically mixed mantle with Tp = 1500 K

and f = 0.6) closely match the results from AVO inversion within the 95% con-

fidence ellipses. Taken together, our model favors a relatively cool MTZ with a

higher basaltic concentration in the back-arc of Nazca subduction.

76



0.00

0.02

0.04

0.06

0.08
R

S4
10

S

100 110 120 130 140 150 160

Observed data
Best fit
PREM

S
s
6

6
0

s

S
c
S

6
6

0
S

c
S

100 110 120 130 140 150 160

(a)

0

2

4

6

8

10

∆
ρ
 (%

)

0 2 4 6 8 10

Pyrolite PREM
SF99 LS06
Best fit Mech. Mix.

1σ

2σ

0

2

4

6

8

10

∆
ρ
 (%

)

0 2 4 6 8 10

(b)

0.00

0.02

0.04

0.06

0.08

R
S6

60
S

100 110 120 130 140 150 160
Distance (°)

Observed data
Best fit
PREM

S
s
4

1
0

s

(c)

0

2

4

6

8

10

∆
ρ
 (%

)

0 2 4 6 8 10
∆VS (%)

Pyrolite
PREM
SF99
LS06
Best fit
Mech. Mix.

1σ

2σ

0

2

4

6

8

10

∆
ρ
 (%

)

0 2 4 6 8 10
∆VS (%)

(d)

Figure 4.10: AVO inversion of density and shear velocity perturbations across the
discontinuities for Cap 1. The cap location is shown in Figure 4.1. (a, c) The
resulting reflection coefficients of (a) S410S and (c) S660S are shown as black
circles with their corresponding standard deviations (error bars). The best-fitting
theoretical curves are shown using red lines. These reflection coefficients have been
corrected for geometric spreading, attenuation, and incoherent stacking. The gray
shaded areas indicate the distance exclusion windows used in the AVO inversion
to minimize the effects of interference phases and unreliable data samples. (b, d)
Inverted density and shear velocity perturbations (dark blue stars) across the (b)
410 and (d) 660. The black and gray ellipses indicate the 1σ and 2σ confidence
intervals based on chi-square statistics. The best-fitting models are compared with
those from the MAP model of the joint inversion (blue squares), PREM (black
plus symbols), and pyrolite (black circles). The abbreviation “SF99” represents
the global averages (black crosses) reported by Shearer and Flanagan (1999), and
“LS06” denotes the global estimates (black diamonds) from Model I of Lawrence
and Shearer (2006).
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4.6 Discussion

4.6.1 An Integrate Model of MTZ Slab Dynamics

This study benefits from a probabilistic inversion and an inversion-based AVO anal-

ysis that accurately determine variations in mantle temperature and composition.

Our inversion outcomes, which provide greater constraints on mantle composition

than traditional travel-time-based approaches, suggest thermochemical anomalies

in the MTZ beneath South America (Figure 4.11). Due to the proximity of this re-

gion to the ongoing Nazca subduction, the transport of compositional heterogene-

ity is likely achieved through entrainment during subduction-induced downwelling.

For decades it has been suggested that subducted oceanic crust is separated from its

harzburgitic residue and gravitationally segregates at the base of the MTZ, which

has been evidenced by both seismological observations (W. Wu et al., 2019) and

geodynamic models (Christensen & Hofmann, 1994). The formation of this garnet-

rich layering is associated with density profiles where basalt is denser than the sur-

rounding mantle except for the top 100 km below the 660 (Hirose et al., 1999;

Irifune & Ringwood, 1993). The segregation of oceanic crust is promoted when

local mantle viscosity is sufficiently small (Karato, 1997), and the basalt-enriched

reservoir could serve as a chemical filter to sustain mantle stratification (Yan et

al., 2020). In combination with the relatively low ∆ρ across the 660 which favors

whole-mantle convection (Shearer & Flanagan, 1999), our finding of local basalt

segregation supports a partially stratified mass and heat transfer between the upper

and lower mantle.

As a by-product of plate convergence, water can be transported into the MTZ

by downward flow along the slab (Iwamori, 2007) as either hydroxyls or molecular

fluids in melts and sub-solidus minerals (Karki et al., 2021). In the case of a water-

saturated MTZ, the abundance of fluid would trigger dehydration-induced partial

melting above the 410, as suggested by the “water filter” hypothesis (Bercovici &

Karato, 2003). The presence of such a partial melt layer can hinder the detection

of the olivine-wadsleyite transition and thereby limit the effectiveness of our AVO

inversion, as this approach is unable to account for the non-linear variation in re-
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flection coefficients with increasing levels of hydration (see Text C.1). Another

major source of uncertainty arises from the assumptions made in the hydrous mod-

eling. The thermodynamic database is parameterized without consideration of the

effect of water on the phase proportions. This bias will translate to greater velocity

changes and eventually to an overestimation of the water content. Despite these

caveats, we cannot rule out the alternative interpretation with up to 0.65 wt% of

excess water. It is worth noting that the resulting f and cw are both higher than

our preferred model. While this finding appears to be at odds with the expected re-

sponse of a shift to a lower f when the MTZ is subject to hydration as both decrease

amplitudes, it may be related to (1) increased impedance contrast across the 660 in

the hydrous model which predicts higher S660S amplitudes (see Fig. C.4c) and (2)

the trade-off between temperature and water where the influence of water may be

obscured by temperature variations (Thio et al., 2016).

4.6.2 Structural Analogy to Northeast Asia

Several revealing parallels could be drawn between the Nazca-South American and

the northwestern Pacific subduction systems. From a geometric perspective, both

convergent margins feature curved geometries along the coastal ranges due to in-

creasing trench retreat toward both ends of each slab (Figures 4.12a and 4.12b;

Schellart et al., 2007). In addition to similar trench migration velocities (0–2 cm/yr),

shallow dip angle (∼30◦), and high seismicity, both subducted slabs show maxi-

mum resistance responsible for overriding plate shortening and mountain building

at the corner where two strands of the slab meet (Schellart, 2008). At MTZ depths,

the two subduction systems mirror one another with a depressed 410 overlying

a wide 660 depression, observations that favor compositional variations [see this

study and Gu et al. (2012)]. Despite the differences in the onset time of subduction

initiation, both subducted oceanic lithospheres contain broad (over 1000 km) stag-

nated segments at the base of the MTZ and possible partial melting atop the 410

(Figures 4.12e and 4.12f; Revenaugh & Sipkin, 1994; Tauzin et al., 2017).

A notable deviation in the correlation between the two systems is the surface

observables. While voluminous intraplate volcanism, most notably the Changbai
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Figure 4.11: A schematic diagram showing compositional enrichment at MTZ
depths. The subducted slab then undergoes temporary stagnation above the 660
before plunging into the lower mantle. During this process, the oceanic crust as-
sociated with the stagnant slab is likely detached from the lithosphere and causes
compositional segregation at the base of the upper mantle beneath the back-arc re-
gion. The accumulation of basaltic oceanic crust provides a simple explanation for
the observed small impedance contrasts across the 660. The slab subduction might
also transport water into the MTZ, resulting in hydrated (∼0.65 wt%) wadsleyite
at the top of the MTZ. The white dashed lines show the slab contours, which are
taken at 100 km depth intervals starting at 100 km depth (Hayes et al., 2018). The
purple circles indicate the locations of the earthquakes, and the red triangles are
Holocene volcanoes. Absolute plate velocities in the spreading-aligned reference
frame (Becker et al., 2015) are shown as white arrows.
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Mountains and Wudalianchi, could be found thousands of kilometers away from

the Japan-Kuril Trench (west of the Hokkaido Corner), back-arc volcanism has been

absent along the Nazca-South American convergent zone (east of the Arica Bend).

This discrepancy may have resulted from different lithospheric strengths evidenced

by a >75 km deficit of effective elastic thickness in northeast Asia (B. Chen et al.,

2013) in comparison with the Archean-Neoproterozoic cratonic core beneath Ama-

zonia (Tassara et al., 2007). As recognized in seismic tomography, shear velocity

reductions due to hot materials predominantly reside in the upper mantle beneath

northeast Asia and its lithospheric roots have experienced extensive Cenozoic mod-

ifications due to magmatism (Kang et al., 2016), whereas melt inundation in South

America is most likely confined within the MTZ (Figures 4.12c and 4.12d). While

slow anomalies potentially extend up to the lithospheric base (Figure 4.12d), the

Amazonian craton could remain largely intact due to a thermal boundary layer rich

in garnet peridotite in the lowermost lithosphere (Hu et al., 2018).

Figure 4.12 (Figure appears on preceding page): Tectonic maps and mantle tomog-
raphy of the central South American and northwestern Pacific subduction systems.
For a better visual comparison, the map of northeast Asia has been reversed and
rotated by 40◦ counterclockwise. The slab contours (Hayes et al., 2018) are taken
at 50 km depth intervals starting at 20 km depth. The thick black lines indicate the
plate boundaries (Bird, 2003). The red triangles indicate the locations of Holocene
volcanoes. The dashed black lines divide the two regions into three segments. The
blue lines indicate the surface projections of cross-sections A-A′ in (c) and B-B′ in
(d). (c, d) Cross-sections of P wave velocity perturbations along profiles (c) A-A′

and (d) B-B′ from the tomographic models by C. Li et al. (2008) and Portner et al.
(2020), respectively. The discontinuity depths and SS precursor waveforms in (c)
are reproduced from Gu et al. (2012). Panels (e) and (f) are schematic cross-sections
showing the upper mantle dynamics beneath northeast Asia and South America, re-
spectively. The Pacific plate subduction initiated at 0–30 Myr (X. Liu et al., 2017)
and remains stagnant in the MTZ, whereas the Nazca slab may have sunk below the
660 since its subduction period exceeds the maximum stagnation time of 60 Myr
(Goes et al., 2017). Partial melting atop the 410 and pockets of subducted oceanic
lithosphere above the 660 may be present beneath both regions. However, slab de-
hydration and convective processes in the mantle wedge above the sinking Pacific
slab have resulted in intraplate volcanism beneath the back-arc region of the Japan
subduction zone. The cratonic core of the South American plate remains largely
intact.
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Generally, the interplay between subducted slabs and the MTZ is controlled by

various factors such as underlying viscosity structure, slab age, trench mobility, and

thermal state of the slab [see Goes et al. (2017) for a review]. Our findings indicate

the slab age is not a dominating factor while, instead, both the South American and

Japan subduction zones may be experiencing similar ambient mantle conditions

(e.g., Clapeyron slope, viscosity jump) that are conducive to a partially stratified

convection system hundreds to thousands of kilometers away from the WBZ.

4.7 Conclusions

Our SS precursor analysis has revealed contrasting styles of slab-MTZ interactions

beneath northern (i.e., temporary stagnation) and southern South America (i.e.,

straightforward penetration). Beneath the back-arc of Nazca subduction, we ob-

serve depressed 410 and 660 with significantly reduced amplitudes, which cannot

be solely explained by thermal anomalies. A joint seismological and mineralogical

analysis of the precursor amplitudes and the MTZ thickness suggests basalt accu-

mulation trapped above the 660 with possible water concentrations at the 410 in a

non-equilibrated mantle, which is further validated by an AVO inversion approach.

The compositional enrichment, in conjunction with slab geometry and overriding

plate deformation, suggests the Nazca-South American convergence is analogous

to the Pacific plate subduction in northeast Asia as both favor a partially stratified

convection system. In short, our study provide a glimpse of the future for imag-

ing the thermal and compositional structure of the mantle based on amplitudes of

long-period SS precursors, by improving constraints on density across the MTZ dis-

continuities. Since the 660 plays a critical role in modulating material flux across

the mantle, in Chapter 5 we focus on the 660 and apply the AVO inversion approach

to map lateral variations in density jump across the 660.
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Chapter 5

Global Variability of Density Jump
Across the 660-km Discontinuity
From SS Precursors

5.1 Introduction

Density variations within the Earth’s mantle, coupled with viscosity, drive mass and

heat circulation across internal boundaries to the Earth’s surface. Determination of

density anomalies has typically relied upon geodynamic observations such as the

geoid (Ricard & Bai, 1991; Richards & Hager, 1984), horizontal divergence of plate

motions (Ricard et al., 1993), dynamic topography (Forte & Perry, 2000), excess

ellipticity of the core-mantle boundary (Forte et al., 1995), and solid Earth tides

(Lau et al., 2017). These geophysical and geodetic constraints are complemented

by seismic observations, particularly normal mode splitting functions from large

earthquakes (e.g., Ishii & Tromp, 1999; Trampert et al., 2004) or a posteriori scaling

of tomographically derived velocity variations to those of density (e.g., Karato &

Karki, 2001; Koelemeijer et al., 2016; Simmons et al., 2009, 2010). However, due

to limited spatial resolution (Kuo & Romanowicz, 2002; Romanowicz, 2001) and

non-trivial velocity-to-density scaling relationships (Deschamps et al., 2001; Forte

& Perry, 2000), discussions of the resulting density models have been focused on

two major high-density provinces, i.e., the “superplumes” under the central Pacific

Ocean and Africa (Dziewonski et al., 1993; Su et al., 1994), in the lowermost mantle

(e.g., Ishii & Tromp, 1999, 2004; Koelemeijer et al., 2017; Lau et al., 2017; Moulik
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& Ekström, 2016). Modest sensitivities of body wave travel times or long-period

waveforms, the staples of seismic imaging, to gradients of the physical properties

of mantle interfaces remain problematic.

A mantle interface of fundamental importance is the 660 at the base of the MTZ.

It directly impacts the mass and heat exchange between the upper and lower man-

tle (Morgan & Shearer, 1993), a process that plays a pivotal role in the Earth’s

deep water cycle (Bercovici & Karato, 2003), the fate of subducted slabs (Fukao &

Obayashi, 2013), and the mechanisms of deep-focus earthquakes (Frohlich, 1989).

Due to the endothermic post-spinel transition, the 660 is expected to deepen and

resist further descent of cold subducted oceanic lithospheres and ascent of hot up-

welling materials. This pressure-induced phase change also increases seismic ve-

locity and density across the interface (Jeanloz & Thompson, 1983), and both may

be further modified through potential compositional variations (Hofmann, 1997;

Jeanloz & Knittle, 1989). So far, the topography of the 660 and its association with

thermal/compositional variations have been extensively investigated based on ar-

rival times of long-period reflected (e.g., Deuss, 2009; Flanagan & Shearer, 1998;

Gu & Dziewonski, 2002; Houser et al., 2008) and converted waves (e.g., Andrews

& Deuss, 2008; Chevrot et al., 1999; Tauzin et al., 2008) or surface wave overtone

phase velocities (Meier et al., 2009), but amplitude variations (Shearer & Flanagan,

1999) and impedance contrast (Deuss, 2009) across this mineralogical phase bound-

ary are much less certain. Based on the limited information available, the observed

jumps across the 660 range from 4.5–10.1% for S wave velocity and 4.2–10.2% for

density (e.g., Castle & Creager, 2000; Dziewonski & Anderson, 1981; Estabrook &

Kind, 1996; Kato & Kawakatsu, 2001; Lawrence & Shearer, 2006; Matsui, 2001;

Montagner & Anderson, 1989; Morelli & Dziewonski, 1993; Shearer & Flanagan,

1999). However, regional-scale estimates (e.g., Castle & Creager, 2000; Kato &

Kawakatsu, 2001; Tseng & Chen, 2004; C. Yu et al., 2018) are often at odds with

the reported bulk global averages (e.g., Deuss, 2009; Lau & Romanowicz, 2021;

Shearer & Flanagan, 1999). Inconsistencies caused by the velocity-density trade-

off, resolution or sensitivity differences among various data types have hampered

the efforts to systematically quantify the seismic attributes, particularly density, of
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the MTZ discontinuities.

Despite the various challenges, amplitude variations of scattered waves from the

660 with the angle of incidence (i.e., source-receiver distance) offer valuable infor-

mation on the association between the contrasts in elastic parameters and composi-

tion. For this reason, this study introduces a processing workflow to constrain the

global variations of discontinuity depth, shear velocity and density contrasts across

the 660 using SS precursors (S660S; see Figure 4.2a), based largely on the AVO

inversion we have derived in Chapter 4. The compilation and investigation of an

updated global data set of SS precursors shed new light on the density jumps in

connection with subduction and MTZ water content.

5.2 Data Processing

5.2.1 Data Preprocessing

We utilize all available broadband seismograms recorded from 1976 to 2020 at the

IRIS Data Management Center for earthquakes with depths less than 45 km and

magnitudes of 5.5 or greater (Figure 5.1a). To reduce the effects of interfering

phases, we only retain records with epicentral distances between 100◦ and 170◦.

After rotating the horizontal components into the radial-transverse coordinate sys-

tem, we bandpass filter each transverse-component seismogram between 15 and 75

s and resample the trace to 1 Hz. Traces with SNR greater than 3.0 are retained,

which are subsequently subjected to visual inspection for duplicate records and

overlapping events. Each selected trace is aligned on the first major swing of SS

and then normalized to unit amplitude. To further ensure data integrity and accu-

racy, we generate a reference waveform by stacking handpicked seismograms based

on the clarity of SS precursors and only retain records with a correlation coefficient

>0.6 relative to the reference waveform (Chambers et al., 2005; Tian et al., 2020).

The above procedures result in a refined global data set containing∼110,000 traces,

where the coverage is particularly dense in the Pacific Ocean, Northeast Asia, and

northern South America (Figure 5.2b).

86



Figure 5.1: (a) Distribution of seismic stations (green triangles) and earthquakes
(blue circles) used in this study. (b) Distribution of SS bounce points (black dots).
The orange curves denote the plate boundaries (Bird, 2003).
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5.2.2 Waveform Stacking

We examine the topography of the 660 and reflection amplitudes by stacking traces

within equal-area spherical caps. Based on a global tessellation scheme (Flanagan

& Shearer, 1998; Gu & Dziewonski, 2002), we partition the data into 412 caps (10◦

radius with 5◦ spacing) and stack all traces with common midpoints after moveout

correction to a reference distance of 130◦. To reduce the travel time biases and

properly retrive the 660 depth, the stacked seismograms are then time-shifted to

account for variations in crustal thickness using CRUST1.0 (Laske et al., 2013)

and upper mantle velocity structure based on S40RTS (Ritsema et al., 2011). The

time-corrected seismograms are then migrated to depth according to travel times

predicted by PREM. Our stacking method evaluates the variability of each stack

using a bootstrap resampling test (Efron & Tibshirani, 1991) that randomly samples

(300 times) the data in each cap, and the depth error estimates are obtained from

the standard deviation of the stacks for the bootstrapped data sets.

To maintain a relatively uniform data density, we adopt an alternative cap-

averaging scheme consisting of 104 caps of 20◦ radius (spaced 20◦ apart) to study

global variations of density contrast across the 660. To capture the AVO trends

in reflectivity, we pre-condition the data subset within each cap by partially stack-

ing reflections within a 1◦ distance window. The precursors within the epicentral

distance range of 100◦–120◦ are excluded to minimize the contamination of inter-

ference phases (Schmerr & Garnero, 2006), which could introduce significant bias

in the amplitudes of the stacked waveforms (Figure 5.2).

5.3 Results

5.3.1 Topography of the 660

After stacking the data in 10◦-radius caps using the CMP method, we obtain a

mean 660 depth of 654.4± 7.7 km globally (Figure 5.3a). The 660 is strongly

depressed under the western Pacific and South America, overlapping with known

regions of ongoing subduction. The robustness of these two large-scale depressions

is ascertained by their small depth errors (<3 km; Figure 5.3b). Depressed 660 is
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Figure 5.2: Record section of the entire data set stacked in 0.5◦ distance intervals.
Traces are aligned on SS (set to zero time and unit amplitude). Amplitudes are
shown relative to SS, with positive amplitudes in red and negative amplitudes in
blue. The black dashed curves are theoretical travel times for SS, SS precursors,
and other interference phases predicted by PREM. The panel at the top shows the
number of records in each distance bin.
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Figure 5.3: (a) Global map of the 660 topography. (b) Standard error of the 660
depth estimates. (c) Lateral variations of S660S/SS amplitude ratios. The red star
indicates the geographic location of the cap for the AVO inversion shown in Figures
5.5c and 5.5d. The red dashed circle outlines the actual size of a 20◦-radius cap. (d)
Standard error of S660S/SS amplitude ratios.

also observed in regions associated with ancient subduction, especially in southern

Eurasia associated with the Tethyan subduction during the Cretaceous. On the other

hand, the 660 is elevated beneath the Indian Ocean and northern Atlantic by as

much as 15 km. Globally, the power spectrum of the depth of the 660 is dominated

by the degree 2 spherical harmonics [Figure 5.4a; see also Gu et al. (1998) and

Gu et al. (2003)]. The large-scale features of the 660 topography agree well with

independent studies using similar data sets (Flanagan & Shearer, 1998; Waszek et

al., 2021), though the map of Flanagan and Shearer (1998) shows a stronger degree

1 signature. The positive correlation of >0.7 further confirms the overall agreement

among results obtained from SS precursor data (Figure D.1).
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Figure 5.4: (a) Amplitude spectra for the spherical harmonic expansions of the to-
pography of the 660. Our model is compared with those from Flanagan and Shearer
(1998) (FS98), Gu et al. (2003) (GDE03), and Waszek et al. (2021) (WAS21). (b)
Power spectra of velocity and density jumps across the 660.

5.3.2 Variations of Density Jump

The spatial variations of S660S amplitudes show more scatter compared to those

of discontinuity topography (Figure 5.3c). The lack of correlation (∼0.07) between

S660S amplitudes and the S velocity perturbations at 660 km depth (Figure D.2)

suggests minimal thermal effects on precursor amplitudes. This leaves variations in

impedance contrast as the primary factor influencing the amplitude variations at the

base of the upper mantle.

We determine the global average velocity and density jumps across the 660 from

the amplitude-distance trends in reflectivity on the 0.5◦-distance stacks of the en-

tire data set. The best fit ∆VS and ∆ρ are 4.2± 0.3% and 5.3± 0.2%, respectively

(Figures 5.5a and 5.5b), which fall outside of the 2σ limits of common 1-D seismic

reference models [e.g., PREM and ak135 (Kennett et al., 1995)] but are reasonably

consistent with body wave-derived estimates (Lawrence & Shearer, 2006; Shearer

& Flanagan, 1999). The pyrolite model fits both parameters better than the piclogite

model for the bulk mantle composition. The inverted results are largely indepen-

dent of the low-pass filter applied to the data set (Figure D.3), as both ∆VS and

∆ρ are only marginally increased at the shortest period (5 s) where measurements

are more prone to contamination by the high noise level and small-scale mantle
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Figure 5.5: AVO inversion of density and shear velocity perturbations across the
660 for (a and b) the entire global data set and (c and d) a data subset in a sample
cap. The cap location is shown in Figure 5.3c. (a) The measured S660S reflection
coefficients and their standard deviations. These reflection coefficients have been
corrected for geometric spreading, attenuation, and incoherent stacking. The best-
fitting curve (solid blue line) falls well below the PREM prediction (dashed blue
line). The gray shaded area indicates the distance exclusion window to minimize
the effect of the interference phase Ss410s. Seismograms are stacked within 0.5◦

distance bins. (b) Inverted density and shear velocity jumps (red star). The dark
and light blue ellipses indicate the respective 1σ and 2σ confidence intervals based
on chi-square statistics. The blue error bars indicate the plausible ranges reported
by Lau and Romanowicz (2021). Panel (c) is similar to (a) but for the data in the
selected cap. Traces are stacked within 1◦ distance bins. Panel (d) is similar to (b)
but for the data in the cap.
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Figure 5.6: Lateral variations of (a) velocity jump and (b) density jump across the
660. Panels (c) and (d) are standard errors of velocity and density jumps, respec-
tively. Note the large (×8) uncertainty scale for velocity jump.

heterogeneity.

We then measure velocity and density jumps in each of the 104 caps (Figures

5.5c and 5.5d) for a complete map of lateral variations in elastis structure. The cap-

averaged ∆VS and ∆ρ across the 660 are characterized by long-wavelength struc-

tures (Figures 5.6). The power of ∆ρ variations is dominated by low degree (≤ 6)

spherical harmonics, while the strongest signals of ∆VS are concentrated at degree

4 (Figure 5.4b). The uncertainty bounds for 2σ are less than 1% for ∆ρ , whereas

∆VS is less reliable due to limited sensitivity (see Figure 4.5) and large errors (with

a median of 5.6%; Figures 5.6c and 5.6d). The increased uncertainty of ∆ρ is also

evident from individual inversions (Figure 5.5d). For this reason, we will exclu-

sively focus on variations in ∆ρ , the best constrained parameter by AVO inversions.

In major subduction zones, e.g., near the western Pacific (Japan, Izu-Bonin, and

Sumatra) and South America, we identify decreased ∆ρ (∼4.5%) except south of
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Figure 5.7: The density jumps and standard deviations for six tectonic regimes
proposed by the regionalization scheme of Schaeffer and Lebedev (2015). The ab-
breviated names are defined as follows: CRA, cratons; PRC, Precambrian fold-
thrust belts and modified cratons; PHZ, Phanerozoic continents; RBK, ridges
and backarcs; OCN, intermediate-aged oceans; OOC, oldest oceans. A notable
continent-ocean difference is evident.

New Zealand (up to 8.5%). On the other hand, relatively high ∆ρ (∼7%) is revealed

beneath the Indian Ocean and southern Africa. To further explore the connection

between density variations and the tectonic framework, we divide our measure-

ments according to the regionalization scheme of Schaeffer and Lebedev (2015)

and find a first-order continent-ocean difference: ∆ρ is larger under oceanic regions

than under continental shields (Figure 5.7).

5.4 Discussion

5.4.1 General Assessment

Taking advantage of vastly improved data coverage (due to a four-decade duration

of recordings) and an AVO inversion approach, we are able to impose new con-

straints on lateral variations of density contrast across the 660. This finding marks

a notable improvement over previous studies of density that largely targeted global

average measurements. This pilot study directly targets changes in elasticity con-
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Figure 5.8: Inverted (a) density jump and (b) its standard error, assuming a scaling
ratio ν = ∆VS/∆ρ = 0.81. The correlation coefficient between the results from
unconstrained (Figure 5.6b) and constrained inversions is 0.79.

trasts over a depth interval across the boundary (Chambers et al., 2005; Shearer &

Flanagan, 1999).

A closer examination of the inversion outcomes reveals a strong trade-off be-

tween ∆VS and ∆ρ , as highlighted by the elongated confidence ellipses (Figures

5.5b and 5.5d). This velocity-density trade-off has been well documented in both

body wave (Shearer & Flanagan, 1999) and normal mode analysis (Kuo & Ro-

manowicz, 2002; Resovsky & Trampert, 2003). To test the robustness of our model

and mitigate the trade-off, we apply a constrained AVO inversion to the binned data

set by assuming a scaling factor to describe ∆VS variations of ν = ∆VS/∆ρ = 0.81.

This factor is obtained by averaging ν values from several seismic reference mod-

els, including PREM, ak135, iasp91 (Kennett & Engdahl, 1991), and STW105

(Kustowski et al., 2008). The consistency between variations in density jump from

constrained and unconstrained inversions (Figure 5.8) is supported by an excellent

correlation coefficient of 0.79. Overall, the inverted ∆ρ variations are minimally

impacted by the trade-off, though the strengths of ∆ρ are slightly underestimated

owing to the reduced degree of freedom to fit the reflection coefficients in the con-

strained inversion.

5.4.2 Comparison With Seismic Tomography

To ensure the robustness of the key findings in this study, we compare the map

of AVO-inverted density jump and tomography-inferred density variations from a
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recent mantle tomographic model (ME16; Moulik & Ekström, 2016); using depth-

dependent velocity-to-density scaling factors Rρ,S = δ lnρ/δ lnVS and a new col-

lection of dispersion measurements of multi-orbit Rayleigh (R3-R5) and Love (G3-

G5) waves, the latter model provides greater constraints on the upper mantle struc-

ture than models based solely on mode splitting data. The tomographically derived

∆ρ is modeled as the contrasts between densities in the lower MTZ (600 km) and in

the uppermost lower mantle (700 km) (Figure 5.9b). Since most tomographic mod-

els are radially parameterized using low-order B splines, the resulting changes of

velocity/density gradients may be projected to greater depth intervals due to depth

smoothing. To first order, the tomographic estimates share consistent features with

our model, most notably decreased density contrasts in the western Pacific and the

anomalously high values south of New Zealand. While regional differences exist

under North America and the southern Indian Ocean, a quantitative comparison

based on hit count shows an overall correlation of 0.6 between degree 6 variations

(Figure 5.9e).

5.4.3 Physical Implications

Due to the negative Clapeyron slope of the ringwoodite dissociation reaction, the

660 would be depressed in response to cold subducted materials that impinge upon

the base of the MTZ (Deuss, 2009). Within subduction zones, both global- and

regional-scale seismic tomography offer ample evidence that slabs have either pen-

etrated into the lower mantle or sub-horizontally deflected at the base of the upper

mantle (Fukao & Obayashi, 2013; van der Hilst et al., 1997). At first glance, regions

of decreased density jump correspond to the approximate locations of subducted

slabs from the Slab2 model (Hayes et al., 2018), especially beneath the western Pa-

cific and South America. To assess the statistical significance of our observations,

we use hit count and perform a correlation analysis between the below-average den-

sity jumps and slab contours that are truncated to degree 10. A moderate correlation

of 0.50 is obtained (Figure 5.9f), which implicates subducted slabs as a plausible

source of the observed reduction in density jump. In particular, the basaltic crust of

subduction slabs relative to the underlying peridotite can trigger a density crossover
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Figure 5.9: (a) A smoothed map of ∆ρ (Figure 5.6) after a spherical harmonic
expansion up to degree 6. (b) Tomographically derived ∆ρ from the model ME16
after a similar expansion to (a). (c) A low-pass filtration of slab contours from the
Slab2 model (Hayes et al., 2018) up to degree 10. (d) MTZ water content anomalies
(Meier et al., 2009) expanded to degree 6. (e-g) Correlation between low-pass
filtered ∆ρ and (e) those from the tomographic model ME16, (f) slab depths, and
(g) MTZ water content. The color shows the normalized hit counts of grid points.
The dashed red lines represent least squares regressions computed using grids after
removing outliers (number of hits below threshold values).
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at 660 km depth. The crossover conditions of post-spinel and post-garnet transfor-

mations could facilitate the segregation of basalt from its harzburgitic residue and

gravitational trapping in the MTZ (Anderson, 1979; Ringwood & Irifune, 1988).

Alternatively, non-olivine minerals such as ilmenite may also affect ∆ρ , but these

phases could be seismically masked by (1) their broad depth range and (2) am-

plitudes that are comparable to uncertainty levels, resulting in lower values than

mineralogical predictions (Vacher et al., 1998).

To further investigate the effect of composition on density jump, we extend

the work presented in Chapter 4 on modeling mantle elastic properties [see also

Waszek et al. (2021)] and compile a database of density jump across the 660 (Figure

5.10). We assume that the mantle is comprised of a mechanical mixture of basalt

and harzburgite that is preferred for subduction zones (Ritsema et al., 2009) where

decreased density jumps are found. Globally, the modeling results suggest that the

bulk density jump (5.3%) is consistent with a basalt fraction of 18%, which is in

excellent agreement with that of pyrolite (Xu et al., 2008). For subduction zones,

low density jumps of as much as 4.4±0.3%, which correspond to a basalt fraction

of 34±6%, favor a moderately basalt-enriched MTZ.

It has long been suggested that, as a by-product of plate convergence, water is

brought into the MTZ by downward flow along the slab (Iwamori, 2007) in the form

of either hydroxyls or molecular fluids in melts and sub-solidus minerals (Karki et

al., 2021). According to various seismic observations, the MTZ can be grossly

characterized as hydrated (van der Meijde et al., 2003), dry (Houser, 2016), or

partly hydrated away from subduction zones (Meier et al., 2009). Incorporation

of water in nominally anhydrous MTZ minerals that make up 60% of the pyro-

lite composition would strongly affect their elastic properties, thereby perturbing

the elastic structures of the MTZ. Lateral variations of density jump moderately

correlate (0.49) with those of water content from the global model of Meier et al.

(2009), which could be evidence for the causal association between water content

and density jump. This positive correlation is further supported by a quasi-linear

relationship between the two variables from thermodynamic modeling, where the

addition of one weight percent of water would increase the density jump across the
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Figure 5.10: Predicted density jump across the 660 for different potential temper-
ature and basalt fractions based on the assumption that the mantle composition is
considered as a mechanical mixture of basalt and harzburgite (Xu et al., 2008).
The black line is the 5.3% contour, which represents the bulk global average. The
red line denotes the contour of the average density jump in subduction zone areas
(4.4%) with its uncertainty (white shaded area).

660 by ∼0.7% (see Figure D.4). Despite significant discrepancies among previ-

ous studies regarding the distribution of water in the MTZ, density contrast may be

more indicative of hydration in the MTZ than other commonly adopted seismic ob-

servables such as velocity or discontinuity topography. The apparent link between

water and density jump has been corroborated by recent experimental results on

high-pressure single-crystal elasticity of wadsleyite (Buchen et al., 2018).

5.5 Conclusions

We present new constraints on density jump across the 660 using AVO inversions.

Globally averaged wave speed and density jumps are consistent with those of previ-

ous studies and pyrolite. Maps of velocity and density jumps exhibit strong lateral

variations and are dominated by long-wavelength patterns. The below-average den-

sity jumps and the reported locations of subducted slabs are moderately correlated,

implying a potential chemical origin due to basalt enrichment. Contributions from

compositional heterogeneities are further supported by a similar level of correlation
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between density jump and MTZ water distribution from Meier et al. (2009).

From a technical standpoint, the principles used for our AVO inversion could

be readily extended to other seismic phases, e.g., P-to-S conversions or PP precur-

sors. Future improvements to our study could be made by (1) incorporating MTZ

anisotropy (Huang et al., 2019; Trampert & van Heijst, 2002), which may be sig-

nificant at shorter epicentral distances but its influences on reflection coefficients

remain poorly understood or (2) combining multiple data types with different sen-

sitivities to MTZ discontinuities (Lawrence & Shearer, 2006).
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Chapter 6

Conclusions and Outlook

6.1 Conclusions

The increasing availability and fidelity of array data have substantially improved

our ability to resolve source properties and map seismic structures across all spatial

scales. This thesis applies data-oriented approaches to explore microseismic event

detection and location, the structure and evolution of the continental crust, and MTZ

discontinuities. The key observations and interpretations of each chapter are briefly

summerized below and followed by suggestions on future work.

Chapter 2 characterizes the March 2019 Red Deer induced earthquake swarm

using (1) high-precision earthquake relocation to examine the spatial relationship

and (2) focal mechanisms to assess source characteristics. We utilize a combined

data set from a temporary nodal array and nearby broadband seismic stations and

detect a cluster of 417 events using a machine-learning phase picker and an earth-

quake association and location algorithm. The near-field nodal data enable us to de-

termine the fault-plane solutions for low-magnitude earthquakes based on double-

couple components using first-motion polarities and amplitude ratios. The event

distribution and the resolved focal mechanisms unveil a NE trending rupture area

with two strike-slip fault planes. Reactivation of pre-existing faults by pore pres-

sure diffusion is likely responsible for the occurrence of the earthquake sequence.

The temporal sequence of reactivated fault orientations suggests apparent changes

in the local stress field after the mainshock. We also observe a remotely triggered

cluster one month after the mainshock, which offers further evidence for stress per-
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turbations associated with pressure redistribution due to aseismic slip and/or the HF

operation. This secondary triggering process highlights the need to consider trailing

seismicity during risk assessment. In summary, quick-response nodal deployment

provides an improved understanding of the relationship between HF-induced seis-

micity and the background geological framework in western Canada.

Chapter 3 examines both the isotropic and anisotropic structures beneath south-

western Canada by jointly analyzing fundamental mode Rayleigh and Love wave

dispersion measurements retrieved from ambient noise cross correlation. We take

advantage of more than 10 years of continuous recordings from 118 broadband

stations from regional networks that became available recently. Love wave group

velocity maps at 8–20 s are well correlated with those of Rayleigh waves at sim-

ilar periods, both showing strong spatial correlations with the sedimentary strata

and the underlying basement domains. In the shallow crust, the VSV and VSH maps

exhibit predominantly low shear velocities beneath foreland basins with extensive

sediment deposition, and the pattern transitions into high-velocity crust underneath

the Proterozoic terranes across most of northern Alberta. The widespread nega-

tive anisotropy in the Foreland Belt, which may have resulted from thrust faulting

due to horizontal compression during plate convergence, supports a thick-skinned

Cordillera-Craton transition. We also identify strong, positive radial anisotropy be-

neath the southern Canadian Cordillera, which is indicative of strong horizontal

crustal deformation associated with Eocene extension similar to that observed in

the western United States. Overall, the shear velocity and radial anisotropy of the

exotic terranes are distinct from those of the Foreland, which provide updated seis-

mic constraints on the location and geometry of the Cordillera-Craton transition.

Motivated by the existing controversy about the fate of subducted oceanic litho-

sphere, Chapter 4 investigates the mantle reflectivity structure beneath South Amer-

ica and surrounding oceans based on a large data set of SS precursors. The topo-

graphic variations of MTZ discontinuities reveal contrasting styles of slab-MTZ

interactions along the convergent margin: temporary stagnation in the north and

straightforward penetration in the south. We find diminished reflection amplitudes

beneath the Amazon basin that disfavor a thermal origin. We then combine the ar-

102



rival times and amplitudes of SS precursors with mineral physics modeling to con-

strain the MTZ composition. The presence of the low-amplitude anomaly requires a

chemically unequilibrated and basalt-enriched MTZ, which is further verified using

a novel AVO inversion approach. Our findings offer direct observational evidence

for compositional heterogeneities in the mantle, suggesting a partially stratified ma-

terial transfer between the upper and lower mantle.

Chapter 5 presents an updated model of the 660 topography and a new model of

shear velocity and density contrasts across the 660. Results of our analysis based on

AVO inversions show that the average bulk velocity and density jumps across the

660 are consistent with those of pyrolite. Lateral variations of density jump show

good agreement with those derived from a recent tomographic model. In major sub-

duction zones near the western Pacific (Japan, Izu-Bonin, and Sumatra) and South

America, we identify decreased density jumps in regions with severely depressed

660, which are both associated with the accumulation of cold oceanic lithosphere

at the base of the upper mantle. Comparisons with mineral physics predictions in-

dicate basalt enrichment (∼34% in fraction) in the MTZ beneath subduction zones.

A moderate correlation between MTZ water content and density jump implies the

potential of the latter as a mantle hydration detector. Overall, amplitudes of SS

precursors offer a new diagnostic tool for imaging the thermal and compositional

structure of the mantle.

6.2 Future Directions

Our study on the characterization of HF-induced seismicity near Red Deer benefits

from a well-trained neural network-based phase picker and a sequential earthquake

association and location workflow, which are already assembled into an end-to-end

location workflow known as LOC-FLOW (M. Zhang et al., 2022). Such methods

can be readily applied to other event clusters in the WCSB which remain poorly un-

derstood, including but not limited to naturally occurring earthquakes in the Rocky

Mountain House Seismogenic Zone (Schultz & Wang, 2020), emerging clusters

of wastewater disposal-induced seismicity near Musreau Lake (T. Li et al., 2022),
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and mining blasts in the Rocky Mountains. It should be noted that our hypoDD

relocation only relies on differential travel times of P and S phase picks. A major

improvement can be done by combining both catalog differential times and wave-

form cross-correlation differential times, the latter offering a higher timing preci-

sion (M. Zhang et al., 2022). As a natural follow-up, the relocated earthquakes can

be used as local sources to image the 3-D velocity structure in the source area of the

earthquake sequence for a better understanding of the relationship between seismic

activity and the tectonic environment.

Our regional seismic model reveals a sharp Cordillera-Craton transition at

crustal depths. One of the key findings is that high velocity and negative anisotropy

characterize the Foreland Belt. This anomaly indicates a compositional differ-

ence relative to other morphological belts of the Canadian Cordillera and warrants

further investigations. Future efforts should be directed toward improving resolu-

tion of the basement structure. Our crustal model can be refined by incorporating

Rayleigh and Love group and phase velocities from ambient noise or earthquake

data (e.g., Moschetti et al., 2010), thereby providing sensitivity to greater depths.

Joint inversion of surface wave dispersion curves and receiver functions (e.g., Julia

et al., 2000), which combines both sensitivities, can be a natural direction to de-

termine the shear velocity structure. On the other hand, more advanced techniques

can be adopted to enhance the quality and robustness of the images. For instance,

future work can benefit from adjoint tomography (also known as full waveform

inversion) that requires accurate 3-D sensitivity kernels computed by the spectral

element method instead of a ray-theoretical approach (e.g., Fichtner et al., 2009,

2010; Tape et al., 2009; K. Wang et al., 2018).

We combine a large data set of SS precursors with thermodynamic modeling

to investigate the interaction between the subducted slab and the MTZ beneath the

Nazca-South American subduction zone. This joint seismological and mineralogi-

cal analysis can be directly applied to other tectonically active regions, for example,

the northwestern Pacific which represents an archetypal example of active subduc-

tion and central Pacific where the Hawaiian plume is located. In addition, the stabil-

ity and accuracy of our AVO inversion can be improved by adding P-P constraints
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and jointly inverting for the elastic properties (P/S velocity and density jumps) of

MTZ discontinuities. The combined analysis of arrival times and amplitudes can

also be expanded to other reflected phases to study other discontinuities with sud-

den increases in seismic velocity and density, such as the Lehmann discontinuity at

around 220 km depth, the X-discontinuity (250–350 km depth), and the inner core

boundary. Two known sources of errors in our analysis include (1) the trade-off

between seismic velocity and discontinuity topography and (2) the velocity-density

trade-off. Waveform inversion offers a potential solution to both technical issues

(Dokht et al., 2016). Expanding the analysis to exploit full waveform information

would enable us to simultaneously constrain the velocity and density structure as

well as discontinuity topography.
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Appendix A

Supplementary Materials for
Chapter 2

A.1 Modeling Coulomb Stress Changes

We calculated the Coulomb stress changes resulting from the fault slip of ML4 on

specified receiver fault planes following (1) the average source parameters of the

AGS group (strike = 11◦, dip = 76◦, and rake = −168◦; Figures A.3a and A.3b), (2)

the average fault-plane parameters of the nodal group (strike = 23◦, dip = 78◦, and

rake = 169◦; Figures A.3c and A.3d), and (3) the focal mechanism solution of the

largest aftershock of the remote cluster (strike = 218◦, dip = 67◦, and rake =−147◦;

Figures A.3e and A.3f) (Toda et al., 2011). The calculations of the Coulomb stress

changes (∆CFF), which are independent of the regional stress field and aftershock

fault geometry, strictly follow the Coulomb failure criterion

∆CFF = ∆τ +µ∆σn, (A.1)

where µ is the effective coefficient of friction, and ∆τ and ∆σn are the changes

in shear stress and normal stress, respectively. Using the empirical relationships

among the earthquake magnitude, fault size, and fault slip length (Zoback & Gore-

lick, 2012), we assumed a 1 km (length)× 0.4 km (width) fault plane with a net slip

of 0.04 m. The effective friction coefficient was set to the default value of 0.4. Fail-

ure is promoted when the Coulomb stress change is positive. Our modeling results

show that most of the early aftershocks lie within the region with negative ∆CFF,

whereas late aftershocks, especially the remote cluster, are within the positive ∆CFF
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regime (Figure A.3). We suggest that both mechanisms (i.e., fluid diffusion and

poroelastic stress change) may take effect in the triggering of the earthquake se-

quence, with most of the events dominated by fluid flow and the Coulomb stress

transfer responsible for the late aftershocks.

Layer Depth (km) VP (km/s) VS (km/s) Density (g/cm3) QP QS
0.0 1.360 0.770 1.216

1456 600

0.2 1.367 0.773 1.216
1.1 3.126 1.768 1.793
1.9 3.569 2.018 1.938
2.7 4.713 2.665 2.314
5.0 6.099 3.449 2.768
9.0 6.230 3.467 2.811

13.0 6.327 3.486 2.843
16.9 6.414 3.511 2.872
20.9 6.448 3.530 2.883
24.9 6.466 3.656 2.889
28.9 6.703 3.669 2.967
32.9 6.794 3.710 2.990
37.7 6.794 3.710 2.990
45.7 6.794 3.710 2.990
46.1 6.900 3.930 3.030

Table A.1: The 1-D velocity model used in this study. This model is obtained from
recent regional receiver function inversions beneath two broadband seismic stations
near Red Deer (Y. Chen et al., 2015; C. Zhang et al., 2019).
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Figure A.1: Waveform comparison between the template event (red) and one
of the detected events in the AGS group (gray). Broadband station names
(‘NAME.CHANNEL’) and the corresponding CC values are labeled on the left and
right sides, respectively. The red arrow marks the determined origin time of the
detected earthquake.
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Figure A.2: Waveform comparison between the template event (red) and one of
the detected events in the nodal group (gray). Nodal geophone names (‘NET-
WORK.NAME.CHANNEL’) and the corresponding CC values are labeled on the
left and right sides, respectively. The event origin time is indicated by the red arrow.
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Figure A.3: Coulomb stress changes (∆CFF) using (1) the average fault-plane pa-
rameters of the AGS group (a-b), (2) the average fault-plane parameters of the nodal
group (c-d), and (3) the focal mechanism solution of the largest aftershock of the
remote cluster (e-f) due to the fault slip of the mainshock (ML4). The Coulomb
stress changes are shown in map views at (a, c) 2.9 km depth and (e) 1.2 km depth
and (b, d, and f) cross-sectional views along profile A-B. The earthquakes are col-
ored by the day of occurrence. Please refer to Figure 2.2 for the color bar of the
event origin time.
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Appendix B

Supplementary Materials for
Chapter 3

B.1 Azimuthal Anisotropy

To reduce biases in the estimation of radial anisotropy, we (1) carefully determine

the inversion parameters to ensure consistent recovery amplitudes of VSH and VSV

(see Sections 3.3.2 and 3.3.3) and (2) assess the effect of azimuthal anisotropy. We

compute the azimuthal distributions of Rayleigh and Love wave group velocities

at 8 s, 16 s, and 25 s by averaging the group velocities within 10◦ azimuthal bins.

Following the theoretical formulation for a weakly anisotropic medium (Smith &

Dahlen, 1973), we fit the observed group speed variation with azimuthal angle

U(θ) =U0 [1+A2 cos2(θ −φ2)+A2 cos4(θ −φ4)] , (B.1)

where U0 is the average group speed, θ is the azimuth, A2 and A4 are the peak-to-

peak amplitudes of the 2θ and 4θ terms, and φ2 and φ4 define the fast directions

of 2θ and 4θ anisotropy. Anisotropy of Rayleigh waves is dominated by 2θ terms,

and thus 4θ terms are negligible (Montagner & Nataf, 1986) in our data sets. The

optimal data fit reveals relatively small amplitudes (up to 1%) for the Rayleigh-

2θ terms, 1% to 2.6% for Love-2θ , and 0.6% to 1.5% for Love-4θ components

(Figure B.3). Both Rayleigh and Love wave 2θ fast directions range from 70◦ to

80◦ clockwise from the north. Despite being frequency-dependent, the orientations

are in good agreement with those from crustal stress estimates (Reiter et al., 2014),

shear wave splitting (L. Wu et al., 2019), regional earthquake focal mechanisms
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Rayleigh

Love

Figure B.1: The azimuthal dependence of high SNR (>10) Rayleigh and Love
empirical Green’s functions at three frequency bands (7–10 s, 10–15 s, and 15–
20 s). Results are presented as fractions defined as the number of paths in a 20◦

azimuthal bin with SNR > 10 divided by the total number of paths in that bin.

(R. Wang et al., 2017, 2018), and the present-day absolute plate motion (Gripp &

Gordon, 2002). The inferred Love-4θ anisotropy, on the other hand, orients around

12◦, which possibly reflects the presence of north-south trending basement faults

(R. Wang et al., 2017). The consistent orientations from various data sets suggest

ordered crustal fabrics/faults that, despite their minimal effects on our solutions for

radial anisotropy, warrant a future study for a better overall understanding of crustal

deformation history.
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Figure B.2: Trade-off curves for Love wave group velocity tomography at different
periods. The optimal damping factors (orange diamonds) are chosen based on a
compromise between data misfit (1 – VR) and model smoothness (L2 norm).
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Figure B.3: Rayleigh (a-c) and Love (d-f) group speeds as a function of azimuthal
angle and averaged in 10◦ azimuthal bins (shown as large red circles) at 8 s, 16 s,
and 25 s. The small green dots are the individual group velocity measurements.
The best fits for the Rayleigh-2θ and Love-2θ+4θ azimuthal anisotropy defined
by equation (B.1) are presented as the blue curves in each panel. The estimated
peak-to-peak amplitudes A and fast axes φ are listed at the bottom left corner of
each panel.
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Appendix C

Supplementary Materials for
Chapter 4

C.1 The Effect of Low-Velocity Layers on S410S Re-
flectivity

Based on the assumption of a hydrous MTZ due to downgoing flows of the sub-

ducted slab, a low-velocity layer (LVL) of partial melt above the 410 could be in-

duced resulting from hydrous materials ascending through the water-bearing MTZ

into the nominally anhydrous upper mantle (Bercovici & Karato, 2003). The exis-

tence of such LVL beneath the South American continent was previously suggested

using a similar technique to this study (Schmerr & Garnero, 2007). Here we fol-

low the method of Schmerr and Garnero (2007) to investigate the effect of an LVL

above the 410 on S410S reflection coefficients.

We express the perturbations of the 410 depth, S wave velocity, and density in

terms of the water content of the LVL as

δd =
∂d
∂cw

cw,

δVS =
∂VS

∂cw
cw,

δρ =
∂ρ

∂cw
cw,

(C.1)

where δd is the deviation of the average depth from the 410 (the depth is fixed at

400 km in PREM), δVS and δρ are the shear velocity and density anomalies from

PREM values, and cw is the water content in weight percent (wt%). Those partial
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derivatives are obtained from experimentally determined values where ∂d/∂cw =

−30 km/wt% (Karato, 2006), ∂VS/∂cw = −4.5%/wt% (Mao et al., 2012), and

∂ρ/∂cw = −1.4%/wt% (Jacobsen et al., 2004). We assume that the changes in

model parameters (i.e., d, VS, and ρ) are controlled by water content by ignoring

temperature-dependent terms. The velocity and density profiles near 410 km depth

are perturbed relative to PREM for water contents ranging from 0 wt% to 1.25 wt%

(Figures C.10a and C.10b). The thickness of the LVL is computed using equation

(C.1) while fixing the base of the LVL at 410 km.

Reflectivity synthetic seismograms are then calculated for the shear velocity and

density structures (Figure C.10c). We use seismograms at 125◦ with clean S410S

phases and measure their amplitudes relative to those of SS. The measured S410S

reflection coefficients are obtained after correcting for geometric spreading and at-

tenuation (as illustrated in Section 4.4.2). In the case of a thin LVL (i.e., cw ≤ 0.2

wt%), the reflection coefficient is roughly the sum of both top and bottom reflec-

tions (Figure C.10d). With increasing levels of hydration, the reflection coefficients

first drop due to reduced velocity and density contrasts across the olivine-wadsleyite

transition and then increase above ∼0.75 wt% as a result of the dominance of the

bottom reflections. The Zoeppritz modeling is an incomplete approximation to the

true response by ignoring internal multiples or interference. Our results indicate

that the variations in reflectivity are diagnostic of hydration, but a quantitative anal-

ysis of the water content in the MTZ based on AVO trends warrants further study.

In summary, our AVO inversion based on the linear approximation to the Zoeppritz

equation should be applied with caution as it may fail to model the non-linear AVO

response with accurate amplitude in the presence of an LVL. An approach based on

fitting amplitudes from full waveform modeling (e.g., reflectivity) is preferred.
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Figure C.1: MTZ topography after corrections for mantle heterogeneity using three
different tomographic models. Topographic variations of the 410 (left), the 660
(middle), and the MTZ thickness (right) are shown after upper mantle heterogeneity
corrections using three tomographic models (a) S40RTS (Ritsema et al., 2011), (b)
SAW642ANb (Panning et al., 2010), and (c) TX2007 (Simmons et al., 2007). The
depth/thickness estimates are shown relative to the regional average values at the
bottom right corner of each panel.
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Figure C.2: Correlation between MTZ thickness and average velocity perturbations
within the MTZ. The average velocity structure is calculated using tomographic
models (a) S40RTS (Ritsema et al., 2011), (b) SAW642ANb (Panning et al., 2010),
and (c) TX2007 (Simmons et al., 2007), respectively. The corresponding correla-
tion (CC) coefficients are labeled at the bottom right corner of each panel.
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Figure C.3: The standard errors of the MTZ topography. The maps are (a) the 410
depths, (b) the 660 depths, and (c) the MTZ thickness, respectively. The standard
errors are calculated by a bootstrap resampling test. Note the large uncertainties in
the southernmost part of the study region are due to poor data coverage.
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Figure C.4: Example of shear velocity profiles and reflectivity synthetic SS precur-
sor waveforms generated based on the assumption of a mechanically mixed mantle.
(a) Velocity profiles as a function of potential temperature for a fixed basalt fraction
of 0.2. (b) Predicted SS precursors for models in (a). (c) Velocity profiles as a func-
tion of basalt fraction at a mantle adiabat of 1600 K. (d) Predicted SS precursors for
models in (c). (e) Velocity profiles as a function of water content (as a percentage of
maximum MTZ water storage capacity) for a basalt fraction of 0.2 and a potential
temperature of 1600 K. (f) Predicted SS precursors for models in (e).
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(a) (b)

(c) (d)

Figure C.5: Relative geometric spreading (G) and quality factor (Q) between SS
precursors and the main phase. (a, b) Geometric spreading corrections for S410S
and S660S, respectively. The geometric spreading effects are calculated using
PREM. (c, d) Intrinsic attenuation corrections for S410S and S660S, respectively.
The attenuation correction factors are calculated for PREM, and a center frequency
of 30 s is assumed.
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Figure C.6: Comparison of the SdS reflection coefficients of three global 1-D refer-
ence models calculated from the exact Zoeppritz equation and the two-term approx-
imate equation. The exact (black lines) and approximate (red lines) solutions are
calculated for (c, f) PREM (Dziewonski & Anderson, 1981), (d, g) ak135 (Kennett
et al., 1995), and (e, h) iasp91 (Kennett & Engdahl, 1991), respectively. The shear
velocity and density profiles of the three models are shown in (a) and (b), respec-
tively. The S410S reflection coefficients are shown in (c-e), and the S660S ampli-
tudes are shown in (f-h). Note that the differences between the exact and approxi-
mate solutions are minimal.
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Figure C.7: Probabilistic inversion for mantle temperature and composition (in
terms of the fraction of basalt) for an EA model. (a) The likelihood function (misfit
between the observed and predicted measurements) of the S410S amplitudes. (b)
Likelihood of the S660S amplitudes. (c) Likelihood of the MTZ thickness. (d)
The cumulative posterior probability density function (PDF). Panels (e) and (f) are
the marginal posterior probability distributions of temperature and basalt fraction,
respectively. Dark colors in (a-d) indicate high probabilities.
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Figure C.8: Probabilistic inversion for water content (as percentage of maximum
MTZ water storage capacity) and basalt fraction for an MM model. (a) The likeli-
hood function of the S410S amplitudes. (b) Likelihood of the S660S amplitudes.
(c) The cumulative posterior probability distribution. Panels (d) and (e) are the
marginal posterior probability distributions of water content and basalt fraction, re-
spectively.
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Figure C.9: Comparison between the observed and modeled waveforms for Cap
1. The observed stack (thick red curve) of Cap 1 with its 95% confidence inter-
vals (gray shaded areas). The thick black curve is the synthetic waveform simu-
lated by modifying the PREM model using our inverted density and shear velocity
contrasts. The observed and simulated waveforms are close and well below the
PREM-predicted waveform (thin blue curve).
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Figure C.10: Synthetic modeling of S410S reflection coefficients in the presence
of water in wadsleyite following Schmerr and Garnero (2007). Panels (a) and (b)
are the shear velocity and density structures near 410 km depth for increasing wa-
ter content from 0 wt% to 1.25 wt%. (c) Synthetic S410S and S660S waveforms
for varying water contents using the reflectivity method. (d) Zoeppritz-based re-
flection coefficients of the top (circles) and bottom (triangles) of the LVL com-
pared with S410S reflection coefficients measured from reflectivity synthetic seis-
mograms (cross symbols). We use a reference epicentral distance of 125◦.

152



Appendix D

Supplementary Materials for
Chapter 5

The supporting information provides additional details that are complementary to

our analysis presented in Chapter 5. Our topography model of the 660 is compared

with two other studies. We also explore the frequency dependence of the global

average estimates of density jump across the 660. Based on thermodynamic mod-

eling, we show the effect of hydration on density jump.
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Figure D.1: Comparison of (a) our 660 topography to that from (b) Flanagan and
Shearer (1998) and (c) a recently published model (Waszek et al., 2021). Panels (d)
and (e) are the correlations as a function of spherical harmonic degree for our to-
pography map versus that of Flanagan and Shearer (1998) and Waszek et al. (2021),
respectively.
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Figure D.2: Correlation between S660S amplitudes with shear velocity anomalies
at the 660 km depth from S40RTS. The CC coefficient is shown in the top left
corner. The solid and dashed black lines represent the least squares regressions
obtained by assuming the S velocity perturbations or the S660S amplitudes to be
the independent variables, respectively.
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Figure D.3: Frequency dependence of the global average measurements of veloc-
ity and density jumps across the 660. The symbols represent values from seismic
reference models, previous studies, and the pyrolite model.
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Figure D.4: (a) Shear velocity profiles for a series of water content profiles rang-
ing from 0% to 100% of the maximum storage capacity with an increment of 10%,
simulated using HyMaTZ. The thermodynamic modeling assumes a pyrolitic man-
tle composition along a 1600 K adiabat. Water partitioning in olivine, wadsleyite,
and ringwoodite is fixed to be 6:30:15 based on experimental results from Inoue et
al. (2010). The presence of hydration perturbs the density structures at both the 410
and 660. (b) Predicted density jumps across the 660. A quasi-linear increase in den-
sity jump across the 660 is observed with increasing water content due to reduced
density in the MTZ. On average, the addition of 1 wt% of water would increase the
density jump by ∼0.7%.
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Appendix E

List of Software

Software Description References
SAC Seismic data processing Goldstein and Snoke

(2005)
ObsPy Seismic data processing Beyreuther et al.

(2010)
GMT Mapping Wessel et al. (2013)
TauP Travel time calculation Crotwell et al. (1999)
SOD Data request Owens et al. (2004)

PhaseNet Arrival time picking Zhu and Beroza
(2019)

REAL Earthquake association and
location

M. Zhang et al. (2019)

M&L Small event detection and
location

M. Zhang and Wen
(2015)

GrowClust Earthquake relocation Trugman and Shearer
(2017)

hypoDD Earthquake relocation Waldhauser and
Ellsworth (2000)

VELEST Earthquake location Kissling et al. (1994)
FOCMEC Double-couple focal mechanisms Snoke (1984)
Coulomb 3 Coulomb stress changes Toda et al. (2011)

CPS330 Surface wave dispersion
inversion

Herrmann (2013)

Seismic-noise-
tomography

Ambient noise tomography Goutorbe et al. (2015)

CRFL Reflectivity synthetic
seismogram

Fuchs and Müller
(1971)

HyMaTZ Velocity modeling for hydrous
MTZ composition

F. Wang et al. (2018)

Table E.1: A list of seismological software tools used in this thesis.
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