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Abstract

This thesis investigates the transport and dispersion of substances injected in the different

layers of the atmosphere, and the mechanisms by which these substances may be trans-

ferred from one layer to another. These investigations are based on results of simulations

using Lagrangian dispersion models that were “driven” by large scale wind fields provided

by the numerical weather analysis and prediction sytems in operation at the Canadian

Meteorological Centre. The main substance of the thesis consists in three papers published

during the course of my doctoral studies. Although each one of the papers constitutes a

distinct scientific study, as a group, they are unified by their collective focus on transport

within and exchange between the atmospheric layers.

After a brief overview of the three main layers that account for most of the atmosphere’s

mass, and of their interfaces, the fundamental aspects of Lagrangian modelling, specially

those concerning stochastic processes, are reviewed and discussed. Special attention is

given to the relationship between the particles’ trajectories in phase-space produced us-

ing a stochastic differential equation and the Fokker-Planck equation describing the time

evolution of the probability density distribution of those particles in phase-space.
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The Lagrangian transport models developed and used operationally at the Canadian Met-

eorological Centre (CMC) of Environment Canada are presented, and the various simulated

physical processes are also discussed. The models are applied to real cases of atmospheric

transport and dispersion in the boundary layer, and are compared to available observa-

tions.

Transport and dispersion of aerosols injected deeply into the stratosphere during the erup-

tions of the Alaskan volcanoes Okmok and Kasatochi in the summer of 2008 is investigated.

The sulfate aerosol plumes resulting from these eruptions can be followed for many days

after their injection into the stratosphere, illustrating clearly that the air circulates in

rather well maintained streams with little vertical mixing in these layers.

Investigations for the possible source regions of the 7Be observed near the surface at

Harlech in the Alberta foothills, show that transfers between the lower stratosphere and

the upper troposphere do occur regularly, but are generally confined to regions close to the

tropopause. It is also seen that tropopause folds associated with well developed cyclonic

systems induce strong and deep subsidence frequently enough to feed well maintained

streams of stratospheric air into the mid and low troposphere, which later can be entrained

into the boundary layer.

The mechanisms governing exchange between the free troposphere and the planetary

boundary layer are examined in detail with the aid of a simple diagnostic model developed

to estimate the turbulent kinetic energy and the turbulent velocity variances. This model

produces plausible profiles of the vertical velocity variance σ2
w , and of the vertical distri-

bution of buoyancy production/destruction of this variance. The diagnosed entrainment

zone (EZ) proves just as credible as that resulting from more complex models. It is found

that the diagnosed σ2
w profiles are smoothly attenuating in the entrainment zone, which is

a few hundreds of meters deep, justifying a simplification in the calculation of Lagrangian

trajectories across this zone.
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CHAPTER 1

Introduction

When substances are injected in the middle of the atmosphere, they can travel over long

distances before being mixed downward towards the surface. For example, the April 1986
accident at the Chernobyl Nuclear Power Plant produced a radioactive plume that spread

over the Northern Hemisphere and reached North America within a matter of days [Pu-

dykiewicz , 1989]. While most of the radioactive aerosols were released in the atmospheric

boundary layer (ABL), the large fires also projected material into the lower parts of the free

troposphere (FT). Long range dispersion model simulations indicate that transport in the

mid and upper troposphere had an important effect on observed surface concentrations over

North America [Pudykiewicz , 1988]. This is also seen with radioactive tracers produced

in the stratosphere, like 7Be, which get transported downward into the mid-troposphere

where they can travel over large distances before being mixed into the boundary layer

[D’Amours et al., 2013], and being detected at surface monitoring stations.

On the other hand, substances injected in the boundary layer will often remain confined

to the ABL, even when transported over large distances. This was the case for radioactive

substances released during the the Fukushima Dai-ichi Nuclear Power Plant accident in

March 2011, which were injected in the lower part of the boundary layer [Terada et al.,

2012]. The resulting plume travelled over the Northern Pacific for several days staying
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close to surface before reaching North America [Leon et al., 2011; D’Amours et al., 2015].

Nevertheless, the importance of exchange between the boundary layer and the tropo-

sphere, in large scale transport of pollutants, is well documented. A good example is

found in Colette et al. [2008] showing the connection between Saharan dust outbreaks and

aerosols observed in the Paris area.

This thesis investigates the transport and dispersion of substances injected in the different

layers of the atmosphere, and the mechanisms by which these substances may be tran-

ferred from one to the other. The investigations are based on results of simulations using

Lagrangian dispersion models. The main substance of the thesis consists in three papers

published during the course of my doctoral studies. Although each one of the papers con-
stitutes a distinct scientific study, as a group, they are unified by their collective focus on

transport within and exchange between the atmospheric layers.

It will be shown that eddy diffusion is not the principal mechanism by which mixing occurs

throughout the atmosphere. In the stratosphere, air circulates in well maintained streams

with little vertical mixing. Frequent exchanges between the stratosphere and the tropo-

sphere do occur, but are mostly confined to the immediate layers near the tropopause.
Injections from the stratosphere to the troposphere, associated with low pressure systems,

happen frequently enough to feed streams of stratospheric air circulating at different levels

of the troposphere. These tropospheric streams are also maintained over large distances

and for relatively long periods of time with little horizontal or vertical mixing. Exchanges

between the boundary layer and the free troposphere occur in a limited zone near the
top of the boundary layer, the entrainment zone. However the main mechanism by which

tropospheric air is entrained in, or “detrained” from, the boundary layer is associated with
the growth and decay of the boundary layer associated with the diurnal cycle.

Chapter 2 gives a brief overview of the three main layers accounting for most of the atmo-
spheric mass, and of their interfaces, with an emphasis on the atmospheric boundary layer,

where interactions with the surface of the earth occur. This is intended as a preamble to
the investigations presented.
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In Chapter 3, the fundamental aspects of Lagrangian modelling, specially those concerning

stochastic processes, are reviewed and discussed. Special attention is given to the rela-

tionship between the particles’ trajectories in phase-space produced using a stochastic

differential equation, and the Fokker-Planck equation describing the time evolution of the

probablity density distribution of those particles, in phase-space.

The papers are not presented in the chronological order of their publication. Chapter 4

presents the most recent, D’Amours et al. [2015], and describes the Lagrangian transport

models used operationally at the Canadian Meteorological Centre (CMC) of Environment

Canada, for which I was the lead developer. Many details about the various simulated

physical processes are also discussed. The models are applied to real cases of atmo-
spheric transport and dispersion in the boundary layer, and are compared to available

observations.

Chapter 5 presents a study [D’Amours et al., 2010] on the transport and dispersion of

aerosols injected deeply into the stratosphere during the eruptions of the Alaskan volca-

noes Okmok and Kasatochi in the summer of 2008. The importance of the eruptions and

the information which became available, both on the eruptions’ characteristics and on the
plumes generated, provided a unique opportunity to test the transport model and improve

our understanding of transport in those regions of the atmosphere. We will see that sulfate

aerosol plumes resulting from these eruptions can be followed for many days after their

injection into the stratosphere illustrating clearly that the air circulates in well maintained

streams with little vertical mixing in these layers

Chapter 6 presents a study [D’Amours et al., 2013] on the transport of Beryllium-7, a

substance known to be produced in the upper portions of the atmosphere. This study
investigates the exchange processes between the stratosphere and the troposphere, and

downward to the surface. The study illustrates vividly how frequent are exchanges between
the lower stratosphere and the upper troposphere and shows that episodes of high ozone

concentrations which occurred in the foothills of the Canadian Rockies, during the study
period, were the result of very long range transport, and most likely of stratospheric origin.

The perspective of the study is unique in the sense that it is the influence of large potential
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source areas on a single surface station which is investigated. Special metrics were

developed for this purpose: the layer residence time fraction, the weighted layer residence

time fraction, the layer exit rate and the layer exit time.

Chapter 7 focuses on exchange between the free troposphere (FT) and the planetary bound-

ary layer (PBL or BL). A simple diagnostic model for the variances of the turbulent com-

ponents of the wind was developed and used to explore the concept of the entrainment

zone associated with the convective boundary layer, and how this should be accounted for

in a dispersion model. The model is applied to micrometeorological observations from the

Wangara field experiment [Clarke, 1970] and data taken at the release site of the European

Tracer Experiment [Gryning et al., 1998]. The modelling of these exchanges discussed in

section f of D’Amours et al. [2015] is addressed again.

It will be shown that in general, the vertical profiles of turbulence generated give a good

representation of turbulence in the transition zone at the top of the boundary layer, and

that no special treatment for the particle trajectory calculations appears to be necessary

in Lagrangian dispersion models.
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CHAPTER 2

The atmosphere: a layered fluid

2.1 Introduction

This purpose of this chapter is to present a brief description of the three main layers of the

atmosphere, since the specific characteristics of each of those layers have an important

effect on transport and dispersion. In the following chapters, Lagrangian models are used

to investigate the behaviour of aerosol plumes projected by volcanic eruptions reaching

heights near 15 km. As well, transport across these layers of radioactive substances
generated by cosmic radiation at high altitudes, and which are detected near the surface,

will be examined.

2.2 The troposphere

Figure 2.1 shows schematic average vertical profiles of air temperature and density ac-
cording to the U.S. Standard Atmosphere, 1976 (document: NOAA-S/T 76-1562). These

average vertical profiles are essentially the result of the dominant physical processes oc-

curring at various altitudes in the atmosphere. Most of the solar energy is absorbed by

the surface of the Earth and is transferred to the lower portions of atmosphere mainly

through vertical transport of sensible heat and of latent heat associated with the evapora-

tion and condensation of water (p. 403 Holton [1992]). This transport is either the product
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of convective clouds (e.g. thunderstorms) or of large scale vertical motion associated with

synoptic weather systems, which are induced by the latitudinal variation of the solar input,

and are responsible for the large scale transport of energy to the polar regions. This large

scale vertical transport results in a rapid decrease of temperature with height, at a rate

of about 6 K km−1, up to an altitude of 10 to 12 km, delineating the troposphere.

2.3 The stratosphere

Above the troposphere, in the stratosphere, the solar ultraviolet radiation interacts with

molecular oxygen to form the ozone layer. The absorption of the UV radiation warms the
layer, producing a steady increase of the mean temperature with increasing height, up to to

a maximum near 50 km, the stratopause (p. 404 Holton [1992]). This results in a stratified

thermally stable layer where very little vertical mixing is occurring. The tropopause defines

the boundary between the stratosphere and the troposphere. The tropopause height is

usually estimated from Ertel’s potential vorticity (Ep) expressed in isentropic coordinates.

From Holton [1992], the vertical component of vorticity on the isentropic surface is defined

as:

ζθ = ∂v

∂x

⏐⏐⏐⏐⏐
θ

− ∂u

∂y

⏐⏐⏐⏐⏐
θ

(2.1)

where the partial derivatives are evaluated on surfaces of constant potential temperature
θ. Then the potential vorticity is defined as:

Ep = (ζθ + f)
(

− g
∂θ

∂p

)
. (2.2)

where f is the Coriolis parameter and g the accelaration due to Earth’s gravity. Ep is
conserved for frictionless adiabatic flow. It can be seen on Figure 6.12 that there is a

fairly strong vertical gradient of Ep which separates the troposphere and the stratosphere.
In the literature, potential vorticity thresholds used to estimate tropopause height range

between 1 – 3.5 potential vorticity units (PVU, 1 PVU = 1 × 10−6 m2 K kg−1 s−1) [Bach-
meier et al., 1994; Holton et al., 1995; Stohl et al., 2000; Colette et al., 2005]).

When injected high above the tropopause, substances which are not subject to gravitational
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settling can travel long distances without much mixing. Such transport is investigated in

a study on volcanic aerosols presented in chapter 5.

Exchanges between the stratosphere and the troposphere are continually taking place and

are associated with tropopause folding processes, occurring in synoptic weather systems.

Beryllium–7 (7Be ) is a relatively short-lived radioactive isotope, with a half-life of 53.3

days, and is naturally produced in the upper parts of the atmosphere, mostly in the high

stratosphere. 7Be can therefore be used as an indicator of the presence of air masses of

stratospheric origin near the surface. In a study by D’Amours et al. [2013], inverse Lag-

rangian transport modelling is used together with concurrent measurements of surface air

concentrations of ozone (O3) and of 7Be at Harlech, in the Alberta Foothills, to investigate

the origin of the air with elevated O3 concentrations. This study is presented in chapter
6

2.4 The boundary layer

In the lowest part of the troposphere, exchanges of heat and momentum with the ground

produce turbulent motion which is confined in a relatively thin layer (roughly 1000 m
deep) described as the atmospheric boundary layer (ABL), or alternatively, the planetary

boundary layer (PBL). In the layer above the ABL, turbulent motions are less frequent, in-

termittent and localized in space. This layer is usually referred to as the free troposphere

(FT). Climatologically speaking, most of the solar energy is absorbed by the Earth’s sur-

face. It is then transferred to the lowest portions of the ABL, in contact with the ground

– the surface layer (SL) – in the form of sensible heat and of latent heat by evaporation

of surface water into the air. The surface air is then transported in the rest of the ABL

by turbulent mixing and, on a longer time scale, mixes with the FT. There is a strong lat-

itudinal dependence in this process. This in turn generates horizontal pressure gradients

driving the various wind regimes observed at all levels of the atmosphere. The preponder-
ance of the momentum associated with those wind circulations is in the FT. However this
momentum must be transferred back to the Earth surface through turbulent momentum

fluxes within the ABL, otherwise the atmosphere would be accelerated continuously, even
taking into account angular momentum conservation.
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Figure 2.2 shows an example of the daytime evolution of the water vapour mass mixing

ratio observed [Clarke, 1970] in the lower portion of the atmosphere. The portion near the

ground dries up as the water vapour gets vertically mixed, more or less uniformly, in a well

defined layer, the ABL. This layer thickens with time. Above the ABL (above 1500 m in

Figure 2.2) there is very little change in the mixing ratio, indicating that in this case, not
much water vapour is transferred into the free troposphere above. There is a transition

zone where the mixing ratio changes almost linearly. This zone is almost 500 m thick at

time 12H00 EST, and about 300 m at time18H00 EST, between a third and a fifth of the

depth of ABL.

The turbulent interactions between the ABL and the FT occur in this layer, known as
the entrainment zone (EZ). Stull describes the EZ in the context of a convective boundary

layer, where rising thermals penetrate and/or deflect the capping inversion layer. A similar

EZ also exists for a shear driven boundary layer; in that case the BL is almost thermally

neutral and some of the vigorous eddies and vortices interact with the capping layer

[Moeng and Sullivan, 1994], [Colonna et al., 2009]. Wyngaard [2010] describes the EZ as

an interfacial layer:

“The top of the CBL is locally and instantaneously quite thin: averaging over

time, space, or an ensemble produces a much thicker interfacial layer”

Figure 2.3 from Crum and Stull [1987] shows another example of humidity profiles from

the Oklahoma Boundary Layer Experiment - 1983 [Stull and Eloranta, 1984]. The profile

is quite jagged in the layer between the two purple arrows, ∼ 860-820 millibars, and one
can assume that it corresponds to the local entrainment zone. Presumably an average

performed in that layer (perhaps in time or along the flight legs), would result in a profile

similar to those shown in Figure 2.2. In those two experiments it seems that the vertical

the extent of the EZ is about the same, approximately 400 m.

The entrainment zone has been the subject of investigation and modelling for some time.

Nevertheless, in Chapter 7, a simple diagnostic model of the convective boundary layer

(CBL) is presented which seems to yield a plausible statistical description of the BL, in-

cluding the EZ. This model is used to investigate the modelling of exchanges between the
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BL and the FT.
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2.5 Figures

Figure 2.1: Vertical profiles of temperature and density for the US Standard atmosphere.
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Figure 2.2: Observed mean specific humidity profiles for day 33 of the Wangara experiment,
at three different times, 12H00 EST, 15H00 EST and 18H00 EST.
It is difficult to estimate the averaging time of the data, from the information provided in
Clarke et al. [1971] one understands that mixing ratio shown represent spatial averages of
the order of the height intervals at which they are given, every 50 m up to 1000 m, and
every 100 m afterwards. Here it would seem that the EZ is resolved within three to five
100 m layers.
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Figure 2.3: Observed specific humidity profile during the Oklahoma Boundary Layer Ex-
periment - 1983.
The profile is quite jagged in the layer between the two purple arrows, ∼ 860-820 millibars,
and one can assume that it corresponds to the local entrainment zone. The boundary layer
height (labelled Zi) is defined as the height where a 50 - 50% mixture of mixed layer air
from below and free atmosphere air from above exists. Histograms of relative frequency of
occurrence specific humidity at different heights above the ground, are shown on the right
hand side of the figure, and labelled according to the flight leg number. The histogram for
the observations taken above the entrainment zone shows (Leg 4) that measurements are
nearly constant, with a low specific humidity, approximately 3 g/kg. There is a bit more
spread for measurements below the entrainment zone (Legs 9-10-11), but the distribution
is fairly constant, through most of the BL depth, with a much higher mean than in the FT,
around 7 g/kg. However within the entrainment zone, the distribution of the measurements
is almost uniformly spread between the BL and the FT means (Legs 6 and 7). This indicates
that the concentration of water vapor is quite variable, therefore there is a fair amount of
horizontal variability in the EZ.
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CHAPTER 3

Fundamentals of Lagrangian modelling of atmospheric dispersion

3.1 Introduction

The investigations on the transport and exchanges of substances in the different layers

of the atmosphere presented in this thesis are based on simulations using Lagrangian

dispersion models. In this chapter, some fundamental aspects of Lagrangian modelling,

specially those concerning the stochastic processes, are reviewed and discussed. Special

attention is given to the relationship between the phase-space trajectories produced using
a stochastic differential equation and the Fokker-Planck equation.

3.2 The Langevin equation

Langevin [1908] proposed an equation (his equation number 3) to describe the motion of
a particle suspended in a fluid, in reaction to collisions with the fluid’s thermally agitated
molecules – Brownian motion. For direction x, the equation is:

m
d2x

dt2 = a
dx

dt
+ X , (3.1)

where m is the particle mass, and a, a coefficient controlling the strength of viscous

damping of the motion1. Langevin also described the term X as a complementary force
1In Langevin’s words “une résistance visqueuse”
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having zero mean, maintaining the particle’s agitation. This Langevin equation can be

applied to model the trajectories of air particles in the atmosphere, where turbulence

becomes the source of the particles “agitation”. The Langevin equation is transformed into

the following set of stochastic differential equations (SDE):

dui = ai(x,u, t)dt + bij(x,u, t)dξj , (3.2)

dxi = uidt , (3.3)

where:

bijdξj = bi1dξ1 + bi2dξ2 + bi3dξ3 , (3.4)

dξj ∈ N(0, dt) . (3.5)

The dξj are independent, therefore the term bij(x,u, t)dξj represent a multinormal random

variate, with zero means and bikbjkdt variances. There are three components to the random

term, to allow for the possibility of random stresses in any of the three axes to “shock” the

particle in the ui direction (e.g. Wilson et al. [1993]). These equations form the basis of
the first order Lagrangian stochastic model (LSM).

In practical applications, dispersion is estimated by calculating the trajectories of a number

of air particles (or fluid elements) large enough to adequately sample the dispersing plume.

In general, these particles only differ from the other fluid elements because they are

“marked”. It is assumed that the marked particles conserve their identity during their
flight. However they can transport some amount of material that may be subject to various

physical processes like dry deposition, wet scavenging and radioactive decay. A fluid

element can also be viewed as representing an ensemble of real particles or aerosols. Upon

release, the fluid element is assigned a mass that depends on the total quantity of the

substance emitted and the total number of particles released. This mass is only marking

the fluid element and has no effect on its trajectory. Other processes, like radioactive

decay, deposition and scavenging, gravitational settling can also be included in the model.

These are discussed in Chapter 4.
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3.3 Relationship between the LSM and the Fokker-Planck equation

There is an implied Fokker-Planck equation (FPE) associated with the LSM set of equa-

tions (3.2) and (3.3). This FPE describes the time evolution of the probability density

function for a fluid parcel to occupy a given elemental volume in the phase-space of posi-

tions and velocities. The FPE is useful in the determination of the SDE coefficients.

Here we illustrate that equations (3.2) and (3.3), when applied to a large number of

particles, describe the evolution of a cloud of particles in phase-space, which can also

be seen as describing the evolution of the probability density cloud, in phase-space. Then

at any point in phase-space, the passing of the probability cloud corresponds to a flux of

probability density and the local rate of change of the probability density results from the

convergence/divergence of this flux.

Let the number of fluid elements in an elemental phase-space volume be N(x,u, t)dudx.

Then this quantity is proportional to g(x,u, t)dudx, where g is the distribution of the fluid

elements in phase-space or, equivalently2, the probability density distribution of those

fluid elements. Equation (3.2) shows the displacement of a given fluid element in the

velocity dimensions of this elemental volume, and equation (3.3), its displacement in the

spatial dimensions. The flux through the phase-space volume which can make N and g

fluctuate locally can be expressed as:

Fx(x,u, t) = g(x,u, t)u (3.6)

Fu(x,u, t) = g(x,u, t)Φ , (3.7)

where 𭟋𭟋𭟋x(x,u, t) is the flux of probability density in the position subspace, and 𭟋𭟋𭟋u(x,u, t),

the flux of probability density in the velocity subspace. Φ = (a + A) is the acceleration

vector and includes the stochastic component A. Then, the rate of change of g(x,u, t) can

be understood, conceptually at least, as the divergence of the two fluxes in their respective
2Within a normalization factor. This is discussed in Thomson [1987]
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portions (i.e. subspaces) of the position-velocity phase space:

∂g(x,u, t)
∂t

= −
[
∇ · 𭟋𭟋𭟋x(x,u, t) + ∇̃ · 𭟋𭟋𭟋u(x,u, t)

]
(3.8)

= − ∂

∂xi
(gui) − ∂

∂ui
(gai) − ∇̃ij(Aijg) (3.9)

The term ∇̃ij is used symbolically because the stochastic term A is not differentiable, be-

ing discontinuous everywhere, and cannot be handled with the rules of ordinary calculus.

The purpose of the random term in equation (3.2) is to model the unpredictable portion of

the fluid element trajectory, which may “jump” inside or outside a given elemental volume.

Here, this effect occurs only in the velocity dimensions of the phase space. Defining

Win(x,u, t) as the transition probability per unit time ( Van Kampen [2008], chapter V,

section 1) for a fluid element to move into the elemental volume dudx, and Wout(x,u, t)

as the transition probability per unit time for a fluid element to exit the elemental volume,

then (Win − Wout)g gives the net inward flux of particles across the faces of the elemental

volume. Therefore by analogy with the divergence theorem (e.g. Sokolnikoff and Redheffer

[1966], equation 7.4):

−∇̃ij(Aijg) =
[
Win − Wout

]
g (3.10)

The term
[
Win − Wout

]
g is evaluated using the Kramers-Moyal expansion of the so called

“Master Equation” [Van Kampen, 2008; Rodean, 1996]. For this particular case, i.e. a

multivariate Gaussian process with zero mean and variance Bij :

[
Win − Wout

]
g = 1

2
∂2(Bijg)
∂ui∂uj

(3.11)

Denoting 1
2Bij as Bij , and substituting into equation (3.9), we get:

∂g

∂t
= − ∂

∂xi
(g ui) − ∂

∂ui
(g ai) + ∂2(Bijg)

∂ui∂uj
(3.12)

which is the Fokker-Plank equation applied to the distribution g as expressed by Thomson

[1987], equation (5). This equation is also known as the Kolmogorov forward equation. It

can be seen that calculating a large number of particle trajectories using equations (3.2)

and (3.3), as is usually done in Lagrangian models, is equivalent to solving the FPE.
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3.3.1 The well mixed constraint (WMC) and the FPE

Thomson [1987] formalized an intuitively logical constraint for an LSM, which he called

the well mixed condition (WMC) in position-velocity space: “If the particles of tracer are

initially well-mixed (i.e. g proportional to ga) will they remain so ? ” He recognized that

for an LSM to satisfy the WMC, it is necessary and sufficient that the FPE associated with
the LSM, equation (3.12), should also apply to ga(x,u), the distribution of all of the fluid

elements.

This FPE is re-written below, slightly differently:

∂ga

∂t
= − ∂

∂xi
(ga ui) − ∂

∂ui

[
(ga ai) − ∂(Bijg)

∂uj

]
. (3.13)

Since the form of a is not determined at this stage, Thomson rewrites the FPE in terms of

a vector ϕ⃗ as:

∂ϕi

∂ui
= −∂ga

∂t
− ∂uiga

∂xi
, (3.14)

or more conventionally:

∂ga

∂t
= −∂uiga

∂xi
− ∂ϕi

∂ui
. (3.15)

However, satisfying the WMC does not provide a unique solution for a and ϕ.

3.4 Determining the SDE coefficients ai and bij

Here we illustrate the derivation of the SDE coefficients ai and bij shown in equations (3)

to (6) of the paper in section 4. In the interests of computational feasibility and rapidity,

it is here assumed that the small scale velocity fluctuations can be treated as stationary,

horizontally homogeneous and uncorrelated (one with another). These assumptions are
made in the context of CMC models, which are required to be able to simulate processes out

to the global scale, and given that the detailed information (e.g. velocity covariances) that
would be required if the model were fully general simply is not routinely available.
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3.4.1 The ai coefficients, using Thomson’s “simplest” solution

For fully general Gaussian turbulence admitting non-stationarity and inhomogeneity on

any or all of the axes, Thomson proposes the following “simplest” solution, in his nota-

tion:

ai = Bij(V −1)jk(uk − Uk) + ϕi(x,u, t)
ga

, (3.16)

Vij = (ui − Ui)(uj − Uj) , (3.17)
ϕi

ga
= 1

2
∂Vil

∂xl
+ ∂Ui

∂t
+ Ul

∂Ui

∂xl
(3.18)

+
[1

2(V −1)lj

(
∂Vil

∂t
+ Um

∂Vil

∂xm

)
+ ∂Ui

∂xj

]
(uj − Uj)

+ 1
2(V −1)lj

∂Vil

∂xk
(uj − Uj)(uk − Uk) ,

where ui is the instantaneous velocity, Ui the ensemble average, and Bij ≡ 1
2bikbjk .

Now, using the notation that (U, V, W ) describe the mean background flow, (u, v, w) the ve-

locity fluctuations, and (σ2
u, σ2

v , σ2
w) their variances, introducing the approximation that the

velocity fluctuations are uncorrelated, and also assuming quasi-steadiness and horizontal

quasi-homogeneity, Thomson’s solution becomes ( see Appendix A):

ϕx

ga
= 1

2σ2
u

∂σ2
u

∂z
wu , (3.19)

ϕy

ga
= 1

2σ2
u

∂σ2
v

∂z
wv , (3.20)

ϕz

ga
= 1

2
∂σ2

w

∂z

(
1 + w2

σ2
w

)
. (3.21)

3.4.2 The coefficients bij for the stochastic component

Following the discussion in Thomson [1987] on the Lagrangian structure function, the

velocity auto-covariance of a given fluid element after a short time interval τ is written

as:

(ui(t + τ) − ui(t))(uj(t + τ) − uj(t)) = δijC0ϵ τ , τ > τη , (3.22)
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where τη is the Kolmogorov time scale, the turnover time of the small, energy dissipating,

eddies. Using equation (3.2) to estimate the differences, we get:

duiduj = bikdξkbjldξl + aiajτ2 (3.23)

However since dξkdξl = 0 for k ̸= l, and dξ2
k = τ , for all values taken by k or l,

duiduj = bikbjkτ + aiajτ2 . (3.24)

For small enough τ , but still exceeding τη , aiajτ2 is negligible, so that

bikbjk = δijC0ϵ , (3.25)

which means that for all i ̸= j, bikbjk = 0. This is possible only if all “off-diagonal” terms
of bikbjk are zero. Hence the coefficient bij has to be:

bij = δij(C0ϵ)1/2 . (3.26)

Therefore, consistency with Kolmogorov similarity theory for locally isotropic turbulence

forbids the component-to-component correlation in the random forcing.

Finally, recalling that Bij ≡ 1
2bikbjk , the complete set of equations for the particle velocities

is written as:

du =
[

− 1
2

C0ϵ

σ2
u

u + 1
2σ2

u

∂σ2
u

∂z
wu

]
dt +

√
C0ϵ dξ , (3.27)

dv =
[

− 1
2

C0ϵ

σ2
v

v + 1
2σ2

v

∂σ2
v

∂z
vu

]
dt +

√
C0ϵ dξ , (3.28)

dw =
[

− 1
2

C0ϵ

σ2
w

w + 1
2

∂σ2
w

∂z

(
1 + w2

σ2
w

)]
dt +

√
C0ϵ dξ . (3.29)

3.5 Inverse dispersion modelling

In many practical situations, one is concerned about the possible origin of a substance

transported in the atmosphere and observed at one or more locations, and perhaps would

like to assess the amounts released. Dispersion modelling, in inverse mode, can be used

in those cases. Several examples of such applications are discussed in the next chapters.

Here the theoretical bases for inverse dispersion modelling are reviewed.

19



3.5.1 Conditional probability and mass mixing ratio conservation

Let p(x,u, t|y,v, s) be the probability density that a particle initially at phase-space

position (y,v), at time s will be later found at position (x,u), at time t > s. It is of

interest to estimate the probability that a particle came from phase-space point (y,v), at

time s, given that it is found at (x,u), at time t. According to the conditional probability
definition:

p(x,u, t|y,v, s) = p(x,u, t ∩ y,v, s)
p(y,v, s) , (3.30)

p(y,v, s|x,u, t) = p(x,u, t ∩ y,v, s)
p(x,u, t) , (3.31)

p(x,u, t|y,v, s)p(y,v, s) = p(y,v, s|x,u, t)p(x,u, t) . (3.32)

Applying equation (3.32) to the atmosphere, the probability density distribution p(x,u, t)

for any atmospheric fluid element to be found at time t, in the vicinity of point x,u of the

phase space, is proportional to ga(x,u, t), therefore,

p(x,u, t|y,v, s)
ga(x,u, t) = p(y,v, s|x,u, t)

ga(y,v, s) . (3.33)

This is a probabilistic expression of the mass mixing ratio conservation along the trajectory

of an air parcel. Equation (3.33) gives a basis for inverse Lagrangian modelling.

3.5.2 Reverse/backward diffusion

Equations (3.2) and (3.3) give a means to sample the probability density p(x,u, t|y,v, s).

Using the notation where u′ = −u, t′ = −t and dt′ = −dt, so that t′ increases when going

backward in time, Thomson [1987] proposes the following LSM:

du′
i = a′

idt′ + b′
ijdξ′

ij , (3.34)

dx = u′dt′ . (3.35)

These equations allow the sampling of the forward3 transition probability associated with

this model, denoted p′
f (x,u′, t′|y,v′, s′), where t′ > s′; p′

f is the probability that a fluid

element originating at (y,v′) at time s′, will be found at (x,u′) at time t′.

3in the t′ framework
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p′
f (x,u′, t′|y,v′, s′), for t′ > s′ should satisfy the FPE:

∂p′
f

∂t′ = − ∂

∂xi
(p′

f u′
i) − ∂

∂u′
i

(p′
f a′

i) +
∂2(B′

ijp′
f )

∂u′
i∂u′

j

, (3.36)

where the terms are to be evaluated at (x, −u′, −t′). Transforming equation (3.36) ∂t′ →

−∂t, u′
i → −ui, ∂u′

i → −∂ui :

−
∂p′

f

∂t
= + ∂

∂xi
(p′

f ui) + ∂

∂ui
(p′

f a′
i) +

∂2(B′
ijp′

f )
∂ui∂uj

, (3.37)

∂p′
f

∂t
= − ∂

∂xi
(p′

f ui) − ∂

∂ui
(p′

f a′
i) −

∂2(B′
ijp′

f )
∂ui∂uj

. (3.38)

It is also required that this model satisfy the WMC, hence:

∂ga

∂t
= − ∂

∂xi
(gaui) − ∂

∂ui

[
(gaa′

i) +
∂(B′

ijga)
∂uj

]
, (3.39)

∂ga

∂t
= − ∂

∂xi
(gaui) − ∂ϕ′

i

∂ui
. (3.40)

In forward mode we have,

∂ga

∂t
= − ∂

∂xi
(gaui) − ∂

∂ui

[
(gaai) − ∂(Bijg)

∂uj

]
, (3.41)

∂ga

∂t
= − ∂

∂xi
(gaui) − ∂ϕi

∂ui
, (3.42)

therefore:

ai = ϕi

ga
+ 1

ga

∂(Bijga)
∂uj

, (3.43)

a′
i = ϕ′

i

ga
− 1

ga

∂(B′
ijga)

∂uj
. (3.44)

Following the discussion of [Flesch et al., 1995] we note that b′
ij solely determine the

intensity of the random component of the velocity fluctuations, therefore we can choose

b′
ij = bij ,which makes B′

ij → Bij . Since equations (3.40) et (3.42) imply that

ϕi

ga
= ϕ′

i

ga
, (3.45)

we must have

a′
i = ϕi

ga
− 1

ga

∂(Bijga)
∂uj

. (3.46)

Therefore ai and a′
i differ from each other only by the sign of the last term on the right

hand side of the equation.
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3.5.3 Inverse equations for quasi-steady, horizontally homogeneous Gaussian turbu-
lence

The general forward and inverse LSM equations are given by the equations (3.2) and (3.3)

for the forward mode, and equations (3.34) and (3.35) for the inverse mode. Equations

(3.43) and (3.46), reproduced below, give the relationship between ai and a′
i:

ai = − 1
ga

∂(Bijga)
∂uj

+ ϕi

ga
,

a′
i = + 1

ga

∂(Bijga)
∂uj

+ ϕi

ga
.

Therefore the inverse equations for 3-D quasi-steady, horizontally homogeneous Gaussian
turbulence can be written as:

a′
u = C0ϵ

2σ2
u

u + 1
2σ2

u

∂σ2
u

∂z
wu , (3.47)

a′
v = C0ϵ

2σ2
v

v + 1
2σ2

u

∂σ2
v

∂z
wv , (3.48)

a′
w = C0ϵ

2σ2
w

w + 1
2

∂σ2
w

∂z

(
1 + w2

σ2
w

)
. (3.49)

3.5.4 The source-receptor relationship

Equations (3.34) and (3.35), together with equations (3.47) to (3.49) can be used to sample
the “backward” probability density p(y,v, s|x,u, t), and equation (3.33) gives the quantit-

ative relationship with the “forward” counterpart p(x,u, t|y,v, s). These equations provide

powerful tools to estimate the amount of air exchanged between two locations. This quant-

ity is often described as the source-receptor sensitivity (SRS) coefficient (see for example

Wotawa et al. [2003]). The use of this relationship is illustrated in chapters 5 and 6.
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CHAPTER 4

“The Canadian Meteorological Centre’s Atmospheric Transport and
Dispersion Modelling Suite” (published in Amosphere-Ocean)

4.1 Preamble

The paper presented in this chapter was written to provide a comprehensive scientific

reference for the Lagrangian transport models used operationally at the Canadian Met-
eorological Centre (CMC) of Environment Canada, for which I was the lead developer. In

the paper, the theoretical basis of Lagrangian modelling is sketched out and many details

on the various physical processes simulated are discussed. A major re-coding combined

with the addition of several minor improvements gave the occasion for the application of

the models to real cases of atmospheric transport and dispersion in the boundary layer,

and verification against available observations. The validation of the models is extensive

and covers all scales, from the very local ( hundreds of metres) to the global scale.

The models presented here constitute the main research tool underlying the findings of

my thesis.
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4.2 Publication details

4.2.1 Journal

Atmosphere - Ocean 53 (2) 2015, 176-199,

http://dx.doi.org/10.1080/07055900.2014.10002609

4.2.2 Authors

Réal D’Amours, Alain Malo, Thomas Flesch, John Wilson, Jean-Philippe Gauthier

4.3 Introduction

The Canadian Meteorological Centre (CMC) is part of the Meteorological Service of Canada

and is responsible for providing guidance on the transport and dispersion of dangerous

substances suddenly released in the atmosphere. The various national and international

environmental emergency response mandates assumed by the CMC cover scales ranging

from the very local, a few kilometres, to continental and global scales. For example,

the CMC provides guidance on the atmospheric dispersion of radioactive material in the

framework of the Federal Nuclear Emergency Plan (FNEP), [Health Canada, 2014]. The

CMC also holds the following international designations: (1) Volcanic Ash Advisory Centre

(VAAC) Montreal through the International Civil Aviation Organization [ICAO, 2004] and
(2) Regional Specialized Meteorological Centre (RSMC) Montreal through the World Met-

eorological Organization (WMO) and International Atomic Energy Agency (IAEA) [WMO,

2010, updated 2012].

To fulfill these mandates, an integrated suite of Lagrangian transport and dispersion mod-
els has been developed and implemented. These dispersion models have been used for
several years, on a regular basis in VAAC Montreal and RSMC Montreal, to predict and

track volcanic ash/gas (e.g. D’Amours et al. [2010]; Simpson et al. [2002]; Witham et al.

[2007]) , as well as radioactive material released by nuclear accidents or tests, (e.g. Draxler

et al. [2015]; Becker et al. [2007]). The models are important tools for the contribution of the

CMC to the Canadian response to nuclear emergencies, and are regularly used for other

environmental emergencies such as smoke from forest fires, dust storms, toxic spills in the
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atmosphere and chemical fires (e.g. Joly et al. [2010]). The models can also be applied to

the dispersion of viruses transported on aerosols (e.g. Gloster et al. [2010]).

This paper presents the transport and dispersion models in operation at the CMC. The

theoretical bases of the models as well as the practical aspects of their operational im-

plementation are described in some detail in sections 4.4 to 4.6. In section 4.7, results

from real case simulations using these models are compared and validated with available

observation data.

4.4 Lagrangian modelling

In the context of Lagrangian modelling, dispersion in the atmosphere is estimated by cal-

culating the trajectories of a very large number of air particles (or fluid elements), in order

to adequately sample the dispersing plume. In general, these particles only differ from the

other fluid elements because they are “marked”. It is assumed that the marked particles
conserve their identity during their flight. However they can transport some amount of

material that may be subject to various physical processes like dry deposition, wet scav-

enging and radioactive decay. A particle can also be viewed as representing an ensemble

of real particles. Upon release, it is assigned a mass that depends on the total quantity

of the substance emitted and the total number of particles released, and which has little

to do with the real mass or size distribution of the aerosols represented.

In most applications, especially when considering transport on a regional or larger scale,
the 3-D structure of the atmosphere, and its evolution in time, must be taken into ac-

count. For that reason dispersion models are usually executed with meteorological fields
provided by a Numerical Weather Analysis and Prediction (NWP) system, in an ’‘off-line”

fashion. Those fields are available only at specific time intervals, and only at a limited
number of discrete points in space (3D grids). Therefore, many scales of motion are not

resolved. This is especially true of the turbulent components of the wind which are mostly
responsible for the mixing of air parcels. The information provided by the NWP systems

can be used to estimate at least some of the statistical features of the unresolved scales
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and of atmospheric turbulence. Lagrangian Stochastic Models (LSM) use a stochastic dif-

ferential equation (SDE) to calculate a probable trajectory for a given particle, based on

those statistics.

The application of Monte Carlo methods to simulate dispersion in simple cases, by cal-

culating the trajectory of several particles, started in the early 1970s [Thompson, 1971;

Thomson and Wilson, 2012]. However, the idea of considering diffusion in the Lagrangian

framework goes back to the beginning of the last century [Langevin, 1908], and in the

context of atmospheric diffusion, to the 1920’s [Taylor , 1922; Krasnoff and Peskin, 1971].

Wilson et al. [1981b] and Wilson et al. [1983] successfully applied Monte Carlo methods

to dispersion, using a formulation of turbulent motion statistics based on realistic models
of the atmospheric surface layer for different stability regimes. They compared the res-

ults with data from the Prairie Grass Experiment [Barad , 1958]. Their model was later

formalized by Thomson [1984, 1987].

4.5 Accounting for turbulent mixing

4.5.1 A first order model for the particle velocities

Representing the real wind experienced by a particle as Ui+u′
i, where Ui is the resolved or

large scale component usually provided by the NWP models, and u′
i, is the unresolved fluc-

tuating part, then the following SDE provides the basis for the evolution of the unresolved

u′
i component [Wilson and Sawford , 1996]:

du′
i = aidt + bijdξj , (4.1)

where the terms ai and bij (Einstein summation convention is used) are functions of time

and space, and dξj is a Gaussian white noise, with zero mean and (dt)1/2 standard devi-

ation. The change in the particle’s position is then evaluated:

dxi = (Ui + u′
i)dt . (4.2)

Thomson [1987] discussed possible criteria for the determination of the ai and bij terms.
He recognized that they could essentially be subsumed under one criterion which he

called “the well-mixed condition (wmc)”: an initially well-mixed set of particles in a fluid,
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(i.e. they are distributed in phase-space –position and velocity– like all the other fluid

particles) will remain well-mixed. He also indicated that this criterion did not lead to a

unique determination of the ai and bij coefficients in equation (4.1)1.

Consistency with Kolmogorov similarity theory for locally isotropic turbulence allows the

determination of the bij coefficients [Thomson, 1987]:

bij =
√

ϵC0δij , (4.3)

where ϵ is the local turbulent kinetic energy (TKE) dissipation rate, C0 a putatively uni-

versal constant and δij the Kronecker delta function.

Neglecting the turbulent velocity covariances, and assuming quasi-stationary Gaussian

turbulence, locally homogeneous in the horizontal, an expression for the coefficients ai

can be derived:

au = −C0ϵ

2σ2
u

u′ + 1
2σ2

u

∂σ2
u

∂z
u′(w′ + W ) , (4.4)

av = −C0ϵ

2σ2
v

v′ + 1
2σ2

v

∂σ2
v

∂z
v′(w′ + W ) , (4.5)

aw = − C0ϵ

2σ2
w

w′ + 1
2σ2

w

∂σ2
w

∂z
w′(w′ + W ) + 1

2
∂σ2

w

∂z
, (4.6)

where the usual 3-D definition (x, y, z, u, v, w) is used. σ2
u, σ2

v and σ2
w are the turbulent

velocity variances, and W represents the large scale vertical motion. The discretized

form of this set of equations constitutes the basis of the first order dispersion models
implemented at the CMC.

4.5.2 The random displacement model

Dispersion models based on the equations in Section 4.5.1 are called first order models

because they relate to particle velocities. One of the constraints of a discretized first
order model is that the time steps must be much smaller than the Lagrangian time scale

1Unless it so happens that the model is 1-dimensional, or the different velocity fluctuation components are
independent.
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for turbulence TL, i.e. the particle velocity de-correlation time, which can be expressed as

2σ2
w/C0ϵ. For turbulent eddies generally associated with atmospheric diffusion, this time

scale can be of the order of a minute in the middle of a fully developed boundary layer

[Hanna, 1981] and much smaller close to the ground where the TKE dissipation rates can

be very large.

While a first order LSM is required to properly calculate the particles’ velocities as they

move through the turbulent eddies, in large-scale dispersion applications one may not be

interested in the precise details of the concentration field very close to the source. Rodean

[1996] derived a Random Displacement Equation (RDE) by integrating the Lagrangian

stochastic equation (LSE) over a time interval larger than TL. This can be regarded as

taking the diffusion limit of the first-order Lagrangian stochastic model [Durbin, 1980].
Boughton et al. [1987] also had emphasized the equivalence of the Eulerian advection-

diffusion equation with the RDE. However, the connection between the diffusion equation

and a random walk had long been known in physics. Considering the vertical component,

the RDE is written as:

dz =
[

∂Kz

∂z
+ W

]
dt +

√
2Kzdξ (4.7)

Kz = σ2
wTL (4.8)

where Kz represents a vertical diffusion coefficient, W is the large scale (synoptic) vertical

motion, and dξ again is a Gaussian random number with mean zero and variance dt. Since

the RDE is applied to displacements, it is called a zero-th (0-th) order equation or model,

in contrast to first order models. The main advantage of the RDE is that it allows for
longer time steps than the discretized Langevin equation for particle velocities [Wilson

and Yee, 2007].

4.6 CMC’s dispersion modelling suite: MLCD, MLDP1, MLDP0 and MLDPmm,
and the trajectory model

A suite of dispersion model codes has been implemented for environmental emergency

response at the CMC. A short range model, MLCD (Modèle Lagrangien Courte Distance)
is used for dispersion events having impacts at distances of one to ten kilometers. MLDP1

(Modèle Lagrangian de Dispersion de Particules d’ordre 1) is mainly used for regional
scale problems (domains of the order of 100 km or less) and MLDP0 (Modèle Lagrangian
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de Dispersion de Particules d’ordre zéro) is used for dispersion events having continental

or global impacts. It is possible to switch from the MLDP1 kernel to the MLDP0 kernel

within one simulation based on a criterion such as the age of a particle. It is also possible

to produce simulations in mixed mode, within the MLDP1 kernel, switching from one mode

to another according to specific criteria, and this is referred as MLDPmm. However the
diffusion coefficient in MLDPmm differs from that of MLDP0.

To minimize the pre-processing of this meteorological input, the structure of the CMC dis-

persion models is closely matched to that of the driving meteorological numerical analysis

and forecast models. For example they operate in the same vertical coordinate, and use

the same formulation for the vertical motion, and MLDP1 normally uses the NWP turbulent
kinetic energy (TKE). The meteorological data required to drive the models is provided by

CMC’s NWP system. For the global scale, the data comes from the CMC Global Determin-

istic Prediction System (GDPS) [Canadian Meteorological Centre (CMC), 2013a] which is

based on global 4D-Var data assimilation coupled to the Global Environmental Multiscale

(GEM) forecast model having a horizontal resolution of approximately 25 km, and 79 ver-

tical levels. For the continental scale, the data is provided by the Regional Deterministic

Prediction System (RDPS) [Canadian Meteorological Centre (CMC), 2013b], also based on

regional 4D-var assimilation coupled to a limited area forecast model with a horizontal

resolution of 10 km on a 996x1028 grid, and a vertical configuration similar to that of

the GDPS. The GDPS executes twice a day, while the RDPS executes four times each
day. The CMC also operates a High Resolution Deterministic Prediction System (HRDPS)

[Canadian Meteorological Centre (CMC), 2011] at a horizontal resolution of 2.5 km, on 5

windows covering specific sectors of Canada.

4.6.1 MLCD

The function of MLCD is to provide a quick estimate of the dispersion of a plume at local

scales that would allow the input of local meteorological information and observations

when available. MLCD is also a first order Lagrangian stochastic model based on the

same equations as MLDP1. As well, the same parameterization is used to estimate the

three components of the turbulent velocity variance. The meteorological conditions are
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assumed to be uniform in the horizontal over all of MLCD domain. Even though station-

arity is an assumption underlying the Lagrangian stochastic equations used in MLCD, the

meteorology is allowed to change with time presuming, as with MLDP1, that the time

scale of these changes is large compared to the turbulence time scale.

MLCD is supplemented with an average wind model needed to generate a vertical wind

profile and other parameters describing the boundary layer [Wilson and Flesch, 2004].

This profile is obtained by matching the Monin-Obukhov surface layer profile to a baro-

clinic Ekman profile in the upper portion of the boundary layer. The resulting profile is

adjusted – best fitted – to any meteorological information provided by the user (at least

one wind data). An often-used procedure is to provide the wind model with a surface wind
observation together with estimations of the horizontal wind in the upper portion of the

boundary layer provided by NWP models. In that case estimates of the Monin-Obukhov

length L (defined below) and of boundary layer height H have to be provided.

4.6.2 Estimation of the velocity variances for MLDP1

4.6.2.1 Using boundary layer parameters provided by NWP models

The TKE (denoted by E) provided by the CMC NWP models represents the sum of all the

velocity variances [Mailhot and Benoit , 1982; Bélair et al., 1999]:

E = 1
2(σ2

u + σ2
v + σ2

w) . (4.9)

Therefore the E has to be partitioned into its three components in order to solve equa-

tions (4.4) to (4.6). Assuming that the horizontal variances σ2
u = σ2

v , denoted by σ2
uv , the

partitioning is done by calculating ratios (muv , mw) which are applied as factors to the E

provided by the NWP models as follows:

σ2
uv = 2muvE (4.10)

σ2
w = 2mwE (4.11)
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with the constraints 2muv + mw = 1 and 2σ2
uv + σ2

w = 2E giving:

muv = σ2
uv

2σ2
uv + σ2

w

(4.12)

mw = σ2
w

2σ2
uv + σ2

w

(4.13)

Boundary layer parameterizations suggested by Nieuwstadt [1984], Weil [1990] and Rodean

[1996] are used to estimate the portion each component contributes to the total variance.

A ratio is calculated and applied as a factor to the TKE provided by the NWP models.

For the unstable case, when the Monin-Obukhov lengthscale L is negative:

σ2
uv = u2

∗

[
4.5

(
1 − z

h

)3/2
+0.6

(
− h

L

)2/3
]

(4.14)

σ2
w = u2

∗

[(
1.6 − z

h

)3/2
−3z

L

(
1 − 0.98 z

h

)3/2
]2/3

, (4.15)

where u∗ is the friction velocity, z the height above ground, and h the depth of the boundary

layer. For the stable case where L ⩾ 0:

σ2
uv = 4.5u2

∗

(
1 − z

h

)3/2
(4.16)

σ2
w = 1.96u2

∗

(
1 − z

h

)3/2
(4.17)

These variances are only used to estimate how the NWP TKE (denoted here as Ẽ) should

be partitioned between the various components. Using the ratios from equations (4.12)

and (4.13):

σ̃2
uv = 2muvẼ (4.18)

σ̃2
w = 2mwẼ (4.19)

This is done because it should not be expected that the E estimates resulting from the sum

of the variances given by the parameterizations will be equal to Ẽ; however it is assumed

that Ẽ provide a better representation of the real TKE, and consequently, σ̃2
uv and σ̃2

w a

better representation of the real turbulent wind variances.
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4.6.2.2 Diagnosis of L and u∗

When Ẽ, the NWP TKE, is not available, for example in diagnostic mode where one uses

meteorological fields from objective analyses, the parameterizations of equations (4.14) to

(4.17) are used directly. In that case L and u∗ are also needed. Estimates are obtained

from the low level horizontal wind profile, assuming that the two lowest levels at which
the winds are available, ∼ 10 m and ∼ 40 m are within the surface layer. Following

Monin-Obukhov similarity theory, the wind and potential temperature vertical gradients

are expressed in terms of universal functions ϕm and ϕh of the non-dimensional height

ζ = z/L:

∂U

∂z
= u∗

kz
ϕm

( z

L

)
, (4.20)

∂θ

∂z
= T∗

kz
ϕh

( z

L

)
, (4.21)

L = −u3
∗θ0/kgQ0 is the Monin-Obukhov lengthscale, where k is the von Karman constant,

θ0 and Q0 are the potential temperature and kinematic heat flux density very close to the

ground, u∗ is the friction velocity, and T∗ = −Q0/u∗. L can also be written as u2
∗θ0/kgT∗.

There are no physical theories to help in the formulation of the functions ϕm and ϕh; they

have to be determined experimentally. Based on the Kansas field experiment [Haugen

et al., 1971], Businger et al. [1971] obtained the following expressions:

ϕm =

⎧⎨⎩
(
1 − 15ζ

)−1/4
ζ < 0 ,

1 + 4.7ζ ζ ≥ 0 ,
(4.22)

and:

ϕh =

⎧⎨⎩0.74
(
1 − 9ζ

)−1/2
ζ < 0 ,

.74 + 4.7ζ ζ ≥ 0 .
(4.23)

The formulation for the unstable case, ζ < 0, was later revised by Dyer and Bradley [1982]

to :

ϕm =
(
1 − 28ζ

)−1/4 (4.24)

ϕh =
(
1 − 9ζ

)−1/2 (4.25)
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Expressing the vertical gradients of U and θ in equations (4.20) and (4.21) in terms of finite

differences between the two lowest model levels, and using the formulations of Dyer and

Bradley [1982] for ζ ≤ 0, and of Businger et al. [1971] for ζ > 0, an estimate of u∗ and T∗

is obtained by iteration, using the gradient Richardson number Ri

Ri = g

θv

∂θv/∂z

(∂U/∂z)2 + (∂V/∂z)2 , (4.26)

as a first guess for ζ .

4.6.3 Estimation of the diffusion coefficient Kz

The importance of vertical wind shear in horizontal diffusion is well known [Smith, 1965;

Wilson et al., 1993], and experience has shown that most of the lateral spread of a plume

in the boundary layer results from the combined effects of vertical mixing and vertical wind

shear (Ekman spiral). For that reason, only vertical diffusion is considered when executing

the MLDP0 kernel. According to equation (4.8), Kz = σ2
wTL. In NWP models, Kz is more

often written in terms of a length scale (a mixing length). In the CMC NWP models, Kz

is modelled as aλE1/2 where a is a constant, λ a mixing length, and E the TKE [Bélair

et al., 1999].

When available, this vertical diffusion coefficient can be used. However, this is not usually

the case in diagnostic mode. In MLDP0, Kz is simply calculated with the O’Brien [1970]

function:

K = K(h) +
[ (h − z)

(h − hsl)

]2 {
K(hsl) − K(h) + (z − hsl)

[
∂K

∂z

⏐⏐⏐
hsl

+ 2K(hsl) − K(h)
h − hsl

]}
,(4.27)

where hsl ⩽ z ⩽ h, hsl being the height of the surface layer and h, the height of the

boundary layer. Following Delage [1988], the height of the first level above ground of the
driving NWP model is taken as the top of the surface layer hsl. Kz at this level is calculated

in terms of a mixing length, stability function, and vertical shear of the horizontal wind
vector U, according to Delage [1997].

K(hsl) = (k hsl)2

ϕmϕh

⏐⏐⏐⏐⏐∂U
∂z

⏐⏐⏐⏐⏐ (4.28)

ϕmϕh =
{

β(1 + 12Ri)2 Ri > 0
β(1 − 40Ri)1/2 Ri ⩽ 0

(4.29)
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where Ri is the gradient Richardson number and k, the von Karman constant. The stability

functions ϕmϕh are identical to those used in CMC’s Global Environmental Multiscale

(GEM) model [Mailhot et al., 1998]. The boundary layer height h is provided by the NWP

model, or is diagnosed from the wind and temperature fields as the height at which the

bulk Richardson number reaches a critical value (0.25). In MLDPmm Kz is expressed as
σ2

wTL.

4.6.4 Effect of the vertical density gradient in the atmosphere

Thomson’s well-mixed condition, mentioned in section 4.4, requires that dispersion models

do not change with time, the distribution in phase space of tracer particles initially dis-

tributed like all the other fluid particles in which they are immersed. The set of stochastic

equations shown in Section 4.5.1, equations (4.4) to (4.6), will tend to distribute particles

uniformly in the vertical, while the real atmosphere air density ρ decreases with height.

The net effect would be more tracer particles relatively to the other fluid particles at upper

levels, and the reverse at lower levels. The difference may not be that important within

a shallow boundary layer, but can become non-negligible when the BL top is well over
a kilometre. Stohl and Thomson [1999] proposed the addition of the following term to

equation (4.6):
σ2

w

ρ

∂ρ

∂z
. (4.30)

Such a term has been added to MLDP1. A similar correction has been derived for the

RDE:
Kz

ρ

∂ρ

∂z
, (4.31)

and has been implemented in MLDP0. In the first order model, the term (4.30) is an accel-

eration which is proportional to the vertical velocity variance and tends to accelerate the
particle down the density gradient – i.e. downward in the hydrostatic atmosphere. Term

(4.31) acts as a drift velocity, proportional to the diffusion coefficient, and also tends to
move the particle downward.
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4.6.5 Horizontal Diffusion

The presence of fluctuations or intermittency at time scales larger than those of atmo-

spheric turbulence has been under investigation for some time [Hanna, 1986; Gupta et al.,

1997], and has been attributed to horizontal wind fluctuations of periods of a few hours

also known as meandering. In order to simulate the average effect of this process, a first
order Langevin equation has been included, similarly to Maryon [1998]:

dum = −um

τm
dt +

√
2σ2

um

τm
dξ (4.32)

where um is the u component of the meandering velocity, τm the time-scale and σ2
um

the

variance of these fluctuations. Here again, dξ is a Gaussian random number with mean

zero and variance dt. The v component of the meandering velocity is modelled with an

identical equation. The determination of τm and σ2
um

is empirical, and these parameters
are input by the user.

4.6.6 Dispersion at the top and above the boundary layer

Vertical mixing is greatly reduced at the top of the boundary layer because of the pres-

ence of a thermally stable layer which dampens the turbulence. While the ground surface

constitutes an absolute boundary, there is no material lid at the top of the BL to prevent

particles from moving back and forth. The transition zone at the top of the BL can be very

thin but fluctuates quite a bit in space and in time [Wyngaard , 2010]. Temporal and/or
spatial averaging will depict a layer where exchanges between the BL and the free tro-

posphere (FT) above are occurring. This layer is often called the entrainment zone (EZ)
[Crum and Stull, 1987]. Near the top of the BL, the variance of the vertical velocities σ2

w

decreases as the TKE decreases. The TKE dissipation rate ϵ also decreases, but faster

than the TKE itself2, so that the TL increases. Therefore the constraint on the time step

is less stringent and particles could cross the BL top simply because of numerical effects.

Even though there is transport/entrainment across the EZ, transport strictly due to diffu-

sion is often considered negligible. Particles that would move above the top are reflected

downward (e.g. Stohl et al. [2005]). Such a reflection is implemented in the MLDP0 kernel
2In CMC NWP models ϵ ∝ E3/2
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and in MLCD. Transfer between the BL and the FT can occur through other mechanisms.

For example, particles that were in the FT may become “entrained” in the BL if it rises

above their vertical position during the simulation; conversely particles may be left out in

the FT if the BL lowers below their position. Also in MLDP0, the synoptic vertical motion

can move particles across the BL top. In the MLDP1 kernel, there is no imposed reflection
at the top of the BL and particles follow the trajectories dictated by the 3-D winds and

the ambient TKE.

There is no dominant mechanism producing mixing in the free troposphere (FT). Turbulence

is rather localized in time and space and can be generated locally by gravity waves or deep

convection. Very often substances injected above the BL travel in fairly well maintained
streams for several days [D’Amours et al., 2013; Colette et al., 2008; Gerasopoulos et al.,

2006]. In MLDP0, the vertical diffusion coefficient falls to a very low threshold value in the

FT and the RDE is essentially turned off. Nevertheless, there still can be a fair amount of

dispersion induced by stretching and deformation in the horizontal wind and by vertical

transport associated with large scale dynamics. Furthermore there is also the option of

activating the lateral diffusion discussed in section 4.6.5.

4.6.7 Near the ground surface

4.6.7.1 Surface reflection

The average wind vanishes at height z0, the roughness length. Near this level, the length

scale of the turbulent eddies decreases, the TKE dissipation rate ϵ increases and the Lag-

rangian time scale TL decreases. The problems arising from the treatment of this boundary

condition in the context of a discretized Langevin equation like equation (4.1) were dis-

cussed in detail by Wilson and Flesch [1993]. Their concept of an unresolved basal layer
(UBL) is used in MLDP1 and MLCD. A perfect reflection is applied to a particle that would

enter the UBL. Depending on the depth of the UBL, the particle is required to wait a
certain amount of time during which it will drift horizontally in the direction of the sur-

face layer wind, following the UBL model described by Wilson et al. [2001]. The height of
the UBL is chosen by the user based on practical considerations, the main one being the

length of the time step which is constrained by the Lagrangian time scale.
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4.6.7.2 Dry Deposition

Dry deposition is assumed to occur when a particle representing a tracer that could be

absorbed or captured by surface elements enters the UBL. An absorption probability P is

calculated according to Wilson et al. [1989]:

P = 1 − R (4.33)

R = 1 − a

1 + a
; a =

(
π

2

) 1
2 vd

σw

where R is the reflection probability, vd is the dry deposition velocity and σw , the standard

deviation of the vertical turbulent wind component. In MLDP0, σw is approximated in terms
of the variance of the discrete random vertical displacements, which following the RDE,

equation (4.7), is given by:

∆z2 = 2Kz∆t

σw ≈
√

∆z2

∆t
=

√
2Kz

∆t
. (4.34)

Because a model particle represents an ensemble of particles in the atmosphere, the mod-

elled effect of dry deposition is to reduce the particle mass by a fraction given by P . This

process is different from deposition due to gravitational settling.

4.6.8 Gravitational settling

Generally in Lagrangian modelling, the “marked” particles are not really different from the

other fluid elements and they follow similar trajectories. However when modelling heavy

particulates subject to gravitational acceleration, the LSE or RDE above are no longer

valid. The simplest approach is to add a gravitational settling velocity Wg to the vertical
component of equation (4.2), or to the synoptic vertical motion W in equation (4.7), and

to consider that a model particle is an ensemble of those particulates. This approach is

implemented in the CMC dispersion models.

37



Wilson et al. [1981a] have proposed a similar modification to their LSE. They compared

their model results with data from an experiment they performed themselves using mono-

dispersed glass beads, and showed that it worked satisfactorily. Wilson [2000] reviewed

various stochastic models for heavy particle dispersion, including one based on the mod-

ified RDE, comparing model results with experimental data. The conclusion was that no
significant increase in accuracy is obtained by using models more complex than equation

(4.2) plus Wg . The model based on the RDE did not perform very well at distances very

close to the release point but was adequate at distances beyond 200 m.

At CMC, the modelling of gravitational settling is mostly used for tracking volcanic ash

plumes. In that case the settling velocity of ash particles is simply modelled in terms of
Stokes law for spherical particles following Sparks et al. [1997] p. 384:

Wg = gρashd2

18νρair
, (4.35)

where g is the acceleration due to gravity, ρash and ρair , respectively the ash and air dens-

ities, d the diameter of the spherical ash particle and ν the air kinematic viscosity. Since

the size distribution of the ash particles is highly dependent on the magma characteristics

and the eruption type, a few empirical distributions like those proposed by Durant and

Rose [2009] are available to the user.

4.6.9 Wet scavenging radioactive decay

In CMC’s dispersion models the removal of aerosols by clouds and precipitation is modelled
in a rather crude fashion. This is because a good specification of the 3-D precipitation

rate fields is seldom available in diagnostic mode, especially over the oceans. Simply, wet
scavenging occurs when a particle is presumed to be in clouds. The fractional cloud cover

fc is estimated with a simple function of the local relative humidity U , and a threshold
value U0.

fc =

⎧⎪⎨⎪⎩
0 U < U0
U − U0
1 − U0

U ⩾ U0
(4.36)

The tracer loss rate experienced by a fluid element is proportional to the cloud fraction,

and the particle tracer mass mp:
∂mp

∂t

⏐⏐⏐⏐
ws

= −(fcws)mp(t) , (4.37)
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where ws is an empirical wet scavenging factor.

A more realistic physical parameterization Feng [2007] can be activated when precipitation

rate fields are available.

Tracer loss rate due to radioactive decay is calculated using the standard formulation:

∂mp

∂t

⏐⏐⏐⏐
r

= −ln(2) mp(t)
t1/2

, (4.38)

where t1/2 is the half-life of the tracer species characterizing the particle, and mp its mass.

The fate of the elements resulting from the decay is not modelled. The possible in-growth

from the decay of other radioactive tracers is also not taken into account.

4.6.10 Concentration estimation

LSMs yield particle trajectories. However, it is concentration fields and concentrations

at specific locations that are needed most of the time. Assuming that the particle “mass”

is given by mp, an estimation of the concentration field is obtained by counting the

number of particles in each of the cells of a 3-D array covering the domain of interest. The

concentration at point r is simply:

c(r, t) = 1
δVs

∑
p∈δVs

mp(r, t) (4.39)

where δVs is the volume of the cell centered at r. A justification of this approach is given

in Paper appendix 4.11.1.

4.6.11 Inverse modelling

Flesch et al. [1995] discussed the implementation of a backward first order LSE for the

estimation of source of emission characteristics from concentrations. Pudykiewicz [1998]
developed the adjoint operator of an Eulerian advection-diffusion model for similar applic-

ations. It turns out that the “adjoint” of the Eulerian advection-diffusion equation, and

of the equivalent Lagrangian random displacement model, RDE equation (4.7), is simply

the forward equation with the average or synoptic wind reversed. Diffusion and removal

processes are treated the same way as in forward mode.
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An inverse version of MLDP0 has been developed and is used to support the operations of

the Comprehensive Nuclear-Test-Ban Treaty (CTBT) Organization [WMO, 2010, updated

2012]. The results of adjoint or inverse models are often referred as Source Receptor

Sensitivity (SRS) coefficients [Wotawa et al., 2003]. Simply put, the SRS coefficients are a

measure of the amount of air transported from a given region of the atmosphere (a possible
source location) into the sampler where the concentrations are measured.

4.6.12 The trajectory model

In some cases however, one is just interested in visualizing the tracks of a few large air

parcels. A simple and fast trajectory calculation module has been implemented for that

specific purpose. Again, it is assumed that the identity of the air parcels is preserved

as they move with the wind, and that they are not affected by any other processes. The

change in the position of a given air parcel is obtained by integrating it’s velocity in

time:

∆r =
t0+∆t∫
t0

V(r, t)dt (4.40)

where V(r, t) represents the 3D wind velocity. The time discretization is carried out using

a Runge-Kutta algorithm. Because of 4th order accuracy of this scheme, it is possible to

use a large time step. Usually it is chosen as the time interval at which the 3-D wind fields

are provided - one to six hours. Since the resulting horizontal finite displacements can be

relatively large and that they are calculated on the sphere, some care must be used in

their estimation. Because of its very basic approach, it is difficult to objectively evaluate
a trajectory model. Nevertheless, the CMC trajectory model has been used extensively

over the years in various contexts (e.g. Mercier et al. [2009]) and its usefulness amply

demonstrated.

4.7 Validation

4.7.1 Validation of MLCD for local dispersion with the Gentilly SF6 tracer experi-
ment

Most short range dispersion tracer experiments are performed under ideal conditions (e.g.

Project Prairie Grass, Barad [1958]), and often in controlled wind tunnel experiment [Legg
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et al., 1986]. The algorithms used in the short range dispersion module MLCD have been

well tested against data from such experiments e.g. Wilson et al. [1981a, 1993].

A short range tracer experiment was performed in September and October 1997 on the

grounds of the Gentilly Nuclear Power Plant, on the east shore of the St-Lawrence river,

with controlled releases of sulphur hexafluoride SF6. Details about the experiment are

given in Davis et al. [2005] (Atomic Energy of Canada Limited unpublished internal report).

The site is fairly representative of the complex geometry usually found in large industrial

compounds. The tracer gas was released from a stack on top of the service building of

the power plant, at a height of 37 m above ground. Average tracer concentrations at each

sampler for the first four releases were made available for the validation of MLCD. Table
4.1 shows the duration and the rates of the releases. For each release, the layout of

the samplers was rearranged according to the mean wind direction. The samplers were

placed on two arcs about 500 m and 1000 m from the release, near the ground . 15-minute

averages of wind speed and direction and of air temperature, measured routinely at 10, 37

and 48 m levels, were used as meteorological input for MLCD. The height of the boundary

layer had been estimated by Davis et al. [2005], and the Monin-Obukhov lengthscale L

was evaluated from the tower measurements (see Paper appendix 4.11.2).

Figure 4.1 shows a scatter diagram of the modelled versus measured average concen-

trations. In total there are 81 measurements available, out of a possible 86; 5 are not

available for technical reasons. The Pearson linear correlation coefficient for the total set

is 0.88. 65% of the modelled concentrations are within a factor of two of the observations,
and 87% within a factor of 5.

Figure 4.2 allows a more direct comparison of the average modelled and observed con-
centrations at each sampler, along the different arcs. The model is quite successful at

positioning the axis of maximum concentrations and at depicting the lateral extent of the
plume. The concentrations resulting from the modelling are somewhat overestimated for

release #1. According to table 4.1 the thermal stability was fairly high, so a possible
explanation could be that there was a bit much downward mixing in the modelled plume.

Release #4 seems to show a somewhat different behaviour of the plume especially at 1000
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m. For this case, the samplers were positioned on an axis more aligned with the shore of

the St-Lawrence River. Even though the winds observed at the tower appear quite consist-

ent with those reported at a meteorological station situated on the other side of the river

(not shown here), it is suspected that local wind convergence induced by the roughness

change between the land and water might have induced a pull of the plume towards the
river, causing more lateral spread in the plume than the model could simulate.

4.7.2 Short to medium range dispersion: an accidental release of sulphur trioxide near
Montréal, Canada

Around 22:00 EDT August 9 2004 (02:00 UTC August 10), about 6 tonnes of sulphur triox-

ide (SO3) were accidentally released from a chemical factory in Salaberry-de-Valleyfield,

about 50 km southwest of downtown Montréal. The incident triggered a real time emer-

gency response from the CMC. The SO3 escaped through a chimney stack about 80 m

high during roughly 30 minutes. After entering the atmosphere, the SO3 gases rapidly

reacted with the ambient water vapor to form sulfate aerosols, resulting in a plume which

reached the city of Montréal a few hours later. A fine mist was observed in downtown

Montréal during the passage of the plume around midnight, and a significant increase in

particulate matter concentrations (PM2.5) was observed at some stations of the city’s air

quality monitoring network [Paquin and D’Amours, 2005]. Since most of the sulfate aero-
sols produced in the atmosphere have a diameter smaller than 1.0 µm [Hazi et al., 2003],

it can be safely assumed that the sudden increase in particulate matter was the result

of the SO3 plume. The availability of these observation data provides an opportunity to

evaluate the performance of the dispersion models.

The intermediate scale of the problem was somewhat problematic for the operational re-
sponse. Using the local model MLCD, at first appeared to be inappropriate, mainly because
of the uniform horizontal wind field assumption. On the other hand, it seemed that the

spatial scale of the release was at the resolution limit of the available regional meteor-
ological fields provided by NWP (15 km grid-spacing). In the end, since meteorological

conditions were estimated to be fairly uniform in the horizontal over the domain of concern,
it was decided to use MLCD for the initial response. Figure 4.3 (a) shows the position of

the MLCD estimated plume two hours and 30 minutes after the start of the release, based

42



on a prudent original estimation of 10 t for the release provided by the Emergency respon-

ders. The plume cuts off abruptly at the north-east end at the edge of the model domain.

Figure 4.3 (b) shows an after the fact MLDPmm simulation for the same time, using 6–12

hour forecast meteorology from the CMC 15 km regional model in operation at the time,

and would have been available for a real time response, also using a revised release of 6 t
provided later by the plant authorities. In the MLDPmm configuration, particle trajectories

were calculated with the first order algorithm, during the first hour after their release, and

with the zero-th order algorithm afterwards.

Over the island of Montreal, the size and shape of the two modelled plumes are rather

similar, but the slight shift in their trajectories is significant in terms of potential impacts.
The MLDPmm plume sweeps right over the city downtown area, while the MLCD plume

generally travels over the northern half of the island. Figure 4.4 shows time series of

modelled SO3 concentrations in comparison with observed PM2.5 concentrations at two

downtown air quality monitoring stations. The timing of the MLDPmm plume passage

is very good. The MLCD plume arrives at the stations about 30 to 45 minutes early.

Concentrations are lower than those of MLDPmm, reflecting the fact that the brunt of the

MLCD plume just skimmed by the two stations.

Also, according to the MLCD simulation stations AUT and RDP should have seen increased

concentrations, and that was not observed. There were no attempts to model the transform-

ation of SO3 into H2SO4 aerosols and to estimate the quantity of PM2.5 that could result

from the process, so a direct comparison is not possible. However it is not unreasonable to

assume that the PM2.5 concentrations would be larger than the un-transformed SO3 con-
centrations. Therefore concentrations produced by the MLDPmm simulation appear quite

reasonable. It also indicates that there is a real benefit in using the full time-varying
3-D meteorology, despite the fact that conditions seemed fairly uniform in space and time
during the few hours following the incident.

4.7.3 Continental dispersion: the first release of the European Tracer Experiment
ETEX-1

Details on ETEX can be found in Girardi et al. [1998]. The first release ETEX-1, took
place on October 23 1994. An inert perfluorocarbon tracer (PMCH) was released from a
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small chimney (∼ 4 m high) at a constant rate, during 12 hours, starting at 16:00 UTC, in

Monterfil in Western France. A total of 340 kg of tracer was released and 3-hour average

concentrations were measured at 168 sampling stations for up to 96 hours after the start

of release. Details on the observation data are given in Nodop et al. [1998].

ETEX-1 had two phases: a real time phase where participants had to respond with fore-

cast wind fields, as if in a real accident, and a model evaluation study (ATMES II) where

participants ran their model with analysed (diagnostic) meteorology, while having access

to the measured concentration data. Results for the real time response can be found in

Graziani et al. [1998], and a report on the model evaluation study in Mosca et al. [1998a].

Warner et al. [2004] later applied user-oriented measures of effectiveness (MOE) to the
model results of the atmospheric transport model evaluation study ATMES II. According

to Tables 2 and 3 of that study, the CMC simulations (models 105 and 202) using the

Eulerian dispersion Canadian emergency response model (CANERM) in operation at the

time, [Pudykiewicz , 1989; D’Amours, 1998] performed fairly well.

MLDP0, MLDP1 and MLDPmm simulations of the release were done using meteorological
fields based on a sequence of short term forecasts (3 and 6 hours) from the CMC NWP

model, which was executed at 15 km grid-spacing over a European domain specially for

ETEX. These meteorological fields were produced for a study by D’Amours [1998]. The

dispersion simulations were executed up to October 27 12:00 UTC, a duration of 92 hours

from the start of the release.

Table 4.2 shows three verification scores for a concentration threshold of 0.01 ng m−33

based on Warner et al. [2004] user oriented objective measures of effectiveness. Calcula-

tion details are given in Paper appendix 4.11.3 . The objective scoring functions (OSF),
the figure of merit in space (FMS), and the fractional bias (FB), are calculated. The OSF

is a measure of the distance between the perfect overlap, and the actual results. The
FMS gives the ratio of the overlapping stations having concentrations above a threshold

of interest, over the union of the stations where either the modelling or the observations
show concentrations above that threshold. OSF = 0 and FMS = 1 are the target scores.

3The lowest non-zero concentration available in the observation data set
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A FB = 0 means that the modelled and observed plume have about the same “size”, and a

negative FB indicates a tendency of the modelling to overestimate the extent of the plume.

In Table 4.2, MLDP0 refers to the zeroth order configuration of the transport model de-

scribed in the first part of the paper. MLDP1 corresponds to the first order configuration.

MLDPmm corresponds to a mixed mode configuration where the particles trajectories were

calculated according to the first order Langevin equation mode for the first hour after their

release, and afterwards, in zeroth order mode, using a diffusion coefficient calculated as

σ2
wTL. For MLDP1 and MLDPmm, the variance of the turbulent wind components, σ2

u, σ2
v

and σ2
w were estimated by splitting the turbulent kinetic energy TKE provided by the NWP

model simulations, as described in 4.6.2.1.

According to the MOE scores in Table 4.2, the Eulerian model based on CMC meteoro-

logical analyses showed better results than when executed with ECMWF meteorological

data. The score of the zeroth order Lagrangian MLDP0 is intermediate between models

202 and 105. The first order Lagrangian MLDP1, shows better results than the CANERM

and MLDP0. However it is intriguing to note that the mixed mode Lagrangian MLDPmm

shows the best results. The reasons for this have not been identified.

Figure 4.5 shows a scatter diagram of MLDPmm concentrations versus observed concen-

trations. A tendency to overestimate in plume concentrations, also noted in CANERM in

ATMES II, is still present. Figure 4.6 shows the evolution of the surface plume produced

by the MLDPmm simulations with a plot of the corresponding observed station concen-

trations. Since the minimum detected concentrations was 0.01 ng m−3, only values above

0.05 ng m−3 are shown. The general evolution of the plume is well depicted, including
the deformation and stretching taking place starting October 25 00:00 UTC. The model
appears to underestimate the extreme tail end of the plume as it travels along the North

Sea coastline, over the Netherlands and over Denmark, while somewhat overestimating
the portion traveling over Central Europe. This can be seen also in some of the time series

of the observed and modelled surface concentrations shown in Figure 4.7 (a) and Figure
4.7 (b). The timing of the passage of the plume is very well depicted, even at the extreme

edges over Norway and Romania.
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4.7.4 Global scale dispersion: arrival of the Fukusihma plume on the North American
coast of the Northwestern Pacific.

The accidental release of radioactive substances from the Fukushima Daiichi Nuclear

Power Plant, following the tsunami of March 11 2011, provides unique opportunities to test

and validate dispersion models against observation data [Draxler et al., 2015; Draxler and

Rolph, 2012; CHINO et al., 2011; Terada et al., 2012]. A low level radioactive xenon (133Xe)

plume was detected with a high temporal resolution in Sidney, British Columbia (BC), in

Canada. Radioactive caesium (137Cs) was also observed but with much lower activity con-
centrations. Figure 4.8 shows a time series of the 133Xe and 137Cs activity concentrations

observed in Sidney. 133Xe was also measured with an airborne detector, at a high spatial

resolution, along the west coast of Vancouver Island [Sinclair et al., 2011]. The plume was

also observed in Richland, at the Pacific Northwest National Lab (PNNL), in Washington

State (Ian Hoffman, Health Canada, personal comm. 2011).

The amounts and timeline of the radioactive releases from Fukushima during the first

days after the tsunami hit are still under investigation, however several studies on the

subject are available (e.g. Stohl et al. [2012]; CHINO et al. [2011]; Katata et al. [2012]). To

investigate the effects of the uncertainties in the radioactive emissions, a series of 133Xe

dispersion simulations, based on releases of one unit per hour over 6 hours, were conducted

for a few days starting March 12 00:00 UTC. The resulting air concentrations from such

unit releases can be seen as a measure of the relative amount of air originating from the

source location, taking into account the effect of radioactive decay. This is often known

as the source-receptor sensitivity factor (SRS) [Wotawa et al., 2003], or source-receptor

matrix (SRM) [Seibert and Frank , 2004], and also as the transfer coefficient matrix (TCM)
[Draxler and Rolph, 2012].
According to news reports, the tsunami struck the power plant at 06:30 UTC on March

11 [Stohl et al., 2012; TEPCO, 2012], and radioactive releases could have started some 15
hours later. Figure 4.9 shows the Sidney SRS time series resulting from a sequence of 6-

hour unit emissions, starting March 12 00:00 UTC. Interestingly all SRS time series show
rather similar patterns, although with different intensities. The Sidney location shows

much reduced sensitivity to possible emission from Fukushima occurring after March 13,
bottom panel of Figure 4.9 . These SRSs were combined and scaled into 133Xe activity
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concentration as follows. Let Si represent a given combination of SRSs for observation i,

and S the average of all Si, then:

c̃i = Si
cobs

S
, (4.41)

where c̃i is the modelled or scaled concentration for observation i and cobs the average

observed concentrations. There is an implicit source term resulting from the scaling and

it will be discussed further below.

In the top panel of Figure 4.10, one can see c̃ resulting from the simple summation of all

scaled SRS time series ( Scaled SRS sum), the green line. In general the model results

give more sharp features than were observed. The time of the plume arrival, on March 19,

some 7 days after the beginning of the release, is very well captured. There is double peak

in the first period of elevated activity, which was not observed, but the timing of the sharp

decline at the end of the high activity period is also well captured. The modelling shows
a second relatively intense peak, where a plateau of clearly above background activity is

seen. The observed timing of the return to background levels coincides quite well with

the end of the second peak in the modelling. The application of Stohl et al. [2012] source

term, mapped into 6-hour average emission rates (dark red line Figure 4.11), yields lower

concentrations than were observed by about an order of magnitude. The bottom panel of

Figure 4.10 shows in more detail the model response to Stohl et al. [2012] source term;

the response pattern is very similar to that of a uniform release. This indicates that at

long range the modelling results are more sensitive to the transport process than to the
details of the release. Since Stohl et al. [2012] emission estimations are very credible, this

suggests that MLDPmm underestimates concentrations in Sidney. Possible reasons for
this are discussed further down.

SRS time series for Richland, WA, (PNNL), scaled into 133Xe activity concentration c̃, in
the same manner as for Sidney, are shown in Figure 4.12, along with observations. The

patterns of model results for PNNL are very similar to those for Sidney. The Stohl et al.
[2012] source term was also applied to the modelled SRS (dark red line). The resulting

concentrations are much closer to the observations than for the case of Sidney, and, in-
terestingly, the observed concentrations are lower than those seen in Sidney.
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In Figure 4.13, the 133Xe activity concentration measured by Sinclair et al. [2011] along

the west coast of Vancouver Island, on March 20, between 18:00 UTC and 19: 00 UTC

(black line with error bars), can be compared with the scaled model SRS’s (red line)

for the same observation points at the same time. The SRS’s from the 6-hour emission

runs were combined in the same manner as for Sidney, and were also scaled into activity

concentrations. At a first glance, there does not appear to be much correlation between the

modelling and the observations; indeed the linear correlation coefficient is 0.13. However,

an inspection of the lagged cross-correlation (not shown) shows a maximum of about

0.8 at a lag of about 50 km. The dashed green line in Figure 4.13 displays the model

results shifted southeastward by about 50 km. The correspondence with the observations
is now very good, indicating that the model is depicting a real feature, but with a slight

displacement error.

Figure 4.14 illustrates a possible explanation: after being released from Fukushima, the
133Xe plume becomes stretched into relatively thin filaments around a developing low pres-

sure system moving across the Pacific Ocean. These filaments seem to keep their identity,

because of reduced mixing when traveling over the cold Pacific waters, and apparently it
is their passage that results in the sharp features observed on Vancouver Island and in

Richland.

Table 4.3 shows the different implied 133Xe source terms in the scaling used for Figures

4.10, 4.12 and 4.13, as well as the Stohl et al. [2012] source term, for the period of March

12 00:00 UTC to March 15 12:00 UTC. The agreement between the estimate for PNNL and
Stohl et al. [2012] is quite good, but there is an order of magnitude difference with those
for Vancouver Island.

Figure 4.14 shows that the particle plume has become fairly mixed over Richland, after

moving inland. There is not so much mixing near Vancouver Island, so a possible explan-

ation would be that, while the model is able to simulate the sharp features associated

with the filamenting, the model filaments are still not dense enough near the BC coast
resulting in an underestimation of the in plume concentration. In other words, the model
tends to dilute the dense filaments a bit too soon before they hit the coastal regions.
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Figure 4.15 shows results of a simulation from MLDP0 for 137Cs using the Terada et al.

[2012] source term shown in Figure 4.11. There is a fair amount of similarity between

the modelled 137Cs time series and that of 133Xe. There is a double peak associated with

the first activity period, between March 19 and March 22. There is also a second peak,

between March 23 and March 27, which correlates well with the observed second period of

elevated activity. Interestingly, aside from a small spike around March 12 12:00 UTC, the

strongest emissions occur between March 14 12:00 UTC and March 15 12:00 UTC. Even

though the SRS shown in Figure 4.9 are for 133Xe, they are an indication that the second
137Cs plume seen in Sidney on March 24-25, was the result of the elevated emissions on

March 14-15, whereas the first plume observed on March 19-20, would have resulted from
the much smaller emissions on March 12. One could wonder why MLDP0 results are in

fairly good agreement with 137Cs observations in Sidney when MLDPmm underestimates
133Xe at the same location. Results of 133Xe simulations with MLDP0 (not shown) do not

underestimate the concentrations in Sidney as much as MLDPmm does, however those in

PNLL are overestimated. The reasons for this were not investigated in depth, but appear

to be related to the “lid” condition at the top of the boundary layer imposed to MLDP0

(subsection 4.6.6).

4.7.5 Inverse modelling with ETEX

Results from inverse modelling can be validated only indirectly. A good measure would be

the usefulness of the simulations in estimating the characteristics of a possible source of
emission of tracer, given a set of concentration measurements. Yee et al. [2008] have used

results of MLDP0, executed in inverse mode for the ETEX-1 case, in an illustration of the

Bayesian method for source reconstruction, which demonstrated the model capabilities.

The observation data set of ETEX-1 is extensive as was seen earlier in section 4.7.3, but

Yee et al. [2008] used a much smaller subset for their study, 35 measurements taken at 10

sampling sites.

Figure 4.16 (a) shows what has been described as fields of regard (FOR) for two ETEX

observing sites which have measured well above background tracer concentrations. Figure

4.16 (b) shows FORs from two stations which were measuring zero concentrations. Here

49



a FOR is the time average surface SRS field generated by a unit release from the obser-

vation site, at the time when the measurement was made. A FOR delineates the region

which is “sensed” by the sampler, regardless of the time at which that sensing would have

occurred at any given point in the region. Assuming that the measurements are due to

a release from the same source, then the source should be in the region which is sensed
by both samplers, i.e. where the FORs overlap, as illustrated by Figure 4.16 (a). When

observations are scarce, a zero concentration observation can be very useful as well. In

that case, the possible source should not be in any part of the areas covered by the FORs

resulting from those observations (Figure 4.16 (b)). Consideration of both types of FORs

helps to narrow the bounds on the possible location domain of the source. In Figure 4.16

(c), the overlap of CR03 and DK05 FORs is obtained by taking the geometrical mean of the

two fields. This area is then reduced by excluding regions where FORs from A04 or N02

are above the 10−18 threshold, and this is where the ETEX source is found. It should be

noted that the intensity of the average SRS field within the limited area is by no means a

measure of the source location probability. If no other information was available, it could
only be concluded that the source is most likely to be found anywhere within that area.

The case of Austrian station A04 is quite interesting since it never observed any of the

released tracer. Nevertheless, according to Figure 4.6, the tracer plume appears to have

moved around the station (indicated by the × symbol in dark red) for several hours during

its complex stretching motion. The capacity of the models to reproduce zero concentrations

can be quite important but was not assessed in the ATMES phase of ETEX [Mosca et al.,
1998b].

4.8 Conclusion

The Lagrangian transport and dispersion models in operation at the Canadian Meteoro-
logical Centre have been presented. These models are used for several types of Environ-

mental Emergency responses, covering spatial scales from the very local, a few kilometers,

to the Global scales. The theoretical bases of the models were discussed, and the main

algorithms used in their implementation described. The performance of the models was

evaluated with data from real cases of atmospheric spills of pollutants, confirming their

usefulness. The dispersion models are being continuously validated and improved. Among
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other things, there are plans to improve the particle release modules for a better simulation

explosive releases and heavy gas emissions. Work towards the implementation of a 3D

Lagrangian scheme, coupled with complex urban flow fields is also taking place. Investig-

ations for operational implementation of a source reconstruction algorithm are proceeding.

The construction of a validation database using the low level Xenon emissions from the
medical isotope production facility in Chalk River and measurements from Health Canada

monitoring network is expected to start soon.
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4.10 Tables

Table 4.1: Some conditions during the SF6 releases.

Rel. # Duration (s) Rel. rate (m3 s−1) Mean M-O Length (m) Inversion height (m)
1 3600 1.67 10−4 203 700
2 3180 5.34 10−4 448 700
3 3600 2.94 10−4 -943 700
4 3600 2.95 10−4 -460 900

Table 4.2: User-oriented measures of effectiveness for three configurations of MLDP applied for
the ETEX first release.

Model Objective score function OSF Figure of merit in space FMS Fractional bias FB
MLDP0 0.436 0.530 -0.17
MLDP1 0.407 0.554 -0.13
MLDPmm 0.388 0.570 -0.06
2021 0.419 0.545 –
1052 0.451 0.514 –

Results obtained by CANERM for ATMES II are also shown.
1 CANERM executed with CMC global meteorological analyses. Results from taken from Warner

et al. [2004], Table 2.
2 CANERM executed with ECMWF meteorological analyses. Also taken from Warner et al.

[2004], Table 2.

Table 4.3: 133Xe activity mean release rate for the period March 12
00:00 UTC to March 15 12:00 UTC.

Type Release rate (Bq h−1 )
Sidney Scaled SRS sum 2.4 1018

VR Island tracks 2.0 1018

PNLL Scaled SRS 4.0 1017

Stohl et al. [2012] 1.7 1017
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4.11 Paper appendices

4.11.1 Paper appendix: Concentration calculations

LSMs yield particle trajectories. A 3-D concentration field, c(r, t), is obtained by estimating

the conditional probability distribution of the particles in time and space:

c(r, t) =
t∫

−∞

∫
V

S(r0, t0)p(r, t|r0, t0)dr0dt0 (4.42)

where S(r0, t0) is the source function, V is the 3-D domain where the source is defined,
and p(r, t|r0, t0) the conditional probability that a particle is found at point (r, t), given

that it was at point (r0, t0) [Sawford , 1985]. In practice, particles are emitted at specific

points in time and space, within the source volume, in a discrete fashion. For a single

particle, the source function can be seen as a Dirac delta function, centered on the point

where the particle is released. The particle concentration then becomes the conditional

probability density function itself:

S(r0, t0) = δ(r0 − rp, t0 − tp) (4.43)

c(r, t) =
t∫

−∞

∫
V

δ(r0 − rp, t0 − tp)p(r, t|r0, t0)dr0dt0

= p(r, t|rp, tp) . (4.44)

If N particles are emitted with a “mass” mp, from a set of points (rp, tp), then the resulting

particle mass concentration is :

c(r, t) =
N∑

p=1
mp(r, t)p(r, t|rp, tp) (4.45)

Here the tracer “mass” mp is a qualifier, a tag, characterizing the fluid element to which

it is associated. If one assumes that the number of particles used in a simulation is large

enough so that their distribution in space at a given time is an adequate representation

of the conditional probability distribution, then an estimation of this distribution can be

obtained by counting the number of particles in each of the cells of a 3-D array covering

the domain of interest. The concentration at point r is simply:

c(r, t) = 1
δVs

∑
p∈δVs

mp(r, t) (4.46)
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where δVs is the volume of the cell centered at r.

Other methods have been proposed essentially based on equation (4.42). Indeed the valid-

ity of this equation is not restricted to source-receptor relationships, but can also form the

basis to estimate the probability of a particle being at position (r, t) given that one is found

at position (rp, tp). The problem is in the estimation of the functional form p(r, t|rp, tp).

Those functions are generally referred to as density kernels. Various formulations have

been proposed [de Haan, 1999] and those all have a certain degree of arbitrariness.

4.11.2 Paper appendix: Evaluation of the Monin-Obukhov length-scale L

Following equation 13 of Delage [1997]:

z

L
= ϕ2

m

ϕH
Ri, (4.47)

where ϕm and ϕH are the well known universal functions for momentum and heat fluxes.

These are normally written in terms of z/L, where z is the height above ground and L,

the Monin-Obukhov length-scale, an important scaling parameter for the surface layer.

Delage [1997] reformulates the functions in terms of the Richardson number, a formulation

used in CMC’s GEM model [Mailhot et al., 1998].

For the unstable case, Risl < 0:

ϕ2
m = ϕH

β
= (1 + 40Risl)−1/3 , (4.48)

and for Risl > 0:
ϕm = ϕH

β
= (1 + 12Risl) , (4.49)

where β = 0.85, and Risl is the gradient Richardson evaluated at height zsl within the

surface layer.

The surface layer is usually assumed to be about 10% of the boundary layer. The vertical

profiles of wind and temperature above the G2 meteorological tower were not available
for our own evaluation of the BL depth; however, it was estimated around 700 m for trials

1 to 3, and around 900 m for trial 4 by AECL scientists. We assumed that the tower data
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would be representative of the surface layer.

The Monin-Obukhov stability parameter 1/L can be evaluated as follows:
1
L

= Risl

zslβ
Risl < 0 (4.50)

1
L

= Risl

zsl

ϕH

β2 = Risl

zslβ
(1 + 12Risl) Risl > 0 . (4.51)

For our purpose Risl was approximated by calculating differences between the 10 m and

47 m levels assuming they were representative of the gradient at the 37m level.

Risl ≈ g

θ

∆θ∆z

|∆U|2
. (4.52)

The potential temperature θ was approximated by T + γz, γ being the dry adiabatic lapse

rate, and T is expressed in Kelvin. Since in principle there is no wind direction change,

in the vertical in the surface layer, and in fact there was not much observed, |∆U|2 was

simply approximated by the square of the wind velocity differences between z10m and z47m

4.11.3 Paper appendix: MOE scores

Adopting Warner et al. [2004] convention,

x = Nov

Nobs
and y = Nov

Nmod
, (4.53)

where Nov is the overlap, i.e. the number of stations where both the modelling and obser-

vations show concentrations above a given threshold, Nobs is the total number of stations

where concentrations above the threshold are observed and Nmod is the total number of

stations where the modelling yields concentrations above the threshold. The objective

scoring function (OSF) is calculated as:

OSF =
√

(1 − x)2 + (1 − y)2 . (4.54)

The figure of merit in space (FMS) is calculated as follows:

FMS = xy

x + y − xy
. (4.55)

In this framework, the fractional bias (FB) is given by:

FB = 2(x − y)
x + y

. (4.56)
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4.12 Figures

Figure 4.1: Global scatter diagram: MLCD modelled vs observed volume mixing ratios
(picolitre/litre).
There is a total of 81 data points. The Pearson linear correlation coefficient is 0.88.
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Figure 4.2: Average observed and MLCD modelled concentrations for each release and
arc.
The sampler numbers increase from right to left in order to reflect their approximate East
to West disposition, the plumes going generally from North to South. In trial #4 the wind
was more or less along the St-Lawrence River.
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(a) MLCD simulation

(b) MLDPmm simulation

Figure 4.3: Modelled surface concentrations at 00:30 EDT (04:30 UTC) August 10 2004,
2.5 hours after the start of the release.
Concentrations are in mg m−3. The point labelled Factory shows the location of the
SO3 release. The other points show the location of the City of Montréal air quality
monitoring stations. Only the downtown stations DRU and HOC reported significantly
above background PM2.5 concentrations. The distance between Factory and SAB is ∼25
km, and between DRU and HOC just about 5 km. The MLCD modelling domain is smaller
than the map shown.
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Figure 4.4: Time series (01:30-06:00 UTC, August 10) of modelled SO3 and observed PM2.5
concentrations at the two stations reporting above background levels.
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Figure 4.5: ETEX Global scatter diagram: MLDPmm vs Observed concentrations.
FA2 and FA5 lines give the limits of the regions where concentrations are within a factor
of 2 and a factor of 5 of each other.
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(a) Oct 24 00 UTC (b) Oct 24 12 UTC

(c) Oct 25 00 UTC (d) Oct 25 12 UTC

(e) Oct 26 00 UTC (f) Oct 26 12 UTC

Figure 4.6: MLDPmm 3-hour average surface concentrations for 6 different times.
Corresponding 3-hour average observed concentrations are also plotted as colored dots,
using the same color pattern. The × symbol, in dark red, on panels (c), (d) and (e) shows
the approximate position of Austrian station A04 where only zero tracer concentrations
were observed during the experiment.
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(a) North Sea coast (b) Central and Eastern Europe

Figure 4.7: Time series of measured and modelled surface concentration at three stations
near the North Sea coast line
which experienced the passage of the ETEX plume tail end: NL05, (Vlissingen, The Nether-
lands), DK05 (Hvide Sande, Denmark) and N07 (Stavanger, Norway); and at three stations
over Central and Eastern Europe: CR03 (Praha, Czech Republic), H01 (Budapest, Hungary)
and R02 (Bucuresti, Romania). Note the different scales on the vertical axes.

Figure 4.8: Time series of 133Xe and 137Cs activity concentrations observed in Sidney, on
Vancouver Island, and 133Xe observed at PNNL, Washington State.
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Figure 4.9: SRS time series for Sidney on Vancouver Island to 6-hour 133Xe emissions
(one unit) from Fukushima.
Top panel: March 12 00:00 UTC to March 13 18:00 UTC, bottom panel: March 14 00:00
UTC to March 15 12:00 UTC. The location of Sidney can be seen in Figure 4.14.
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Figure 4.10: Time series of modelled and observed 133Xe for Sidney on Vancouver island.
The scaled SRS sum implies a constant emission rate from March 12 00UTC to March
14 00UTC (see Table 4.3). The lower panel reproduces the concentrations obtained using
Stohl & al. source term, with a different axis, on the right hand side, in order to show the
details of the time series more clearly.

Figure 4.11: 137Caesium and 133Xenon emission rates used for the MLDP simulations.
These rates are based on Terada et al. [2012] and Stohl et al. [2012].
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Figure 4.12: Time series modelled vs observed 133Xe activity concentration, Richland, WA,
shown as PNNL in Figure 4.14.

Figure 4.13: Modelled (see text) and observed 133Xe activity concentration along a track
on the west coast of Vancouver Island.
The track location can seen on the map in Figure 4.14.
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Figure 4.14: Position of model particles March 20 18:00 UTC resulting from a continuous
emission from Fukushima, from March 12 00:00 UTC to March 13 00:00 UTC.
Only particles in the lower 2000 m layer are shown. The aircraft tracked from SE to NW
over a distance of about 350 km.

Figure 4.15: Time series of modelled and observed 137Cs for Sidney on Vancouver island.
The emission rates used are those of Terada et al. [2012] shown in Figure 4.11
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(a) Positive (b) Negative

(c) Intersection

Figure 4.16: Fields of Regard (FOR) for two stations
(a) which have seen clearly above above background tracer concentrations and (b) which
were not measuring any tracer at a given time. (c) shows the average FOR in the region
where the two plumes shown in Figure (a) overlap, excluding any area where the plumes
of Figure (b) are seen. The observation time for CR03 is October 25 06H UTC and for
DK05, October 25 18:00 UTC. For A04 the observation time is October 25 06:00 UTC, and
for N02, October 26 18:00 UTC. All inverse simulations end October 23 15:00 UTC.
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CHAPTER 5

“Application of the atmospheric Lagrangian particle dispersion model
MLDP0 to the 2008 eruptions of Okmok and Kasatochi volcanoes”

(published in J. Geophysical Research)

5.1 Preamble

In this chapter, transport taking place in the lower stratosphere (5 – 10 km above the

tropopause) is investigated. The study consists in a paper written and published in the

first years of my doctoral studies. The paper presents results of Lagrangian dispersion

simulations in “zeroth” order mode. The stochastic equation used for those simulations is

also called the random displacement equation (RDE). For the vertical component:

dz =
[

∂Kz

∂z
+ W

]
dt +

√
2Kz dξ , (5.1)

where Kz is a diffusion coefficient, W the synoptic scale vertical velocity, and dξ a random

number of zero mean and
√

dt variance. The details of the implementation of the RDE,

its advantages and limitations, are discussed in sections 4.5.2 and 4.6.3 of the paper in

Chapter 4.

The study mostly considers the transport of sulfate aerosols injected into the atmosphere

by the Alaskan volcanoes Okmok and Kasatochi during the eruptions of the summer 2008.

Diffusive processes are believed to be relatively small in the stratosphere so the vertical
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eddy diffusion coefficient is kept constant at a minimum value (.01 m2 s−1). Since ver-

tical motion is generally negligible, dispersion is mostly the result of horizontal shearing,

stretching and deformation in the wind field, and of the initial spread of the eruptive column.

Quantitative measurements of SO2 air concentrations, both from satellite and surface based

instruments, together with forward and inverse modelling are used to estimate the amounts

injected at various levels of the atmosphere. The results illustrate the usefulness of the

model in assessing horizontal transport and dispersion in the lower 5 – 10 kilometres of

the stratosphere. However no mechanisms by which vertical mixing would occur were

evidenced by the modelling or appeared to be at work.

5.2 Publication details

5.2.1 Journal

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 115, D00L11

doi:10.1029/2009JD013602, 2010

5.2.2 Authors

Réal D’Amours, Alain Malo, René Servranckx, Dov Bensimon, Serge Trudel, and Jean-

Philippe Gauthier-Bilodeau

5.3 Introduction

The atmospheric transport and dispersion model MLDP0 (Modèle Lagrangien de Disper-

sion de Particules d’ordre zéro) has been in use at the Canadian Meteorological Centre

(CMC) for several years for Environmental Emergency Response. The model is also em-

ployed to simulate the release of volcanic ash to support the operations of the Montreal

Volcanic Ash Advisory Centre (VAAC). During the eruptions of the Okmok and Kasato-

chi volcanoes in the summer of 2008, MLDP0 was used extensively and provided useful

information to both scientific and aviation communities.

This paper briefly describes MLDP0, and simulations of plumes generated by the eruptions

of Okmok in July 2008 and Kasatochi in August 2008 are presented and discussed. We
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show examples from the real-time simulations, executed when limited information about the

eruption was available. We then examine results from a quantitative analysis of SO2 trans-

port based on forward and inverse modeling, together with data available from AURA/OMI

satellite remote sensing, as well as some ground-based observations (Washington State

University, Pullman, WA, USA and Environment Canada, Toronto, CA).

5.4 A Brief Description of MLDP0

5.4.1 MLDP0 is a Lagrangian Model

In the context of Lagrangian modeling, dispersion in the atmosphere is estimated by calcu-

lating the trajectories of a very large number of individual air particles (or fluid elements),

in order to adequately represent the dispersing plume. These particles are assumed to
conserve their identity during their travel, and can transport some amount of material

which, depending on its nature, may be subject to various physical processes like dry

deposition, wet scavenging and radioactive decay.

For efficiency reasons, specially when considering transport on a regional or larger scale, a

dispersion model is usually an off-line model which uses meteorological fields provided by

a NWP system. MLDP0 is driven by the CMC’s Global Environmental Multi-scale (GEM)
NWP system (http://www.msc-smc.ec.gc.ca/cmc/op systems/index e.html). The meteorolo-

gical fields (3-D winds, air temperature, relative humidity, to name a few) are available

only at certain time intervals, and only at a limited number of discrete points in space (3D

grids). Furthermore, dispersion models will very often be used “after the fact”, to estimate
the behavior the plumes in diagnostic mode. In these cases, dispersion simulations will be

based on analyzed meteorological fields, which are generally available at six-hour time
intervals. Therefore, many scales of motion are not resolved. This is especially true of the

turbulent components of the wind which are mostly responsible for the “mixing” of air par-
cels. The information provided by the NWP systems can be used to estimate at least some

of the statistical properties of atmospheric turbulence. Vigorous turbulent mixing occurs
mostly in the atmospheric boundary layer (ABL) near the ground surface, and dispersion

models focus on that part of the atmosphere. Details can be found in R. D’Amours and A.

Malo (A Zeroth Order Lagrangian Dispersion Model MLDP0, Internal Report, Canadian

Meteorological Centre, 2004).
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There is no general parameterization for turbulence in the free troposphere (FT), which

locally can be generated by gravity waves or deep convection. Very often substances

injected above the ABL travel in fairly well maintained streams for several days [Colette

et al., 2008], [Gerasopoulos et al., 2006]. In MLDP0, the vertical diffusion coefficient falls to a

very low threshold value above the boundary layer, and essentially dispersion results from
stretching and deformation induced by the horizontal winds, as well as vertical transport

associated with fronts and large scale pressure systems.

An inverse version of MLDP0 has been developed and is used to support the operations of

the Comprehensive Nuclear-Test-Ban Treaty (CTBT) Organization [WMO, 2007] (Appendix

I-6, Regional and global arrangements for atmospheric backtracking and Appendix II-9,

Products provided by RSMCs with activity specialization in atmospheric transport mod-
eling – backtracking for CTBT verification support). The results of inverse simulations

are often referred as Source Receptor Sensitivity (SRS) coefficients [Wotawa et al., 2003].

Simply put, the SRS coefficients (usually in units of m−3) are a measure of the amount of

air transported from a given region of the atmosphere (a possible source location) into the

sampler where the concentrations are measured.

5.4.2 Operational Applications of MLDP0

MLDP0 is designed for medium and long-range dispersion and has been in use for several

years at CMC to support various types of activities associated to national and interna-

tional mandates. CMC holds the following international designations: (1) VAAC Montreal

through the International Civil Aviation Organization (ICAO) and (2) Regional Specialized
Meteorological Centre (RSMC) Montreal through the World Meteorological Organization

(WMO) and International Atomic Energy Agency (IAEA) [WMO, 2007]. The model is used by

VAAC Montreal and RSMC Montreal operational staff to predict and track volcanic ash/gas

as well as radioactive material released by nuclear accidents. The model is an import-

ant element in CMC’s contribution to Canada’s Federal Nuclear Emergency Plan (FNEP).

MLDP0 is also regularly used in various environmental emergencies such as smoke from

forest fires, dust storms, toxic spills in the atmosphere and chemical fires.

As reported by R. D’Amours and A. Malo (A Zeroth Order Lagrangian Dispersion Model

MLDP0, Internal Report, Canadian Meteorological Centre, 2004) the model was validated

with data from ETEX [van Dop. H. et al., 1998] and data from the accidental radioactive
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release in Algeciras, Spain, in May of 1998. The model is used regularly to track plumes

of radio-xenon observed in the Ottawa Valley; some results are discussed in Stocki et al.

[2008]. In support of Nuclear-Test-Ban Treaty verification, MLDP0 was used in the con-

text of a global backward ensemble dispersion modeling study [Becker et al., 2007]. More

recently, two independent studies were conducted using MLDP0 to test source paramet-
ers for volcanic ash [Webley et al., 2009] and to investigate meteorological influences on

particle fallout sedimentation [Durant and Rose, 2009] for the August and September 1992

eruptions of Mount Spurr, Alaska.

5.4.3 Volcanic Ash Modeling

Volcanic eruptions can behave in many ways [Sparks et al., 1997]. Often, the height of an

eruption column is a good indicator of the intensity of the ash emission. For a maintained

eruption, Sparks et al. [1997] have determined an empirical power law for the plume height

in terms of the rate of discharge of erupted material. Mastin et al. [2009] obtained a result

which is not significantly different from the best-fit equation of Sparks et al. [1997]. Because

the initial plume height, the time of the eruption, and perhaps a duration estimate, are the
few parameters that could be reported in real time, Sparks et al. [1997] formula is very

useful for an initial evaluation of the ash emission. However, most of the mass ejected in

the atmosphere is deposited very close to the volcano. Less than 10% of the total released

mass is transported at distances greater than 10 km [Sparks et al., 1997], and only this

fraction is of interest to long-range transport.

Gravitational settling can be an important factor, especially in the early stages of the plume
dispersion. In MLDP0 the settling velocity is simply modeled in terms of a terminal velocity
according to Stokes’ relationship for a spherical particle. Ash particle size distribution

varies greatly depending on the eruption. Empirical distributions based on eruptions of the
Redoubt volcano, as reported in USGS [1990], and in Durant and Rose [2009] for eruptions

of Crater Peak (Mount Spurr), as well as improved eruption parameters based Mastin
et al. [2009] study can be used in MLDP0. In most cases however, dispersion modeling

is used to assess the transport of very fine ash at long distances from the volcano (for
aviation interests as an example); in those cases only particles with small diameters are

considered. Considering the large uncertainties in the emission parameters, in a real time
response, 10% of the emission rate provided by Sparks et al. [1997] is normally used as
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source term for fine ash, for which gravitational settling is not considered.

5.5 Modeling the Eruptions of the Summer 2008

The Okmok and Kasatochi volcanoes in the Aleutians were very active during the summer

2008 and several eruptions affected or threatened the Canadian airspace. VAAC Montreal

issued several volcanic ash advisory messages and charts on the probable evolution of

the ash plumes. Dispersion models were used to provide estimates of plumes motion and

intensities, based on incomplete source term information. A fair amount of satellite data on

the plumes, including SO2 concentrations, became available during and after the eruptions.

The satellite images were compared qualitatively with the dispersion model outputs. A few
examples are shown and discussed briefly as part of this study. Also total air column SO2

concentrations are used for quantitative assessments of the model performance and of the

capabilities for the estimation of the emission characteristics through inverse modeling.

The focus is on the early phases of the eruption episodes, which lasted several weeks in

total.

5.6 The Okmok Eruption of July 2008

5.6.1 Initial Operational Modeling

Okmok’s eruptive episode started with an explosive event occurring suddenly 12 July 19:43

UTC, as reported by the Alaska Volcano Observatory (AVO). An ash column rose rapidly to

15 km, well above the tropopause, which is estimated to have been around 11.8 km over the
volcano at that time. The initial explosive event lasted several hours; peak seismicity was

reached at about 22:00 UTC, 12 July, then declined gradually afterwards. The eruption
continued for over five weeks at lower intensities. Early AURA/OMI imagery showed the

volcanic plume moving slowly southeastward. Large amounts of SO2 were injected into
the upper atmosphere.

The first operational simulations of the dispersion model MLDP0 were executed on 14 July,

with a release scenario based on the initial reported plume height, and using the emission

rate derived with the best-fit equation of Sparks et al. [1997] to estimate the total amount of

ash released in the atmosphere. A continuous constant rate of emission with a duration of
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six hours was assumed; this appeared reasonable, in the absence of any other information.

Meteorological fields were provided by the CMC GEM Regional NWP system. These

simulations indicated that the ash cloud would likely affect Canadian airspace. During the

next ten days, VAAC Montreal continued to track the cloud over Canada and US, in close

coordination with VAAC Anchorage and VAAC Washington, using satellite data as well as
updated analyzed and forecast meteorological fields for the dispersion modeling. Visual

comparisons between the resulting modeled ash plume and the SO2 concentration fields

reconstructed from the AURA/OMI instrument show a fairly good correlation. Figure 5.1

is an example of guidance provided in real time to aviation meteorologists, and shows a

model estimation of the “fine ash” concentration at high levels, five days after the start of

the eruption, on 18 July 00:00 UTC. 10% of the estimated total ash release is considered

as fine ash for which gravitational settling is neglected. Figure 5.2 shows the total column

concentration of SO2, constructed from the AURA/OMI scans on 17 July. The time match

of the two images is not exact since the model plume represents a one-hour average for

the period ending 18 July, 00:00 UTC, and the satellite field is a juxtaposition of the scans
from successive orbits. However, the scans over the plume sectors were done just before 18

July, 00:00 UTC, so the time correspondence is adequate. The main morphologic features

of the plume are well reproduced by the model, even the hook shape over the Pacific.

According to the model, this results from a folding of the plume: the leading edge of the

plume initially moved southwestward, then curved cyclonically eastward catching up with

the trailing edge.

5.6.2 Modeling SO2 Transport

5.6.2.1 Estimation of the Emission

The measurements of total column SO2 concentration, resulting from the passage of the

Okmok plume above the Multi-Function Differential Optical Absorption Spectroscopy (MF-

DOAS) instrument at Washington State University (WSU, Pullman, WA), provided time

series over three days, giving an opportunity for quantitative estimates. Of course these

observations give no information on the vertical distribution of the SO2. In order to es-

timate the vertical distribution of the observed SO2, an exploratory dispersion simulation
was done. The emission was uniformly distributed over a column 15 km high, since at this

stage, one cannot make any hypothesis as to which part of the eruption column affected
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the WSU site. The same amount and duration as the initial runs are used. Also, because

the plume was traveling near the edge of the domain of the earlier model simulations,

which were based on Regional NWP data, in order to avoid possible boundary effects, a

hemispheric grid was used, with meteorological data from the CMC GEM Global NWP

system, at a horizontal resolution of approximately 33 km.

Concentrations were calculated for several one-km-thick layers, above the location of the

MFDOAS instrument in WSU, and can be compared with the measurements in Figure

5.3. According to the model, the bulk of the observed total concentrations appears to be

caused by SO2 streams traveling in the lower stratosphere; the tropopause was estimated

to be between 10 km and 12 km above ground during the period. The measurements

from MFDOAS-WSU are available during daytime, 18-20 July. On 18 July, the modeling
indicates material from Okmok at levels between 10 km and 14 km and on 19 July, only in

the 12 km to 14 km layer. The observations show two peaks on 19 July; the model seems

to reproduce only the later one. The model does not show anything on 20 July, however,

it indicates the presence of material on 17 July, where there is no data.

This information was then used as a basis for MLDP0 inverse simulations to better char-

acterize the SO2 discharges from Okmok. It was assumed that the column concentrations
over WSU resulted from evenly distributed SO2 in the layer 12-15 km above ground. In-

verse runs were done for observation sampling periods around the three peaks: 18 July

15:00-17:00 UTC (Obs. 1), 19 July 14:00-16:00 UTC (Obs. 2), and 19 July 19:00-20:00 UTC

(Obs. 3). Figures 5.4a, 5.4b and 5.4c show the SRS values, for a period of a few hours after

the beginning of the eruption for one-km-thick layers, starting from 12 km. Essentially, the

MFDOAS-WSU location shows sensitivity in the layers 14-15 km and 15-16 km. Interest-
ingly, at the time of Obs. 3, the MFDOAS-WSU location is more sensitive to Okmok at the

beginning of the eruption, while at the time of the earlier Obs. 1, the location was seeing air
which originated from Okmok several hours later; this correlates with the folding process

described earlier. The layer of maximum sensitivity is between 14 km and 15 km, for Obs. 1,
and between 15 km and 16 km for Obs. 3. There is also some sensitivity at these levels

for Obs. 2, but it is an order of magnitude lower. This is consistent with the results of the

exploratory forward simulation. However, there appears to be an inconsistency between

the forward and inverse simulations for 18 July. The forward simulation, which is based

on a 6-hour long emission, clearly shows material reaching over the MFDOAS-WSU site
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on 18 July, during the observation period, while the inverse simulation does not show any

significant sensitivity until 10 hours after the start of the eruption. This is likely because,

for practical reasons, the configurations of the forward and inverse versions of MLDP0 are

not exactly the same. Figure 5.5 shows SRS for the one-hour period before the observa-

tion, and there is indeed quite a bit of sensitivity in the first 6 hours. This illustrates that
the smaller scale features resolved by the measurements must be interpreted with care

when compared with larger scale model results.

An elaborate reconstruction of the emission profile as done by Eckhardt et al. [2008] is

beyond the scope of the present study. However, a crude estimation is attempted. In Table

5.1, the peak concentration measured in the three periods considered is compared to the

maximum SRS obtained for that period. The total column concentrations were converted
to an average concentration per unit volume in the 3-km-thick layer. The simple arithmetic

comparison yields a release of the order of 1011 g or 100 kilotons, not taking into account

the first peak observed on 19 July, which is not properly captured in the model. This

crude estimation is quite consistent with the value of 110 kilotons obtained by Simon

Carn (personal communication, 2009). An initial value of 101.329 kilotons, obtained from

the AURA/OMI data, was reported in Figure 5.6.

5.6.2.2 Validation in Forward Mode

A forward simulation was performed with an emission of 100 kilotons, at a constant rate

during 16 hours from the start of the eruption. This revised duration is based on Figure 5.4,

which indicates that the observed peak on 18 July was sensitive to the volcano between
10 to 16 hours after the start of the eruption, as well as on Figure 5.6, which seems to

indicate that significant SO2 emissions had ceased only a few hours before the satellite

scan. The discharge was, somewhat arbitrarily, distributed between 12 km and 16 km as

follows: 10% in the layer 12-13 km, 20% between 13-14 km, 40% in the layer 14-15 km,

and 30% 15-16 km, using the fact that the measuring site was sensitive to those levels

only. The resulting total column concentrations at the MFDOAS-WSU location can be

compared with the observations in Figure 5.7. The simulated concentrations are quite in

line with the measurements. As expected, the early peak of 19 July is not reproduced.

There is less material showing up on 17 July, and during the early hours of 18 July, than

in the simulation with the uniform column emission (Figure 5.3).
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Figure 5.8 shows an early morning visible image from GOES West valid 18 July 12:45 UTC,

over the Northwestern USA and Southern Canadian Prairies. Due to the low sun angle,

the aerosol plume associated with the SO2 cloud is easily detectable. The elongated and

thin structures in the plume are quite remarkable and indicative that it was not subject to

much mixing, even after more than five days of traveling time. Figure 5.9 shows the plume
formed by the model particles at 13:00 UTC on 18 July, just 15 minutes later than the

GOES image. The thin stream-like structure is also evident there. The general position

of the main plume is in fairly good agreement with the visible plume. The model shows

a double structure as in the satellite image, but with more separation. In the model, the

northern portion results from a folding of the plume. While there is some evidence of such

a process on the AURA/OMI imagery (Figure 5.2), it is not clear that the double band

structure on the visible GOES image (Figure 5.8) is the result of that process; it would

appear more likely that it is related to a fine scale feature in the southern branch, which is

not (and not expected to be) well resolved by the model. It could also be conjectured that

the sharp peaks in the observed time series result from denser streams passing overhead
as the whole plume meanders eastward. As it was mentioned in section 5.6.2.1, these small

scale features could have induced larger scale responses in the inverse modeling.

5.7 The Kasatochi Eruption of August 2008

5.7.1 Initial Operational Modeling

The Kasatochi volcano started to erupt on 7 August, around 20:00 UTC, with an explosion
that produced an ash and gas plume reaching as high as 14 km. Two other explosions
separated by a few hours followed on 8 August 01:50 UTC and 8 August 04:35 UTC.

According to the AVO, the eruption lasted nearly 20 hours, with more or less continuous
intense gas and ash discharges.

The plume was rapidly caught in a strong cyclonic circulation associated with a well-

formed weather system that moved slowly southeastward over the Gulf of Alaska and
Western Pacific as it was weakening. As a result, the plume was subjected to extensive

stretching and deformation, but remained very easily detectable on satellite imagery. The
persistent volcanic ash clouds caused considerable disruption to airline operations during

several days and were closely monitored by the Anchorage, Washington and Montreal
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VAACs.

To support Montreal VAAC operations, MLDP0 was executed using a source term based on

the best-fit equation of Sparks et al. [1997], and an initial plume height of 14 km, with the

duration estimated by AVO. The driving meteorological fields were provided by the GEM

Regional NWP system. The simulations were quite useful in describing the evolution of

the plume and in assessing its arrival over Canadian airspace (Figs. 5.10 and 5.11). As for

the Okmok event, several runs were performed on a daily basis during nearly two weeks,

utilizing updated analyzed and forecast meteorological data.

5.7.2 Estimating Volcanic Ash Dispersion

Figure 5.10 shows images derived from the Advanced Very High Resolution Radiometer

(AVHRR) sensors on NOAA-16 and NOAA-17 satellites, which can be compared with
MLDP0 total column ash concentrations estimates for nearly the same times. The AVHRR

imagery is showing brightness temperature differences (T4 − T5). The negative differ-

ences, emphasized on the images, indicate the likely presence of volcanic ash, as de-

scribed by Prata [1989b, a]. This technique, also known as the split-window technique, or

reverse-absorption technique, takes advantage of the opposite absorption characteristics

of water vapor or water/ice clouds and volcanic ash clouds in the infrared channel 4 (10.3–

11.3 µm) and channel 5 (11.5–12.5 µm). The satellite images in Figure 5.10 and Figure

5.11 were produced by John Bailey (AVO). Both the model and the imagery indicate that

the plume became rapidly wound-up in the cyclonic flow, drifting southeastwards with the

low-pressure system. The texture of the plume is patchier on the satellite images. Ac-
cording to the imagery (top left hand side image Figure 5.10), the volcano is still releasing

significant amounts of ash 9 August 17:09 UTC, i.e. more than 19 hours after the start of

eruption, supporting the 20-hour long emission scenario.

In Figure 5.11, the areas of ash estimated by the model are significantly larger than what
appears to be detected with the (T4 − T5) technique. In fact, the shape of the model ash

plume is much more similar to that of the SO2 plume, also seen in Figure 5.11. MLDP0
accurately simulates the arrival of material from the eruption on the West Coast. With

the information available for this study, the specific reasons for the differences cannot

be established. However, the general limitations and uncertainty factors of the split-

window technique [Tupper et al., 2004], and of the model simulations [Servranckx and
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Chen, 2004], are known. Certainly the presence of ash in the plume on the coast should

not be discounted.

5.7.3 Modeling SO2 Transport

The AURA/OMI data show that large quantities of SO2 dispersed eastward over North

America in fairly complex patterns (e.g. Figure 5.12). The initial MLDP0 simulations
had also shown complex dispersion patterns which compare well with the satellite im-

agery.

The total SO2 mass estimations derived from the AURA/OMI data are much larger than

those for Okmok, and reach over one thousand kilotons. Because of the good agreement

obtained between emission estimates derived from inverse modeling in the case of Okmok,

and those derived from AURA/OMI, a forward simulation for SO2 dispersion was done using
a release quantity of 1.3 megaton based on AURA/OMI data (see total mass estimation

reported on top of Figure 5.12). The release was distributed mostly in the high levels, 50%

between 10 km and 14 km, at a constant rate for 20 hours. For the same reasons as those

discussed for the Okmok simulations, the meteorological fields used to drive MLDP0 were

provided by the GEM Global NWP system (33 km horizontal resolution).

Total column mass concentrations were calculated and converted to Dobson units (DU).
The model results for 12 August 21:00 UTC, five days after the eruption began, are shown in

Figure 5.13. The patterns are very similar to AURA/OMI SO2 composite observations (Fig-

ure 5.12). The maximum value shown by the model is 192, compared to 166 for AURA/OMI,

and the locations are very close to each other as well. In general, however, the model

shows concentrations a few DU higher than observed.

Multiple Brewer Spectrophotometer [Fioletov et al., 1998] instruments at Environment
Canada (EC) in Toronto, Canada, detected significant SO2 total column concentrations

during the daytime hours, 12-13 August and again on 16 August; values are below back-
ground 14-15 August. These data, presented in Figure 5.14. On 12 August, the measure-

ments appear to be higher than what could be expected from a quick look at the maps
reconstructed from the AURA/OMI orbits. The difference between the AURA/OMI and the

ground-based estimates is interesting: it could be due, among other things, to the fact
that the map is a reconstruction from discrete orbital scans taken at different times during

79



the day. These orbits do not overlap exactly in time and space, thus perhaps missing some

features when the plume is changing rapidly.

The Brewer spectrophotometer measurements can be compared with time series extracted

from the modeled plume over the same location in Figure 5.14. The model values are lower

than the measured ones. The model does not pick up the peak of 12 August; however, the

model map does show values of the order of those measured from the surface just a bit to

the northeast of the observation site. The model also indicates SO2 passing over the site

13 August, which is detected by the daytime observations, but at a higher level than the

modeled one. The model also shows SO2 traveling over Toronto, on 16 August, nearly 10

days after the start of the eruption, which is confirmed by the observations.

5.8 Conclusion

The large plumes generated by the eruptions of the summer 2008 at Okmok and Kasatochi,

together with the abundance of high quality satellite imagery provided an exceptional

opportunity to illustrate the usefulness of the model in assessing the motion and dispersion

of volcanic plumes over medium and large scales.

Ground based observations of column SO2 concentrations combined with those derived

from AURA/OMI allowed for quantitative comparison of model results. These comparisons

show that the model can produce realistic estimates of air concentrations at long range

in forward mode and realistic estimates of emissions in inverse mode. The SO2 dispersion

patterns observed on the satellite imagery and the model results show that dilution in the

upper troposphere and the stratosphere is mostly the result of deformation, shearing and
stretching caused by the winds.
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Table 5.1: Maximum Source-Receptor Sensitivity (SRS) Coefficients for
the WSU Measurements.

The maximum value of the SRS coefficient is used together with the maximum observed
total column concentration, during the sampling period used for the inverse simulation.

Sampling Period Maximum Layer of Time of Peak Estimated
for SRS SRS Maximum Maximum in Observed Total

calculation at Okmok SRS Hours from Concentration Emission
UTC (no units) (km) Eruption start (DU) (g)

18 Jul 15-17 5.4E-16 15-16km 13 8.7 1.6E+11
18 Jul 14-15 6.7E-16 14-15km 5 8.7 1.3E+11
19 Jul 13-14 2.6E-17 14-15km 0 7.4 2.8E+12
19 Jul 19-20 6.4E-16 15-16km 6 5.8 9.1E+10

5.9 Acknowledgments

We wish to thank Simon Carn (Michigan Technological University) and Fred Prata (Nor-

wegian Institute for Air Research) for SO2 data derived from AURA/OMI; Dave Schneider

and John Bailey (Alaska Volcano Observatory) for processed satellite imagery of SO2 and

(T4 − T5) images; George Mount and Elena Spinei (Washington State University) for total

column SO2 measurements and Vitali Fioletov and David Tarasick (Environment Canada)

for the SO2 observations derived from the Brewer spectrophotometers.

81



5.10 Figures

Figure 5.1: An example of real time product: MLDP0 estimation of the “fine ash” (see text)
concentration.
Concentrations are in µg m−3, within the layer FL350–FL600 (the layer between aviation
flight levels 35-thousand feet and 60-thousand feet above sea level), valid 18 July 00:00UTC.
The red square indicates the location of the Washington State University (WSU) MFDOAS
spectrometer.
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Figure 5.2: Total column SO2 concentration derived from AURA/OMI scans, for July 17
2008.
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Figure 5.3: Time series of total column SO2 concentration (DU) observations at the Wash-
ington State University Pullman.
Left-hand side axis, and model average layer concentrations (µg m−3), right-hand side axis,
resulting from a forward simulation, using a uniformly distributed emission in the vertical
from the surface to 15 km. The observations were averaged over one hour, to correspond
to the model averaging period. Comparison of timings and relative intensities can be made
in order to estimate at which level the observed SO2, should be found.
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Figure 5.4: Source-Receptor-Sensitivity (SRS) coefficient of the 15 km column above the
Washington State University Pullman Campus.
SRS to different levels above the Okmok Volcano. The SRS is a measure of the amount of air
coming from the volcano location, during a given period of time, the sampling period. Values
are shown for three sampling periods at WSU, when SO2 measurements are significant,
as a function of origin time at Okmok.
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Figure 5.5: Same as in Figure 5.4, but for a sampling period just after the first observed
SO2 peak.
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Figure 5.6: AURA/OMI total SO2 content (indicated above the map) of the Okmok plume
a few hours after the eruption.
The shown value of 101.329 kilotons (later revised to 110 kilotons, Simon Carn 2009, per-
sonal communication) compares well with the estimation resulting from inverse modeling
(see text).
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Figure 5.7: Time series of MLDP0 SO2 column concentration estimates (DU) resulting from
a forward simulation using a 100-kiloton emission, compared with WSU measurements.
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Figure 5.8: GOES-West image in the visible, valid 18 July 12:45 UTC, showing the aerosol
plume associated with the SO2 plume.
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Figure 5.9: Position of MLDP0 particles, 18 July 13:00 UTC.
Height above ground in meters is indicated by the color scale. The black square indicates
the location of the Washington State University (WSU) MFDOAS spectrometer.
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Figure 5.10: Comparison of Advanced Very High Resolution Radiometer (AVHRR) im-
agery (NOAA-16 and NOAA-17) showing brightness temperature differences (T4 − T5)
with MLDP0 total column ash concentration, (µg m−2).
The plumes are resulting from the Kasatochi eruption. The red X on the top left panel
indicates the approximate position of the volcano.

90



Figure 5.11: Comparison of AURA/OMI SO2 gas and AVHRR (T4 − T5) imagery with
MLDP0 total column ash concentration (µg m−2) on 10 August 23:00 UTC, for the Kasatochi
eruption.
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Figure 5.12: Kasatochi SO2 plume reconstructed from AURA/OMI scans, for 12 August
2008.
Total column concentration (DU) are shown.
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Figure 5.13: Total SO2 column concentration (DU) resulting from a MLDP0 forward sim-
ulation.
Total emission of 1.3 megaton over 20 hours, starting 7 August 20:00 UTC ,from Kasatochi.
The image is valid 12 August 21:00 UTC, and can be compared with Figure 12. The Toronto
location of Environment Canada’s Brewer spectrophotometers is indicated on the map.
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Figure 5.14: Time series of MLDP0 SO2 column concentration estimates (DU) in Toronto
compared with the Environment Canada’s Brewer spectrophotometer measurements. The
observations were averaged over one hour to correspond with the model estimations.
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CHAPTER 6

“A modeling assessment of the origin of Beryllium-7 and Ozone in the
Canadian Rocky Mountains” (published in J. Geophysical Research)

6.1 Preamble

This chapter presents a study assessing the origin of 7Be and O3 observed at one station,

Harlech in the Alberta foothills, using inverse dispersion modelling. The investigation fo-
cuses on an intensive observation period of nearly four months from mid-March to the end

of June 2004, during which daily average concentration of 7Be was measured. The simula-

tions were carried backward for an extended period of time, 14 days. In order to have an

adequate sampling of all possible source regions 864000 particles, released continuously

over the sampling period (24H), were used in each simulation. A total of 102 simulations

were executed.

The perspective of the study is unique in the sense that it is the influence of large poten-

tial source areas on a single surface station which is investigated. Special metrics were

developed for this purpose: the layer residence time fraction, the weighted layer residence

time fraction, the layer exit rate and the layer exit time. The study illustrated very well

how the 7Be enriched air can travel close to the tropopause, moving across several times

before descending to the surface (Figure 6.6).
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The correlations between the observed O3 and 7Be concentrations, and their connection

with exchanges between the stratosphere (ST) and the free troposphere (FT), strongly sup-

port the hypothesis that ozone observed in the Rocky Mountain foothills is of stratospheric

origin.

6.2 Publication details

6.2.1 Journal

JOURNAL OF GEOPHYSICAL RESEARCH: ATMOSPHERES, VOL. 118, 10,12–10,138,

doi:10.1002/jgrd.50761, 2013

6.2.2 Authors

R. D’Amours, R. Mintz, C. Mooney, and B.J. Wiens.

6.3 Introduction

There is general agreement that higher terrain, especially mountainous summits, are more

frequently influenced by stratospheric intrusions. This is mainly due to elevation, but also

in part to lee cyclogenesis generated by large mountain ranges [Stohl et al., 2000; Buzzi
et al., 1984]. However, an STT can also happen far upstream from a site [Stohl et al., 2003],

with its effects measured at the surface many hours or sometimes days after the occurrence

of the STT. These events can be referred to as“indirect STTs” because they enrich the up-

per troposphere with stratospheric constituents, but other processes, such as a subsident
flow over the lee side of mountain ranges, are required to transport these constituents to

the surface. Again, high elevation sites are more likely to measure the impact of indirect
STTs simply because they are closer to the mid- or upper troposphere. Due to the province

of Alberta’s geographical location in the lee of the Canadian Rocky Mountains, there has
been ongoing controversy in the Alberta air quality community regarding how much STT

influences the province’s surface ozone concentrations. In the absence of STT monitor-
ing/modeling studies specific to Alberta, any conclusions drawn so far have been based on

indirect inference from surface data [Peake and Fong, 1990]. This study was undertaken to
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help address this issue, and to learn more about the nature of the STTs which affect Alberta.

Many studies make use of beryllium-7 (7Be) measurements to aid in identifying an STT

signature. 7Be is a radionuclide with a half-life of 53.3 days, and is formed from spallation

of nitrogen and oxygen nuclei by energetic particles associated with cosmic radiation en-

tering the atmosphere [Benioff , 1956; Lal et al., 1958; Lal and Peters, 1967; Usoskin and

Kovaltsov , 2008]. The vertical concentration profile of 7Be, which varies exponentially with

altitude, depends mostly on its production rate which in turn depends on the depth of pen-

etration of the cosmic particles having suitable energy. The largest 7Be production rates

and concentrations are typically found at altitudes above 20 km [Lal and Peters, 1967].

The availability of the cosmic ray particles for 7Be production also varies greatly with
geomagnetic latitude, with numbers increasing significantly towards the poles because of

the redirection of initially isotropic incoming cosmic radiation by the earth’s magnetic field

[Brost et al., 1991; Kritz et al., 1991]. Once formed, 7Be atoms almost immediately attach

to aerosol particles, and their fate becomes dependent on the future of these aerosols. In

particular, 7Be depletion in the troposphere is caused by processes such as precipitation

washout and vertical and horizontal transport [Feely et al., 1989]. The advantages and

disadvantages of 7Be as a stratospheric tracer are well documented [Lal et al., 1958; Lal

and Peters, 1967; Feely et al., 1989; Brost et al., 1991; Kritz et al., 1991; Jordan et al.,

2003; Zanis et al., 2003b]. The primary advantages are that a significant portion of 7Be is

produced in the stratosphere, and its relatively short half-life (53.3 days) restricts its form-
ation and transport to synoptic and slightly longer timescales. Also, 7Be is not created in

significant amounts by processes other than spallation, which simplifies source attribution.

An important restriction is that 7Be production occurs in the upper troposphere as well as
the stratosphere; nearly 1/3 of the total production in the mid-latitudes occurs below the

tropopause [Lal et al., 1958]. Another disadvantage is that 7Be is subject to tropospheric
removal processes, which complicates the assessment of surface concentrations. Many

studies (e.g. [Dibb et al., 1994; Jordan et al., 2003; Zanis et al., 2003a] utilize the ratio
10Be/7Be to at least partially overcome this. Beryllium-10 (10Be) is formed in the same

manner as 7Be, and in the same regions of the atmosphere, but has a very long half-life
(1.5 ×106 years [Zheng et al., 2011]) and the 10Be/7Be ratio can be used as a stratospheric

tracer not affected by tropospheric deposition processes [Zheng et al., 2011]. Also the dif-
ferent half-lives of the two ratio components can be used to roughly estimate the relative
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age of an air parcel, with air residing in the stratosphere for long periods having higher

ratios [Jordan et al., 2003].

The typical surface manifestations of a stratospheric intrusion event are well established:

low RH, elevated O3 concentrations, elevated 7Be concentrations [Elbern et al., 1997; Stohl

et al., 2000; Cristofanelli et al., 2003] and high ratios of 10Be/7Be [Dibb et al., 1994; Jordan

et al., 2003; Zanis et al., 2003a]. Because of dilution and mixing with tropospheric air, STT

events are not always associated with clearly elevated O3 and low RH conditions [Cristo-

fanelli et al., 2003]. Pairing 7Be and the ratio 10Be/7Be with O3 and RH observations tends

to give the best indication of potential stratospheric intrusion events. However, 10Be data

was not collected in this study, so similar to several other studies (e.g. [Stohl et al., 2000;
Cristofanelli et al., 2003], the combination of 7Be with O3 and RH was used to identify

potential STT events.

Modern long range transport models are also effective tools for the investigation of STT.

Modeling approaches include the use of mean wind trajectories [Bachmeier et al., 1994;

Stohl et al., 2000; Colette et al., 2005], Lagrangian stochastic models [Stohl et al., 2000;

Cristofanelli et al., 2003; Cui et al., 2009] and Eulerian dispersion models [Cristofanelli
et al., 2003]. For example, Lagrangian models have been used to establish climatologies

of STT events by initially distributing a large number of particles throughout the lower

stratosphere and then running the model forward in time for long periods in order to de-

scribe STT temporally and spatially [James et al., 2003; Stohl et al., 2003]. Atmospheric

transport models can also be executed in inverse mode (i.e., initialized at receptors) to not
only determine probabilistically the source region of a tracer later observed at a receptor

location, but also to make estimates of the tracer source strength [Flesch et al., 1995;
Pudykiewicz , 1998; Seibert and Frank , 2004].

This study investigates the extent to which STT impacts the foothills of the Canadian Rocky
Mountains. During the spring of 2004, the monitoring of 7Be was increased from weekly to

daily at Harlech in the Alberta foothills. These data, together with hourly ozone (O3) and
RH measurements, are presented and analyzed. A Lagrangian particle dispersion model is

used to investigate the origin of the observed 7Be. The modeling study identifies potential
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source regions by using a metric, the layer residence time fraction F l
t , based on the time

an air parcel spends above certain pre-defined vertical atmospheric levels, including the

tropopause. Model results are compared to the surface-based observations to evaluate if

STT can be associated with periods of elevated 7Be and O3 surface concentrations, and of
depressed RH.

6.4 Monitoring Site and Methodology

The Harlech monitoring site is located at 52.569oN, 116.003oW, near the edge of the foot-

hills region east of the Rocky Mountain range, at an elevation near 1600 m (Figure 6.1).
The vegetation in the area is largely coniferous forest. Harlech is located near the ham-

let of Nordegg (population ∼ 200), approximately 80 km west of Rocky Mountain House

(population 6,874, Statistics Canada, 2007), and several hundred kilometers away from

Alberta’s major cities. There is a major highway (the David Thompson Highway) located

8 km south of Harlech. The elevations of the mountains peaks in the vicinity are slightly

over 2000 m, but can reach over 3000 m in the nearby Rocky Mountains. The area is used

predominantly for camping, hiking and outdoor recreation.

Harlech 7Be observations were taken from July 2003 to June 2004. Due to practical con-

straints, daily samples (24-hour average) were only taken from March–June 2004; all other

samples were weekly averages. Based on conclusions drawn by Gerasopoulos et al. [2001]

and Cristofanelli et al. [2006], the March to June period was chosen for daily sampling, on

the assumption that chances of detecting STT-related events were good. Despite the fact

that the ratio 10Be/7Be is considered a more effective stratospheric tracer than 7Be alone

[Zanis et al., 2003a; Zheng et al., 2011], it was not possible to make measurements of 10Be,

again for practical reasons.

Particulate matter was sampled with a high volume sampler using 3M F605 HEPA-rated

(0.3 µm) filters. The sample filters were sent for analysis to SRC Analytical Lab in Saska-

toon, Saskatchewan, Canada. Gamma spectroscopy was used to analyze the collected

aerosol on the filters for 7Be, corrected for decay to the midpoint of the sample collection

period. Since the daily 7Be measurement start and end times were based on local time
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and varied slightly from day to day, a simple weighted average was applied to derive a
7Be time series where each data point represented a 24-hour average starting and ending

at 00:00 UTC.

Ozone was sampled continuously at five-minute intervals throughout the entire period

July 2003 to June 2004. Continuous O3 measurements were made with a UV-absorption

analyzer (TECO 49C). The O3 analyzer was calibrated monthly, and span and zeros con-

ducted daily. Data presented in the sections below has been transformed into hourly and

daily averages from the five-minute data. RH observations along with other routine met-

eorological data were acquired on an hourly basis during the sampling period. RH was

monitored because it is the variable of choice to represent atmospheric moisture content
in STT studies, rather than specific humidity [Stohl et al., 2000; Cristofanelli et al., 2003].

This is primarily due to significantly higher variability of specific humidity compared to RH

in the troposphere, with lower values in winter and in the upper atmosphere and higher

values close to the surface and in warmer months [Stohl et al., 2000]. The meteorological

station equipment was co-located with the O3 and 7Be instruments, and was calibrated

monthly.

6.5 Overview of 7Be and O3 Data

Monthly average 7Be and O3 concentrations measured at Harlech are shown in Figure

6.2. The highest 7Be average is found in September (4.59 mBq m−3); however, 75% of the

data was missing for this month. Of the 32 weeks of the weekly 7Be monitoring (July 2003

–March 2004), a total of 8 weeks were missing from the months of August, September,

October and November 2003. The daily 7Be data (March– June 2004) was 93% complete.

Despite the fact that only one year of data is available, the annual cycle described by
Gerasopoulos et al. [2001] and Cristofanelli et al. [2006] appears to be present and is seen
in Figure 6.2, which shows a 7Be maximum in late-summer.

A statistical summary of O3 and 7Be concentrations measured at Harlech is presented

in Table 6.1. Although ozone climatology varies from one alpine region to another, and
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distinct differences can be observed at sites separated by relatively short distances [Stohl

et al., 2000], studies conducted in the province of Alberta and in the Canadian Rocky

Mountains by Angle and Sandhu [1986] and Peake and Fong [1990] can be compared to

the Harlech data. The average O3 of 41 ppb and the median of 42 ppb in Harlech are

close to the 43 ppb average and 41 ppb median of the nearly normally distributed data
measured at the remote mountain site reported by Peake and Fong [1990]. The monthly

averages in Harlech (Figure 6.2) show O3 to have a late winter – early spring maximum

(February – April) and a secondary summer maximum (July – August), but overall a relat-

ively flat annual profile. This monthly profile is somewhat different from central European

mountain sites which typically have a late spring maximum and winter minimum [Logan,

1985], but it does resemble the Alberta mountain site investigated by Angle and Sandhu

[1986]. The highest monthly O3 average at Harlech is found in February with an average of

46.5 ppb. The diurnal variation of hourly O3 concentrations at Harlech over the July 2003

– June 2004 period is shown in Figure 6.3. The diurnal trend resembles the Alberta remote

sites studied by Angle and Sandhu [1986] and Peake and Fong [1990], in which the trend
is relatively flat. Peake and Fong [1990] compared the remote Canadian Rocky Mountain

site at Fortress Mountain to two sites affected by a major urban center in the province

of Alberta. The Fortress Mountain site had a small diurnal range (2.9 ppb), whereas the

other two urban-affected sites had larger diurnal ranges of 11.6 ppb and 16.5 ppb, which

suggests these sites were impacted by local photochemical production of O3 and the as-

sociated diurnal NOx titration cycle. The ∼5 ppb diurnal range measured at Harlech is

closer to the value determined for the remote mountain site investigated by Peake and

Fong [1990], and thus is consistent with the assertion that Harlech is a relatively remote,
pristine site, with no major anthropogenic sources that would lead to significant ozone

production in the region.

It is interesting to note that studies of the seasonality of STTs in the mid-latitudes have

shown discrepancies. Some studies have found spring and summer to have the highest
likelihood of STTs [Jordan et al., 2003; Lefohn et al., 2011], while others have discussed sites

where STTs were at a minimum in the summer [Stohl et al., 2000]. Based on the monthly
average plots shown in Figure 6.2 for 7Be and O3 measured at Harlech, it is reasonable

to investigate the spring for STTs.
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Figure 6.4 shows time series of the daily average of 7Be and O3 concentrations and of RH,

for the time period between March - June 2004. The correlations between the three time

series are shown in Table 6.2. In Figure 6.4, the larger peaks in 7Be and O3 are associated

with localized minimums in RH, suggesting that those events are linked to subsiding (i.e.

drying) air masses. This hypothesis is supported by the negative correlation of 7Be and O3

with RH (see Table 6.2). The auto-correlation within the 7Be time series was assessed by

correlating it to a lagged version of itself. With a one day lag, the correlation was greater

than 0.8, while a two day lag resulted in a correlation below 0.5. A possible explanation

for this phenomenon is that the effects of stratospheric intrusions often persist over several

days, so that the auto-correlation over one or two day lag can be relatively strong.

In addition, singular spectrum analysis (SSA), which is a tool used to identify quasi-periodic
features in noisy time series [Vautard and Ghil, 1989; Ghil et al., 2002], was applied to

the de-trended and normalised time series (using Analyseries, a time series analysis tool

[Paillard et al., 1996]). Figure 6.5 shows the 7Be and O3 filterered time series. The corres-

pondence between the two time series is very apparent and does support the idea that the

same dynamic features contribute to increase both 7Be and O3 concentrations in Harlech.

Four events stand out in Figure 6.4 and 6.5, and are numbered 1 to 4 in Figure 6.4. These

events, discussed in some detail in section 6.7.2, are characterized by the occurrence of

one 7Be daily observation greater than the 90th percentile. For all these events, O3 is

greater than 43 ppb (the O3 average in spring 2004) and RH is less than 40% (the 20th

percentile for RH in spring 2004). These values are similar to the subjective criteria for
identifying STT events found in the literature[Stohl et al., 2000; Cristofanelli et al., 2003],

which are based on elevated 7Be and O3, and depressed RH in relation to the region’s
seasonal averages / maximums.

6.6 Dispersion Modeling

6.6.1 Application of the Canadian Meteorological Centre Lagrangian Dispersion Model

Lagrangian stochastic particle dispersion models (LSMs) simulate atmospheric disper-

sion by calculating the trajectories of a very large number of particles representing fluid

elements. The effects of unresolved turbulent wind components are modeled through a
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stochastic Langevin equation (for velocity increments) or a random displacement equation

(for displacement increments). For this study, the Canadian Meteorological Centre (CMC)

Lagrangian particle dispersion model, MLDP0 (modèle Lagrangien de dispersion de partic-

ules d’ordre zéro) was executed in inverse mode. MLDP0 uses the random displacement

equation (RDE) to model turbulent mixing. Models using the RDE are often referred as
“zeroth” order models. A discussion of the RDE can be found, for example, in van Dop

et al. [1985], Boughton et al. [1987] or Wilson and Sawford [1996]. Tracer depletion due to

radioactive decay is modeled according to the usual exponential decay. Wet scavenging is

modeled utilizing of a wet scavenging coefficient which is dependent on the cloud fraction

at the location of the fluid particles; the wet scavenging rate is proportional to the tracer

concentration, which leads to an exponential decay [Pudykiewicz , 1989]. Dry deposition

occurs when a fluid element reaches the ground and is modelled in terms of a reflection

probability as in Wilson et al. [1989]. This is to account for the fact that while fluid ele-

ments are reflected upward after reaching the ground, only a fraction of the associated

beryllium aerosols is reflected back with the fluid elements, depending on the absorption
characteristics of the surface. The reflection probability is a function of the deposition ve-

locity normally used to characterize the flux of airborne substances from the atmosphere

to the surface. Gravitational settling is modeled in terms of a terminal velocity for the

particulates [Sparks et al., 1997; Durant and Rose, 2009]. For 7Be however, it was con-

sidered negligible. More details as well as validation studies on MLDP0 can be found in

(R. D’Amours and A. Malo, A Zeroth Order Lagrangian Dispersion Model MLDP0, Internal

Report, Canadian Meteorological Centre, 2004) and in D’Amours et al. [2010]. Simulations

were done for each 24-hour sample between March 2 – June 26, 2004. In each simulation,
864000 particles were released continuously during the sampling period (24 hours) from

the observation site, and tracked 14 days backward in time.

The driving meteorological fields were provided by the CMC GEM (Global Environmental

Multi-scale) Numerical Weather Prediction (NWP) system [Côté et al., 1998a, b]. The
horizontal resolution of the meteorological fields was approximately 100 km, with 58 η-

levels in the vertical. MLDP0 was run with a global configuration, using a representative
selection of 25 of these vertical η-levels, from η = 1 to η = .027 (i.e., surface to ∼22 km ASL).
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6.6.2 Potential Source Layers for 7Be

Several potential 7Be source layers were considered in this study. A stratospheric layer

was delineated by diagnosing the tropopause height using the isentropic coordinate form

of Ertel’s potential vorticity [Holton, 1992]. In the literature, potential vorticity thresholds

used to estimate tropopause height range between 1 – 3.5 potential vorticity units (PVU,
1 PVU = 1 × 10−6 m2 K kg−1 s−1) [Bachmeier et al., 1994; Holton et al., 1995; Stohl et al.,

2000; Colette et al., 2005]. This study uses 2 PVU as the threshold, because observations

indicate this metric provides a good estimate of the tropopause height in the mid-latitudes

[Holton et al., 1995]. Other layers were also considered: above 10 km (> 10 km), above

8 km (> 8 km), above 4 km (> 4 km), above 2 km (> 2 km) and less than (⩽ 2) km. The

layers are terrain following, all elevations above ground level (AGL), and are not mutually

exclusive. While the > 2 km layer was selected to account for any transport from above the

Planetary Boundary Layer (PBL), the > 4 km layer was chosen to investigate transport

from the mid-troposphere. The ⩽ 2 km layer was considered to evaluate the effects of air

masses circulating mainly in the PBL.

6.6.3 The Layer Residence Time Fraction

6.6.3.1 The Layer Residence Time

The influence of the different layers on the samples taken at Harlech was estimated by
means of a layer residence time fraction F l

t . The F l
t was determined by calculating the

ratio of the total time particles spent in the layer of interest to the total duration of the

particle trajectories over the course of the 14-day inverse simulation.

The residence time, τp, for particle p above a certain vertical level zl is defined as fol-

lows:

τp(> zl) =
ts−Tp∫
ts

f(zp, t)dt (6.1)

where Tp, is the particle’s trajectory duration, ts the sampling time, and:
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f(z, t) =
{

1 z(t) ≥ zl

0 z(t) < zl .
(6.2)

Finally an average ratio for the total number, N , of particles used in the simulation is

calculated as follows:

F l
t = 1

N

N∑
p=1

τp(> zl)
Tp

. (6.3)

The concept of residence time is illustrated in Figure 6.6, which shows the vertical position

of three particles as a function of time along their 14-day trajectory. These particles were

chosen because they follow fairly different vertical trajectories and illustrate that particles

can move in and out of the stratosphere several times during 14 days in different ways.

Particle 80k moves in and out of the stratosphere during the early part of its trajectory then

permanently moves below the tropopause after 01 April, on its descent towards Harlech.

Particle 120k starts above the tropopause on the first day of its 14-day trajectory then

quickly crosses into in the upper troposphere (above 5 km) where it remains for nearly

a week. On the other hand, particle 213k travels in the lower part of the stratosphere
for more than five days, then moves very near the tropopause level for about three days,

finally descending into the troposphere on 02 April. The τp(zl >2 PVU) value for particle

120k would be less than one day, while it would be nearly six days for particle 213k.

It is easily seen from Figure 6.6 how an estimation of the time at which particles exit a

layer of interest can be obtained. The “exit time” for a particle is defined as the time at
which the particle crosses a layer boundary for the last time before traveling to the Har-

lech sampler. The number of particles exiting a layer, using that definition, is calculated
for each 6-hour period of the inverse simulation. The layer exit rate is defined as the

ratio of the number of particles exiting a layer to the total number of particles used in the
simulation.
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6.6.3.2 Weighted Residence Time

The particles are emitted from the receptor at sample time ts with an initial weight mp(ts)

which represents the relative importance of the particle in the sample. For example, if

the sample is represented by N particles of equal weight, mp(ts) could be chosen as

1/N . This weight is reduced as a particle moves backward (from ts) on its trajectory
because of radioactive decay, wet scavenging and dry deposition. Hence at a time t < ts,

a particle’s weight mp(t) is lower than it was at ts. Since individual trajectories may differ

significantly, the effect of the last two processes will also differ for different trajectories,

ultimately resulting in a change in the relative contribution of each particle to the sample.

A mass weighted residence time is calculated for each particle as follows:

τw
p (> zl) =

ts−Tp∫
ts

mp(t)
mp(ts)f(z, t)dt . (6.4)

A ratio of the individual particle’s mass weighted residence time to the total trajectory

duration is then obtained with:

W l
p = τpw(> zl)

Tp
, (6.5)

and an average ratio for the total number, N , of particles used in the simulation is calcu-

lated similarly to equation (6.3):

W l
t = 1

N

N∑
p=1

W l
p . (6.6)

W l
t defines the weighed layer residence time fraction.

Assuming that all the 7Be measured in the sample originated from the layer above zl, the

average weighted residence time given by equation (6.3) could be used to estimate the
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7Be concentration in that potential source layer. Inverse Lagrangian stochastic dispersion

modeling is often used in a similar fashion to estimate the source characteristics of an

atmospheric tracer observed at one or more receptor points [Flesch et al., 1995; Wotawa

et al., 2003]. However the main purpose for calculating F l
t and W l

t in this study is to assess

the relative importance of the layers as potential sources for 7Be measured at Harlech,
and to look for connections between surface observations at Harlech and potential strato-

spheric/upper tropospheric input to those observations. The only hypothesis made is that

the impact of the potential source layers on the nature of the air particles reaching the

sampler can be related to the time spent in those layers.

6.7 Analysis of the Modeling Results

6.7.1 Comparison of 7Be and O3 Concentrations to the Layer Residence Time Frac-
tion

Figure 6.7 shows the time series of W l
t derived from the MLDP0 results for various lay-

ers, with the corresponding observed 7Be concentration time series. The W l
t values for

the > 10 km layer are relatively small during the study period, indicating that there was

little air originating from the > 10 km layer (for any time during the 14 days prior to the

observation) which was ultimately sampled at Harlech. On the other hand, the W l
t values

for the > 8 km layer and for the stratosphere as defined by the > 2 PVU level, although

not very large, are often appreciable, especially in March and April, and correlate with

episodes of elevated 7Be concentrations. The greatest contribution from the > 8 km and

> 2 PVU layers occurs for the 24-hr sample ending 8 April, 00 UTC, the second highest
7Be concentrations measured during the study period. For the three other elevated 7Be
and O3 events, the > 8 km and > 2 PVU layers W l

t values show local maxima but to a

lesser extent than those values determined for event 1 (3-11 April).

Table 6.3 shows the Pearson linear correlation coefficient, ρ, between the W l
t time series

shown in Figure 6.7 and 7Be and O3 concentrations. Table 6.3 also shows ρ for the F l
t time

series (where depletion processes are not considered) and 7Be and O3 daily concentra-

tions. There is little correlation between 7Be concentrations and W l
t for the layer below

2 km. In contrast, the correlation between 7Be and F l
t is strongly negative, meaning that
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when air, which has been traveling near the surface for a significant portion of the preced-

ing 14-days, reaches the sampler, there is an important drop in the 7Be concentrations.

However modeling removal mechanisms essentially decouples 7Be concentrations from the

⩽ 2 km layer. This is a good indication that the 7Be content of that air is typically very

low. In the bottom panel of Figure 6.7, the W l
t values for the > 2 km and the > 4 km

layers generally track the 7Be observations quite well throughout the monitoring period,

and show the highest correlations, even when there does not seem to be much contribution

from the upper layers associated with them. Table 6.3 also shows that ρ values are similar

and fairly high for the W l
t from the layers > 4 km and > 2 km; correlations for F l

t are

also significant, but lower than those for W l
t , indicating that there is information gained

by modeling the removal mechanisms. For the > 10 km, > 8 km and > 2 PVU layers

the correlations between 7Be and W l
t , and between 7Be and F l

t are still important, but

relatively less so than for the lower layers. These smaller correlations indicate that, on

average and over a 14 day period, input from the > 10 km, > 8 km and > 2 PVU lay-

ers is not the most important contributor to 7Be measured at Harlech, rather they suggest
transport from within the mid-troposphere has the most significant effect on 7Be at Harlech.

Due to the complexity of O3 chemistry, there was no attempt in this study to model O3

production or removal processes which may have helped clarify the relative contribution

from the different layers. Nevertheless, correlations were calculated between the F l
t and

O3 concentrations and show a pattern similar to correlations between F l
t and 7Be: negative

for the layer ⩽ 2 km, and positive, for the layers above. It would appear that input from the

mid- to upper troposphere and lower stratosphere has a significant effect on surface O3

concentrations. In addition, the correlations indicate that, at Harlech, when air from above

2 km (normally from above the boundary layer) is transported to the surface, 7Be and
O3 concentrations generally increase, whether or not stratospheric influx is detectable in

the previous 14 days. When air originates mostly from the boundary layer, concentrations
decrease. These findings support the idea that O3 observed in the Alberta Foothills is often,

if not mostly, the result of transport to the surface from above the boundary layer and that
input from the stratosphere and upper and mid-troposphere has significant impact.
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6.7.2 A closer Look at the Four Potential STT Events

Figure 6.8 shows the exit rates from the > 2 PVU and > 8 km layers, for one specific

sampling day for each of the four events identified in Figures 6.4 and 6.7. The time

series go back 14 days, at 6–hour intervals, for the 24–hour sampling period ending at the

date/time indicated on the label.

Figure 6.4 shows a clear rise in 7Be and O3, and a significant drop in RH during the 3-11

April period (event 1). This period also corresponds to the largest W l
t from the > 8 km and

> 2 PVU layers (Figure 6.7). The top left panel of Figure 6.8 shows that the stratospheric

air parcels sampled during the 24-hour period ending 8 April 00UTC, actually exited the

stratosphere (> 2 PVU layer) almost entirely between 30 March and 4 April. The strongest
efflux occurred on 1 April. This indicates that a significant amount of time passed between

the injection of stratospheric air in the troposphere and the time where elevated O3 and
7Be concentrations were measured at Harlech. It is also interesting to note that the peaks

in the stratospheric exit rates are preceded by peaks nearly equally spaced in time in the

> 8 km exit rates, indicating that air parcels were exiting the > 8 km layer several hours

before crossing the tropopause. Therefore it was likely that the tropopause was below 8

km (quite low) in the vicinity of the particle stratospheric exits, which is consistent with a

deep upper trough, a common region for STT occurrences.

Figure 6.9 depicts the particle positions at 2 April, 00UTC, as they descend towards lower

levels, en route to Harlech. This still image is associated with the simulation ending 08
April, 00UTC, and shows only the particles that were above the 2 PVU level at some time

during the simulation, i.e. “stratospheric” particles. Figure 6.10 shows the time integrated
plume formed by those “stratospheric” particles as they move to the Harlech sampler.

Clearly, the stratospheric efflux is related to two distinct and well separated events. The
two largest peaks seen in the particle exit rates are produced by two descending streams
which can be related to the two deep low surface pressure systems seen in Figure 6.11,

also valid at 2004 2 April, 00UTC. These two systems are associated with two well de-

veloped cyclonic upper level systems depicted by the potential vorticity at the 6000 m level

shown on the same chart. Figure 6.12 shows a cross-section through the well developed
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upper trough south of the Aleutians. There is a strong subsiding stream on the west side

of the trough, with large downward vertical motions in what has all the appearances of

a well-developed tropopause fold, where the 2 PVU surface lowers below 4000 m under

a higher, second tropopause near 11000 m. This is where the model particles were des-

cending, eventually making their way into the troposphere.

The top right-hand and lower left-hand panels in Figure 6.8 show the fraction of exiting

particles and their exit times for simulations associated with events 2 and 3. In these cases,

the contribution from the > 8 km layer as well as that from the stratosphere (> 2 PVU), are

much less than for event 1, but still clearly detected by the modeling. A possible explan-

ation is that 7Be concentrations in the source areas for these events are higher. Another

possible explanation is that important STT events occurred before the 14 day backward
trajectory period. However a deeper investigation was beyond the scope of this study. In

both cases the transfers occurred over a fairly long period, more than a week, many days

before sampling. The lower right-hand panel in Figure 6.8 (event 4) indicates a relatively

important input from the > 8 km layer, which also occurred over several days, long before

sampling but there is a sharp burst from the > 2 PVU layer on June 17.

The exit rate plots in Figures 6.8 highlight the need to distinguish between the actual

stratospheric intrusion events which transport stratospheric particles into the troposphere

and the observation of this stratospheric air at a surface site. In all cases of significantly

elevated 7Be in this study period, the STT events occurred several days before their impact

was observed at the Harlech station (i.e, no “direct” stratospheric events were detected at

Harlech during the course of this study). This finding is consistent with comments made

by Davies and Schuepbach [1994] and Stohl et al. [2000] on indirect STT events which are

only seen at the surface after the passage of several days. In addition, Cui et al. [2009]

ran forward Lagrangian simulations for longer than 10 days, and found a higher frequency

of occurrence of STT events that took more than 4 days to reach the surface versus STT
events that took less than 4 days to reach the surface. The MLDP0 simulations suggest
that, for this data set, several STT events act to enrich the upper– and mid–troposphere

with higher concentrations of 7Be and O3, and that it is this enriched air which is seen
at the surface several days later and several thousand kilometers away from the original
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STT events. Direct stratospheric intrusion events (i.e., where a tropopause fold actually

makes contact with the ground) occurring near a site and whose impact is seen immedi-

ately at the surface, are actually relatively rare [Stohl et al., 2003]. None were observed

near Harlech during the study period. The investigation of the individual events (results

presented in Table 6.3 and discussed in section 6.7.1), provides significant evidence that
long range transport from the mid- and upper troposphere show the greatest contribution

to the elevated 7Be and O3 concentrations.

6.8 Summary and Conclusions

7Be was monitored weekly at Harlech, Alberta, from July 2003 to June 2004, and daily

during the spring of 2004. These data, together with hourly O3 and RH measurements,

were presented and analyzed, with a focus on the spring of 2004. The Lagrangian particle

dispersion model MLDP0, run in inverse mode, was used to assess the influence of air

parcels originating from different layers in the atmosphere on the concentrations observed

during that period. The analysis was mainly done by evaluating the relative contribution

of the different atmospheric layers, using a metric developed for this purpose, the layer

residence time fraction F l
t and the weighted layer residence time fraction W l

t . Other met-

rics used include the rate at which the parcel finally exits the layer before reaching the
observation site (the exit rate) and the time when these occur, the exit time.

MLDP0 model results show that at Harlech, above average observations of 7Be and O3,

and below average observations of RH, are significantly correlated with the arrival at the

surface of air originating from the mid- and upper troposphere. Generally there is a small

contribution from particles originating from either the > 8 km or > 2 PVU layers, or both.
The 3-11 April period, the longest period of elevated 7Be and O3 observations and the

lowest RH recorded in the study, is the period where the model shows the strongest con-
tribution from > 8 km and > 2 PVU layers. These can be related to two well identified

stratospheric intrusions occurring over the northern Pacific, more than 5 days before asso-
ciated observations. Three other events were also identified. In these cases, the elevated
7Be cannot be clearly attributed to STT occurring in the 14–day period prior to observa-
tions, but it can be attributed to the impact of mid-tropospheric air subsiding into the site.
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The modeling also shows that periods of below average 7Be and O3 occurred when the

station was mainly influenced by air masses circulating in the boundary layer. Correla-

tions between W l
t , F l

t , and the 7Be and O3 concentrations support the view that episodes

of elevated 7Be and O3, and depressed RH, observed in the Alberta Foothills are typically

the result of long range transport from the mid- or upper troposphere, or from STTs, that
have occurred several days and thousands of kilometers away from the observation site.

In the future, a longer term field study which includes measurements of 10Be as well

as 7Be at several sites would help clarify the nature and age of stratospheric and upper

tropospheric input to the surface observations of in Alberta. Further modeling is needed to

better understand the impact of trans-Pacific transport of anthropogenic O3 on the Alberta

O3 budget.
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6.10 Tables

Table 6.1: Statistical summary of hourly average O3 concentrations for
July 2003–June 2004, weekly 7Be concentrations, July 2003–March 2004
and daily 7Be concentrations, March – June 2004.

Hourly O3 (ppb) 7Be Weekly(mBq m−3) 7Be Daily (mBq m−3)
Number of samples 7630 32 104

Average 41 2.76 3.39
Median 42 2.37 3.04
Range 80 4.54 7.23

Standard Deviation 9 1.39 1.93
Maximum 88 5.46 7.61

6.11 Figures
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Table 6.2: Pearson linear correlation coefficient ρP for daily mean 7Be
and O3 concentrations, daily mean RH.

Observation pair ρP
7Be – O3 0.59
7Be – RH -0.51
O3 – RH -0.80

Table 6.3: Pearson linear correlation coefficient ρ between the weighted
layer residence time fraction, W l

t and daily 7Be, unweighted layer res-
idence time fraction F l

t (radioactive decay and other removal processes
are not considered) and daily 7Be and O3 concentrations, for March –
June 2004.

W l
t F l

t

Layer 7Be 7Be O3
⩽ 2 km -0.15 -0.64 -0.52
> 2 km 0.72 0.64 0.53
> 4 km 0.71 0.63 0.60
> 8 km 0.56 0.53 0.47

> 10 km 0.36 0.34 0.32
> 2 PVU 0.42 0.38 0.42
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Figure 6.1: Map of the study area and location of the Harlech monitoring station.
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Figure 6.2: Monthly averages of 7Be and O3 concentrations measured at Harlech for July
2003 – June 2004.
The O3 error bars show the standard deviation of the daily means for each month. The
7Be error bars use the standard deviation of the all weekly averages (1.39 mBq m−3) from
June 2003 to February 2004, and the standard deviation of the daily means of each month
for March, April, May and June 2004.
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Figure 6.3: Mean diurnal variation of O3 concentrations measured at Harlech for July 2003
– June 2004.
The error bars represent the 95% confidence interval for each hourly mean.
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Figure 6.4: Daily averages of 7Be, O3 and RH at Harlech.
The cyan colored areas, numbered 1 to 4, correspond to investigated events.
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Figure 6.5: SSA filtered daily averages of 7Be and O3 at Harlech.
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Figure 6.6: Vertical trajectories of selected particles, as a function of time, as they move
towards the Harlech sampler.
Sampling ends at 8 April 00UTC. The dark red line represents the particle position, the
dark blue line the tropopause height (2 PVU level), at the particle position. The vertical
arrows indicate the time when the particle exits the stratosphere for the last time. This
defines the “exit time” used in the study.
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Figure 6.7: Observations of 7Be daily average concentrations (top panel) compared to the
weighted layer residence time fraction, W l

t , for various layers during the period March to
June 2004.
Note the scale differences in the W l

t values on the different panels. The cyan colored
areas, numbered 1 to 4, correspond to investigated events.
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Figure 6.8: Layer exit rates for specific sampling days during the four investigated events.
The layer exit rate is defined as the ratio of the number of particles exiting a layer for the
last time, during a 6-hour period, to the total number of particles used in the simulation
(864000).The areas colored in cyan indicate the total duration of the associated event (see
Figure 6.7), while the blue colored areas show the duration of the sampling period for the
specific day.
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Figure 6.9: Position of the stratospheric particles (i.e. particles that have been above the
2 PVU level at least once), sampled at Harlech during a 24-hour period ending 8 April 00
UTC.
The arrows indicate the instantaneous motion direction of the particles, 2 April 00 UTC,
as they move towards Harlech.

Figure 6.10: Time-integrated plume of the stratospheric particles (i.e., particles that have
been above the 2 PVU level at least once), sampled at Harlech during the 24-hour period
ending 8 April 00 UTC.
Particles were sampled from a reduced set of all the particles used in the simulation and
are shown every 6 hours during their 14 day trajectory towards Harlech.
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Figure 6.11: Potential vorticity (PV) 6000 m above the surface (color shading) and mean
sea level pressure (continouous lines) valid April 02 2004, 00UTC.
The depth of the Pacific low pressure centers is shown in hPa, and their approximate
position is indicated by a “L”. A cross-section of the 3-D PV field along latitude 40◦N, from
points labelled A to E is shown in Figure 6.12.

Figure 6.12: Cross-section of the potential vorticity in PVU, and of the vertical motion in
m s−1, shown by contour lines, along latitude 40◦N valid 2 April 2004 00UTC.
The positions labeled A to E on the horizontal axis correspond to those in Figure 6.11.
The continuous dark line delineates the tropopause according to the 2 PVU threshold.
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CHAPTER 7

Exchanges between the Free Troposphere and the Boundary Layer

7.1 Introduction

The first section of this chapter presents a simple diagnostic model to estimate the vertical

profiles of the turbulent wind velocity variances and of the turbulent kinetic energy (TKE).

The model calculates the different terms of the turbulent velocity variance budget, with

an emphasis on buoyancy and shear production terms. The model is applied to, and the

results are compared with, observations from the Wangara field experiment and with micro-
meteorological observations taken at the European Tracer Experiment (ETEX) release site.

The goal is eventually to apply this model to 3–D gridded “analyzed”1 meteorological fields

in a preprocessing step, in order to calculate 3–D fields of turbulent wind variances and

turbulent kinetic energy. These fields are not usually available in meteorological analyses.

However, here the model is only used to study the concept of an entrainment zone (EZ)
and its implications on the turbulent wind variance and the vertical profile of TKE.

The second section discusses different strategies for modelling the transition between the
13–D gridded data meteorological fields derived from various meteorological observations which are un-

evenly distributed in space and time. These fields are then provided as initial conditions to the numerical
weather prediction (NWP) models.
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BL and the FT. It is shown that a realistic parametrization of σ2
w seems sufficient to estimate

the trajectory of particles entering/exiting the PBL, only using the LSE’s of equations (3.2)

and (3.3) without any special treatment of the interface. This is the strategy now adopted

in CMC long range dispersion models (section 4e of the paper presented in section 4 of

chapter 3).

7.2 A diagnostic model for turbulent fluxes in the PBL

7.2.1 Equations of motion in standard rotating coordinates

Newton’s second law of motion, expressed in rotating coordinates, can be written as Holton

[1992] equation (2.8) slightly modified):

DV
Dt

+ fk × V = −1
ρ

∇p − g + F . (7.1)

Here DV
Dt is the acceleration following the motion of the air parcel, fk × V, the Coriolis

effect, ∇p represents the pressure gradient force, g, the gravitational acceleration, and F,

all other ”body forces” that could be active.

7.2.2 Reynold’s averaging

Equation (7.1) applies to the instantaneous properties of the atmospheric fluid. In the
following sections, equations will generally be written in terms of mean properties and

deviations from these means, using Reynolds averaging (e.g. Wyngaard [2010]). The

instantaneous value of a given variable x is written as x + x′ where x is the mean and x′

the deviation from the mean; by definition x′ = 0, hence x + x′ = x.

7.2.3 Mean momentum conservation

Neglecting viscous stresses, applying Reynolds averaging and assuming horizontal homo-

geneity, the mean horizontal components of equation (7.1) can be written as (e.g. Wyn-

gaard [2010] p.207)

∂u

∂t
+ ∂u′w′

∂z
= f(v − vg) , (7.2)

∂v

∂t
+ ∂v′w′

∂z
= f(ug − u) , (7.3)
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where the mean pressure gradient forces are now expressed in terms of the geostrophic

wind (ug , vg). Strictly speaking, the assumption of horizontal homogeneity would imply

that the pressure force terms vanish. For now, we simply assume that the horizontal

gradients of the turbulent fluxes are negligible in comparison with the vertical gradients.

Furthermore, it is assumed that horizontal gradients of u and v are small enough to neglect
mean horizontal momentum advection, and that transport of mean horizontal momentum

by the mean vertical motion is negligible.

If profiles of u and v were available, equations (7.2) and (7.3) could be integrated with

respect to z giving an estimation the fluxes u′w′ and v′w′:

u′w′(z) =
z∫

z0

[
− ∂u(ζ)

∂t
+ f(v(ζ) − vg)

]
dζ , (7.4)

v′w′(z) =
z∫

z0

[
− ∂v(ζ)

∂t
+ f(ug − u(ζ) )

]
dζ , (7.5)

with u′w′2(z0) + v′w′2(z0) = u4
∗, defining the friction velocity u∗, as in Wilson [2013].

7.2.4 Conservation of heat

The heat conservation equation is expressed in terms of the potential temperature θ, sim-

ilarly to equation (3.5.3f) in Stull [1988]: 2

dθ

dt
= − 1

ρCp

[
LΥ Υ + ∂Q∗

∂xj

]
−

∂u′
jθ′

∂xj
, (7.6)

where, LΥ is the latent heat of evaporation3, Υ , the evaporation rate, Q∗, the net radiation
flux, ρ, the mean air density, and Cp, the specific heat capacity of the air at constant

pressure. Assuming horizontal homogeneity for the turbulent fluxes, and neglecting heat-
ing/cooling effects due to condensation/evaporation as well as radiation flux divergence,

equation (7.6) reduces to:

− ∂w′θ′

∂z
= ∂θ

∂t
. (7.7)

That equation could also be integrated with respect to z:

w′θ′ − w′θ′(z0) = −
z∫

z0

∂θ(ζ)
∂t

dζ , (7.8)

2Einstein’s summation convention is used
3for simplicity the difference between (gas – solid) or (gas – liquid) transition is not explicitly written
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with w′θ′(z0) = Q0/(ρCp), where Q0 is the sensible heat flux density at the surface (with

the convention that a positive flux is upward).

7.2.5 Diagnostic model for the velocity variance

7.2.5.1 Budget equations for turbulent velocity variances and mean TKE

Under the assumptions expressed previously, the budget equations for the turbulent velo-

city variances are written similarly to equations (4.3.1h, i and j) in Stull [1988]:,

∂σ2
u

∂t
= − 2u′w′ ∂u

∂z
+ 2p′

ρ0

∂u′

∂x
− ∂w′u′2

∂z
− ϵuu , (7.9)

∂σ2
v

∂t
= − 2v′w′ ∂v

∂z
+ 2p′

ρ0

∂v′

∂y
− ∂w′v′2

∂z
− ϵvv , (7.10)

∂σ2
w

∂t
= 2g

θ0
w′θ′ + 2p′

ρ0

∂w′

∂z
− ∂w′w′2

∂z
− 2

ρ0

∂w′p′

∂z
− ϵww . (7.11)

σ2
u, σ2

v , σ2
w are the perturbation variances of the three wind components, and ϵuu, ϵvv , ϵww ,

their respective viscous dissipation rates. Since equations (7.9), (7.10) and (7.11) were

derived using the Boussinesq approximation, they are rewritten in terms of ρ0 and θ0,

the density and potential temperature of a motionless adiabatic base (or reference) state.

Setting ρ̃ and θ̃ as the average deviations from the base state, then:

ρ = ρ0 + ρ̃ , (7.12)

θ = θ0 + θ̃ . (7.13)

The Boussinesq approximation requires that θ̃ ≪ θ0, and that ρ̃ ≪ ρ0.

Summing equations (7.9), (7.10) and (7.11) and dividing by 2 yields the TKE budget:

∂E

∂t
= −u′w′ ∂u

∂z
− v′w′ ∂v

∂z
+ g

θ0
w′θ′ − ∂(w′E′)

∂z
− 1

ρ0

∂w′p′

∂z
− ϵ , (7.14)

(7.15)

where the mean TKE, E, is defined as:

E = 1
2(σ2

u + σ2
v + σ2

w) . (7.16)

E′ the instantaneous TKE is written as:

E′ = 1
2(u′2 + v′2 + w′2) , (7.17)
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and the vertical flux of TKE w′E′, as:

w′E′ = 1
2w′(u′2 + v′2 +′ w′2) . (7.18)

A local convergence of w′E′ indicates a local increase in turbulence. Because of the

incompressibility approximation,

2p′

ρ0

(
∂w′

∂z
+ ∂u′

∂x
+ ∂v′

∂y

)
= 0 , (7.19)

and this sum does not appear in the mean TKE budget. However equation (7.19) shows

how the pressure perturbations redistribute turbulence amongst the three components.

The budget equations (7.9) to (7.14) constitute the basis for the diagnostic model.

7.2.5.2 Turbulence production

In budget equations (7.9), (7.10), horizontal turbulence results from vertical shearing of
the horizontal wind, the first term on the right-hand side of each of the equations. Ver-

tical turbulence is produced or damped by buoyancy, which appears as the first term on

the right-hand side of equation (7.11). As discussed above, a possible model for shear

production would be:

Su = − 2u′w′ ∂u

∂z
, (7.20)

Sv = − 2v′w′ ∂v

∂z
, (7.21)

and for the buoyancy:

B = 2g

θ0
w′θ′ . (7.22)

The variance budget equations are rewritten as:

∂(σ2
u + σ2

v)
∂t

=(Su + Sv) +2p′

ρ0

(
∂u′

∂x
+ ∂v′

∂y

)
− ∂w′(u′2 + v′2)

∂z
−(ϵuu + ϵvv) , (7.23)

∂σ2
w

∂t
=B +2p′

ρ0

∂w′

∂z
− ∂w′w′2

∂z
− 2

ρ0

∂w′p′

∂z
−ϵww , (7.24)

Rate =Production +Redistribution + Vertical Transport −Dissipation

and for the TKE:
∂E

∂t
= −1

2(Su + Sv + B) − ∂w′E′

∂z
− 1

ρ0

∂w′p′

∂z
− ϵ . (7.25)
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7.2.5.3 Redistribution

It can easily be seen that vertical shear only acts to produce horizontal turbulence and that

buoyancy only acts on the vertical component. It is only through pressure redistribution

that shear generated horizontal turbulence can be transformed into vertical turbulence,

similarly for buoyancy to affect horizontal turbulence.

Following Wilson [2012] and many earlier authors, the pressure redistribution term, also

known as return to isotropy, is modelled as:

Rww = 2p′

ρ0

∂w′

∂z
= cR

2/3E − σ2
w

τw
, (7.26)

Ruu + Rvv = −Rww , (7.27)

and vertical transport of TKE and of pressure perturbation are modelled in terms of a

diffusion coefficient and vertical gradients of the mean quantities:

−∂w′u′2

∂z
= ∂

∂z

[
K

∂σ2
u

∂z

]
, (7.28)

−∂w′v′2

∂z
= ∂

∂z

[
K

∂σ2
v

∂z

]
, (7.29)

−∂w′w′2

∂z
− 2

ρ0

∂w′p′

∂z
= ∂

∂z

[
K

∂σ2
w

∂z

]
, (7.30)

−∂(w′E′)
∂z

− 1
ρ0

∂w′p′

∂z
= ∂

∂z

[
K

∂E

∂z

]
. (7.31)

The diffusion coefficient K is parameterized as a function of the vertical velocity variance
and a time scale τw such that K = cKσ2

wτw where cK is an empirical constant. The TKE
dissipation rate ϵ is modelled in term of the timescale τw:

ϵ = cϵ
E

τw
, (7.32)

ϵww = cϵ
σ2

w

τw
. (7.33)

The time scale τw is also modelled as in Wilson [2012]:
1
τw

= ϕm

kV z

σ2
w

u∗
+ N + 1

τ∞
, (7.34)

where ϕm is a stability function. kV is the von Karman constant, and N is a buoyancy
frequency

N =

⎧⎨⎩0 ∂θ/∂z ≤ 0 ,(
g
θ0

∂θ
∂z

)1/2
∂θ/∂z > 0 .

(7.35)
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The time scale limit τ∞ is set at 600 seconds, and the surface layer stability correction

function ϕm was specified as [Högström, 1988],

ϕm(z/L) =
{

(1 − 19.3z/L)−1/4 L < 0 ,

1 + 4.8z/L L ≥ 0 ,
(7.36)

where L is the Obukhov length

L = −θ0u3
∗

kV gQ0
. (7.37)

7.2.5.4 Quasi-steadiness

The quasi-steadiness hypothesis would imply that:

∂E

∂t
= (Su + Sv + B) + ∂

∂z

[
cKσ2

wτw
∂E

∂z

]
− cϵ

E

τw
= 0 , (7.38)

∂σ2
w

∂t
= 2B + ∂

∂z

[
cKσ2

wτw
∂σ2

w

∂z

]
+ cR

(2/3E − σ2
w)

σw
− cϵ

σ2
w

τw
= 0 . (7.39)

Our hypothesis is that vertical profiles of σ2
w and E satisfying the above equations do exist

and can be found by integrating equations (7.38) and (7.39) with respect to time, maintain-

ing constant the buoyancy B and shear S terms, until a steady state for σ2
w and E is found.

From equations (7.7) and (7.8) one expects the potential temperature θ(z) to be changing
in time, otherwise the buoyancy production term B has to be constant in the vertical. This

would seem to contradict the quasi-steadiness hypothesis. It will be seen further down

that this is not the case.

7.2.5.5 Numerical solution

The time integration of equations (7.38) and (7.39) is performed in two steps. In a first

intermediate step, production, redistribution and dissipation are handled with a simple

forward time step:

E(t + ∆t)⋆ = E(t) +
[
(Su + Sv + B) − cϵ

E

τw

]
∆t , (7.40)

σ2
w(t + ∆t)⋆ = σ2

w(t) +
[
2B + cR

(2/3E − σ2
w)

σw
− cϵ

σ2
w

τw

]
∆t . (7.41)
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Then a semi-implicit Crank-Nicholson scheme is applied to the diffusive terms, using the

intermediate values E⋆ and σ2
w

⋆. Details on the implementation of the scheme are given

in Appendix B.

7.2.6 Application to day 33 of the Wangara experiment

Observed data for day 33 of the Wangara experiment [Clarke, 1970] has often been used
to test boundary layer models (e.g. Yamada and Mellor [1975]; André et al. [1978]; Sun

and Ogura [1980]; Wilson [2012]).

Figure 7.1 shows wind and temperature profiles observed for hour 15 EST, on day 33.

The wind profiles are not very regular and show vertical gradients which are changing

sign a few times in the 2 km layer. Winds are generally increasing in intensity from hour

14 to hour 15, up to about 1200 m. Using these winds and the given geostrophic wind to
evaluate the shear production terms (equations (7.20), (7.21)), it was found that the integral

equations (7.4) and (7.5) do not provide useful estimates of the vertical momentum fluxes,

and occasionally result in negative shear production. Likely some of the hypotheses behind

those are not holding up. It was therefore decided to use the gradient approximation for

shear production, again as in Wilson [2012]. The shear production terms become:

Su + Sv = σ2
wτw

[(
∂u

∂z

)2
+

(
∂v

∂z

)2]
, (7.42)

where the constant cK is set to one. Constants cR and cϵ are respectively set to 0.122 and
0.233, again after Wilson [2012].

On the other hand, the potential temperature in Figure 7.1 is quite constant up to the in-

version level, which could be seen as the top of the boundary layer (BL). The temperature
profile was also relatively uniform 3 hours before, indicating that the BL is been warmed

at a nearly uniform rate during that time. This implies that turbulent mixing is occurring
quite rapidly and that the BL is nearly in thermal equilibrium during the 3-hour period,
supporting the quasi-steadiness hypothesis for θ.
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Figure 7.2 shows the shear production and potential temperature flux obtained by applying

the model directly to the observed profiles. There is a large shear production very close to

the surface and significant production in the upper part of the BL. There is also important

production above the θ inversion level. The vertical flux of temperature decreases almost

linearly, to become negative just below the inversion level. It becomes slightly positive
again in the stable layer, at about the same level as shear production is again signific-

ant. This coincidence would result in turbulence generation above what seems the top

of the BL, based on the θ profile. It seems that the fairly large vertical variations in the

production terms result from rather small fluctuations, localized in space and time, in the

observed profiles. According to Clarke et al. [1971], measurements for the 2 km radiosonde

flights were taken in about 7 minutes.

Figure 7.3 shows results from the application of the diagnostic model to filtered profiles,

using equations 7.42 for shear production, and 7.22 for buoyancy production. The filtering

results from the application a least square seventh order polynomial fit to the observations.

The TKE is smaller than σ2
w up to about 600 m, most of the turbulent velocity variance

being in the vertical component below that level. Above 600 m, shear production becomes

larger than buoyancy production, and the TKE increases because of a significant increase

in the horizontal velocity variance. Despite filtering, the vertical wind shear seen in Fig-

ure 7.1 remains significant. The layer where buoyancy is negative could delineate the

entrainment zone as in the Deardorff model (Fig. 7.4). The sharp cut-off in the diffusion
and shear terms near the top of the BL, in the middle panel, results from σ2

w not being

allowed to fall below a low threshold value (and certainly not < 0) while the buoyancy

term remains more or less constant at a negative value with increasing z.

Figure 7.5 shows results from the application of the diagnostic model to the modelled

profiles of potential temperature and horizontal wind given by Wilson [2012] (Figures 2
and 3) for 15H00 EST. In this application buoyancy is also diagnosed using the gradient

approximation, for coherence:

B = −2g

θ0
σ2

wτw
∂θ

∂z
. (7.43)

It can be seen that most of the TKE results from vertical turbulence. This indicates that

buoyancy is the dominant production term, and results from the small θ gradients. As
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soon as ∂θ/∂z becomes positive, buoyancy shuts off. The various budget terms indicate

the presence of an entrainment zone topped by the sharp θ inversion. Figure 7.6 shows

that steadiness is achieved in about 1/2 hour by the diagnostic model, and that variance

and TKE from Wilson [2012] first-order closure model are reproduced, given the appropri-

ate wind and temperature profiles as input.

Figure 7.7 shows the different TKE budget terms which can be compare roughly with the

Sun and Ogura [1980] third-order closure model. Results from the diagnostic model appear

just as plausible as those from the more complex model. The entrainment zone, defined by

the region where buoyancy destroy turbulence is about 400 m, (Figure 7.5, is about the

same thickness as the layer of high variability in the instantaneous specific humidity in
Figure 2.3, which can also be seen as the entrainment zone.

7.2.7 Application to meteorological observation data for the European Tracer Experi-
ment, ETEX

The European Tracer Experiment – ETEX– was a large scale controlled tracer dispersion
experiment which took place in the fall of 1994 [van Dop. H. et al., 1998]. A large number

of surface tracer concentration observations were collected during several days following

the release and were assembled in a database which constitutes one of the very few tools

to test and validate long range dispersion models. The use of this data is discussed in

sections 5c and 5e of the paper presented in chapter 3. Special meteorological obser-

vations were made at the tracer source location, before and while the tracer was being

released [Gryning et al., 1998]. The ETEX data can be retrieved from the following URL:

http://rem.jrc.ec.europa.eu/etex/.

Detailed radiosoundings were taken at three hour intervals from Oct 23 12H UTC to Oct 24

03H UTC. A sonic anemometer, positioned 18 m above ground, was also active Oct 23 - 26

providing time series of 10-minute averaged momentum and temperature fluxes (effective

10 Hz sampling rate). Figure 7.8 shows vertical profiles of wind and potential temperature

taken in the afternoon and evening of Oct 23. Data is available every 5 – 10 m intervals

up 5 km or more. For this analysis the data were averaged into layers of about 40 m

depth, and filtering was applied by fitting a least-square eleventh order polynomial. All

132



soundings show a very strong wind shear, especially near the surface. According to the

θ profiles, at 12H UTC and 15H UTC, a shear driven CBL should exist. At 19H UTC and

23H UTC there is a fairly strong θ surface inversion in conjunction with a strong vertical

wind shear. At 15H UTC, the observed vertical wind profile is peculiar in the sense that

winds are decreasing with altitude producing a negative shear. According to Gryning et al.
[1998], this could have been caused by very light and barely noticeable showers.

The full gradient version of the diagnostic model (where shear and buoyancy are modelled

according to wind and temperature vertical gradients, equation (7.42) and (7.43), respect-

ively) was applied to the four filtered profiles shown in Figure 7.8. For the 12H UTC and

15H UTC profiles, unstable conditions, the effect of shear is to produce fairly high hori-
zontal velocity variances, Figures 7.9 and 7.10. In stable conditions, the 19H UTC and 23H

UTC profiles, the model equilibrium state is minimum variance and TKE; the damping ef-

fect of buoyancy is simply to destroy all turbulence, despite the strong vertical shear. It is

difficult to validate the results, the only reliable data being that of the sonic anemometer.

A quick comparison with the modelling results with the sonic data can be made in Table

7.1. Modelled and observed values are comparable at 12H UTC. At 15H UTC, the modelled

TKE is stronger than observed, but still within believable range.

Table 7.1: Observed and modelled vertical velocity variance and TKE,
on October 23 1994.

ß Modelled values were abstracted from the profiles shown in Figures 7.9 and 7.10, at
20 m above ground. The model did not produce any results for SBL conditions. The
observed values were obtained from the sonic anemometer records, and the values shown
are averaged over one hour, centered on the hour. The sonic anemometer was positioned
18 m above ground.

Time Sonic σ2
w Sonic E Model σ2

w Model E

12H UTC 1.0 2.7 1.5 4.5
15H UTC 0.6 1.3 1.7 7.8
19H UTC 0.6 1.2 ∼ ∼
23H UTC 0.6 1.3 ∼ ∼
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7.3 Modelling transport across the Entrainment Zone

In many dispersion models (e.g. FLEXPART: Stohl et al. [2005]) turbulence alone cannot

move particles from the BL into the FT. When the displacement resulting from the applic-

ation of a finite time-step ∆t to equations (3.2) and (3.3) would cross the top of the BL,

a total reflection is applied to the trajectory element, sending the particle downward by

the same distance it would have moved above the BL top. One of the reasons for impos-

ing this total reflection is that the size of the incremental trajectory element could be of

order of the EZ thickness itself, resulting in numerical errors and possibly violating the

wmc. Wilson and Flesch [1993] discuss the implications of reflective boundaries on the

wmc. Such a total reflection condition had been implemented in CMC’s models (this is

the case for the simulations described in chapters 5 and 6). A particle can nevertheless
be entrained in the BL, if the BL thickness increases enough to reach the particle’s level,

because of daytime heating for example. Likewise, a particle can be left suspended in the

FT, when the BL thins out at night time.

As discussed in section 3b of the paper section 4, the time step in a first order Lagrangian

model must be much smaller than TL = 2σ2
w/C0ϵ. Typically the constraint is less strin-

gent near the top of the BL than near the ground surface. The diagnostic model results,

and available observation data, indicate that the vertical velocity variance σ2
w decreases

rather smoothly near the top of the BL, and that even a parameterized profile can yield

plausible turbulence statistics in that region without an explicit modelling of the EZ. For

those reasons the reflection condition was removed for the BL top, in the updated version

of CMC’s long-range Lagrangian dispersion model presented in the paper of section 4.

Figure 7.11 shows FT – BL exchanges during 3-hour periods, for 2 different BL top al-

gorithms. The simulations are for ETEX first release, and both are using a first-order LSM

for the complete duration of the simulation. Values are expressed in terms of the tracer

mass fraction (i.e. relative to the total tracer mass inside the model domain) because the

tracer mass is not constant during the course of the simulation. It increases continuously

during the release period, the first 12 hours, and near the end of the simulation, some of

the tracer is transported outside of the model domain. The two algorithms produce slightly
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different results, especially in the first 12 hours of the simulations where the solid “lid”

of the reflection approach has clearly the effect of keeping more tracer in the BL. In the

last part of the simulation, starting around Oct 26 06H, the tracer mass fraction inside

the BL (bottom panel in Fig. 7.11) is consistently slightly higher with the non-reflection

algorithm. A possible explanation would be that the non-reflection approach allows for
more diffusion between the two layers. There are some indications for this in the 3-hour

exchanges shown in the two upper panels. Later on it is easily seen that it is the diurnal

cycle driving the BL depth which determines the exchange rate between the FT and the BL.

However no firm conclusions can be drawn from this analysis since the FT – BL transfers

are based on the boundray layer height provided the GEM model. Discrepancies between

TKE profiles and the boundary layer height provided by GEM have often be noticed.

Figure 7.12 allows to compare profiles of the vertical velocity variance obtained using an

empirical parameterization with those resulting from the diagnostic model simulation. The

parameterization used is that of equation (15), in the paper of section 4. There are no

claims at this stage that the diagnostic model can produce better turbulence statistics

than the empirical parameterization. However the profiles of σ2
w look reasonable enough

to think that the associated budget terms, shown in the central panels of Figures 7.3, 7.5,

7.9 and 7.10, give a credible picture of an entrainment zone where buoyancy gradually

dampens turbulence. The EZ so depicted extends over a layer that constitutes a sizable

fraction of the BL. This is coherent with the observed specific humidity profiles shown in
Figures 2.2 and 2.3. It is also of interest to not that the profiles of σ2

w decrease relatively

smoothly wiith height within the EZ. Another perhaps minor advantage of the model, is

that a prior estimation of the CBL depth is not required.
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7.4 Figures

Figure 7.1: Observed vertical profiles from radio soundings for 14H00 EST and 15H00
EST on day 33 of the Wangara Experiment [Clarke et al., 1971].
Observations taken one hour earlier are also shown for the u and v wind components. The
radiosonde winds were completed with observations in the surface layer. These were taken
at slightly different locations and show some discrepancies. Potential temperatures (θ) are
available only at 3 hour intervals, so the profile for 12H00 EST is shown. θ values in the
surface layer were interpolated linearly between the surface and the lowest radiosonde
level.
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Figure 7.2: Shear production and potential temperature flux based on raw observations,
for 15H00 EST on day 33.
For comparison, profiles of the wind components and of θ values are also shown.
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Figure 7.3: Diagnostic model results based on filtered observations for 15H00 EST.
Leftmost panel: vertical profiles of turbulent kinetic energy E, σ2

w . Central panel: budget
terms for σ2

w . Shear production, active only in the E budget, is also shown. Right hand
panel: observed and filtered θ profiles. The horizontal purple lines delineate the possible
entrainment zone as in the Deardorff model, shown in Figure 7.4.
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Figure 7.4: Entrainment zone model proposed by Deardorff [Wyngaard , 1985]
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Figure 7.5: Diagnosed vertical profiles of the turbulent kinetic energy E, and vertical
velocity variance σ2

w .
Imposing the vertical profiles of u, v (leftmost panel) and of θ (shown on the rightmost
panel) from Wilson [2012], for 15H00 EST. The middle panel shows the budget terms for
σ2

w . The dashed purple lines define the entrainment zone.
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Figure 7.6: Left hand panel:vertical profiles of σ2
w for 15H00 EST, after different integration

times.
A steady state is achieved after 1800 s. Right hand panel: vertical profiles obtained by
Wilson [2012]. The profile for hour 15H00 EST is enhanced in orange. Given the the same
profiles, the diagnostic model reproduces essentially the same σ2

w .

141



Figure 7.7: Vertical distribution of the turbulent kinetic energy, E, budget terms.
In the upper panel, for a simulation using profiles u, v and θ profiles for 15H00 EST from
Wilson [2012]. These can be roughly compared with results for 14H00 EST obtained by
Sun and Ogura [1980] with a level 3 turbulence closure model, in the lower panel.
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(a) Oct 23 12:00 UTC (b) Oct 23 15:00 UTC

(c) Oct 23 19:00 UTC (d) Oct 23 23:00 UTC

Figure 7.8: Wind and potential temperature profiles observed at the beginning of the first
ETEX.
The vertical resolution is about 5 – 10 m, but the data have here been aggregated into
∼ 40 m layers. Aggregated observations are indicated by a + symbol. An eleventh order
polynomial least-square fit is shown as a continuous line.
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Figure 7.9: Model results based on filtered ETEX observations for Oct 23 12:00 UTC.
The filtered data result from an eleventh order polynomial least-square fit. Left hand side
panel: vertical profiles of turbulent kinetic energy E, σ2

w . Central panel: budget terms for
σ2

w; the “Shear” component is for the TKE budget. Right hand side panel: observed and
filtered θ profiles
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Figure 7.10: Model results based on filtered ETEX observations for Oct 23 15:00 UTC.
The filtered data results from an eleventh order polynomial least-square fit. Left hand side
panel: vertical profiles of turbulent kinetic energy E, σ2

w . Central panel: budget terms for
σ2

w; the “Shear” component is for the TKE budget. Right hand side panel: observed and
filtered θ profiles
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Figure 7.11: FT – BL exchanges for 3-hour periods, for 2 different BL top algorithms.
The simulations are for ETEX first release using full first-order LSM. The top panel shows
exchanges from the BL to the FT, the middle panel exchanges from the FT to the BL, and
the bottom panel, the fraction of the tracer mass inside the BL. The mass fraction is relative
to the total tracer mass in the model domain (see text).
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Figure 7.12: Vertical velocity variance σ2
w profiles resulting from an empirical parameter-

ization and from a diagnostic model simulation for two cases.
The parameterization used is that of equation (15), in the paper of section 4.
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CHAPTER 8

Conclusions

The thesis presents investigations of transport and dispersion within the different layers of

the atmosphere, and of the exchanges between those layers. The investigations are based
on simulations using Lagangian dispersion models for real cases, where observations are

available. All of the cases presented here were published in one or another of three dif-

ferent papers.

The theoretical basis of the Lagrangian models is reviewed in depth in Chapter 3 asserting

the validity of the approach. In particular the relationship between the Langevin equation
and the Fokker-Planck equation is illustrated by comparing the evolving cloud of particles,

in phase-space, resulting from the trajectories of a large number of fluid elements, with the

evolving probability density distribution of these elements in this phase-space. The char-

acteristics of the models used for this thesis are discussed in detail in the paper presented

in Chapter 4. This paper establishes the accuracy and credibility of the modelling with

extensive validation of real case simulations where observations are available. Some of

the results are also used to support the main conclusions of the thesis.

The paper presented in Chapter 5 shows clearly that in the stratosphere, the air circulates

in well maintained streams with little vertical mixing. The sulfate aerosol plumes resulting
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from the volcanic eruptions in the Alaskan Peninsula during the summer of 2008 could be

followed for many days after their injection into the stratosphere (e.g. Figures 5.8 and 5.9,

and Figures 5.12 and 5.13).

On the other hand the paper presented in Chapter 6 investigates the processes by which

stratospheric air could be transported to the surface. This was done by investigating the

possible source regions of 7Be observed near the surface, at Harlech in the Albeta foothills.

For that purpose special metrics were developed, the Layer Mean Residence Time, and the

Weighted Layer Mean Residence Time, in order to assess the relative contribution of air

originating from different layers of the atmosphere in the total air volume sampled at the

station. Other metrics were also developed, the Layer Exit Rate and the Layer Exit Time.
The calculation of these metrics is only possible in the context of Lagrangian modelling,

by considering all the individual particle trajectories. It is seen that transfers between

the lower stratosphere and the upper troposphere do occur regularly, but are generally

confined to regions fairly close to the tropopause (e.g. Figure 6.6). Nevertheless it is also

seen that strong and deep subsidence in tropopause folds associated with well developed

cyclonic systems, occur frequently enough to feed regular streams of stratospheric air into

the mid and low troposphere (e.g. Figure 6.8) which can be entrained in the boundary

layer at later times.

The mechanisms governing exchange between the free troposphere and the boundary layer

are examined in detail in Chapter 7. A simple diagnostic model to calculate the turbulent

kinetic energy and the turbulent velocity variances was developed and is used to investig-
ate the entrainment zone at the interface between the PBL and the FT. Application to day

33 of Wangara experiment shows that the model produces plausible profiles of the vertical
velocity variance σ2

w , and that the vertical distribution of buoyancy production/destruction

of this variance, implies to an entrainment zone (EZ), just as credible as that resulting from
more complex models (e.g. Figure 7.7). This EZ compares well with the EZ deduced from
specific humidity observations in the Oklahoma Boundary Layer Experiment (Figure 2.3).

The application of the diagnostic model to wind and temperature profiles observed during

the ETEX-1 release period produced turbulent velocity variances in the middle of the BL

that seemed rather high. These are the result of very strong vertical wind shears within a

149



fairly unstable boundary layer. From the available observations it is not possible to con-

clude whether those variances are indeed excessive. In the low levels the model results

compare reasonably well with sonic anemometer observations (Table 7.1). An examination

of the buoyancy production term indicates a fairly thick EZ, in which σ2
w also decreases

smoothly.

This smooth attenuation with height of the diagnosed σ2
w profile, within the EZ, gives

further support to the removal (in Lagarangian models) of the total reflection condition at

the top of the BL discussed in Chapter 4, section 4.6.6. A comparison of BL-FT exchanges

with and without the reflection does not show a very important effect except for a small

enhancement in the exchange rate when total reflection is removed (Figure 7.11). Further

studies are needed to assess the full impacts of this change. For example, comparison with
other BL-FT transmission aglorithms would be very interesting. Nevertheless, modelling

results for ETEX using the no-reflection algorithm, shown in section 4.7.3, are rather

good.
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APPENDIX A

Thomsons’s simplest solution

Assuming that the velocity fluctuations are uncorrelated, equation (3.17) becomes:

Vi,j = uiuj =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 i ̸= j

σ2
u i = 1 ,

σ2
v i = 2 ,

σ2
w i = 3 .

(A.1)

Looking at the along x components of equation (3.18), term by term:
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Then assuming quasi-steadiness and horizontal quasi-homogeneity, we get:

1
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Collecting, we get:
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The y terms are treated the same way:

ϕy

ga
= 1

2σ2
u

∂σ2
u

∂z
(W + w)v . (A.3)

Now looking at the z terms, i.e. i → 3, and because Vil = 0 for l ̸= 3, the terms on the first

line of (3.18) become:
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. (A.4)

Since i = 3 and l = 3, j can only be 3. However m can still vary from 1 to 3, and the terms

on the second line of (3.18) become:[1
2V −1

lj
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Those on the third line become:
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Again, under quasi-steadiness and horizontal quasi-homogeneity hypotheses, terms in

∂/∂t, ∂/∂x and ∂/∂y vanish, we then get:
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Collecting:
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2
∂σ2

w

∂z
. (A.11)

This differs slightly from the equations used by D’Amours et al. [2015] and Flesch et al.

[2004]; we have an extra term: ∂W/∂z(W + w)w. However as discussed by Flesch et al.

[1995], since we are assuming quasi-stationary conditions, we should also assume incom-

pressibility. Therefore, because we are also assuming horizontal homogeneity, ∂W/∂z

must also vanish, which implies that W = 0. Then equations (A.2), (A.3) and (A.11) be-

come
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170



APPENDIX B

A Crank-Nicholson scheme for TKE and σ2
w

Because of the numerical instability associated with the diffusion term, it is handled sep-

arately with Crank-Nicholson scheme. We recall the model equations :

∂E

∂t
= (Su + Sv + B) + ∂

∂z

[
cKσ2

wτw
∂E

∂z

]
− cϵ

E

τw
, (B.1)

∂σ2
w

∂t
= 2B + ∂

∂z

[
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wτw
∂σ2

w

∂z

]
+ cR

(2/3E − σ2
w)

σw
− cϵ

σ2
w

τw
. (B.2)

In a first intermediate step, production, redistribution and dissipation are handled with a

simple forward time step:

E(t + ∆t)⋆ = E(t) +
[
(Su + Sv + B) − cϵ

E

τw

]
∆t , (B.3)

σ2
w(t + ∆t)⋆ = σ2

w(t) +
[
2B + cR

(2/3E − σ2
w)

σw
− cϵ

σ2
w

τw

]
∆t , (B.4)

then

E(t + ∆t) = E(t + ∆t)⋆ + D[E(t + ∆t)⋆]∆t , (B.5)

σ2
w(t + ∆t) = σ2

w(t + ∆t)⋆ + D[σ2
w(t + ∆t)⋆]∆t , (B.6)

where D[ ] is a diffusion operator based on the Crank-Nicholson scheme to estimate

∂

∂z

[
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wτw
∂E
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]
and ∂
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[
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wτw
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w
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]
.
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B.1 Variance of the turbulent vertical velocity σ2
w

First we look at σ2
w . We use n for time indexing, and k as index for the vertical levels.

It is not assumed that levels are distributed evenly in the vertical. For simplicty σ2
w(z, t)

is written as Sn
k at the corresponding level k and time index n, and the vertical diffusion

coefficient cKσ2
wτw is written, similarly, as Kn

k .

We start by discretizing the vertical derivatives. The first derivative at level k and time

index n is written as:

K
∂σ2

w

∂z
≈ Kn

k

Sn
k − Sn

k−1
∆zk

, (B.7)

where ∆zk = zk − zk−1. At the next level,

K
∂σ2

w

∂z
≈ Kn

k+1
Sn

k+1 − Sn
k

∆zk+1
. (B.8)

The discretized second derivative at level k and time index n can be written as:

∂
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Similarly at time index n + 1, the second derivative is written as:

∂
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. (B.10)

The increment of Sn
k (which represents σ2

w) to Sn+1
k after a time step ∆t, due to diffusion,

is estimated by taking the average of (B.9) and (B.10):
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To simplify more, we write ∆t/(∆zk+1 + ∆zk) as αk , and 1
∆zk

as βk . After rearranging we

get:
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)
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k Sn+1
k−1

= −αkβk+1Kn
k+1Sn

k+1 + αkβk+1Kn
k+1Sn

k + αkβkKn
k Sn

k − Sn
k − αkβkKn

k Sn
k−1 ,

+αkβk+1Kn+1
k+1 Sn+1

k+1 − (αkβk+1Kn+1
k+1 Sn+1

k + Sn+1
k + αkβkKn

k Sn+1
k ) + αkβkKn

k Sn+1
k−1

= −αkβk+1Kn
k+1Sn

k+1 + (αkβk+1Kn
k+1Sn

k + αkβkKn
k Sn

k − Sn
k ) − αkβkKn

k Sn
k−1 ,

αkβk+1Kn+1
k+1 Sn+1

k+1 − (αkβk+1Kn+1
k+1 + αkβkKn

k + 1)Sn+1
k + αkβkKn

k Sn+1
k−1

= −αkβk+1Kn
k+1Sn

k+1 + (αkβk+1Kn
k+1 + αkβkKn

k − 1)Sn
k − αkβkKn

k Sn
k−1 .

After expansion and some rearrangements, we get:

−αkβk+1Kn+1
k+1 Sn+1

k+1 + (1 + αkβk+1Kn+1
k+1 + αkβkKn

k )Sn+1
k − αkβkKn

k Sn+1
k−1

= αkβk+1Kn
k+1Sn

k+1 + (1 − αkβk+1Kn
k+1 − αkβkKn

k )Sn
k + αkβkKn

k Sn
k−1 .

This set of equations defines a tri-diagonal system where Sn+1
k−1 , Sn+1

k and Sn+1
k+1 are the

unknown variables. Kn
k is the diffusion coefficient for level k, and time index n and is equal

to λ(k)
√

Sn
k . Therefore Kn

k varies with time. Here, we assume that Kn
k remains constant

during time interval ∆t.

−αkβkKn
k Sn+1

k−1 + (1 + αkβk+1Kn
k+1 + αkβkKn

k ) Sn+1
k − αkβk+1Kn

k+1 Sn+1
k+1

= αkβkKn
k Sn

k−1 + (1 − αkβk+1Kn
k+1 − αkβkKn

k ) Sn
k + αkβk+1Kn

k+1 Sn
k+1 . (B.13)

For further simplification of the notation we write;

ak = −αkβkKn
k ,

bk = (1 + αkβk+1Kn
k+1 + αkβkKn

k ),

ck = −αkβk+1Kn
k+1,

dk = (1 − αkβk+1Kn
k+1 − αkβkKn

k ),

ak Sn+1
k−1 + bk Sn+1

k + ck Sn+1
k+1 = −ak Sn

k−1 + dk Sn
k − ck Sn

k+1 . (B.14)
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In matrix form, where index L stands for the last level:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a1 b1 c1 0 · · · · · · 0
0 a2 b2 c2 · · · · · · 0
. . . . . . . . . . . . . . . . . . . . .
0 · · · ak bk ck · · · 0
. . . . . . . . . . . . . . . . . . . . .
0 · · · · · · 0 aL bL cL

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Sn+1
1

Sn1
2
. . .

Sn+1
k
. . .

Sn+1
Lev

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−a1 d1 −c1 0 · · · · · · 0
0 −a2 d2 −c2 · · · · · · 0

0 . . . . . . . . . . . . . . . 0
0 · · · −ak dk −ck · · · 0

0 . . . . . . . . . . . . . . . 0
0 · · · · · · 0 −aL dL −cL

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Sn
1

Sn
2

. . .
Sn

k
. . .
Sn

L

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (B.15)

The known terms are first caluclated as the vector Rk:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

R1
R2
. . .
Rk

. . .
RL

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−a1 d1 −c1 0 · · · · · · 0
0 −a2 d2 −c2 · · · · · · 0

0 . . . . . . . . . . . . . . . 0
0 · · · −ak dk −ck · · · 0

0 . . . . . . . . . . . . . . . 0
0 · · · · · · 0 −aL dL −cL

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Sn
1

Sn
2

. . .
Sn

k
. . .
Sn

L

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (B.16)

Then the tridiagonal system is solved for Sn+1
k :⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a1 b1 c1 0 · · · · · · 0
0 a2 b2 c2 · · · · · · 0
. . . . . . . . . . . . . . . . . . . . .
0 · · · ak bk ck · · · 0
. . . . . . . . . . . . . . . . . . . . .
0 · · · · · · 0 aL bL cL

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Sn+1
1

Sn1
2
. . .

Sn+1
k
. . .

Sn+1
L

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

R1
R2
. . .
Rk

. . .
RL

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (B.17)

We recall that Sn
k represents σ2

w(t + ∆t)⋆ after incrementation due to production, redistri-
bution and dissipation.

B.2 Variance of the TKE

The TKE represented by E is handled the same way by replacing Sn
k by En

k in the system

(B.16), then solving the system (B.17) will give En+1
k .
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