
Imaging at high field is a pain,
but if done right, there is much to gain.
FSE shows more
than we could see before
and has many applications in the brain.
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Abstract

Magnetic resonance imaging is an essential tool for assessing soft tissues. The desire

for increased signal-to-noise and improved tissue contrast has spurred development

of imaging systems operating at magnetic fields exceeding 3.0 Tesla (T). Unfortu-

nately, traditional imaging methods are of limited utility on these systems. Novel

imaging methods are required to exploit the potential of high field systems and en-

able innovative clinical studies. This thesis presents methodological advances for

human brain imaging at 4.7 T. These methods are applied to assess sub-cortical

gray matter in multiple sclerosis (MS) patients.

Safety concerns regarding energy deposition in the patient precludes the use of

traditional fast spin echo (FSE) imaging at 4.7 T. Reduced and variable refocusing

angles were employed to effectively moderate this energy deposition while main-

taining high signal levels; an assortment of time-efficient FSE images are presented.

Contrast changes were observed at low angles, but images maintained a clinically

useful appearance.

Heterogeneous transmit fields hinder the measurement of transverse relaxation

times. A post-processing technique was developed to model the salient signal be-

haviour and enable accurate transverse relaxometry. This method is robust to trans-

mit variations observed at 4.7 T and improves multislice imaging efficiency.

Gradient echo sequences can exploit the magnetic susceptibility difference be-

tween tissues to enhance contrast, but are corrupted near air/tissue interfaces. A

correction method was developed and employed to reliably produce a multitude of

quantitative and qualitative image sets.

Using these techniques, transverse relaxation times and susceptibility field shifts



were measured in sub-cortical nuclei of relapsing-remitting MS patients. Abnormal-

ities in the globus pallidus and pulvinar nucleus were observed in all quantitative

methods; most other regions differed on one or more measures. Correlations with

disease duration were not observed, reaffirming that the disease process commences

prior to symptom onset.

The methods presented in this thesis enable efficient qualitative and quantita-

tive imaging at high field strength. Unique challenges, notably patient safety and

field variability, were overcome via sequence implementation and data processing.

These techniques enable visualization and measurement of unique contrast mech-

anisms, which reveal insight into neurodegenerative diseases, including widespread

sub-cortical gray matter damage in MS.
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Chapter 1

Introduction

1.1 Thesis Overview

Magnetic resonance imaging (MRI) is a truly mediocre imaging modality. It consis-
tently underperforms in most defining characteristics: its spatial resolution is infe-
rior to that of optical imaging and microscopy; its temporal resolution is typically
lower than that of computed tomography and is abysmal relative to ultrasound. It
lacks the contrast afforded by nuclear medicine. Its accessibility is limited, patient
throughput is low, and contraindications are numerous. Furthermore, the siting and
operating costs for high field systems approach the cumulative sum of its alterna-
tives.

Yet, MRI remains a valuable diagnostic and research tool. Its utility stems from
this remarkably consistent mediocrity. Or perhaps, from its lack of catastrophic
faults. Regardless, it is the sole modality to non-invasively generate high contrast
images anywhere in the human body (almost) with acceptable spatial resolution
(∼1 mm3) in a tolerable acquisition time (several minutes), all without any harmful
side effects (we hope).

Fundamentally, MRI is an extremely signal-starved modality: intense magnetic
fields are required to elicit minute signals, and efficient signal generation, detection,
and processing technologies are required. These technologies have evolved rapidly
over the last three decades. Notable advances include a steady increase of the
static magnetic field strength (currently, clinical systems operate at 3.0 T; pre-
clinical systems are available at 7.0 T), strength and speed of gradient coils (human
systems with 60 mT/m and 200 mT/m/ms are available), efficient use of multiple
independent receiver elements (modern spectrometers are equipped with 8 to 32
channels), and recently, support for multiple independent transmit elements. These
hardware advances are, by causality, pursued by refinements in imaging technique,
then by clinical investigation and application. Currently, a notable lack of imaging
techniques can exploit the potential of high field imaging systems.
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This thesis presents methodological advances in human brain imaging at a mag-
netic field strength of 4.7 T with volume transmit coils and up to four independent
receiver elements. Emphasis is placed on implementation, characterization, and
application of robust imaging sequences at this challenging field strength. Two se-
quences are implemented and used: fast spin echo (FSE), a routine clinical imaging
sequence that is crippled at high field due to unsafe energy deposition, and mul-
tiecho gradient echo (GRE), a less conventional — but extremely useful — pulse
sequence. The utility of these sequences is demonstrated for studying abnormalities
in the brains of MS patients.

This thesis is compiled in a “mixed” format, a concatenation of published and un-
published research articles bound by introduction and conclusion chapters to provide
a sense of coherence. This introductory chapter explains key concepts and motivates
the research contained in this thesis; the introductory chapter concludes by clearly
defining the objectives of this thesis. Chapter 2 describes qualitative FSE imaging of
the human brain with low and variable refocusing angles. Also presented are novel
methods for rapidly and efficiently modulating these refocusing angles. Chapter 3
describes an advanced processing method for mapping transverse relaxation times
at high field. Chapter 4 digresses from spin echo methods and presents a processing
pipeline for extracting multiple datasets from multiecho GRE images. The tech-
niques developed in this thesis are applied to quantification of MRI parameters in
sub-cortical gray matter in a cohort of relapsing remitting MS patients. This work
is presented in Chapter 5. It is followed by brief concluding remarks in Chapter 6,
then, in Appendix A, by descriptions of the new imaging capabilities of the 4.7 T
spectrometer as a result of this work. This thesis wraps up with a lighthearted craft
section in Appendix B.

1.2 Nuclear Magnetic Resonance

Nuclear magnetic resonance (NMR) involves the manipulation, and subsequent de-
tection, of nuclear spin states via electromagnetic interaction. Information regarding
the magnetic environments of an ensemble of nuclei is obtainable, ultimately expos-
ing molecular structures, chemical reaction pathways, and diffusion rates. In this
section, the fundamental principles of nuclear magnetic resonance are presented.
Only concepts crucial for comprehension of subsequent topics are presented.

1.2.1 Nuclear Spin

The proton, a constituent of all atomic nuclei and the sole hydrogen nucleon, is a
spin 1/2 particle and possesses a nuclear magnetic dipole moment. When placed in a
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magnetic field1, �B = [0 0 B0]T , its dipole moment possesses two discrete projection
states along the ẑ axis. These states correspond to spins aligned with, or against,
the magnetic field; spins in these states differ in energy by

E = γ�B0, (1.1)

where � is the reduced Plank’s constant and γ/2π = 42.576 MHz/T is the proton’s
gyromagnetic ratio. State transitions are mediated by emission or absorption of a
photon with energy proportional to its angular frequency, ω:

E = �ω. (1.2)

The photon’s energy is, by necessity, equivalent to the energy gap between states,
Eq. 1.1, yielding a linear relationship between angular frequency (or conventional
frequency, f0), and applied magnetic field,

ω0 = γB0 (1.3a)

f0 =
γ

2π
B0. (1.3b)

Electromagnetic fields at this frequency, termed the Larmor frequency, are employed
in NMR to probe the magnetic environment of the nucleus. This is arguably the most
important — yet splendidly compact! — equation of NMR: every nuclear magnetic
resonance experiment, including imaging, is derived from this relationship. It would
not be altogether fallacious to immediately conclude this thesis with a brief remark
that all methodological advancements are tractable extensions of this equation. End
of story. Let’s go pop a bottle of Dom.

1.2.2 Magnetization

The volume average of a statistical ensemble of spins behaves as a classical magne-
tization vector, �M = [Mx My Mz]T . It is energetically favourable (by an amount
γ�B0) for spins to align with �B. At thermal equilibrium, the Boltzmann distribu-
tion dictates a small net spin excess exists collinear with the field; the equilibrium
magnetization is approximated2 by [1]

�M = M0ẑ =
ρ0γ

2�2

4kBT
B0ẑ, (1.4)

1We define a right-handed Cartesian coordinate system Ĉ = [x̂ ŷ ẑ]T based on the application
of this external field.

2This formulation applies to spin 1/2 systems and is a linearization for small B0. It applies to
all plausible NMR field strengths.
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where kB is Boltzmann’s constant, T is temperature, and ρ0 is the volume density
of spins.

1.2.3 Equations of Motion

Equation 1.4 describes a time-independent equilibrium magnetization oriented par-
allel to the applied magnetic field. If perturbed, magnetization evolves in a magnif-
icent and graceful manner.

Using the concepts that (1) a magnetic moment in a magnetic field experiences
a torque, (2) torque is the temporal derivative of angular momentum, and (3) in a
quantum spin system the magnetic moment is proportional to the angular momen-
tum, we conjure an idealistic equation of motion [2] as

�̇M = γ �M × �B. (1.5)

In a temporally (and spatially) uniform magnetic field (i.e., �B(t) = [0 0 B0]T ),
this coupled differential equation has a simple solution:

�M⊥(t) = �M⊥(0)e−iγB0t (1.6a)
�M�(t) = �M�(0). (1.6b)

which describes perpetual clockwise rotation of transverse magnetization
( �M⊥ ≡Mx + iMy) and constant longitudinal magnetization ( �M� ≡Mz). The pre-
cessional frequency of the transverse magnetization, ω0 = γB0, comfortingly, matches
the frequency of the photon coupling the two spin states, Eq. 1.3.

A spin system in thermal equilibrium has no net transverse magnetization and
an exceptionally uneventful time course. The perturbation necessary to initialize
transverse magnetization, and induce precession, can be achieved by very rapidly
rotating the main magnet (or the ill-informed subject) about a vector in the x̂/ŷ

plane. The same result can be achieved (safely) with an additional time varying
magnetic field. This resonant field rotates at the Larmor frequency in the transverse
plane and possesses a time varying amplitude B1(t) such that the net magnetic field
is given by [1]

�B(t) =
�
B1(t) cos(γB0t) −B1(t) sin(γB0t) B0

�T

. (1.7)

Experimentally, this field can be generated with a radiofrequency (RF) coil — an
electronic resonator — tuned to the Larmor frequency. Following coordinate trans-
formation into a rotating frame of reference3 to mathematically conceal baseline

3We define Ĉ� = [x̂� ŷ� ẑ�]T where x̂� = x̂ cos(γB0t)− ŷ sin(γB0t), ŷ� = x̂ sin(ωt)+ ŷ cos(ωt), and
ẑ� = ẑ.
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Larmor precession, we obtain an effective magnetic field

�Beff (t) = B1(t)x̂�. (1.8)

The solution to Eq 1.5, with �B = �Beff , is analogous to Eq 1.6, but with magneti-
zation precessing about x̂

�. For an RF pulse of finite duration τα, the effective field
will sweep the magnetization by an angle α about x̂

� given by:

α = γ

�
τα

0
B1(t) dt. (1.9)

Amplitudes and durations of these resonant RF pulses can be adjusted for specific
tip angles in order to excite, or further manipulate, the equilibrium magnetization.

The idealistic equation of motion, Eq 1.5, is accurate only for impossibly isolated,
non-interacting spin systems, and lacks the capacity to equilibrate. Real systems
display damping of the transverse magnetization and (re-)polarization of the lon-
gitudinal magnetization. This behaviour is phenomenologically incorporated into
Eq. 1.5, forming the famous — at least to me — Bloch equation [2]:

�̇M = γ �M × �B +
(M0 − �M�)ẑ

T1
−

�M⊥
T2

. (1.10)

In this formulation, T1 and T2 are time constants governing the return to equilib-
rium ( �M� → M0ẑ; �M⊥ → 0). The solution to this equation in a uniform magnetic
field (again, �B(t) = [0 0 B0]T ) describes transverse precession with an exponen-
tially decaying amplitude envelope and simultaneous regrowth of the longitudinal
component:

�M⊥(t) = �M⊥(0)e−iω0t
e
−t/T2 (1.11a)

�M�(t) = M0(1− e
−t/T1) + �M�(0)e−t/T1 . (1.11b)

Examples of this evolution are shown in Fig 1.1.

Signal excitation and magnetization evolution, including precession and relax-
ation, can be described compactly4 with matrices. Basic RF rotation of �M =
[Mx� My� Mz� ]T about x

� by an angle α is approximated by the nutation operator

R(α) =




1 0 0
0 cos(α) sin(α)
0 − sin(α) cos(α)



 . (1.12)

4This notation is, ironically, far more cumbersome than Eqs 1.9 and 1.11. The benefits are
evident when one actually attempts to compute the magnetization following multiple RF pulses
and free precession periods, as in section 1.3.5.
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Figure 1.1: Magnetization evolution, from two spin populations in the lab frame,
following 90◦ excitations from equilibrium. (a) T2 = T1; (b) T2 = T1/3. Magnetiza-
tion precesses about the ẑ axis while equilibrating in the transverse and longitudinal
planes.

An optional phase angle (φα), permitting pulses about any vector in the x
�
/y

� plane,
can be incorporated by sandwiching the nutation operator between forward and
reverse phase rotations, yielding the generalized RF operator

R(α,φα) =




cos(φα) − sin(φα) 0
sin(φα) cos(φα) 0

0 0 1



R(α)




cos(φα) sin(φα) 0
− sin(φα) cos(φα) 0

0 0 1



 . (1.13)

Precessional evolution of spins whose local frequency differs from the Larmor fre-
quency by ∆ω is procured with the precession operator

S(t,∆ω) =




cos(∆ω t) sin(∆ω t) 0
− sin(∆ω t) cos(∆ω t) 0

0 0 1



 . (1.14)

Relaxation can be expressed independently and is excluded from the precession op-
erator. Separation simplifies spin analysis when either relaxation or precession may
be ignored. This simplification is due to the irksome re-polarization term, which irri-
tatingly dangles from the otherwise aesthetic, and computationally straightforward,
diagonal relaxation operator. The complete relaxation operator is given by

T(t, T1,2) =




e
−t/T2 0 0
0 e

−t/T2 0
0 0 e

−t/T1



 +




0
0

M0(1− e
−t/T1)



 . (1.15)

With these operators, magnetization behaviour during an arbitrary sequence
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of RF pulses and precession/relaxation intervals can now be described, and read-
ily computed, with an unpronounceable string of boldfaced consonants. Example:
�M(t) = TSR �M(0) (answer: excitation and free precession). This convenience is
well worth the hassle. Maybe.

Following excitation from equilibrium, inductive detection of transverse preces-
sion permits measurements of relaxation times, proton density, and precessional
frequency. Measurement of this signal is the foundation of both NMR and MRI.

1.2.4 Relaxation Mechanisms

The approach to equilibrium occurs via two simultaneous processes: polarization of
longitudinal magnetization and decoherence of transverse spins. Longitudinal relax-
ation is an energetic process involving a transition between spin states. Transitions
are not spontaneous and must be stimulated by a field perturbation at the Larmor
frequency. Transverse relaxation is an energetically neutral process resulting from
magnetic field fluctuations at the nucleus.

Relaxation in Homogenous Materials

Nuclear dipoles are a source of field inhomogeneity and interact with precessing
spins. In diffusing spins systems (such as liquids), the local magnetic field experi-
enced by each proton is given by B0+bj(t), where bj(t) is the local field perturbation
of the j

th spin as a function of time. Evolution of the net transverse magnetization,
Eq 1.11a, is more accurately described as [3]

�M⊥(t) = �M⊥(0) e
−iω0t





1
N

N�

j=1

e
−iγ

R t
0 bj(t�)dt

�




 . (1.16)

The term in braces models the phase dispersal of individual spins during their jour-
ney through spatially and/or temporally heterogeneous magnetic fields. This rep-
resents the signal decay envelope. Curiously, the time evolution of bj(t) serves to
dilute the phase dispersion and preserve the signal — a process termed motional
narrowing.

Evaluating Eq 1.16 is rather impractical since the exact magnetic field history
of each spin is unknown. A statistical approach models the decay envelope based
on the autocorrelation of the magnetic field fluctuations, defined as

R(τ) = γ
2 �b(τ)b(0)� , (1.17)

where the triangular brackets represent the ensemble average over all spins. It
describes the probability that the magnetic field at a time τ is related to its initial
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value. A possible field fluctuation and average autocorrelation function are plotted
in Fig 1.2.

Figure 1.2: Possible magnetic field fluctuation and average autocorrelation function.

In NMR samples, the autocorrelation function decreases monotonically; it is
characterized by a correlation time (τc) describing the duration that the local mag-
netic field is expected to remain relatively constant. When the correlation time
is much shorter than the NMR time scale, which is typical for fluids5, relaxation
is exponential and the inverse transverse relaxation time — termed the transverse
relaxation rate (R2) — is given by [3]

1
T2
≡ R2 =

� ∞

0
R(τ) dτ = γ

2
�
b
2
�
τc. (1.18)

This formulation neglects longitudinal relaxation, but emphasizes some notable de-
pendencies: stronger, or additional field perturbations — due, for example, to addi-
tional paramagnetic ions — will drastically increase the rate of signal decay. Longer
correlation times, due in part to coupling and interaction with tissue membranes
and macromolecules, also accelerate signal decay.

Longitudinal relaxation requires perturbations at the Larmor frequency to mod-
ify the z-component of the magnetization. The longitudinal relaxation rate (R1 ≡
1/T1) is proportional to the number of spins experiencing transverse field pertur-
bations at the Larmor frequency relative to the total number of spins. This can
be quantified with the spectral density function J(ω) — conveniently related to the
autocorrelation function via Fourier transform. Sample spectral density functions
are shown in Fig 1.3 for a hypothetical fluid, semi-solid, and solid. The spectral
density function narrows with increasing correlation time, corresponding to higher
viscosity liquids or solids. Initially, T2 decreases (R1 increases) with correlation time
as the spectral density concentrates at ω0. A T1 minimum (R1 maximum) occurs
at a correlation time roughly corresponding to those of semi-solids such as fat and

5The correlation time of water is ∼10−11 s [4]; NMR relevant time scales are typically >10−6 s.
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Figure 1.3: Normalized spectral density functions for a hypothetical fluid, solid, and
viscous fluid. The longitudinal relaxation rate is proportional to the spectral density
at the Larmor frequency.

tissue. Further increases in correlation time yield higher longitudinal relaxation
times (smaller R1) as the spectral density function narrows to exclude the Larmor
frequency. This concept is formalized in the Bloembergen-Purcell-Pound (BPP) re-
laxation theory. Based on the spectral density function, transverse and longitudinal
relaxation rates/times in a homogeneous sample are given by [4, 5]:

1
T1
≡ R1 ∝ K

�
τc

1 + ω
2
0τ

2
c

+
4τc

1 + 4ω
2
0τ

2
c

�
(1.19a)

1
T2
≡ R2 ∝

K

2

�
3τc +

5τc

1 + ω
2
0τ

2
c

+
2τc

1 + 4ω
2
0τ

2
c

�
. (1.19b)

The constant of proportionality K contains factors related to the dipolar coupling
strength. The behaviour of relaxation times is shown in Fig 1.4 at frequencies rep-
resenting 1.5 T and 4.7 T. This formulation incorporates re-polarization and trans-
verse dephasing, the latter given by Eq 1.18, into the expression for T2. The BPP
theory accurately defines T2 ≤ T1 — even in the absence of dephasing, transverse
magnetization decays as spins return to thermal equilibrium.

Relaxation in Heterogenous Materials

Biological tissues contain distinct, but exchanging, water compartments and display
more elaborate relaxation than observed in homogeneous materials. The rate of
exchange between compartments dictates the observed signal envelope. In compart-
ments that exchange protons much more rapidly than they relax, a single transverse
rate and a single longitudinal relaxation rate are observed. The net rate depends on
the spin fraction in pools “A” (fA) and “B” (fB = 1− fA) and their respective re-
laxation rates (R2A and R2B), yielding mono-exponential transverse magnetization
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Figure 1.4: Longitudinal (solid lines) and transverse (dashed lines) relaxation times
as functions of correlation time. Relaxation times at 64 MHz (black lines) and
200 MHz (blue lines) are presented. Liquids have small correlations times and nearly
equivalent relaxation rates, independent of field strength. Solids have long corre-
lation times and a large disparity between longitudinal and transverse relaxation
times.

relaxation of the form

�M⊥(t) = �M⊥(0) e
−iω0t

e
−(fAR2A+fBR2B)t

. (1.20)

A similar expression for longitudinal relaxation can be envisioned.
Slowly exchanging spin pools display distinct relaxation rates and are described

by a multi-exponential of the form

�M⊥(t) = �M⊥(0) e
−iω0t

�
fAe

−R2At + fBe
−R2Bt

�
. (1.21)

Again, a similar expression can be obtained for longitudinal relaxation.

1.2.5 The Signal Equation

The principle of reciprocity, expressed in NMR-friendly terms as [6]

S(t) =
d

dt

�

�r

�B1(�r) · �M(�r, t) d�r , (1.22)

states that a voltage (i.e., signal), S(t), is induced across a conductor (the tireless
RF coil) by a time varying magnetization. This magnetization exists in a volume
spanned by �r and its inductive effect is scaled by a coil sensitivity term, �B1(�r).
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Optimization of the coil sensitivity, defined as the field produced per unit current,
along with appropriate spatial distribution of this sensitivity is a requirement for ef-
ficient NMR/MRI and remains an active area of research. This formulation provides
insight into the MRI signal, but is a quasi-static approximation; at field strengths
above approximately 1.5 T, wave propagation delays skew the �B1 field. As such
the transmit field, �B

+
1 , and receive field, �B

−
1 , differ and are distinguished from this

point forward; in the rotating frame, their vector behaviour is often safely omitted.

Following a 90◦ excitation from equilibrium6, magnetization evolves according
to Eq 1.11 with initial conditions �M⊥(0) = M0y

� and �M�(0) = 0. From the three
time dependent terms in Eq 1.11, signal is induced predominantly via precession
of the transverse magnetization; induction from relaxation terms is negligible since
f0 � 1/T1, 2. For generality, we allow the applied magnetic field to possess spatial
and temporal variations superimposed on the strong static component such that
precession occurs with instantaneous angular frequency

ω = ω0 + γ �G(t) · �r + ωS(�r). (1.23)

In this expansion, �G(t) = [Gx(t) Gy(t) Gz(t)]T represents a linear gradient of the
main magnetic field oriented in the ẑ direction. Experimentally, orthogonal field
gradients can be produced with three gradient coils external to the sample. All
sources of time-invariant static field heterogeneities are contained within ωS(�r).

Combining Eqs 1.4, 1.11, 1.22, and 1.23, a moderately universal expression for
The Signal Equation7 can be approximated as:

S(t) ≈ ω0 B0
γ

2�2

4kBT
e
−iω0t

�

�r

ρ(�r) �B
−
1 (�r) e

−t/T2(�r)
e
−iωS(�r)t

e
−iγ

R t
0

�G(τ)·�r dτ
d�r. (1.24)

This describes the NMR signal induced by magnetization with amplitude and fre-
quency proportional to the static field strength. Signal occurs at a carrier frequency
ω0 with additional phase warping from static field heterogeneities and applied field
gradients. The signal is vector-summed over a volume bounded by the proton den-
sity.

Every NMR/MRI thesis manipulates one, or more, of the terms in The Signal
Equation. This thesis concentrates on generating T2 contrast (the e

−t/T2(�r) term) in
human brain (the ρ(�r) term) images (the e

−iγ
R t
0

�G(τ)·�r dτ term) given a field strength
of 4.7 T (the ω0 and B0 terms) and a combination of volume resonators and phased
array RF coils (the �B

−
1 (�r) term). The magnet room is known to get quite cold at

times, arguably flirting with hyperpolarization (the γ
2�2

/(4kBT ) term).

6These conditions are for notational simplicity; a slight loss of generality is incurred.
7To be read in a loud and resounding voice for dramatic effect
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1.2.6 Radiofrequency Coils

Signal excitation and detection can be performed with any conducting material near
the sample. A coat hanger is rumoured to work. In practice, most RF coils are LRC
circuits, tuned to resonate at the Larmor frequency (Eq 1.3) via manipulation of
their inductance and capacitance.

When operating at or near the Larmor frequency, the current distribution within
the coil produces/detects a transverse magnetic field within the sample. Ideal trans-
mit coils have high sensitivity, defined as the field produced per unit current, and
they generate this field uniformly across the sample. Conversely, ideal receive coils
need not have high sensitivity, but rather possess an optimized spatial sensitivity8.
An optimal receiver coil is relatively sensitive to the specific region-of-interest yet in-
sensitive to the remainder of the sample. This minimizes thermal noise contributions
from tissues outside the region-of-interest.

Imaging can be performed with a single RF coil for both transmit and receive;
however, reduced noise power can often be obtained using a phased array for signal
reception [8]. Volume resonators, such as the birdcage coil [9], are often ideal for
transmission as they generate relatively homogeneous B

+
1 fields. Furthermore, they

can operate in quadrature, generating the circularly polarized RF field needed for
spin manipulation while requiring half the transmit power and yielding a

√
2 signal-

to-noise (SNR) improvement during reception than a linearly polarized coil [10].
The signal-to-noise improvement of array coil reception relative to volume coil

reception at 4.7 T is shown in Fig 1.5, along with a photograph of the four element
receive only coil (PulseTeq, UK) and example images received with a birdcage vol-
ume coil (XLR, Canada) or with the array coil. Note the exceptionally increased
sensitivity at the periphery of the brain and global SNR gain with the array coil
relative to the volume coil image.

1.3 Magnetic Resonance Imaging

Simply put, MRI involves spatial localization of nuclear spins. The vast majority
of imaging detects hydrogen protons due to their biological abundance and high
gyromagnetic ratio. In general, imaging begins with signal excitation, is followed by
spatial encoding — via manipulation of e

−iγ
R t
0

�G(τ)·�r dτ in The Signal Equation —
and ends with a mathematical transform to isolate the proton density distribution.

This section commences with a description of the Fourier interpretation of The
Signal Equation and its relation to imaging. Following this are descriptions of stan-

8Signal noise is sample dominated when imaging a sample greater than ∼1 ml in volume [7]; as
such, electrical efficiency of the coil is largely inconsequential for signal reception in human brain
imaging.
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Figure 1.5: Top row: signal-to-noise of each coil in a 4-element receive array
(PulseTeq, UK) relative to a birdcage coil (XLR imaging, Canada) at 4.7 T. Bottom
row, left to right: a photo of the receive array, a gradient echo image acquired with
the volume coil in transmit and receive mode, the same sequence using the array
for reception.

dard gradient echo, spin echo, and fast spin echo imaging methods. A description of
advanced FSE concepts lingers afterward. This section concludes with an overview
of high field MRI.

1.3.1 The Fourier Interpretation

The Fourier transform of an arbitrary function ψ(�r) is defined as

Ψ(�k) =
� +∞

−∞
ψ(�r) e

−i2π�k·�r
d�r, (1.25)

where �k has units of spatial-frequency, typically inverse-cm9. This transform has
a striking resemblance to The Signal Equation, Eq. 1.24; comparison suggests that
the time-domain signal is the Fourier transform of a term related to the distribution
of transverse magnetization. This composite term represents the desired MR image.
The image is obtained mathematically via inverse Fourier transform. The image
intensity (and phase) at location �r is related to the time domain signal, given by

9It was recently proposed this unit be termed a “Stobbe” following dismay (by the aforemen-
tioned individual) at the lack of respect this unit receives compared to its temporal brethren, the
hertz.
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Eq 1.24, according to

ψ(�r) =
� +∞

−∞
S(t) e

i2π�k·�r
d�k, (1.26)

where
�k(t) =

γ

2π

�
t

0

�G(τ) dτ. (1.27)

Image encoding can be performed in any, or all, directions; however, adequate
spatial-frequency, or k-space, sampling is required (in each encoded direction) to
solve this integral — or approximate it with reasonable certainty. This is achieved
via systematic application of gradient pulses to traverse k-space — a process often
requiring multiple spin excitations to refresh the transverse magnetization. Standard
2D Fourier transform imaging excites spins within a single slice and acquires the
kx,y plane in a raster of readout lines as shown in Fig 1.6. Data is collected during
the readout window and the waveforms are repeated, with a unique phase encode
area, every repetition time (TR ) to adequately sample k-space. After all data is
collected, image formation occurs via 2D inverse Fourier transform.

Figure 1.6: (a) Readout (x direction) and phase encode (y direction) gradient wave-
forms for spatial encoding in multishot 2D Fourier transform imaging. (b) The
resulting k-space trajectories; data is acquired on a Cartesian grid along the solid
vertical arrows.

Discrete sampling is required as it is impractical to fully sample a continuous
function spanning an infinite domain. The k-space sampling intervals, ∆kx,y,z, are
related to the image-space field-of-views, FOVx,y,z, according to

FOVx,y,z =
1

∆kx,y,z

. (1.28)

The field-of-view in each direction must be equal to, or larger, than the sample,
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in that direction, to avoid image aliasing. The maximum k-space coverage is given
by k

max
x,y,z and defines the voxel dimension in the respective direction. The spatial

resolutions, ∆x, y, z, are given by

∆x, y, z =
1

2kmax
x,y,z

. (1.29)

The field-of-views, and resolutions, need not be equal and total acquisition time is
typically the product of the number of in-plane phase encode lines (NPE), the num-
ber of through-plane phase encode lines (NPE2), and TR. The discrete sampling
relations are summarized in Fig 1.7. Essentially, detecting small features requires
collection of high spatial frequencies; imaging large objects necessitates dense sam-
pling.

Figure 1.7: Top: overview of discrete sampling parameters and their interrelation for
1D Fourier imaging (in the x direction). Bottom: extension to multiple dimensions,
such as a 2D image, is straightforward.

Fourier imaging divides the object into discrete voxels of volume Vvox = ∆x ·
∆y · ∆z. Three-dimensional imaging excites the full sample, or a large slab, and
Fourier encodes all three directions, generating a volumetric representation of the
object. Two-dimensional imaging employs slice selective excitation to tip magne-
tization from a thin slice of the sample, effectively reducing the dimensionality of
the problem, and gradient encodes the remaining two in-plane directions. A stack
of slices can be acquired, together forming a digital representation of the object.
Simple two- and three-dimensional sequences are shown schematically in Fig 1.8.
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Figure 1.8: Pulse sequence diagrams for (a) multislice 2D gradient echo and (b)
slab-selective 3D gradient echo. The 2D multislice sequence acquires one k-space
line in each of NS slices and loops through NPE phase encode steps to acquire the
full data set. The 3D approach contains two nested loops totalling NPE × NPE2

phase encode steps.

1.3.2 Image Reconstruction

As described in Sec 1.3.1, MRI data is typically acquired in the spatial frequency
domain and converted into an image via inverse Fourier transform. In practice,
few situations are this simple. Optimal image reconstruction is a computational
pipeline involving data manipulation and artifact suppression. Common additions
to this pipeline include DC artifact suppression (to remove a central spike in im-
age space), undersampled data reconstruction, image combination from multiple
receiver coils, noise filtering, and sometimes image intensity normalization. While
DC artifact suppression is trivial (subtract DC values from k-space prior to trans-
form) and linear filters for noise reduction are well characterized, other routines are
less straightforward and less universally accepted.

Images presented in this thesis were often acquired with multiple receiver coils,
whose individual images must be combined. Optimal array coil image combina-
tion weights the signal from each receiver coil based on its complex-valued local
sensitivity, then adds all receiver signals to form a single image. Typically, the coil
sensitivities are not known. A heuristic sum-of-squares approach [8] can be employed
without requiring the coil sensitivities, but exacerbates intensity bias from the coil
sensitivities. Furthermore, the sum-of-squares operates on magnitude images, which
rectifies the original bivariate, zero-mean Gaussian noise into a noncentral chi distri-
bution10 where noise is offset at low SNR values [11, 12]. Images in this thesis were

10A Rician noise distribution is observed in magnitude images from a single receiver coil
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combined by estimating complex coil sensitivities from low-pass filtered versions of
the image data. This generates phase-corrected images with reduced intensity bias
and noise rectification [13]. Improved images are likely possible by incorporating
noise covariance between receiver elements; however this has not been performed in
this work.

Undersampling or acceleration schemes, which collect a subset of k-space data
and rely on some form of redundancy to reconstruct an image, have become common-
place in imaging studies. Partial Fourier exploits Hermitian symmetry in k-space,
but requires either zero-filling or homodyne detection [14] to reconstruct an image.
Acceleration factors approaching 2× are possible in high resolution spin echo imag-
ing. Data in parts of this thesis were collected with partial Fourier in the phase
encode direction for undersampling.

There are several other undersampling methods available. Parallel imaging omits
periodic phase encode lines and uses redundancy in multiple receiver coils to recon-
struct images. In this case, the discrete sampling criteria (Eq 1.28) is violated, pro-
ducing strong coherent aliasing artifacts. Spatial unwrapping [15] or k-space data
synthesis [16, 17] can regenerate the full field-of-view. Accelerations equal to the
number of receiver coils are mathematically possible; however, spatially dependent
noise amplification in typical coil geometries limits acceleration to approximately 2–
3× in each phase encoded direction. The self-nulling properties of incoherent alias-
ing artifacts is used in undersampling schemes that collect pseudo-random phase
encode lines. Compressed sensing [18], a constrained reconstruction algorithm, ex-
ploits image sparsity in some mathematical domain to guide reconstruction of ran-
domly undersampled data. Although drastic accelerations are theoretically possible
— limited only by imposed data sparsity — undersampling factors of 1.5–3× per
phase encoded direction are currently reported. Although not employed in this the-
sis, undersampling has become extremely common and hold enormous promise for
neurological imaging at high field strengths.

These reconstruction methods are largely independent of data acquisition strat-
egy. There are numerous variations in sequence layout and timing, each impacting
image appearance. Acquisition schemes can be classified into two general, albeit
somewhat overlapping, categories: gradient echo sequences and spin echo sequences.

1.3.3 Gradient Echo Imaging

Gradient echo sequences are, in some respects, the simpler sequence grouping: at a
minimum, they involve signal excitation, encoding, and acquisition. They are avail-
able in 2D and 3D variants and can produce a wide range of image contrasts. Despite
structural simplicity, magnetization behaviour can be exceptionally intricate.

Basic GRE pulse sequence diagrams are shown in Fig 1.8. The multislice 2D
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sequence applies a slice selective excitation pulse followed by the 2D cartesian read-
out module (shown in Fig 1.6). After signal readout, transverse magnetization is
spoiled, via gradient lobes and possibly RF phase increments [19], to isolate new
signal excitations from lingering transverse magnetization. The phase encode mod-
ule is unwound to provide constant inter-shot spoiling. An echo is formed at the
center of the readout gradient, at which time kx = 0. The three-dimensional variant
excites a slab of tissue and incorporates a second phase encode block to encode the
slice direction.

The spin evolution (from gradient lobes only) of a simple GRE sequence, like
those shown above, is presented in Fig 1.9. Spin behaviour can be accurately,
and conveniently, summarized in a phase plot. As shown in Fig 1.10, RF and
gradient waveforms (top plot) excite spins and induce spatial dephasing (middle
plot) respectively. Phase coherence is recovered at the center of the acquisition
window and an echo is observed (bottom plot). Only gradient induced dephasing is
recuperated; phase dispersals from static field shifts are not rephased.

A single magnetization isochromat11 at an arbitrary time τ following an α (typ-
ically ≤90◦) excitation can be described in matrix format as

�M(τ) = T(τ) S(τ) R(α) �M(0). (1.30)

In this formulation, �M(0) is the magnetization vector immediately prior to exci-
tation; in the steady-state, it can be determined by noting that �M(TR) = �M(0).
Fundamentally, depletion of longitudinal magnetization with each RF pulse is bal-
anced by T1 recovery during the repetition time (obeys Eq 1.11) while decaying
and spoiled transverse magnetization is replenished during excitation. Expanding
Eq 1.30 for all relevant magnetization vectors, the steady-state signal at the echo
time (TE ) of a spoiled sequence is approximated as

SGE(�r) ≈ Cρ(�r)
[1− e

−TR/T1(�r)] sin(α)
1− e−TR/T1(�r) cos(α)

e
−TE/T �

2 (�r)
. (1.31)

The constant C contains scaling factors such as the coil sensitivity and all spa-
tially invariant constants, from Eq 1.24. The observed transverse decay is often
exponential(-ish); it is characterized with a relaxation time T

�
2 . This relaxation can

be decomposed into intrinsic T2 decay and static-field induced phase dispersion:

T
�
2 =

�
1
T2

+
1
T
�
2

�−1

, (1.32)

11An isochromat is a physical construct bridging the gap between classical and quantum spin
behaviour. It represents a ensemble of spins of sufficient quantity to be described classically, yet
compact enough to behave as a single coherent unit.
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Figure 1.9: Magnetization evolution during a gradient echo sequence. Individual
vectors represent magnetization isochromats evenly distributed along the readout
(x�) axis. From upper left, to lower right: longitudinal magnetization is excited by
a slice selective pulse, is dephased by the readout pre-phasing lobe, rephases during
the first half of the readout to form a coherent gradient recalled echo midway through
the acquisition, and continues dephasing during the remainder of the readout lobe.
Individual isochromats shrink due to T2 decay.



20 Chapter 1: Introduction

Figure 1.10: Gradient echo phase plot in the absence of static field heterogeneities
and intrinsic T2 decay. The top trace depicts RF (red) and readout gradient (gray)
waveforms for a gradient echo acquisition. The center plot illustrates phase evolution
of transverse magnetization during the sequence. Each line represents a unique
spatial location along the readout direction. The bottom plot represents the signal
amplitude, formed as the vector sum the phase plot.

where T
�
2 contains all intra-voxel static dephasing contributions — derived from

e
−iωS(�r)t integrated over the voxel. This decay is not guaranteed to be exponential

[20], it’s just a good approximation in most situations.

Example GRE images at 4.7 T are shown in Fig 1.11. Images are acquired with
a resolution of 1×1×2 mm3 using a 3D multiecho pulse sequence. Ten echoes were
collected per excitation pulse; images from the first and seventh echoes are shown.

Following excitation, spins accrue phase from off-resonant sources. These include
local field shifts from susceptibility differences between tissues (a quantity of inter-
est), non-local field shifts projecting from air/tissue interfaces (boring), and from
residual encoding gradients at the echo time (bad). All of these field shifts produce
phase in the complex valued image; it is often discarded when viewing magnitude
images. Susceptibility weighted imaging (SWI) [21] isolates the local susceptibility
field shifts to enhance or complement magnitude images. Phase images (Φ) are
processed by filtering the complex 2D or 3D image, then extracting the phase. This
order of operations is crucial to reduce phase wrap. High-pass filtering attenuates
slowly varying phase drifts (attributed to air/tissue interfaces and residual encoding
gradients) and can be performed directly on the k-space data (H) with a low-pass
k-space filter (FLP ):

Φ = arg
�

FT−1 [H]
FT−1 [FLP ×H]

�
. (1.33)
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Figure 1.11: Three-dimensional gradient echo images acquired at 4.7 T with TR =
44 ms and α = 10◦. Top row, left to right: axial, sagittal, and coronal orientations
of the same 1.0 × 1.0 × 2.0 mm3 data set at TE = 3.2 ms. Bottom row: the same
slices at TE = 33 ms. Stronger T

�
2 weighting is obtained at longer echo times at the

expense of severe signal loss around air/tissue interfaces.

In the above equation, “FT−1” represents the inverse Fourier transform (in 2D or
3D, as necessary) and “arg” is the phase extraction operator (and the sound made by
any reader who has made it this far). Traditional SWI images meld the magnitude
image with a processed version of the phase (masked and scaled to enhance negative
phase shifts) [21]. The SWI processing pipeline is summarized in Fig 1.12.

While bulk phase shifts can be exploited for contrast, intra-voxel phase dispersal
reduces image intensity and is a source of serious artifact. Regions with steep field
gradients — often bordering air tissue interfaces — display very short T

�
2 times.

These artifacts are prominent in the Fig 1.11 image set and degrade their diagnos-
tic value. This susceptibility artifact is exacerbated at high field strength, scales
with voxel dimension, and worsens with echo time. Although still useful in clinical
and research environments, particularly for high resolution imaging with short echo
times, sequences with minimal sensitivity to static field heterogeneities are extremely
desirable.
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Figure 1.12: Processing pipeline for susceptibility weighted imaging. From upper left
to lower right: raw magnitude image at TE = 21.5 ms, unfiltered phase image scaled
from −π to π, high-pass filtered phase image scaled from −π/4 to π/4, negative
phase mask, susceptibility weighted image. Note the emphasized contrast venous
and deep gray matter contrast in the SWI image relative to the magnitude image.

1.3.4 Spin Echo Imaging

The spin echo was first proposed, in the context of pulsed NMR spectroscopy, by
Hahn in 1950 for accurate quantification of relaxation and diffusion times [22]. It
has since matured into a robust and ubiquitous imaging sequence. A prototypical
spin echo sequence incorporates an additional RF pulse prior to data acquisition
to refocus static field induced phase evolution. This refocusing pulse, strategically
placed midway between excitation and echo formation, negates any cumulative phase
accrual; subsequent evolution rewinds the phase into a coherent echo. As such, spin
echo based sequences are largely insensitive to static field heterogeneities; they are
capable of imaging near susceptibility interfaces and can offer outstanding contrast
between soft tissues.

A multislice spin echo imaging sequence is diagramed in Fig 1.13. Magnetization
is initially excited by a 90◦ RF pulse. It undergoes free precession and relaxation,
Eq 1.11, dephasing under the application of gradients and the presence of back-
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Figure 1.13: Pulse sequence diagram for 2D multislice spin echo. Spin echo sequences
apply a 180◦ refocusing pulse midway between excitation and echo formation. One
k-space line is acquired in each of NS slices per excitation/refocusing pair; the
process is repeated for NPE phase encode steps every TR period.

ground heterogeneities. A 180◦ refocusing pulse inverts all accrued phase in the
transverse plane. This pulse, shown in Fig 1.13 with a slice select gradient, is sur-
rounded by a pair of identical crusher gradients in the slice select direction. Crusher
gradients are necessary in the eventuality that the refocusing pulse differs from ex-
actly 180◦. These lobes spatially dephase any transverse magnetization excited by
the refocusing pulse. Only transverse magnetization originating from the excitation
pulse will experience both crusher gradients, have no net phase accrual, and con-
tribute substantially to echo formation. The crusher gradient (Gx,y,z) and duration
(τ) should be sufficient to produce at least 2π dephasing along the relevant voxel
dimension,

Gx,y,z · τ ≥ 2π

γ ∆x, y, z
. (1.34)

Encoding and acquisition occurs with a slightly modified cartesian readout mod-
ule (Fig 1.6): the readout pre-phasing lobe is commonly inverted and executed prior
to refocusing. Although signal excited during refocusing is already crushed, this pre-
vents spatial encoding of any residual magnetization.

Magnetization evolution from a single off-resonant isochromat during a spin echo
sequence is shown in Fig 1.14. Phase accrual due to off-resonant precession is re-
versed by the refocusing pulse; subsequent precession rewinds the phase. An echo is
formed from the coherent addition of multiple isochromats. The behaviour of multi-
ple isochromats is succinctly described in phase plot format, Fig 1.15. Phase disper-
sion results from both gradient encoding lobes and from static field off-resonance.
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Figure 1.14: Magnetization evolution of a single off-resonant isochromat during a
spin echo sequence. Magnetization, initially aligned with the z

� axis, is excited into
the x

�
/y

� plane, evolves and relaxes freely in the transverse plane, is inverted by the
refocusing pulse, and rephases (along with other isochromats) into a coherent echo.

Unlike GRE sequences, which only refocus gradient induced phase evolution, spin
echo sequences refocus gradient and static field inhomogeneities.

A magnetization isochromat at the echo time of a spin echo experiment can be
described mathematically, using matrix operators (see page 5), as

�M(TE) = TS(τ) R(180◦) TS(τ) R(90◦) �M(0). (1.35)

In this case, τ represents the half echo time (i.e., TE = 2τ). Each 90◦ excitation
saturates all longitudinal magnetization; an amount �M(0) ≈M0(�r)(1−e

−TR/T1(�r))z�

is re-polarized prior to the next excitation. The detectable transverse magnetization,
derived from Eq 1.35, is approximately

SSE(�r) ≈ Cρ(�r) (1− e
−TR/T1(�r)) e

−TE/T2(�r)
. (1.36)

Contrast, the signal difference between two species, can be modified via ma-
nipulation of TR and TE. In addition to compulsory proton density contrast, T1

weighting can be imposed with TR ≈ T1 and minimized with TR � T1; T2 weighting
is introduced with TE ≈ T2 and minimized with short TE. Relatively long repeti-
tion times are required for adequate signal recovery, particularly when minimizing
T1 weighting, resulting in unnecessarily long scan times. Acquisitions can be ac-
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Figure 1.15: Spin echo phase plot. The top trace depicts RF (red) and readout
gradient waveforms (gray) for a spin echo acquisition. The center plot illustrates
phase evolution (rotation angle about z

�) of transverse magnetization during the
sequence. Each line represents a unique off-resonant frequency. The bottom plot
represents the signal amplitude, formed as the vector sum of the phase plot.

celerated by executing multiple refocusing pulses and collecting multiple echoes for
each excitation pulse — a technique called fast spin echo.

1.3.5 Fast Spin Echo Imaging

Fast spin echo — also known as “rapid acquisition with refocused echoes” (RARE)
and “turbo spin echo” (TSE) — is arguably the most ubiquitous sequence for clinical
investigation. It offers reliable and rapid imaging almost anywhere in the human
body and provides outstanding soft tissue contrast. It is typically faster and has
more contrast options than does single spin echo. However, these benefits come at
the cost of additional sequence intricacy, new artifacts, and complex spin behaviour.

The basic principles governing multiple RF pulses and their echoes were largely
described in the 1950s using pulsed NMR techniques; fundamentally, little has
changed in over 50 years — a little history is in order. The use of multiple RF
pulses to induce a series of echoes was first demonstrated by Hahn [22]. In addi-
tion to discovery of the primary spin echo, a detailed analysis of the rotating frame
of reference, and an innovative use of vector representations for spin visualization,
this seminal work also defined the stimulated echo, which occurs following three (or
more) RF pulses. Hahn noted that this echo “survives as long as T1 permits”, ex-
cept in “liquids of low viscosity” whose echo amplitudes “attenuate in a time much
shorter than T1 . . . due to the diffusion factor” [22]. This “diffusion factor” degrades



26 Chapter 1: Introduction

Figure 1.16: Vector representations of echo coherence during Carr-Purcell and Carr-
Purcell-Meiboom-Gill echo trains refocused with 160◦ pulses. The upper row dis-
plays isochromats during the second and third echoes (from left to right) of the
CP echo train; the lower row, isochromats from the CPMG echo train. Note the
consistent echo direction and improved coherence of the CPMG train relative to the
CP train.

spin coherence when pulse spacings are increased since spins can randomly traverse
through background field gradients prior to rephasing.

Carr and Purcell [23] refined the multi-RF method to reduce sensitivity to molec-
ular diffusion by employing a 90◦ excitation followed by multiple, evenly spaced 180◦

refocusing pulses with echoes forming midway between refocusing pulses. Rapid and
repeated refocusing restricts inter-echo phase dispersion due to molecular diffusion.
The Meiboom-Gill modification states that “the phase of the RF of the 90◦ pulse
is shifted by 90◦ relative to the phase of the 180◦ pulses” [24]. This adjustment
ensures coherent echoes along the same axis and minimizes sensitivity to errors in
refocusing angle, which accrue with each pulse in the original Carr-Purcell train;
this effect is demonstrated in Fig 1.16. The Carr-Purcell-Meiboom-Gill (CPMG)
echo train remains the most widely used refocusing train.

Modern FSE imaging sequences, based heavily on the pioneering work of Hennig
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Figure 1.17: Pulse sequence diagram for 2D multislice fast spin echo. Imaging is
accelerated by a factor ETL relative to single spin echo due to multiple refocusing
pulses per excitation pulse. The excitation/echo train is repeated NPE/ETL times
to encode the entire image set.

et al. [25, 26], apply a CPMG train and encode the resulting echoes into a single
image, offering accelerated acquisitions relative to single spin echo imaging. A typi-
cal 2D multislice FSE sequence is diagramed in Fig 1.17. It is very similar to single
spin echo — until acquisition of the first echo is complete. At this point, equally
spaced refocusing pulses continuously flip the transverse magnetization inducing a
train of echoes. Appendix B provides an interactive visualization of this principle.
Each echo is encoded with a unique phase encode value to accelerate image acqui-
sition. The echo train length is limited by T2 decay: echoes beyond the transverse
decay time contribute little signal and are not collected. Repetition times approx-
imately equal to, but often several times longer than, the T1 time are required for
adequate signal recovery following saturation by the high angle excitation and re-
focusing train. Multiple slices can be acquired during the long TR interval for time
efficient volumetric coverage.

A position of a single magnetization isochromat at the n
th echo time (TEn = 2nτ)

of a CPMG train is calculated via

�M(TEn) = {TS(τ) R(180◦, 90◦) TS(τ)}n R(90◦, 0◦) �M(0), (1.37)

where τ represents the half echo time and the portion within the curly braces is
repeated (via left multiplication) for each refocusing pulse. Eq 1.37 is an involved
way of saying that transverse magnetization tries to get away, but ultimately goes
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nowhere. The signal at the n
th echo is approximately

SFSE(�r) ≈ Cρ(�r) (1− e
−TR/T1(�r)) e

−TEn/T2(�r)
. (1.38)

Typically, a single echo (neff ) from the train is selected to dominate the image
contrast. This “effective echo”, occurring at time TEeff , is encoded into central k-
space regions where low spatial-frequency information is contained; other echoes are
placed in the periphery of k-space and contribute to fine image structure. Encoding
orders for two echo trains with different effective echoes are shown in Fig 1.18. The
encoding order is designed to minimize signal discontinuities (due to T2 relaxation
between echoes) near the center of k-space, where spectral density is the greatest.

Figure 1.18: Example phase encode orderings for segmented FSE. There are 20
phase encode points and the echo train length is 5. Four shots are required for
image encoding. On the left, the first echo occupies the contrast dominant region of
k-space (shaded); on the right, the second echo is encoded into the contrast region.

Acquisition during the transient echo train imposes signal modulation in the
phase encode direction. This modulation depends on the echo train length (ETL),
inter-echo spacing (ESP), transverse relaxation time, and phase encode ordering.
In general, T2 heterogeneity within the sample precludes simple correction schemes.
Transformation into the image domain produces a point spread function in the phase
encode direction, typically characterized by blurring and ringing, which distorts the
image and reduces resolution. This sacrifice is often worth the high contrast and
acquisition efficiency of FSE. Example FSE images, obtained at 1.5 T are shown in
Fig 1.19.

1.3.6 Low Angle Fast Spin Echo

The tip angle is proportional to the B
+
1 field (Eq 1.9), which is linearly dependent

on the current through the RF coil according to the Biot-Savart law (see also signal
reciprocity, Eq 1.22). Since electrical power scales quadratically with current, the
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Figure 1.19: Multislice T2-weighted fast spin echo images acquired at 1.5 T. Upper
row: three axial slices; lower row: three coronal slices. Note the high contrast be-
tween brain tissues and absence of susceptibility artifacts near air/tissue interfaces.

required RF power is proportional to the tip angle squared. A quasi-static equation
representing the quadrature RF power (PRF ) required during a hard pulse of dura-
tion τα producing a tip angle α within a sphere of radius Rsphere and conductivity
σcond is [1]

PRF =
2πσcondω

2
0α

2
R

5
sphere

15γ2τ2
α

. (1.39)

Although this equation is overly specific for general use, it reveals some interesting
dependencies: power scales rapidly with the object size, Larmor frequency (i.e.,
field strength, see Section 1.3.8), and tip angle. The energy from this pulse (equal
to ταPRF ) is deposited as thermal energy in the patient and must be monitored to
avoid excessive tissue heating.

Fast spin echo imaging employs frequent 180◦ refocusing pulses, often being
applied every 5–20 ms. In practice, average RF amplifier output powers exceeding
160 W are required for standard FSE protocols using a body coil at 1.5 T [27].
Based on the electrical quality factors of the loaded and unloaded RF coil, over half
this power is typically absorbed by the patient [27]. The specific absorption rate
(SAR), defined as the power absorbed per mass of tissue, of FSE can prohibit its
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use on human subjects. Methods to reduce this energy deposition are required.

Lowering the refocusing angle — the excitation angle remains at 90◦ — is a
versatile approach to SAR mitigation: the quadratic relation between pulse angle
and RF power enables drastic power reductions with moderate angle reductions.
The viability of this method depends on the magnetization’s response. A consid-
erable body of work has investigated and characterized magnetization behaviour at
reduced, and variable, refocusing angles [26, 28, 29, 30, 31, 32, 33]. In general, the
signal is insensitive to changes in refocusing angle, but these changes should be per-
formed in a smooth and fluid manner to minimize signal oscillations and maintain
high echo amplitudes.

With non-180◦ refocusing pulses, magnetization is not constrained to the trans-
verse plane. This produces two major effects, which can be analyzed separately:

• Spins lose perfect coherence at the echo time (i.e., isochromats are distributed
across the transverse and longitudinal directions). Vector addition of these
spins produces less signal than if they were all colinear.

• Magnetization is exposed to both transverse and longitudinal relaxation mech-
anisms; decay occurs at a rate R2eff ≤ R2.

Neglecting relaxation, echo amplitudes from direct refocusing angle reductions sta-
bilize in a pseudosteady state (PSS)12. Following a transient oscillatory period, these
echo amplitudes are given by [29]:

SFSE(α) = SFSE(180◦) · sin
�

α

2

�
. (1.40)

While direct angle reductions maintain impressive signal levels — a sinusoidal
response ain’t bad! — higher spin coherence (i.e., improved echo amplitudes), a
shorter stabilization period, and lower oscillations during this stabilization are pos-
sible. An optimized spin coherence state for low angle pulses, termed the static
pseudosteady state13 (SPSS), occurs when spin coherence is maximized for a given
refocusing angle. Its echo amplitudes are given by [34]

SFSE(α) = SFSE(180◦) · sin
1
2

�
α

2

�
· P− 1

2

�
sin

�
α

2

� �
1 +

sin2(α)
8 sin4

�
α

2

�
��

(1.41)

12By definition, echo trains are transient entities and true steady states are ill-defined. However,
stable echo formation warrants some description, thus “pseudosteady state.”

13“Static” describes magnetization evolution: in the optimized state, isochromats retrace an
identical route to form each echo; the PSS has stable signal amplitudes, formed from crazy and
non-repetitive magnetization evolution.
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where P− 1
2

is a Legendre function, evaluated, in this case, via

P− 1
2
[x] =

1
2π

�
π

−π

�
x +

�
x2 − 1 cos(θ)

�− 1
2

dθ. (1.42)

The SPSS state can be approximated by modulating tip angles of the initial refo-
cusing pulses [35, 34, 32]. In general, a smooth and gradual transition from 180◦ to
α maintains near-optimal coherence. A graphical analysis suggests that prescribing
the first refocusing pulse at 90◦ + α/2 rapidly transitions to a reasonable approxi-
mation of SPSS(α) [30]. Magnetization vectors at the 7th echo are shown in Fig 1.20
for 90◦ refocusing angles, either reduced directly, or prepared into the SPSS.

Figure 1.20: Spin coherences from low refocusing angle FSE at the 7th echo. Left,
spins refocused with constant 90◦ pulses; right, with pulse angles smoothly reduced
to 90◦ via the “3-Ahead” algorithm (153◦, 114◦, 96◦, 90◦, . . .) [32]. Note the elegant
ordering when prepared into the SPSS.

Improved spin coherence, and thus a higher echo amplitude, is observed with
appropriate preparation than with direct reductions. Echo amplitudes with reduced
refocusing angles are shown in the left graph of Fig 1.21. Typically, low angle
refocusing pulses yield signal levels somewhere between the solid blue SPSS curve
and the dashed green PSS curve.

Once prepared into the SPSS, slow variations in refocusing angle maintain high
coherence. Refocusing angle modulation schemes have been developed to improve
SNR during acquisition of the center of k-space while reducing RF power in the
periphery [36, 37]. Echo trains can also be designed to tailor the point spread
function, even to compensate for relaxation, thus improving the effective resolution
or to improve image SNR by filtering during acquisition [38].

Relaxation changes are observed with non-180◦ refocusing angles. Since mag-
netization evolves in the transverse plane and is stored along the longitudinal axis
(see Section 1.3.7), relaxation occurs via both R2 and R1 processes. The effective
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Figure 1.21: Left graph, left axis: echo amplitudes in the absence of relaxation for
the SPSS (solid/blue), the SPSS approximated with an initial 90◦ + α/2 (dotted/
black), and the signal achieved with direct angle reductions (dashed/green). Left
graph, right axis: relative RF power (dash-dot/red). Right graph: example decay
curves from a sample with T1 = 1000 ms and T2 = 100 ms when placed and held
in SPSS states for 180◦ (solid/black), 120◦ (dotted/blue), 90◦ (dashed/green), 60◦

(dash-dot/purple), and 30◦ (dash-dot-dot/red).

relaxation rate, R2eff , is bounded between these two rates and yields slower sig-
nal decay than observed with 180◦ pulses. Traditional T2-weighted images can still
be obtained, but often require longer echo times for near-equivalent contrast [39].
Slower signal decay at reduced angles enables extended readout durations to reduce
noise, counteracting the signal reduction from incoherent echoes. The net SNR of
low angle FSE is impressively high: over 90% of the SNR at 180◦ is retained at 80◦

for tissues with T1 = 10 × T2 [34]. Example decay curves at different refocusing
angles are shown in the right graph of Fig 1.21. Note that the signal level at low
angles eventually exceeds that of 180◦ pulses. This effect is discussed in more detail
in Chapter 2.

Reduced refocusing angles are a robust SAR mitigation strategy, with potential
for dramatic power reductions while maintaining image contrast and tailoring the
point spread function. Fully exploiting these benefits requires a means of rapidly
computing echo amplitudes.

1.3.7 Extended Phase Graph Algorithm

The extended phase graph (EPG) algorithm is a computational routine for approx-
imating the MRI signal following an arbitrary sequence of RF pulses. It is an alter-
native to Bloch simulations of magnetization vectors (Eqs 1.12–1.15) and provides
a complementary analysis of spin systems exposed to multiple RF pulses.

Unlike the vector representation, which traces the evolution of spatially distinct
isochromats, the EPG algorithm partitions magnetization into distinct phase con-
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figurations. We define the complex basis set [29]

F (n) =
�

ω

M⊥(ω)e−iωnτ
dω (1.43a)

Z(n) =
�

ω

M�(ω)e−iωnτ
dω (1.43b)

representing pools of spins with similar phase dispersion history. The states F (n)
represent the quantity of transverse magnetization having dephased during time
n · τ (and thus require n · τ to rephase once refocused); Z(n) represents dephased
longitudinal magnetization.

A CPMG train is a specific multi-pulse experiment with periodic RF pulse spac-
ings and constant gradient area (including crushers and background field gradients)
in every half echo spacing (see Sections 1.3.4 and 1.3.5). In the CPMG case, the
following simplifications are justified:

• Continuous phase states are converted to discrete states with integer values
of n. Constant dephasing occurs between all points of interest, namely RF
pulses and echo times; non-integer states still physically exist, but are neither
detected nor nutated via RF pulses. This is a crucial concept, as it vastly
reduces the number of states requiring evaluation.

• Strong crusher gradients fully dephase non-refocused magnetization; only re-
phased magnetization (i.e., the F (n = 0) state) contributes signal.

• Relaxation during the echo train occurs via R1 and R2 processes; spin re-
polarization can be neglected since any re-polarized spins that get excited by
refocusing pulses are dephased by the crusher gradients.

With these assumptions, we can define simple rules to determine phase state
populations during an echo train. Initially, a 90◦ excitation pulse tips the equilibrium
longitudinal magnetization, which exists in state Z(0), into the transverse plane.
This magnetization is fully coherent in the transverse plane, yielding (normalized)
states

F (0) = 1 (1.44a)

F (n �= 0) = 0 (1.44b)

Z(n) = 0 (1.44c)

During each half echo period, magnetization will undergo dephasing and relaxation.
Transverse states will naturally increment their phase state, longitudinal states do
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not dephase. A transition rule can be defined as [38]

F
�(n) = F (n− 1) · e−τ/T2 (1.45a)

Z
�(n) = Z(n) · e−τ/T1 (1.45b)

where F
� and Z

� are the final states. A refocusing pulse with angle α will mix states
according to [40, 38]

�
F
�(n)

Z
�(n)

�
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�
1
2 [1 + cos(α)] 1
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−1

2 sin (α) 1
2 sin (α) cos (α)

� 


F (n)

F (−n)
Z(n)



 (1.46)

Equations 1.45 and 1.46 can be applied to compute magnetization evolution during
an echo train. Echoes are formed at n = 0, when the phase history has been fully
refocused; the echo amplitude is given by

SFSE = F (0). (1.47)

An EPG diagram for a CPMG train is shown in Fig 1.22. The EPG algorithm and
graph provide insight into magnetization behaviour, which is often lost when ana-
lyzing the vector representation, Fig 1.20. This model allows visual representation
of abstract concepts like stimulated and indirect echoes.

1.3.8 High Field Systems

High field imaging systems offer improved resolution, faster acquisitions, and im-
proved tissue contrast than do lower field systems. Or so the vendors tell us. Clinical
systems are available at fields strengths up to 3.0 T, pre-clinical systems operate up
to 7.0 T, a few 9.4 T research machines exist, and an experimental 11.7 T system
is scheduled for eventual delivery [41]. From an imaging perspective, the only ir-
refutable advantage of increasing the static field strength is an approximately linear
improvement in SNR. Most changes are of questionable virtue: modified relaxation
times, reduced RF homogeneity, stronger susceptibility gradients, and expanded
spectral separation can all be exploited, but these typically just impede imaging.
Some effects — intense acoustic noise, large and expensive magnets and amplifier
systems, and high siting costs — are like banana flavoured medicine: universally dis-
liked, yet an integral part of the package. Consequences of high RF power deposition
range from mildly restrictive to entirely prohibitive.

The additional SNR available at high field strength can be converted into im-
proved image resolution — a strategy that may improve disease detection and diag-
nosis. Investing SNR into enhanced resolution is costly option that rapidly depletes
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Figure 1.22: Extended phase graph diagram for a CPMG echo train. Solid lines rep-
resent F (n) states that accrue phase and evolve at a diagonal between RF pulses.
Z(n) states are shown by horizontal dotted lines and do not evolve in phase space.
Refocusing pulses serve to mix states. Negative phase states (those below the hor-
izontal center line) have been inverted and are in the process of re-phasing. After
several RF pulses, there are multiple pathways leading to echo formation. Two
pathways contributing to the third echo are emphasized: in blue, a direct spin echo;
in red, an indirect echo.

the high field advantage and increases scan time.
In theory, scan time can be drastically reduced with the additional SNR avail-

able at high field. The advantages of this SNR expenditure are palpable: additional
contrasts can be obtained in the same total scan time, patient compliance is in-
creased while motion artifacts are decreased, patient throughput can be increased,
and detection of dynamic processes (i.e., cardiovascular, blood flow, even vocal tract
shaping [42]), can be enhanced. To fully achieve reduced acquisition times, drastic
undersampling strategies are necessary, as introduced in Section 1.3.2.

Strong sensitivity to magnetic susceptibility differences are observed at high field
strengths. Functional MRI exploiting blood oxygenation levels to map brain activity
benefits from larger signal changes between rest and activation states when measured
at higher field strengths than at lower strengths [43]. Susceptibility weighted imaging
benefits from more rapidly evolving bulk phase shifts at high field to drastically
improve contrast-to-noise and acquisition efficiency over lower field scanners.

Strong sensitivity to non-heme iron has been reported at high field. High cor-
relations between non-heme iron estimates and R2, R

�
2 and R1 have been reported
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at 3.0 T [44, 45]. Furthermore, a near linear increase in sensitivity to non-heme
iron was demonstrated at fields between 1.5 and 4.0 T. A report from the other
4.7 T group claimed to isolate iron induced relaxation from other processes and
published a correlation coefficient of 0.99 between non-heme iron content and this
iron-specific relaxation rate [46]. Gradient echo phase values have been attributed
(over-ambitiously?) to non-heme iron concentration in both quantitative [47] and
qualitative [48, 49] manners. Although confounds exist and the exact relation be-
tween iron and MR parameters has not been established, there is a correlation —
and it increases with field strength [50]. This iron rant continues in Sections 1.4.3
and 5.1.

At high field strength, extreme RF power deposition limits the imaging tech-
niques available for in vivo studies. Equation 1.39 contains a quadratic relationship
between RF power and field strength. If RF pulse durations are adjusted to main-
tain a constant ratio between pulse bandwidth and chemical-shift — the latter scales
with field strength — the instantaneous RF power develops a quartic dependence
on field strength [51]. Fortunately, the quasi-static model fails at high field strength
and full-wave simulations are required to accurately estimate power requirements;
numerical [52, 53] and experimental [54] evidence suggest that the quadratic de-
pendence between RF power and field strength in Eq 1.39 overestimates the actual
RF power requirements at field strengths above ∼4.7 T. Regardless of the exact
dependence, intense RF power deposition precludes traditional FSE, with densely
packed 180◦ pulses, at high field strengths. With a head-only transmit coil at 4.7 T,
a clinical-like FSE protocol requires ∼60 W (∼20 W/kg) of average power. Clearly,
modifications are required to enable time-efficient FSE imaging at high field. As de-
scribed in Section 1.3.6, low refocusing angles enable drastic power reductions. This
approach is viable at clinical field strengths; however, its utility has not been demon-
strated at high field strengths, where substantial power reductions are required and
non-uniform RF fields may obfuscate tissue contrast.

As imaging frequency increases, the RF wavelength decreases and its tissue pen-
etration is attenuated. These effects produce heterogeneous transmit and receive
fields. At 4.7 T, wavelength interference effects [55] produce a central brightening
while destructive interference attenuates the B1 fields at the periphery of a head.
This is problematic as contrast typically depends on RF tip angles, which can vary
substantially across the imaging volume. Fast spin echo, which employs multiple RF
pulses prior to acquisition, could potentially suffer compound errors and significant
variations in signal intensity and contrast. Furthermore, quantitative T2 mapping
requires perfect 180◦ refocusing to ensure the signal decay is modulated exclusively
by T2; this condition cannot be satisfied at high field.
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1.4 The Brain, Multiple Sclerosis, and Non-Heme Iron

The brain is the primary component of the central nervous system. It is composed
predominantly of neurons, support cells, and vasculature. It is an exceptionally or-
dered organ with countless neural connections and many structural and functional
divisions. This section very briefly describes some major components of the hu-
man brain, introduces multiple sclerosis (MS), describes the role of iron in brain
metabolism, and notes possible dysfunctions in iron storage and use that may be
associated with MS and other neurodegenerative diseases.

1.4.1 Macroscopic Divisions of the Human Brain

The human brain is divided into three primary structures: the cerebrum, the brain-
stem, and the cerebellum. The cerebrum is divided into two hemispheres with the
majority of inter-hemispheric connections passing through the corpus callosum. It
is further divided into frontal, temporal, parietal, and occipital lobes — these desig-
nations are based on a combination of anatomical location and functional division.
The cerebrum also contains the basal ganglia and limbic systems. As a whole, the
cerebrum is associated with sensory, motor, memory, and higher functions, such
as personality. The brain stem contains neural connections between the brain and
body; it also regulates breathing, digestion, and heart rate. The cerebellum is best
known for its role in coordinating movement.

The human brain displays substantial corticalization — the reassignment of func-
tional tasks from sub-cortical centres to the cortex. Gray matter (GM), which occu-
pies the cerebral and cerebellar cortices and certain sub-cortical regions, is composed
of neural cell bodies, their dendrites and axons, as well as glial cells, and capillar-
ies. White matter (WM) is composed of myelinated axons, bundled into fasciculi
that connect brain regions, and glial cells. The ventricular system is filled with
cerebrospinal fluid (CSF) and serves to cushion the brain and spinal cord.

Numerous sub-cortical GM regions are partially responsible for a variety of cru-
cial tasks14. Of relevance to this thesis, the basal ganglia — a networked grouping
comprised (primarily) of the caudate, putamen, globus pallidus, substantia nigra,
and subthalamic nucleus — are associated with with initiation and modulation of
motor control [56]. The basal ganglia contain feedback loops that facilitate or atten-
uate activation to provide a controlled and coordinated motion. Afferent neurons
from the cortex enter the basal ganglia through the striatum (a spatially disparate
grouping, comprised primarily of the caudate and putamen). After looping through
the basal ganglia, efferent neurons return to the cortex, often via the thalamus.
The thalamus is a compound structure with numerous sub-nuclei adjacent to the

14Possibly the most vague sentence in this thesis



38 Chapter 1: Introduction

Figure 1.23: Coronal T1 (top row) and T2 (bottom row) weighted magnetic resonance
images showing several deep gray matter structures.

lateral wall of the third ventricle. Often termed “the gateway to the cortex”, it re-
lays sensory, cerebellar, and limbic information to the cortex. The basal ganglia and
thalamus are shown in Fig 1.23; the hippocampus and red nucleus is also prominent.
The hippocampi are associated with information assimilation and memory. The red
nuclei play a role in muscle tone, particularly in the arms and shoulders.

1.4.2 Multiple Sclerosis

There are numerous neurodegenerative diseases that degrade neural integrity and
produce a progressive loss of function. Presented is a brief overview of multiple
sclerosis, a demyelinating condition in which MRI plays a role in diagnosis and
research.

Multiple sclerosis is an autoimmune disease involving, among other things, the
breakdown of myelin sheaths and the formation of white matter scleroses. This re-
duces neural conduction and severs connections. Numerous neurological symptoms
are possible, but the most commonly occurring are hypoesthesia, motor and coor-
dination impairments, cognitive decline, and depression. It is idiopathic and has no
cure. Onset usually occurs in young adulthood and is up to twice as common in
females as in males [57]. Global incidence varies drastically: prevalence rates below
5 cases per 100,000 occur in parts of Asia, Africa, and South America [58]. Overall
prevalence in Canada is 240 cases per 100,000, with regional variation between 80
and 350 cases per 100,000 [59].
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The diverse neurological symptoms associated with MS preclude a simple di-
agnostic test. The disease is diagnosed via neurological evidence — occasionally
supported via radiological and laboratory findings. A diagnosis of MS requires ev-
idence of spatial and temporal disease dissemination in conjunction with exclusion
of alternate neurological conditions [60]. According to the McDonald criteria, di-
agnosis requires clinical presentation of two or more attacks and evidence of two
or more disparate lesions; other diagnostic tests, such as MRI or CSF analysis, can
replace one or more criteria [61]. Diagnosis always involves a neurological exam to
assess motor and sensory functions and to test for signs indicative of dysfunction
in specific neurological systems. MRI can be performed to supplement or replace
neurological indicators; an MRI exam supporting the MS diagnosis requires three
of the following four criteria:

• One gadolinium enhancing lesion or nine T2 hyperintense lesions.

• At least one infratentorial lesion.

• At least one juxtacortical lesion.

• At least three periventricular lesions.

Patient disability is commonly assessed using the Kurtzke expanded disability
status scale (EDSS) [62]. This method compiles disability in eight functional sys-
tems into a single numerical value ranging from 0 to 10. It measures disability in
pyramidal, cerebellar, brainstem, sensory, bower/bladder, visual, cerebral, and other
functional systems. EDSS scores between 1.0–4.5 represent ambulatory MS patients
while scores between 5.0–9.5 are assigned to patients with considerable ambulatory
impairment. A score of 0 indicates a normal neurological exam; a score of 10 is
defined as death due to MS.

There are four broad disease subtypes: relapsing-remitting, secondary-
progressive, primary-progressive, and progressive-relapsing. The majority of MS
patients are categorized as relapsing-remitting; they experience unpredictable re-
lapses separated by periods of relative inactivity. Disability gradually worsens and
within 10 years most relapsing-remitting patients eventually enter the secondary-
progressive classification, where disability progresses continuously despite few or
minor relapses.

Pathophysiologically, MS is partially characterized by formation of plaques in
the brain. These lesions often occur in WM, but can also form in cortical and
sub-cortical GM. Lesion formation is thought to occur by infiltration and activa-
tion of various T-lymphocytes and microglia during disruption of the blood brain
barrier [63, 64]. An autoimmune response is triggered which degrades the myelin



40 Chapter 1: Introduction

sheath, destroys oligodendrocytes, and damages neurons [65]. An initial demyelina-
tion stage occurs during immune cell infiltration and is followed by a period of par-
tial remyelination. Repeated demyelination/partial-remyelination cycles eventually
form a permanent plaque. Although classically considered a WM disease, extensive
damage has been reported in the cortex, normal appearing WM, and in deep GM
[63]. Furthermore, evidence of progressive astrogliosis, demyelination, and remyeli-
nation have been detected in normal appearing tissue during clinical remission in a
relapsing-remitting population [66]. Neuronal loss and atrophy have been observed
histochemically in deep gray matter nuclei [67]; abnormalities in these regions are
supported by MRI findings, which report T2 hypointensity [68, 69], suggestive of
increased iron accumulation [70]. MS, in all its forms, clearly produces widespread
neurodegeneration; however, the extent of this degradation, its cause, and the con-
siderable inter-patient variability is poorly understood. Improved imaging methods
could potentially improve our understanding of this disease and aid in the design
and administration of therapies.

Magnetic resonance imaging assists with disease diagnosis and has increased our
understanding of the pathology. WM lesions typically appear hyper-intense on T2

weighted acquisitions and can be distinguished from CSF with a fluid attenuated
scan. Some acute lesions are abnormal on T1 weighted images but partially re-
cover as they evolve into chronic lesions [71]. A hypo-intense (increased T1) core
is attributed to demyelination and loss of glial and neuronal cells; partial remyeli-
nation may explain gradual T1 recovery. A hyper-intense (decreased T1) ring can
also be present, but its cause is unknown [72]. Contrast enhancement with chelated
gadolinium compounds reveal blood brain barrier leakage and indicate sites of active
disease. These traditional imaging methods are employed to aid clinical diagnosis
but typically correlate poorly with patient symptoms [73, 74].

Advanced imaging techniques have been developed to probe specific alterations
in tissue structure and composition and have been applied to study MS [75]. Mag-
netization transfer imaging is sensitive to interactions between the semi-solid and
mobile water pools [76]; furthermore, quantitative magnetization transfer measures
are related to myelin content [77]. Multicomponent T2 analysis enables extraction of
the myelin water fraction [78]. Reduced myelin water has been observed in normal
appearing white matter and in white matter lesions [79]. Susceptibility weighted
imaging is sensitive to the magnetic susceptibility of tissues, which is particularly
altered in the presence of iron. Susceptibility phase enhancement has been observed
in lesions [80, 81] and in deep gray matter structures [48]. There is considerable
histological [82] and imaging [80, 48] evidence that iron accumulates in the brains of
MS patients, but its role in disease progression is poorly understood. Furthermore,
optimal detection methods have not yet been established.
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1.4.3 Non-Heme Brain Iron

The human brain contains a variety of essential metals; of these, only copper, man-
ganese, and iron are paramagnetic and alter MR relaxation rates. Except under
abnormal conditions, copper and manganese concentrations are insufficient to no-
ticeably alter the MRI signal, but iron occurs with sufficient concentration (above
∼0.1 mM) to be detected indirectly [83].

Iron is a crucial element of cellular metabolism. Notably, it is used in the mito-
chondrial electron transport chain, and it may also have a role in myelin formation
in the central nervous system [84]. Iron readily accepts or donates an electron mak-
ing it extremely redox active and potentially toxic. As such, it is carefully regulated
via transport proteins (like transferrin), bound to chelating ligands, and is stored in
an accessible, but non-reactive form.

The human brain contains an estimated 60 mg of non-heme iron [85]. It is stored
primarily in ferritin and hemosiderin and is likely concentrated in oligodendrocytes.
Ferritin is a protein that forms a water-soluble shell, housing up to 4500 iron atoms
[86]. Within the ferritin shell, iron is believed to be stored as a ferrihydrite crystal
[87]; however, its exact form and magnetic properties are poorly understood [88, 89].
Hemosiderin is associated with iron overload and storage diseases and appears to be
a degraded form of ferritin — potentially damaged by lysosomes [90].

Excess unchelated iron ions are extremely toxic to tissues because they are known
to catalytically enhance reactive oxygen species. The Fenton reactions describe
production of extremely reactive hydroxyl radicals (OH• and OOH•) in the presence
of ionic iron [91]. These free radicals react almost immediately and can damage most
macromolecules, such as lipids (including membranes and myelin), nucleic acids, and
amino acids. Iron storage, chelation, or transport deficiencies are thus hypothesized
as a potential cause or contributor to neuronal loss in neurodegenerative diseases
[92].

In Parkinson’s disease, increased iron has been reported in midbrain and basal
ganglia structures [93, 94, 95]; Unfortunately, its specific form and reactivity is rarely
noted. The pattern of signal loss in magnetic resonance images is consistent with
suspected neuronal loss [96], suggesting that MRI is capable of detecting iron and
that it may serve as a disease biomarker.

In MS, oligodendrocytes are preferentially destroyed. Although possibly coin-
cidental, these cells contain a large proportion of the non-heme brain iron. As
discussed in Section 1.4.2, increased iron has been observed in the brains of MS
patients; however, its role in the pathology is poorly understood.

Measuring iron with MRI has proven surprisingly challenging considering its
presence can strongly alter relaxation rates and bulk susceptibility. Numerous re-
ports have described T2 hypo-intensity and shortening on quantitative measures in
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regions of probable iron content. Truly quantitative iron measurements have been
elusive given the complex nature of relaxation: macromolecules and unpredictable
water content obfuscate iron induced relaxation. Despite confounds in quantitatively
measuring iron, imaging methods that are sensitive and specific to iron are required
to assess the role of iron in neurodegenerative diseases. An additional discussion of
iron sensitive imaging is deferred to Section 5.1.

1.5 Thesis Objectives

High field scanners have the potential for high resolution or rapid imaging with em-
phasized susceptibility contrast. Current imaging methods are inadequate to fully
exploit these advantages: spin echo sequences require prohibitive RF power depo-
sition and may be excessively sensitive to RF heterogeneity. Transmit field het-
erogeneity certainly precludes traditional quantitative T2 measurement techniques.
Gradient echo sequences are highly sensitive to background field variations and ex-
cessive artifacts occur at the echo times required to maximize relaxation weighting
and susceptibility phase contrast.

This thesis aims to improve certain critical imaging methods for qualitative and
quantitative imaging at high field strengths; a focus is placed on developing se-
quences and reconstruction tools for a 4.7 T human scanner. The specific objectives
of this work are to:

• Demonstrate the efficacy of low refocusing angles for FSE imaging in a SAR
constrained regime.

• Enable time-efficient FSE imaging at 4.7 T for high resolution and rapid T2

weighted imaging.

• Develop a quantitative method for measuring the transverse relaxation times
in heterogeneous RF fields.

• Improve GRE imaging for robust qualitative and quantitative imaging, despite
intense background field gradients.

• Demonstrate the utility of these methods, and high field strengths in general,
for investigating neurodegenerative disease.

These objectives are systematically addressed in the following chapters. Before
proceeding, I strongly recommend a snack break and perhaps a dram of Laphroaig.



Chapter 2

Qualitative Fast Spin Echo

Imaging

Fast spin echo imaging requires major modifications for efficient acquisition at high
field strengths where extreme RF power deposition precludes consecutive high an-
gle pulses. Refocusing angles reduced from 180◦ offer significant power savings and
represent a viable and flexible strategy for imaging at high field strengths. Previ-
ous works have mathematically described the effects of reduced refocusing angles in
terms of signal levels and relaxation rate changes; however, their utility at high field
remains unclear. Section 2.1 describes the use, and consequences, of reduced refocus-
ing angles for time-efficient multislice acquisitions with T2 weighting. It presents a
range of protocols for fast or for high resolution imaging. This chapter also presents
two technical notes investigating the behaviour and use of low, and highly vari-
able, angle echo trains. A geometrical interpretation of variable angle echo trains
is presented in Section 2.2 along with simple guidelines for echo train modulation.
Section 2.3 presents the “Virtual 180”, a new class of short echo trains with highly
variable refocusing angles for high resolution imaging with extreme power reduc-
tions.

2.1 Time-Efficient Fast Spin Echo Imaging at 4.7 T

With Low Refocusing Angles1

2.1.1 Abstract

An implementation of fast spin echo at 4.7 T designed for versatile and time-efficient
T2-weighted imaging of the human brain is presented. Reduced refocusing angles
(α < 180◦) are employed to overcome SAR constraints and their effects on image

1A version of this section has been published. Lebel RM, Wilman AH. Time-efficient fast spin
echo imaging at 4.7 T with low refocusing angles. Magn Reson Med 2009;62:96-105.
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quality are assessed. Image intensity and tissue contrast variations from heteroge-
neous RF transmit fields and incidental magnetization transfer effects are investi-
gated at reduced refocusing angles. We found that intra-slice signal variations are
minimized with refocusing angles near 180◦, but apparent gray/white matter con-
trast is independent of refocusing angle. Incidental magnetization transfer effects
from multislice acquisitions are shown to attenuate white matter intensity by 25%
and gray matter intensity by 15% at 180◦; less than 5% attenuation was seen in
all tissues at flip angles below 60◦. We present multislice images acquired without
excess delay time for SAR mitigation using a variety of protocols. Sub-second half
Fourier acquisition single shot turbo spin echo (HASTE) images are obtained with
a novel variable refocusing angle echo train (20◦ < α < 58◦) and high-resolution
scans with a voxel volume of 0.18 mm3 are acquired in 6.5 minutes with refocusing
angles of 100◦.

2.1.2 Introduction

Fast spin echo imaging, also known as RARE [25] and TSE, is a robust imaging
sequence with numerous clinical and research applications. Prototypical FSE uses a
90◦ excitation pulse and a train of 180◦ refocusing pulses repeated every TR to form
a single image. These refocusing pulses render FSE largely insensitive to static field
inhomogeneities.

High field imaging systems — loosely defined here as those exceeding 3.0 T —
pledge exceptional capabilities including faster or higher resolution imaging with al-
tered, and possibly enhanced, tissue contrast mechanisms. Unfortunately, there are
impediments to high field imaging [97]: First, static magnetic field heterogeneities
scale linearly with main field strength and exacerbate signal losses and geometric
distortions. Second, short RF wavelengths cause non-uniform sensitivity profiles
for excitation and reception [54]. Third, RF power deposition scales approximately
quadratically with static field strength [52]; patient safety requirements can limit
successive high flip angle pulses, as required by FSE.

Nevertheless, high-resolution FSE images of the human brain have previously
been obtained at 4.7 T [98, 99] using long inter-echo spacings (22 ms) to reduce
the temporal density of RF pulses, short echo trains (8 refocusing pulses), slightly
reduced refocusing flip angles (162◦), and likely also long RF pulses, to constrain
SAR within safety regulations (4 W/kg for short exposure times). These works
demonstrate that FSE and high field are not mutually exclusive; however, this im-
plementation is ill-suited for variants, such as HASTE, where short echo spacings
and long echo trains are required and would produce extreme SAR levels due to a
large number of brief, high angle pulses per unit time. SAR mitigation strategies
such as RF pulse elongation and bandwidth reduction provide modest power savings
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and can be applied to high-resolution imaging, but are, in general, of limited versa-
tility and are insufficient to compensate for power levels at very high field. Limited
reports from 7.0 T have presented 2D FSE images of the human head [100, 101], but
at the expense of the number of slices and with excess delay time for SAR reduction.

Previous works have shown that reducing, and often modulating, the refocusing
angles of the FSE echo train is a viable means of RF power reduction, contrast
manipulation, and point spread function modification. A favorable non-linear re-
lationship between echo amplitude and refocusing angle [26] permits drastic power
reductions with relatively minor signal penalties. The favorable magnetization be-
haviour results from a superposition of spin, stimulated, and indirect signal pathways
[26, 28]. The latter two pathways introduce T1 components into the echoes, thus
producing longer effective transverse relaxation times [39], particularly in tissues
with large T1/T2 ratios, such as GM and WM at high field. The optimized SPSS,
in which coherent and intense echoes are formed, is achieved via modulation of the
first few refocusing angles [34, 30, 32].

Refocusing angle reduction and modulation is a robust technique for RF power
mitigation and will play an important role in time-efficient (i.e., without excessive
delays for SAR reduction) FSE at high field; however, the effects of reduced flip
angles on tissue contrast and image homogeneity in the presence of heterogeneous
transmit RF fields have not yet been described. Here, we examine the utility of
reduced refocusing flip angles in an implementation of 2D multislice FSE at 4.7 T
designed for time-efficient anatomical imaging with diverse resolution requirements
and time constraints. We examine the properties of reduced refocusing angles,
including image contrast and intensity variations due to transmit inhomogeneities
and incidental magnetization transfer effects during multislice imaging. We present
example protocols and images illustrating the capabilities of reduced refocusing angle
FSE at 4.7 T.

2.1.3 Methods

Following informed consent from healthy volunteers, human brain imaging was per-
formed using a 4.7 T whole-body imaging system controlled by a Varian Unity Inova
console. Maximum gradient strength was 35 mT/m with a rise time of 300 µs. All
imaging used a 27 cm diameter birdcage RF coil (XLR imaging, Canada) [102]
for transmission. Unless otherwise stated, a closely coupled 4-element array coil
(PulseTeq, United Kingdom) [103] was used for signal reception. In all cases, trans-
mit power was calibrated in the center of the brain; excitation pulses were prescribed
at 90◦ while refocusing angles, applied orthogonally to the excitation pulse, were var-
ied. Gradient waveforms were optimized for coherent spin/simulated echo formation
using the pre-scan method proposed in [104].
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Contrast and Intensity Variations

Prescribing reduced refocusing angles diminishes the initial echo amplitudes and
prolongs the effective transverse relaxation times; inadvertent angle reductions from
inhomogeneous transmission may introduce contrast and intensity variations be-
tween and within images. Simple intensity variations are relatively benign, since
they alter image uniformity but may be rectified during post-processing. However,
contrast variations, which inherently include some correctable intensity changes,
have the potential to alter the relative signal between different tissue types, effec-
tively degrading the information content of the image set. Of particular concern
are changes in visible contrast — changes in the hierarchy of tissue intensity. For
T2 weighting, we typically expect fluid to be brightest, followed by GM, then by
WM. This order may be altered, and our ability to delineate tissues lost, if apparent
relaxation times of brain tissues vary sufficiently and independently. We investi-
gated contrast and intensity variations by experimentally measuring the relative tip
angle distribution in an image slice, then by modeling their variations using this
distribution; these predictions are validated with experimental imaging sets.

The relative tip angle from a birdcage volume coil was measured via the double
angle method [105] implemented on a multislice spoiled gradient echo sequence. Tip
angles were 60◦ and 120◦ with a TR of 13 sec. Echo time was 4 ms; field-of-view
was 22.0 × 21.0 cm2; imaging matrix size was 128 × 46 with 46 slices, each 5 mm
thick with no intra-slice gap. A profile was measured along the anterior/posterior
direction of an axial slice that was spatially smoothed and normalized to the peak
intensity. Variation is reported as the percent difference between the maximum
transmit field near the center of the profile, and the minimum field at the edge of
the head.

Following previously published methodology [39, 36, 38], the relative amplitude
of the transverse magnetization, M⊥, at the n

th echo can be described by:

M⊥(n) = fcoherence(n) · frelaxation(n), (2.1)

where fcoherence describes the spin state derived from the full history of refocusing
pulses, neglecting relaxation, while frelaxation accounts for the variation between the
full transverse magnetization and the coherence term and is attributed to T1 and
T2 relaxation. The magnetization and coherence terms may be computed with the
EPG algorithm [26, 38]; the relaxation term may then be determined by reorganizing
Eq 2.1. Expressing the magnetization as separable coherence and relaxation terms
isolates intensity and contrast modulations due to transmit variations, intentional
or otherwise.

The coherence term is independent of relaxation parameters, so it does not con-
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tribute to contrast variations. Its response to intentionally reduced flip angles has
been well described elsewhere [26, 34, 32]. The relaxation component depends on
flip angle history and tissue relaxation rates; this component alters image contrast.
It may be approximated as an exponential decay with an effective decay rate R2eff

(12). We calculate R2eff changes, relative to R2 (R2 = 1/T2), as a function of
prescribed refocusing flip angle for three tissues with relaxation times approximat-
ing those of CSF (T1/T2 ≈ 4500/2000 ms), GM (T1/T2 ≈ 2000/60 ms), and WM
(T1/T2 ≈ 1200/50 ms) [106, 107, 108] at 4.7 T to illustrate the prolonged effective
relaxation times at reduced flip angles.

Using the EPG algorithm, we calculate fcoherence and frelaxation from Eq 2.1
along the transmit profile for a range of prescribed refocusing angles. Fourth echo
profiles are obtained following three catalyzing pulses for SPSS preparation whose
flip angles are computed with the “3-ahead” algorithm [32]. For symmetry with
coherence terms, frelaxation components are presented as fractional rate reductions
and are based on the relaxation times for GM.

Single-slice FSE images were collected with refocusing angles of 200◦, 180◦, 120◦,
90◦, 60◦, and 30◦ to demonstrate the cumulative effect of heterogeneous RF fields.
In this case, the volume coil was used for both transmission and reception. The first
three refocusing angles were computed with the “3-ahead” algorithm; the remaining
angles were held constant. The effective echo time (TEeff ) was 38 ms, ESP = 9.5 ms,
TR = 3.5 s, FOV = 25.6× 19.2 cm2, matrix size = 256× 192, and slice thickness =
5.0 mm.

Incidental Magnetization Transfer Contrast

Magnetization transfer (MT) effects significantly alter tissue contrast in multislice
FSE [109], are enhanced at high field, and depend on the refocusing flip angles
[110], and make accurate contrast predictions difficult [39]. We demonstrate MT
effects in 2D FSE at various refocusing flip angles by plotting ratios of multislice to
single-slice image intensities in regions of CSF (body of the left lateral ventricle),
GM (left posterior cingulate gyrus), and WM (splenium of the corpus callosum).
Images were acquired with a TR of 3 sec, TEeff of 15 ms, ESP of 15 ms, and ETL
of 9. Imaging matrix was 220 × 129 reconstructed from 70% partial Fourier, the
FOV was 22.0 × 18.0 cm, and the slice thickness was 3.0 mm. For simplicity, we
employed 4.0 ms Gaussian pulses with a time-bandwidth product of 2.0 for both
excitation and refocusing. Multislice images were acquired with 13 interleaved slices
with a 12.0 mm gap on either side of the central slice and no gap between the
remaining slices. This arrangement minimized direct saturation while retaining off-
resonant irradiation typical of multislice imaging. Eight image sets were collected
with refocusing angles between 40◦ and 180◦, in increments of 20◦. For rapid SPSS
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preparation and echo train stability, the first refocusing pulse was set to 90◦ + α/2,
where α was the prescribed refocusing angle of the remaining echo train [30].

Imaging Protocols

Three drastically different FSE protocols were developed: single-shot, fast interme-
diate resolution, and high-resolution imaging. Parameters are chosen for optimal
image quality. Specifically, refocusing angles were selected, or computed, to balance
SNR and SAR while TEeff was selected for T2 weighting with consideration given
to incidental MT and reduced effective relaxation times. For all cases we report the
acquisition duty cycle, which is defined as the ratio of time spent during gradient
events to the total imaging time. We also report the 10 second average RF transmit
power, measured from RF amplifier output without accounting for system losses.
Power is deposited to the whole head and a portion of the neck (∼3 kg).

HASTE images were acquired from a healthy 22 year-old in the sagittal and axial
planes with a novel refocusing scheme based on the extended echo-train acquisition
[38]. The original method modulates refocusing angles to provide a near constant
signal level in the first half of the echo train; flip angles are ramped to a higher
value (115◦ in Ref. [38]) in the later half of the train, during which time the signal
decays gradually. In this scheme, RF power is concentrated in the second half
of the echo train, where the angles are relatively high. Our low-power version
modulates the initial refocusing angles for constant signal, but then constrains the
maximum flip to conserve RF power. In our implementation, the first 28 refocusing
pulses were computed with the “1-ahead” algorithm [32] to yield a constant relative
signal level of 0.22 for GM (T1/T2 ≈ 2000/60 ms). Refocusing angles were then
prohibited from exceeding 45◦. ETL=63, ESP = 5.5 ms, TEeff = 77 ms, FOV =
25.6 × 17.9 cm2 (RO, anterior/posterior), bandwidth = 62.0 kHz. Images were
homodyne reconstructed with a matrix size of 102× 146 with the central 28 echoes
used for phase estimation. Images were then interpolated to 358 × 512. Each slice
was acquired in 347 ms with an interslice delay of 122 ms (for gradient duty cycle
reduction). A total acquisition time of 15 seconds (one TR period) provided full
brain coverage with 32 contiguous slices, each 5.0 mm thick.

Intermediate resolution images were collected from a healthy 24 year-old in the
axial plane with refocusing angles ramped down via 151◦, 110◦, and 96◦ pulses, as
prescribed by the “3-ahead” algorithm, then held constant at 90◦ for the remainder
of the train. Refocusing angles were chosen to provide over 83% of the signal (es-
timated with the EPG algorithm, neglecting relaxation), with only 32% of the RF
power required for an equivalent train of 180◦ pulses. Echo train length was 9; ESP,
15 ms; TEeff , 60 ms; TR, 5.0 sec; FOV, 22.0× 21.6 cm2 (RO, anterior/posterior ×
PE, left/right); imaging matrix size, 256×252 with 32 continuous 5 mm thick slices;
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bandwidth, 40.0 kHz. Total acquisition time was 2.3 min. Images are unfiltered and
interpolated to 512 × 504. We present images before and after processing with a
local polynomial fitting algorithm for intensity correction.

High-resolution images were acquired from a healthy 25 year-old in the axial
plane with 100◦ refocusing angles, except for the first refocusing pulse at 140◦ [30].
This refocusing scheme retained 83% of the signal, but required only 35% of the
RF power of an equivalent train of 180◦ pulses. Echo train length was 8; ESP, 20.5
ms; TEeff , 41.0 ms; TR, 6.1 sec; bandwidth, 50.0 kHz; FOV, 22.0× 22.0 cm2 (RO,
anterior/posterior × PE, left/right); imaging matrix, 512× 512 with 30 contiguous
1 mm thick slices yielding a voxel volume of 0.18 mm3. Total image acquisition time
was 6.5 min. Images were processed with a mild 3D low-pass Butterworth filter
(relative cutoff frequency of 1.0) for noise reduction, interpolated to 1024 × 1024,
then intensity-corrected.

2.1.4 Results

Contrast and Intensity Variations

Effective transverse relaxation rates for three main brain tissues at 4.7 T as func-
tions of refocusing pulse angle are shown in Fig 2.1. WM and GM display similar
fractional rate changes resulting from large, and nearly equivalent, T1/T2 ratios at
high field; CSF, whose T1/T2 ratio is near unity, shows minor relative rate reduc-
tions. Drastically prolonged signal decay can be achieved using reduced flip angles:
effective relaxation times for WM and GM are doubled at 60◦ and more than tripled
at 30◦.

A relative flip angle map through the center of the head in the axial plane
is shown in Fig 2.2a. The transmit field from a volume coil at 4.7 T is highly
heterogeneous: a maximum variation of 44% was found along a profile in the an-
terior/posterior direction, as shown in Fig 2.2b. This variation is responsible for
numerous intensity and contrast variations within the imaging plane. Transverse
magnetization following excitation, modulated by the sine of the excitation angle,
will display a maximum intensity variation of 23%. If the same coil is used for recep-
tion, and assuming the reception field is similar to the transmit field, an additional
44% intensity variation will be observed.

Intraslice coherence and effective relaxation rate changes following SPSS prepa-
ration with the “3-ahead” method are shown in Fig 2.3. As seen in Fig 2.3a, variation
in the coherence term is minimized at refocusing angles slightly above 180◦, where
the center of the slice is attenuated but edges show improved coherence. A larger
percent difference between slice center and edge is observed at lower prescribed
angles despite less absolute flip angle variation. Intraslice effective relaxation rate
changes, shown in Fig 2.3b, have a local minimum at high refocusing angles and
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Figure 2.1: Effective transverse relaxation rates for tissues approximating GM, WM,
and CSF at high field (solid line, dashed line, and dot-dashed line, respectively), are
plotted versus the refocusing flip angle. Large T1/T2 ratios of GM and WM yield
similar fractional enhancements while CSF, with a T1/T2 ratio near unity, shows
less dependence on refocusing angle.

Figure 2.2: Relative flip angle map of the human head from a birdcage coil at 4.7
T (a). The profile (b) along the dashed line in (a) indicates a maximal flip angle
variation of 44% in the anteriorposterior direction.
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are largest at angles around 90◦. As expected from Fig 2.1, intraslice relaxation
variations for WM (not shown) are similar to those of GM, while CSF (not shown)
has considerably less change. Note that coherence and relaxation terms generate op-
posing signal changes: coherence reductions lower signal intensities while effective
relaxation rate reductions maintain higher signal levels. The net signal variation
depends on flip angle history and echo time.

The combined effect of heterogeneous RF fields on signal excitation, refocusing,
relaxation, and reception is demonstrated in the Fig 2.4 image series. Global image
intensity is similar with refocusing angles of 200◦, 180◦, and 120◦ (top row, left to
right) while intensity reductions are visible with refocusing angles of 90◦, 60◦, and
30◦ (bottom row, left to right). To assess relative intensity and homogeneity, pro-
files through the image set shown in Fig 2.4, relative to the profile through the 180◦

image, are displayed in Fig 2.5. From Fig 2.3a alone, one would expect noticeable
intensity reductions at 120◦; however, reduced effective relaxation rates, described
in Fig 2.1 and Fig 2.3b, maintain WM and GM signal intensities. With refocusing
angles less than or equal to 90◦ at this 38 ms echo time, low echo coherence domi-
nates slow signal decay of GM and WM and produces visible intensity reductions.
CSF (gray bands in Fig 2.5) is the only component to display actual visible contrast
variations with refocusing angle as evidenced by its deviation from surrounding tis-
sues. With slight concavity, the 200◦ profile shows improved intensity homogeneity
over the 180◦ profile; image homogeneity decreases with refocusing angle reductions
from 180◦, as demonstrated by increasing convexity of the profiles. These results
are in agreement with predictions from Fig 2.3.

Incidental Magnetization Transfer Contrast

Presented in Fig 2.6 are multislice to single-slice image intensity ratios from regions
of CSF, GM, and WM at various refocusing angles. WM signal is attenuated by
25% with 180◦ flip angles, GM by 15%, and CSF shows no attenuation. Less than
5% signal change was measured in all tissues with refocusing angles less than or
equal to 60◦.

Imaging Protocols

Our single-shot low-power extended echo train is shown in Fig 2.7a. The refocusing
angles and resulting EPG computed signal levels from GM, WM, and CSF are
plotted. Flip angles early in the echo train are modulated to provide uniform GM
signal during acquisition of the center of k-space — the portion used for homodyne
phase correction. Exponential signal decay is observed during the remainder of the
echo train where refocusing angles are constrained to 45◦. This refocusing scheme
yields narrow point spread functions (Fig 2.7b), with full-width-at-half-maximum
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Figure 2.3: Coherence (a) and fractional GM relaxation rate changes (b) along
the profile in Fig 2.2 due to heterogeneous RF transmission, plotted for several
prescribed refocusing angles, as annotated. Signal variations due to relaxation and
spin coherence are simultaneously minimized at high refocusing angles.
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Figure 2.4: FSE images with refocusing angles of 200◦, 180◦, 120◦, 90◦, 60◦, and 30◦

(af), respectively, shown at the same window and level. At an echo time of 38 ms,
overall image intensity is reduced at lower flip angles, but the visually apparent
image contrast remains largely unchanged: CSF is brightest, followed by GM, then
WM. The vertical line in (b) indicates the region of signal profiles in Fig 2.5.
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Figure 2.5: Signal profiles in the anterior/posterior direction through slices shown
in Fig 2.4, normalized by the 180◦ profile. Gray bands represent regions of CSF.
Relative concavity of the 200◦ profile confirms improved signal homogeneity over
the 180◦ profile while increasingly pronounced convexity at lower angles supports
our prediction of reduced homogeneity. Reduced effective signal decay rates from
WM and GM at low angles are apparent when compared to CSF.

Figure 2.6: Multislice (Ims) to single-slice (Iss) signal intensities in regions of GM,
WM, and CSF at various refocusing angles. Error bars represent standard deviation
within the regions of interest. Signal attenuation from MT can drastically affect
tissue contrast, particularly at high refocusing angles, but has little influence below
60◦.
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Figure 2.7: Low-power extended echo train refocusing angles (solid line with open
circles) on the left axis and signal levels for GM (solid line), WM (dashed line), and
CSF (dash-dotted line) on the right axis (a). Resulting point spread functions for
the above tissues (same line types) acquired with a half-Fourier single shot echo train
(b). An assortment of sagittal and axial HASTE images (1.75 × 1.75 × 5.00 mm3)
acquired in 347 ms/slice (c).

values of 1.26, 1.32, and 1.02 pixels for GM, WM, and CSF, respectively. This echo
train generates detailed images (Fig 2.7c), acquired in 347 ms per slice (plus 122 ms
gradient delay time) with a net multislice acquisition duty cycle of 77%. Short-term
average RF power was 3.8 W (1.3 W/kg) — roughly 5% of that required by an
equivalent train of 180◦ pulses and sufficiently low for continuous exposure.

Axial slices taken from a full-brain dataset acquired in 2.3 min are shown in
Fig 2.8a–c; intensity-corrected versions in Fig 2.8d–f. Resolution was 0.86× 0.86×
5 mm3, acquisition duty cycle was 86%, and the RF power was 6.5 W (2.2 W/kg).
Array coil reception sensitivity and transmit intensity variations were effectively
removed with intensity correction to provide uniform T2-weighted images. Very
high-resolution T2-weighted FSE images are shown in Fig 2.9a,b; inverse contrasts
in Fig 2.9c,d. Resolution was 0.43× 0.43× 1.0 mm3 — resulting in a voxel volume
of only 0.18 mm3. The duty cycle was 81% and RF power 4.8 W (1.6 W/kg).
Acquisition time for the 30-slice volume was 6.5 min.

2.1.5 Discussion

The use of reduced refocusing flip angles is a robust SAR mitigation strategy for FSE
at high field strength; significant power reductions are possible with only modest
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Figure 2.8: Intermediate resolution images (0.86× 0.86× 5 mm3) taken from a 32-
slice dataset acquired in 2.3 min. Images without, (a–c), and with, (d–f), intensity
correction are shown. Full brain T2-weighted images can be obtained in a clinically
acceptable scan time with refocusing angles ramped down to 90◦. Intensity-corrected
images illustrate uniform apparent contrast between brain tissues despite transmit
and reception heterogeneity.
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Figure 2.9: Representative images taken from a 30-slice dataset with 0.43×0.43 mm2

in-plane resolution and 1.0 mm slice thickness (voxel volume of 0.18 mm3) acquired
in 6.5 min with 100◦ refocusing pulses, prepared with an initial 140◦ refocusing pulse.
T2-weighted images, (a,b), and their inverse contrasts, (c,d), are shown. Images have
been intensity-corrected to demonstrate uniform visual contrast.
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signal decreases. Furthermore, low refocusing angles elicit reduced signal decay
rates, which are particularly pronounced for WM and GM at high fields. Effective
relaxation rate changes are determined by T1/T2, and are maximized at ratios above
∼15 [34], which occurs for WM and GM at high field. Furthermore, slower signal
decay permits longer readout periods or more refocusing pulses and nearly restores
lost SNR due to initial signal drops. Despite the attractiveness of reduced flip angles
for high-field FSE, apparent image contrast in the presence of transmit heterogeneity
must be characterized.

Contrast and Intensity Variations

Throughout this work, the transmit coil was calibrated at the center of the brain,
where the transmit field is maximized. This calibration was chosen because it is
one of several standard methods [52] and it provided a worst-case scenario for signal
variation assessment. A volume RF coil at 4.7 T produced a maximum 44% transmit
B

+
1 variation within a single axial slice of the human head at 4.7 T.

At clinical field strengths, with nearly uniform RF fields, traditional T2-weighting
can be maintained at reduced refocusing angles with longer effective echo times
[39, 38]. In the presence of heterogeneous fields, tissue contrast and signal intensity
variations within an image, or a set of images, are of concern with reduced refocusing
angles. Note that the first echo is unique: it is comprised exclusively of spin echo
components and lacks stimulated echo contributions observed in later echoes. Its
intensity is modulated by sin2(α1/2), where α1 represents the first refocusing angle,
and signal relaxation is independent of the refocusing angle. This echo can be used
for applications requiring spatially uniform relaxation rates; however, as described
by Thomas et al. [99], it displays larger intensity variations than do subsequent
echoes. Unlike the first echo, later echoes exhibit effective relaxation rates that are
dependent on refocusing angle. Our analysis describes the magnetization following
its transient behavior observed during the first few echoes. During this period, flip
angles are intentionally modulated (via computational [32] or geometric methods
[30, 111]) for SPSS preparation to provide increased signal levels and reduced oscil-
lations relative to echo trains lacking initial flip angle preparation. Following this
preparation, magnetization during the remainder of the echo train can be modeled
according to Eq 2.1 as a separable function of echo coherence and relaxation.

Coherence and effective relaxation rate variations resulting from 44% transmit
variation at 4.7 T are simultaneously minimized with refocusing angles slightly
above 180◦. In this case, magnetization at the image center is attenuated in or-
der to enhance magnetization at the edges. Images acquired at or above 180◦ are
thus expected to appear the most uniform; this was confirmed experimentally with
the image set in Fig 2.4 and profiles in Fig 2.5. Image profiles are normalized by
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the 180◦ profile to remove reception sensitivity and baseline tissue contrast, effec-
tively isolating intensity and effective relaxation rate changes due to the refocusing
angle. Increasingly pronounced profile convexity as refocusing angles are reduced
indicates more extreme intensity variation across the slice. While deleterious to
SNR, transmit-based intensity modulations may be remedied with edge-enhancing
array coil reception and image post-processing, both of which were employed in this
work. Relaxation variations are more troublesome: anatomy and pathology may
be obscured if tissue intensity inversions occur. Fortunately, WM and GM have
equivalent fractional rate changes (Fig 2.1). While magnetization in the center of
the brain may decay faster than at the edges (Fig 2.3b), visual contrast remains
similar within and between images. There is clear visual delineation of brain tis-
sues in all images shown in Fig 2.4: CSF has a higher intensity than GM, which
is brighter than WM. Only CSF displays a marked contrast change in the relative
signal profiles of Fig 2.5. Any actual contrast variations are dwarfed by the diversity
of GM relaxation rates at high field due to tissue iron (21,27). The latter reference
found GM at 4.7 T to have apparent (including diffusion proximal to non-heme
iron) relaxation times ranging from 38 ms up to 64 ms. We conclude that although
intensity and contrast variations exist between and within image slices, FSE images
with reduced refocusing angles at 4.7 T retain conventional T2-weighting.

Acquisition schemes, such as those of Busse [37] and Hennig et al. [36], where
the center of k-space is acquired with high refocusing angles, while the periphery
of k-space is acquired with much lower angles, will likely be advantageous at high
field. 3D variants with low refocusing angles [112, 113] are also very promising at
high field and warrant further investigation.

Through-plane transmit changes are a concern for multislice image homogeneity;
however, an active power modulation technique that adjusts transmit gain based
on slice position has been demonstrated to reduce apparent inhomogeneities for
multislice FSE imaging [99]. Thomas et al. acknowledge SAR as a serious limitation
of active power modulation. We expect the combination of reduced refocusing angles
and active power modulation will provide more uniform FSE imaging volumes at
high magnetic field strengths.

Approaches to compensate for intraslice RF signal variations are far more com-
plex than active power modulation for interslice variations. Multidimensional pulses
may be used at a cost of additional RF power and duration, and, once matured,
multicoil transmission technology may provide uniform transmit fields at high field
[114]. At most centers, intraslice signal variations are currently unavoidable, but
may be minimized with appropriate acquisition parameters and postprocessing.



60 Chapter 2: Qualitative Fast Spin Echo Imaging

Incidental Magnetization Transfer Contrast

Magnetization transfer effects are well known to alter contrast with multislice FSE
[109]. A recent work at 4.7 T demonstrated signal differences of 20–25% in edge
slices when using refocusing angles of 162◦, and attributed these differences to MT
signal attenuation [99]. While the experimental methodologies differ, our results
(Fig 2.6) show the same reductions of WM intensity with flip angles between 150◦

and 180◦. It was recently reported that MT attenuation and refocusing angle were
correlated in WM and GM at 1.5 T and 3.0 T [110]. Weigel et al. demonstrated
increased MT contrast at 3 T relative to 1.5 T and ∼7% signal attenuation in
WM with 60◦ refocusing pulses. This is consistent with our findings at 4.7 T, where
refocusing angles below 60◦ showed less than 5% variation in WM. Recent works with
inversion recovery FSE noted T1 reductions in multislice [115] and multislab [116]
imaging, an effect attributed to MT. Incidental MT is clearly a major — possibly
dominant — contrast mechanism with FSE at high refocusing angles and at high
field. Fortunately, as with proton density, incidental MT operates in conjunction
with T2 processes to enhance signal differences between brain tissues with FSE.
This helps explain the strong T2-like weighting observed in images formed from
early echoes with high refocusing angles [99], but makes contrast prediction and
protocol design challenging.

Incidental MT contrast will depend on factors including RF pulse shape and echo
train length in addition to the refocusing angle, investigated here. We restricted our
analysis to a single parameter set since an exhaustive study of the numerous variables
influencing MT contrast is beyond the scope of this work. Our short echo train
(9 pulses) parameter set was selected as a compromise between common imaging
configurations and RF power deposition. We did not investigate longer echo trains
since dangerously high SAR levels are required for multislice imaging with large
echo train lengths at high refocusing angles — which necessitate short and powerful
RF pulses. While our findings indicate negligible MT contrast at refocusing angles
below 60◦, this result is only applicable to acquisition parameters resembling those
used here; incidental MT may contribute significantly with extended low angle echo
trains. Further investigation is warranted.

Imaging Protocols

High-field HASTE images can be obtained with reduced and modulated refocusing
angles, as shown in Fig 2.7. This application benefits considerably from reduced
effective relaxation rates at low refocusing angles; slow signal decay permits the
extended echo trains required for spatial encoding. Initial flip angle modulation,
computed for constant GM signal, yields a narrow point spread function for all tissue
types, thus producing crisp images despite relatively low resolution and very low
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refocusing angles. In spite of considerable image nonuniformity using the reduced
refocusing angles, due in part to array coil reception, there remains a clear visual
distinction between brain tissues. From our RF power deposition measurement and
refocusing scheme, we expect multislice HASTE with 180◦ refocusing pulses would
require in excess of 75 W. Obviously, conventional HASTE is not usable at 4.7 T,
or at higher field strengths.

Images mimicking T2-weighted clinical scans can also be achieved with refocusing
angles ramped down to 90◦ (Fig 2.8). Full brain coverage with sub-millimeter in-
plane resolution can be obtained in 2.3 min at power levels below RF exposure limits,
without parallel imaging or partial Fourier. Regions with high iron content, such
as the red nucleus and substantia nigra, are prominent in Fig 2.8b–e. Images show
uniform apparent contrast between brain tissues, particularly following intensity
correction, despite 90◦ refocusing pulses, which cause the largest intraslice relaxation
variation (37%, as shown in Fig 2.3b). Low refocusing angles are also applicable
to high-resolution imaging. Images shown in Fig 2.9 were taken from a multislice
dataset acquired with about one-third the power that would be required with 180◦

pulses.

2.1.6 Conclusion

Robust FSE imaging can be achieved at 4.7 T with reduced and variable refocusing
flip angles. This approach provides flexible SAR management, effectively removing
the major obstacle to efficient multislice FSE at high field. While reduced refocusing
angles decrease initial signal intensities, they prolong signal decay. WM and GM at
4.7 T (and higher field strengths) display similar relative rate reductions, permitting
classic T2 contrast to be obtained despite a highly heterogeneous transmit field. In-
traslice signal variation is largest at low refocusing angles and minimized at angles
slightly above 180◦ in the center of the brain. These variations are largely intensity-
based and do not drastically alter contrast; therefore, they can be corrected with
post-acquisition processing. Incidental MT effects during multislice imaging signif-
icantly bias image contrast at high refocusing angles, but are negligible at angles
below 60◦. With reduced refocusing angles, we efficiently acquired a variety of mul-
tislice T2-weighted FSE images including sub-second HASTE images with a novel
low-power extended echo train, fast images at standard clinical resolution with 90◦

refocusing angles, and high-resolution images with 100◦ pulses.
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2.2 The Transition Pulse: A Geometric Analysis of

Variable-Angle FSE2

2.2.1 Abstract

We present a simple and intuitive means for determining the flip angles required
for smooth transitions between static pseudosteady-states in fast spin echo imaging
with variable flip angle echo trains. We demonstrate the effectiveness of single and
multiple transition pulses to successfully vary refocusing flip angles while retaining
high signal levels. The graphical interpretation presented here is consistent with
previous analytic techniques and permits accurate signal intensity predictions along
the echo train.

2.2.2 Introduction

Fast spin echo imaging (or RARE [25]) is capable of generating detailed images with
an assortment of contrast weightings, and is highly insensitive to static magnetic
field inhomogeneities. However, even at low magnetic fields, FSE can be limited by
RF power deposition arising from the use of closely spaced, high flip angle refocusing
pulses. At higher magnetic fields, RF power becomes an even greater limitation,
precluding a direct implementation of the standard low field version of FSE. Thus,
considerable effort is currently invested in the development of reduced power versions
of FSE suitable for imaging at all field strengths.

Recent work has focused on designing reduced, and often variable, flip angle
echo trains for the purpose of RF power reduction, contrast manipulation, and point
spread function modification. Considerably more signal is obtained from a train of
reduced flip angles if the magnetization is initially prepared into the SPSS [34, 30]
relative to a train lacking preparation [26]. In this prepared state, magnetization
isochromats form a coherent and intense echo. Preparation into a reduced flip angle
SPSS can be performed with either a single initial pulse [30], or with multiple pulses
to provide a smoother passage from high flip angles [32, 38]. Following preparation,
the flip angle can be modulated while maintaining the SPSS in order to tailor the
signal response along the echo train. Recently, Hennig et al. employed low flip
angles to collect the periphery of k-space to preserve magnetization and reduce RF
power, then temporarily ramped the flip angle to 180◦ during acquisition of the
central portion of k-space to increase the signal intensity and generate T2 contrast
[36]. Busse proposed a related method in which the center of k-space is collected
near the beginning of the echo train with relatively high flip angle pulses, and the
periphery is acquired later in the echo train with much lower flip angle pulses [37].

2A version of this section has been published. Lebel RM, Wilman AH. Intuitive design guidelines
for fast spin echo imaging with variable flip angle echo trains. Magn Reson Med 2007;57:972-975.
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He was also able to correct for the SPSS intensity changes encountered during the
variable flip angle echo train to reduce blurring. Numerous flip angle schemes have
been proposed to integrate k-space filtering envelopes into the echo train and to
compensate for relaxation to minimize point spread function distortions [32, 38].
Reduced and variable flip angle echo trains show extreme promise for RF power
management and contrast manipulation; however, current algorithms for computing
flip angles provide little insight into the rules governing SPSS transitions and are
frequently computationally complex.

This work provides an intuitive approach to the design of variable flip angle echo
trains. Based on the geometrically derived preparation pulse proposed by Hennig
and Scheffler [30], we describe generalized transition pulses used to initialize and
convert between static pseudosteady-states. Since the transition pulses are based
on a simple geometric argument, the flip angles can be readily calculated to provide
rapid and smooth SPSS variations. In addition, our analysis tracks the SPSS during
flip angle changes, permitting analysis of subsequent pulses and signal prediction
along the variable echo train.

2.2.3 Theory

The SPSS describes the ideal magnetization arrangement during reduced flip angle
refocusing trains. In this state, transverse magnetization forms a coherent echo
midway between refocusing pulses. This is contrary to the dynamic pseudosteady-
state achieved during a reduced flip angle sequence lacking SPSS preparation, in
which a coherent echo is not observed. More detailed descriptions and illustrations
of the SPSS for reduced flip angles are provided elsewhere [30, 32].

Figure 2.10: Illustration of an isochromat with precession angle φ = π for two
reduced refocusing angle SPSS(α1) and SPSS(α2) as viewed from the (a) −y

� and
(b) z

� directions. The transition angle αt will approximately convert between the
two states.

Hennig and Scheffler presented an elegant geometrical argument justifying an
initial 90◦+α/2 preparation pulse to approximate the SPSS for subsequent refocus-
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ing pulses with flip angle α [30]. This was based on the observation that the SPSS
magnetization immediately following a refocusing pulse resides on a plane rotated
away from the transverse plane about the y

� axis of the rotating frame. Assuming
the magnetization following excitation is initially distributed in the transverse plane,
a single 90◦ + α/2 refocusing pulse in the y

� direction places the magnetization in
a state resembling SPSS(α). We generalize this preparation pulse into a transition
pulse, with flip angle αt, applied to convert the magnetization from SPSS(α1) into
SPSS(α2), as shown in Fig 2.10 for an isochromat with precession angle φ = π. The
precession angle was chosen purely for diagrammatic clarity, the same flip angle re-
lations apply to all isochromats. The relationship between the transition flip angle
and the two SPSS flip angles is obtained from geometric analysis of Figure 2.10 and
is simply their mean value:

αt =
α1 + α2

2
. (2.2)

It is useful to solve Eq 2.2 for α2 in order to predict the SPSS flip angle following a
transition pulse:

α2 = 2αt − α1. (2.3)

The generalization of the single preparatory pulse into a transition pulse permits
the passage between static pseudosteady-states at arbitrary points during the echo
train and provides a simple tool for the design and analysis of arbitrary flip angle
trains.

It is important to distinguish between the SPSS flip angles, α1 and α2, and
the transition flip angle, αt. The SPSS flip angles are those which define, and
are required to maintain, the SPSS. They are also related to the inclination of the
magnetization relative to the transverse plane. A transition pulse mediates the
passage from SPSS(α1) into SPSS(α2) rather than enter into its own. For example,
a direct step from α1 to α2 will transition into SPSS(2α2−α1) rather than SPSS(α2).
Subsequent applications of α2 will result in oscillatory echo behaviour and degrade
magnetization coherence; a passage pulse would transition to the proper SPSS.

The mean-angle transition pulse if also applicable to the design of multiple pulse
transitions such as initial SPSS preparation and continually varying flip angle echo
trains. Multiple pulse transitions can be decomposed into recursive applications of
single transition pulses. Transition pulse design begins by selecting a function such
as a linear ramp or a smoother windowing function [37] to define the intermediate
SPSS states. The transition flip angles are then chosen from the desired sequence
of static pseudosteady-states via iterative application of Eq 2.2.
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2.2.4 Materials and Methods

Experiments were performed on a 4.7 T system using a one-dimensional single shot
FSE sequence on a water phantom (T1 ≈ T2 > 3 s). Gaussian refocusing pulses of
1.6 ms duration were used with an echo spacing of 8.4 ms and an echo train length
of 32. Hardware limitations restricted the transmit gain to 1 dB increments. All
echo trains were prepared into the SPSS during the first three pulses according to
the “3-Ahead” algorithm in Table 1 in [32], then transitioned to a second SPSS
commencing at the 17th echo. Echo amplitude plots were generated to illustrate
signal variations around this transition echo. Normalization of the plotted echo
amplitudes was performed in two ways. First, relaxation along the echo train was
compensated for by normalizing to an echo train remaining in the first SPSS, without
transition. Second, to provide a meaningful vertical scale, the plots were globally
scaled such that the initial SPSS echo intensities matched their theoretical values.

Bloch magnetization simulations were performed to complement the experimen-
tal data by computing echo intensities and remnant signal oscillations following
flip angle jumps mediated by a more complete range of transition nutation angles.
Relaxation was excluded to isolate flip angle induced signal variations. Simulated
magnetization was prepared into an initial SPSS with three catalyzing pulses se-
lected using the “3-Ahead” algorithm. Flip angle changes commencing at the 17th

echo and mediated by one and two pulses were investigated. We report the average
and standard deviation of the signal of the 19th to 32nd echoes to assess the signal
level attained and oscillations following various transition flip angles.

2.2.5 Results

Figure 2.11 shows experimental echo intensities surrounding a 17th echo transition
from 90◦ to 140◦ using either a direct step or a single intermediate 115◦ pulse. The
mean flip angle pulse efficiently shifts between states given that the signal intensity
following the move to 140◦ corresponds to its theoretical value of 0.97. Following
the transition pulse, residual oscillations still occur due to the large flip angle jump,
the approximate nature of these transition angles, and the use of slice selective RF
pulses.

While it is apparent that a single transition pulse improves the signal response
relative to a direct jump, Fig 2.12 demonstrates that a mean flip angle pulse provides
the maximum signal intensity with near minimal residual oscillations relative to
other mediating pulse angles. For the specific example shown, a transition from 90◦

to 140◦, simulations indicate a 115◦ pulse yields the maximum signal with a gradual
and symmetric drop off at higher and lower angles. Signal oscillations are nearly
minimized at the mean angle with the global minimum occurring at 121◦.

Figure 2.13 reports the experimental signal intensities surrounding a transition
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Figure 2.11: Experimental signal intensities from echo trains initially prepared into
SPSS(90◦), which then transition from 90◦ to 140◦ with either a single 115◦ transition
pulse at the 17th echo (solid line) or no transition pulse (dashed line).

Figure 2.12: Simulated average echo amplitudes (solid line, left axis) and standard
deviations (dashed line, right axis) following flip angle transitions from 90◦ to 140◦

as a function of the transition pulse flip angle.

between 60◦ and 150◦ commencing at the 17th echo occurring either directly or
assisted by sequential 75◦ and 120◦ transition pulses. Note that transition flip angles
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were not computed from a windowing function as described previously, but were
selected from discrete transmitter powers that approximately satisfy the transition
guidelines described above. Despite this hardware limitation, Fig 2.13 demonstrates
that multiple pulse transitions can be employed to smoothly shift between states
provided the final SPSS resulting from repeated transition pulses corresponds to the
final flip angle.

Figure 2.13: Experimental signal intensities from echo trains initially prepared into
SPSS(60◦), which is then transition from 60◦ to 150◦ with either sequential 75◦ and
120◦ transition pulses commencing at the 17th echo (solid line) or no transition
pulses (dashed line).

The colour scales in Fig 2.14(a, b) represent the mean and standard deviations of
the simulated signal intensities following transitions from 60◦ and 150◦, respectively,
as a function of two sequential transition pulses, αt1 and αt2. The maximum signal
intensity and minimum signal oscillations closely follow the mean flip angle transition
guideline, indicated by the diagonal black line. The signal response displays a broad
peak nearly centered about the mean flip angle condition, effectively permitting
alternate ramp designs, including those not strictly satisfying the mean flip angle
criteria, to provide efficient SPSS modulation. Design flexibility is expected due to
the approximate nature of the mean flip angle theory, however, SPSS coherence is
destroyed when flip angle combinations deviate sufficiently from the mean transition
pulse requirement. Although we limit our investigation to two pulse transitions,
extensive simulations indicate our analysis is equally valid for longer pulse ramps.
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Figure 2.14: Simulated average echo amplitudes (a) and standard deviations (b)
following a two-step transition from 60◦ to 150◦ using flip angles αt1 then αt2.
The diagonal lines indicate transition pulse combinations yielding magnetization in
SPSS(150◦) following two iterative applications of Eq 2.3.

2.2.6 Discussion

The 90◦ + α/2 preparation pulse can be generalized to a mean flip angle transition
pulse that provides a technique for approximate SPSS modulations during reduced
and variable flip angle echo trains. We have shown that transitions between flip
angles should be mediated with at least one pulse to retrain SPSS coherence and
reduce signal oscillations. Multiple pulse transitions are easily designed by selecting
a smooth windowing function to define intermediate SPSS values then computing
the required flip angles according to Eq 2.2.

These transition pulses are compatible with those used in previous works and
provide an intuitive interpretation of their effect. The single 90◦ + α/2 preparation
pulse can be recast as (180◦+α)/2 since the excitation pulse initializes the magneti-
zation into the SPSS defined for 180◦ refocusing pulses. Upon rewriting, the prepa-
ration pulse becomes a mean flip angle transition pulse as described in this work.
The extended phase graph algorithm has been used to compute and tabulate the
first three transitory pulses required to approximate the SPSS for a broad range of
final flip angles [32]. The preparation angles for final flip angles above 40◦ computed
according to the preferred “3-Ahead” algorithm conform closely to the transition
requirements presented in this work. Rapid SPSS preparation to flip angles below
40◦ in only three pulses is difficult to achieve with the approximate transition pulses
presented here; for those cases, more advanced techniques, like the extended phase
graph algorithm, are preferred. The normalized windowing functions suggested by
Busse to transition from high (αhigh) to low (αlow) flip angles by decrementing each
flip angle (∆αi) [37] are also consistent with this work. The normalization condition
imposed to scale the windowing function (

�
∆αi = αlow − αhigh) is equivalent to
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our series of mean transition pulses whose incremental differences satisfy the same
normalization.

The mean flip angle transition pulse theory can be employed to predict and
compensate for signal intensity variations resulting from SPSS changes during vari-
able flip angle echo trains. The theoretical signal intensity following the transition
pulse can be determined analytically [34] using α2, which is computed according to
Eq 2.3. The theoretical SPSS signal intensities can be used to compensate for in-
tensity variations along the echo train [37]. The latter reference employed heuristic
effective flip angles, extrapolated from the local derivatives of a smooth function,
rather than the applied flip angle to compute the SPSS echo intensities. This ap-
proximately compensates for the difference between transition and SPSS flip angles,
as described in this work. Simulations of a linear flip angle ramp from 60◦ to 180◦

over 8 pulses indicate that signal predictions employing the SPSS flip angles are
within 3% of simulated values (data not shown) and provide the same degree of
accuracy as the effective flip angle approach of Busse [37], yet provide an intuitive
geometrical justification.

2.2.7 Conclusion

The present work demonstrates that the numerous flip angle modulation techniques
for FSE imaging with reduced and variable flip angle echo trains all execute similar
geometric rotations of the SPSS magnetization. We have described a mean flip angle
transition rule to unify previous works and to assist in the design of computation-
ally simple variable flip angle refocusing schemes that maintain the coherent static
pseudosteady-state. This analysis also permits signal intensity predictions along the
echo train, which can be used for echo intensity correction.

2.3 The Virtual 1803

2.3.1 Abstract

We present an approach for designing short echo trains (fewer than ∼16 echoes) with
highly variable refocusing angles for 2D fast spin echo imaging with drastic SAR
reductions. Using established computational techniques and an understanding of
the transient signal response to a large change in refocusing angle, short echo trains
with beneficial signal responses can be designed. We demonstrate echo amplitudes
approaching those afforded by 180◦ refocusing pulses can be achieved, albeit tem-
porarily, with angles considerably below 180◦. Encoding this “Virtual 180” echo into

3A version of this section has been presented. Lebel RM., Wilman AH. The Virtual 180: Ap-
plication to High Field Fast Spin Echo Imaging. In Proceedings of the 16th Annual Meeting of
ISMRM, Toronto, Ontario, Canada, 2008. p. 230.
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the center of k-space yields high SNR images with strong T2 weighting. RF power
levels can be reduced to ∼20% of the standard 180◦ echo train without significant
image degradation. This method is particularly applicable to high resolution imag-
ing at high magnetic field strengths; we demonstrate the utility of this technique for
imaging the human brain at 4.7 T.

2.3.2 Introduction

Fast spin echo imaging (also known as RARE [25] and TSE) plays an important
role in both routine clinical imaging and research investigation. Traditional FSE
employs repeated trains of 180◦ refocusing pluses to rapidly encode images with
very little sensitivity to static field variations. The approximately quadratic increase
in RF power with field strength precludes a direct implementation of conventional
multislice FSE at field strengths exceeding ∼3 T. A high field compatible version is
particularly desirable given the strong susceptibility induced variations encountered
at these strengths.

Reduced refocusing angles have been employed to moderate SAR levels, enabling
time-efficient FSE imaging of the human head at field strengths up to 4.7 T [117].
Spin dynamics and echo amplitudes have been well characterized for both directly
reduced refocusing angles [26] and for smoothly ramped angles [35, 34, 32]. In
general, low refocusing angles degrade spin coherences (and thus attenuate signal
amplitudes) at the echo times. Echo coherence is not simply a function of the pre-
vious refocusing angle, but rather of the entire refocusing angle history. Refocusing
angle reductions achieved via smooth passage from 180◦ maintain the SPSS, whereby
spin coherence is optimized and maximal signal amplitudes are observed. Follow-
ing preparation into the SPSS, which can be approximated with one [30] or more
[32] initial refocusing pulses, maximal coherence can be maintained with smoothly
varying refocusing angles.

Flip angle modulation schemes, such as TRAPS, have been proposed to exploit
this adiabatic coherence behaviour [36, 37]. These approaches employ high refocus-
ing angles while traversing the center of k-space to provide high signal levels and
lower angles during acquisition of peripheral k-space lines to reduce the average
RF power deposition. These approaches permit RF power reductions of ∼50–80%,
relative to a 180◦ pulse train, while maintaining signal levels nearly equivalent to
those of 180◦ pulses for central k-space acquisition [36]. These approaches require
long echo trains, involving a minimum of ∼15, but typically 27 or more pulses, to
slowly modulate refocusing angles and maintain the SPSS. With gradual refocusing
angle modulations, echo amplitudes are (nearly) in-phase and vary smoothy with
refocusing angles. These approaches necessitate short echo spacings (∼5–10 ms) to
limit the total train duration and require relatively brief RF pulses (∼2 ms) to avoid
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eroding readout time. As such, they are of limited utility for high resolution imaging
or very high field applications where sizeable encoding gradients are required and
long RF pulses may be needed in conjunction with refocusing angle reductions to
abate extreme RF power deposition, respectively. Additionally, despite substantial
net power reductions, the RF energy in these echo trains is concentrated in a small
number of high angle pulses. An example TRAPS protocol (sequence 5 listed in
Table 1 of [36]) deposits 32% of its RF energy via 11% of its refocusing pulses.
Schemes to further reduce the average RF power deposition must be additionally
frugal with pulses nearing 180◦.

We have recently described variable refocusing angles in terms of transition
pulses that convert between static pseudosteady states [118]. This formalism is par-
ticularly relevant to large flip angle changes where the SPSS does not track smoothy
with the applied refocusing angle but rather, is launched into a new one. Large re-
focusing angle changes induce a signal response associated with distant angles. This
implies that an intense echo can be produced without a high angle pulse.

In this work, we present a class of short echo trains with variable refocusing
angles that provide high signal intensities during the acquisition of central k-space
lines. Using the transition pulse principle, near optimal echo coherence and high
signal levels can be temporarily achieved without requiring 180◦ pulses. These
trains provide drastic RF power reductions while enabling long RF pulses and high
resolution imaging.

2.3.3 Theory

The transition pulse framework defines a refocusing pulse of angle αt = (α1 + α2) /2
that mediates SPSS(α1) and SPSS(α2). This transition pulse can be used at the
beginning of an echo train to convert between SPSS(180◦) and SPSS(α). In this
case, αt = 90◦ + α/2, as described by Hennig and Scheffler [30]. The converse is
also true: once prepared into a low angle SPSS, one (or more) transition pulses can
approximately restore the coherence state associated with 180◦ refocusing pulses. In
this case, transverse magnetization will nearly completely rephase and magnetization
stored in the longitudinal state will be reclaimed to form an exceptionally coherent
echo — a “virtual 180”.

Echo Train Design

The concept of a transition pulse provides insight into magnetization behaviour
during highly variable refocusing angles and suggests that SPSS(180◦) can be ap-
proximated without 180◦ pulses, but is a relatively crude tool for designing echo
trains. We propose a windowing function, centered on the contrast dominant echo,
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to define the desired signal followed by the “1-ahead” algorithm [32, 38] to compute
the refocusing angles needed to provide this signal amplitude.

Any envelope with a flat baseline and abrupt peak may be employed. We inves-
tigate an offset, symmetric exponential signal envelope of the form

Senvelope(n) = [1− (S0 + ζ)] exp
�
− |n− neff |

wenvelope

�
+ S0. (2.4)

In this expression, S0 is a baseline signal, ζ is an amplitude attenuation factor (ζ ≤
1 − S0) to account for unobtainable signal levels due to imperfect echo formation,
n is the echo number (an integer from 1 to ETL), neff is the effective echo, and
wenvelope defines the envelope width.

With short echo trains, SPSS preparation must occur very rapidly. Improved
coherence can be obtained by requesting slightly increased signal levels. We have
empirically noted that an additional exponential window with amplitude Sprep and
width wprep, centered around the first echo provides sufficient and rapid SPSS prepa-
ration. The target signal for the virtual 180 echo train is given by

SV 180(n) = Senvelope(n) + Sprep exp
�
− (n− 1)

wprep

�
. (2.5)

To maintain feasible signal levels, Sprep ≤ 1 − Senvelope(1), but is typically much
smaller; additionally, wprep ≤ 1, for rapid SPSS preparation.

The relaxation free “1-ahead” algorithm [32] is employed to compute the refo-
cusing angles required to produce the requested signal. This algorithm is recursive,
yet deterministic; it is based on the population of spin (F (0)), indirect (F (−2)), and
stimulated (Z(1)) echo components at the previous echo, or immediately following
excitation. Neglecting relaxation, a refocusing angle α mixes these states into an
echo of amplitude [40]

S = F (−2) cos
�

α

2

�2
+ F (0) sin

�
α

2

�2
+ Z(1) sin (α) . (2.6)

Solving this equation for α provides two refocusing angles — the lowest angle is
selected — that produce a desired signal [32],

α = 2arctan

�
−Z(1) ±

�
Z(1)2 − [F (−2)− S][F (0)− S]

F (0)− S

�
. (2.7)

If the root in Eq 2.7 is negative, the requested signal cannot be achieved with the
current phase state; the requested signal envelope must be modified. This can be
achieved by heuristically increasing ζ and recomputing all refocusing angles, or by
reducing the target signal of the specific offending echoes.
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Figure 2.15: A typical virtual 180 echo train (sequence 1 in Table 2.1) designed with
a symmetric exponential signal envelope. Signal is shown with a dashed line and
circles; refocusing angles with a solid line and squares. The maximum refocusing
angle required to produce 95% of the 180◦ signal is 121◦; average RF power is 30%
of that required by an equivalent train of 180◦ pulses.

Using the “1-Ahead” algorithm, a set of refocusing angles can be determined that
will produce the virtual 180 echo train. An example signal envelope and required
refocusing angles are shown in Fig 2.15. It is important to note that the virtual 180
is a transient phenomena resulting from rapid refocusing angle modulations. There
are several restrictions to its existence:

• The virtual 180 cannot occur at the first echo (i.e., neff > 1).

• Narrow signal envelopes (i.e., wenvelope ≈ 1) are required to form the virtual
180; broad envelopes resemble the TRAPS sequence, which employs high angle
pulses.

• The virtual 180 is a transient phenomena; high signal levels can only be main-
tained with subsequent pulses near 180◦.

Point Spread Function Correction

The imposed signal envelope produces an intensity modulation across k-space; this
results in a point spread function (PSF) in image space. The blurring and ringing
associated with this PSF can be corrected by scaling the raw data. Scaling factors
are obtained by simply inverting the signal envelope.
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Table 2.1: Virtual 180 design parameters

Senvelope, prep ζ ETL neff wenvelope, prep RFP σ

1 0.70, 0.00 0.050 8 4 2.0, 0.0 0.30 1.18
2 0.70, 0.00 0.050 8 2 2.0, 0.0 0.29 1.21
3 0.50, 0.08 0.075 8 4 1.5, 0.5 0.20 1.44
4 0.33, 0.15 0.075 5 2 1.0, 0.1 0.24 1.86
5 0.33, 0.15 0.075 8 2 1.0, 0.1 0.16 2.24

This correction process amplifies high spatial frequency noise — an unavoidable
cost of PSF correction. Overall noise power is amplified by a factor [37]:

σ =

���� 1
ETL

ETL�

j=1

�
SV 180 (neff )

SV 180(n)

�2

. (2.8)

This PSF correction is an optional procedure. We reconstruct raw and corrected
data sets to ensure all available information is visible. Design parameters for virtual
180 trains employed in this work are listed in Table 2.1.

2.3.4 Materials and Methods

Imaging was performed on a Varian Inova whole-body 4.7 T MRI with a maximum
gradient strength of 60 mT/m and slew rate of 120 T/m/sec. Images of a reso-
lution phantom filled with tap water and 250 mM sodium chloride were collected
with a TEM coil (MR Instruments Inc, USA) for transmit and receive; for human
imaging, a 27 cm birdcage transmit coil (XLR imaging, Canada) was paired with a
4-element receive array (PulseTeq, UK). All volunteers provided informed consent
in compliance with institutional regulations.

Virtual 180 images of the resolution phantom were collected using the 3rd and 4th

protocols in Table 2.1; equivalent images with 180◦ echo trains were also collected.
In-plane resolution was 0.50 × 0.50 mm2. Virtual 180 images were reconstructed
with, and without, PSF correction. The SNR was evaluated as the average signal
in a homogeneous region divided by the average noise signal in a region outside the
phantom in the frequency encode direction.

Human brain images were collected with an in-plane resolution of 0.40×0.40 mm2

and a slice thickness of 2.0 mm. TR was 4300 ms, ESP was 15.0 ms, bandwidth
was 111 Hz/pixel. Thirty slices were collected with a 1.0 mm gap between edges.
Echo times were either 30 ms or 60 ms, based on the protocol. The 2nd, 3rd, and
5th virtual 180 trains from Table 2.1 were employed. Equivalent 180◦ FSE images
could not be collected due to prohibitive RF power deposition. Scan time was 4.6
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minutes.
Selection of design parameters is a compromise between RF power, SNR and

image blurring (noise amplification upon PSF correction). For typical parameters
wenvelope = 1.5, wprep = 0.5 and preparation amplitude Sprep = (1− Senvelope) /5,
we compute virtual 180 echo trains with different baseline signal amplitudes and
report their relative RF power and noise amplification factors as functions of their
maximum echo amplitude (given by 1− ζ).

2.3.5 Results

Cropped images of the resolution phantom are shown in Fig 2.16. Images acquired
with 180◦ refocusing pulses produce crisp images — blurred only by relaxation,
which is minimal in this water phantom. All resolution grids (the finest grid con-
tains 1.0 mm diameter holes with a 1.0 mm gap) are resolvable, although the leftmost
hole on the finest grid is not seen with an ETL of 8. The second virtual 180 se-
quence in Table 2.1 employed refocusing angles of 135◦, 121◦, 111◦, 96◦, 81◦, 73◦,
69◦, 68◦, required 29% relative RF power, and produced 99% of the large structure
SNR as the equivalent 180◦ echo train, Table 2.2. The virtual 180 echo is achieved
with a refocusing angle of only 121◦. The virtual 180 sequence displays blurring
as evidenced by incomplete separation of the finer resolution grids. PSF correction
restores lost resolution, at the expense of a measured 16% noise amplification, Ta-
ble 2.2. Images from the fourth virtual 180 train, using angles of 113◦, 124◦, 79◦,
53◦, 37◦, are shown in the bottom row of Fig 2.16. Signal intensities between 0.925
and 0.333 are requested in the virtual 180 protocol yet the measured SNR exceeds
98% of the 180◦ train. Again, blurring can be seen in the virtual 180 image, but is
efficiently corrected with a measured noise amplification of 1.75.

Table 2.2: Signal-to-noise ratios and noise amplification factors of conventional and
virtual 180 FSE, without and with PSF correction, in the resolution phantom.

SNR σ

Protocol Raw PSF Corr. Measured Theory

FSE (ETL 8) 14.9 — — —
V180 (#2) 14.7 12.7 1.16 1.21
FSE (ETL 5) 15.2 — — —
V180 (#4) 14.9 8.5 1.75 1.86

Virtual 180 images of the human brain are shown in Fig 2.17. Two axial slices
— the midbrain slice is cropped and enlarged — from three protocols are presented.
SNR and artifact levels of the selected slices are representative of the entire volume.
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Figure 2.16: FSE and virtual 180 images of a resolution phantom. The top row
compares standard 180◦ FSE with an ETL of 8 (a) to the 2nd virtual 180 sequence
from Table 2.1 before (b) and after (c) PSF correction. The bottom row compares
standard FSE with an ETL of 5 (d) to the 4th virtual 180 sequence without (e) and
with (f) PSF correction. Window and level is constant throughout.

The highly variable refocusing angles of the virtual 180 trains enabled acquisition
of multislice high resolution T2 weighted FSE images in a clinically tolerable 4.6
minute scan. The 10 s average RF power, measured from amplifier output and
deposited in the head and neck (∼3 kg), was 7.5 W for protocol 2 (left column),
5.6 W for protocol 3 (center column), and 4.4 W for protocol 5 (right column). An
equivalent train of 180◦ pulses would require an estimated 27 W and exceed SAR
limitations by a factor of 3. Blurring produces a relatively minor loss of resolution:
structural and vascular detail is nearly equivalent in all image sets, although edges
are enhanced — particularly Fig 2.17(l) — following PSF correction.

Traditional T2 weighting is observed in these virtual 180 images despite low
refocusing angles. Protocols 2 and 5 (left and right columns in Fig 2.17) have an
echo time of 30 ms, but stronger T2 weighting is observed with protocol 2. This
is attributed to higher refocusing angles and lower stimulated echo contributions in
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Figure 2.17: Representative axial images from three virtual 180 protocols. Images
(a, d, g, j) were acquired with protocol 2 from Table 2.1, (b, e, h, k) with protocol
3, and (c, f, i ,l) with protocol 5. Images d–f and j–l have PSF correction. Frames
g–l are cropped from full field-of-view slices through the mid-brain.
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protocol 2 than in 5.
The RF power and noise amplification factors of virtual 180 echo trains are plot-

ted in Fig 2.18 as functions of their maximum echo amplitudes, which are defined
by the linear attenuation factor ζ. Nine baseline signal amplitudes, equally spaced
between S0 = 0.1 and 0.9 are investigated. This analysis illustrates the compromise
between virtual 180 echo amplitude, RF power, and noise amplification/image blur-
ring. Multiple baseline signal amplitudes can achieve a target SNR, or desired RF
power. The choice of S0 then impacts the noise amplification upon PSF correction.
Typically, a larger baseline signal requires more RF power, but produces less signal
modulation during the echo train, yielding less noise amplification or blurring. Each
curve is defined over a limited domain: it’s minimum signal is equal to S0 — this
represents a standard low angle echo train with no virtual 180 envelope. The maxi-
mum possible echo amplitude is constrained by degradation of ideal SPSS coherence
due to large and rapid refocusing angle modulations. Selection of a baseline signal
near its maximal SNR is inadvisable: this produces a larger than necessary noise
amplification and fails to minimize the RF power.

Figure 2.18: (a) Relative RF powers and (b) noise amplification factors versus the
virtual 180 echo amplitudes, which are given by 1 − ζ, for 9 baseline signal am-
plitudes. For a given RF power, baseline signal selection involves a compromise
between SNR and noise amplification/blurring.

2.3.6 Discussion

The virtual 180 echo train is a low RF power variant of the CPMG echo train
[23, 24]: it retains the 90◦ excitation pulse and RF phase shift between excitation
and subsequent refocusing pulses, but varies the refocusing angles. It is based on
the transient magnetization response of a large change in refocusing angle. When
prepared into a low refocusing angle SPSS, magnetization can be rapidly driven
back into the transverse plane to form a coherent echo, resembling that from a 180◦

pulse. Encoding this echo into the center of k-space generates high SNR images at
a fraction of RF power requirement of a traditional CPMG train.
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The virtual 180 can be considered a short echo train TRAPS sequence [36]. In
both cases, the contrast dominant regions of k-space are collected with high signal
levels, while the periphery of k-space is acquired with reduced signal amplitude.
These sequences differ in the refocusing angles required to generate the signal mod-
ulation across the echo train. The TRAPS approach slowly and smoothly varies the
refocusing angles; to achieve full echo coherence, power intensive 180◦ refocusing
angles are required. The virtual 180 sequence employs rapid refocusing angle mod-
ulations to transition into the 180◦ SPSS. Very high echo coherence can be obtained
with exceptionally low refocusing angles. In train 3, Table 2.1, a 106◦ pulse is suffi-
cient to induce an echo with 92.5% of the 180◦ signal. Complete elimination of high
angle pulses enables the drastic RF power reductions afforded by the virtual 180
train. Furthermore, compatibility with long echo spacings enables long RF pulses
for further SAR mitigation without excessively eroding the available readout time.

The rapid refocusing angle modulations employed in virtual 180 trains necessi-
tate a loss of spin coherence and thus fail to fully maintain the SPSS. The parameter
ζ provides leeway for this loss of coherence and enables intentional reduction of the
echo amplitude in favour of RF power savings and reduced blurring. As shown in
Fig 2.18, minimizing ζ is a sub-optimal solution that requires unnecessary RF power
and produces excess noise amplification upon PSF correction.

We employ an offset and symmetric exponential signal envelope for virtual 180
echo formation. This envelope was selected empirically but appears favourable for
this purpose. The virtual 180 requires a rapid signal modulation to avoid high
angle pulses and should not have multiple echoes with high signal amplitude. The
symmetric exponential satisfies these criteria and is defined succinctly by its decay
constant, baseline signal, and echo amplitude. Additional investigation into optimal
signal envelopes is warranted.

This method is ideally suited to high resolution T2 weighted imaging in SAR
constrained regimes. As presented in Section 2.3.3, the virtual 180 cannot occur
at the first echo — this restriction imposes T2 weighting and obstructs efficient T1

weighted imaging. As observed with TRAPS [36], hyperecho [31], and other low
angle CPMG echo trains, the degree of T2 weighting is reduced as the stimulated
echo contribution increases [39]. We hypothesize that 180◦-equivalent T2 weighting
could be achieved by extending TE to account for the fraction of time magnetization
is exposed to longitudinal relaxation [39].

This method is hindered by image blurring and ringing caused by signal modu-
lation along the echo train. This flip angle induced signal modulation can be readily
corrected although high spatial frequency noise is amplified as peripheral k-space is
scaled. This process is optional and performed via post-processing; reconstructing
both data sets is a feasible option. We anticipate the PSF corrected images will be
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compatible with linear and non-linear noise filters, which are effective at suppressing
high spatial frequency noise. Relaxation blurring is not corrected, but is expected
to diminish with the virtual 180 train relative to the 180◦ train since the effective
transverse signal decay is diminished at low refocusing angles.

2.3.7 Conclusion

We have demonstrated that highly modulated refocusing angles can drastically re-
duce the RF power required for T2 weighted FSE imaging. An echo amplitude
approaching that of 180◦ pulses can be achieved, temporarily, without requiring
high angle pulses. When encoded into the center of k-space, this echo, termed a
“virtual 180”, enables T2 weighted FSE at a small fraction of the RF power of a
180◦ train, yet with no loss in SNR performance. Image blurring is observed, but
if required, can be corrected at the cost of spatial frequency dependent noise am-
plification. The utility of this method has been demonstrated for high resolution
human brain imaging at 4.7 T.



Chapter 3

Quantitative Fast Spin Echo

Imaging

Low and modulated refocusing angles effectively moderate the extreme RF power
deposition of FSE imaging at high magnetic field strengths and are relatively toler-
ant of heterogeneous RF fields. Conversely, traditional quantitative T2 measurement
techniques are extremely sensitive to variations in refocusing angle. This chapter de-
scribes a method for data processing to reduce sensitivity to sub-optimal refocusing
conditions, thus enabling quantitative measures at high field strengths.

3.1 Transverse Relaxometry with Stimulated Echo

Compensation1

3.1.1 Abstract

Presented is a fitting model for transverse relaxometry data acquired with the
multiple-refocused spin echo sequence. The proposed model, requiring no addi-
tional data input or pulse sequence modifications, compensates for imperfections in
the transmit field and radiofrequency profiles. Exploiting oscillatory echo behav-
ior to estimate alternate coherence pathways, the model compensates for prolonged
signal decay from stimulated echo pathways yielding precise monoexponential T2

quantification. Verified numerically and experimentally at 4.7 T in phantoms and
the human brain, over 95% accuracy is readily attainable in realistic imaging situ-
ations without sacrificing multislice capabilities or requiring composite or adiabatic
RF pulses. The proposed model allows T2 quantitation in heterogeneous transmit
fields and permits thin refocusing widths for efficient multislice imaging.

1A version of this section has been published. Lebel RM, Wilman AH. Transverse relaxometry
with stimulated echo compensation. Magn Reson Med 2010; in press.
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3.1.2 Introduction

Relaxation of transverse magnetization is a fundamental MRI contrast mechanism;
it aids tissue and pathology delineation and is indicative of tissue microstructure.
It is characterized by the exponential decay of magnetization with a time constant
T2 (or a rate R2 = 1/T2). Transverse relaxometry — the quantification of T2 times
— is important for protocol optimization, disease detection [75, 119, 83], and tissue
characterization in the brain [120, 121] and body [122, 123, 124, 125].

Spin echo techniques are typically regarded as the gold standards for in-vitro
NMR transverse relaxometry [23, 24]. The imaging variant forms complete images
at each echo time and relaxation times are extracted via mono- or multiexponential
fitting [126]. Spin echo approaches require 180◦ refocusing angles to generate echo
amplitudes modulated exclusively by T2 decay [127, 128, 129]. In practice, the ideal
refocusing stipulation is chronically violated: finite refocusing thickness, nonrect-
angular slice profiles, transmit calibration errors, and radiofrequency interference
effects [55] — a pronounced phenomena at high field — all collude to alter the re-
focusing angles. This introduces T1 weighted stimulated echo pathways into echo
formation, confounding the pure spin echo T2 measurement. The hallmark of echo
contamination, for any of the above reasons, is a hypointense first echo (lacks stim-
ulated echo contribution) [26]; subsequent echoes display roughly monoexponential
relaxation, but with an artificially long time constant.

A partial remedy prescribes the refocusing width (WR; units of distance), at
approximately three times the excitation width (WE) [130]. This minimizes refo-
cusing profile errors, but limits multislice imaging efficiency and fails to address
RF calibration errors or inhomogeneity within the image plane. Several works have
discarded the first echo [131, 132], favoring improved fits; while accuracy is im-
proved, this necessity indicates T1 contamination and systematic T2 misestimation.
Additionally, first echo rejection may compromise quantification of short T2 compo-
nents, such as myelin, cartilage, and muscle, whose signals will decay appreciably
prior to the second echo. Echo editing techniques, which vary the crusher gradi-
ent area surrounding each refocusing pulse to isolate the desired spin echo pathway
[126, 127, 128, 129, 26], permit accurate relaxometry at clinical field strengths. These
approaches use nonselective composite refocusing pulses to minimize sensitivity to
transmit (B+

1 ) and static (B0) field heterogeneities, necessitating a single slice ex-
citation. The accuracy of these methods still deteriorates in regions lacking ideal
refocusing as magnetization is lost to alternate coherence pathways. Signal-to-noise
is degraded in these regions and a correction scheme may be needed for accurate
measurements [133, 134].

Alternative T2 mapping techniques exist, but none are perfect. Inversion recov-
ery balanced steady-state free precession can be used to simultaneously map T1,
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T2, and proton density [135], but requires accurate knowledge of the tip angle, is
sensitive to static field inhomogeneities, and accuracy is affected by the slice profile
in two-dimensional acquisitions. A three-dimensional method, DESPOT2 [136], ex-
tracts T2 from images at two different flip angles, but requires prior T1 information
— typically provided by its companion method, DESPOT1. This method offers
full brain quantification in clinically acceptable durations, but without additional
corrective data is sensitive to B

+
1 [137] and B0 [138] heterogeneities.

The EPG algorithm [26, 29] computes echo amplitudes given T1, T2, the ESP, and
an arbitrary sequence of refocusing angles. It has been used to accurately predict
and tailor image contrast with reduced refocusing angle echo trains [39, 38]. Jones
et al. [139] demonstrated an inverse solution was possible: refocusing angles and
relaxation times could be estimated from echo train amplitudes. While novel, this
work neglected imperfect slice profiles, which are a significant source of stimulated
echoes. Furthermore, they omitted discussion of T1, a required input into the EPG
algorithm and a potential confound in the T2 measurement.

Here, we present a more complete fitting model for transverse relaxometry data
acquired with the standard (phase-encode rewound, constant crusher area) multiple-
refocused spin echo sequence based on Jones et al.’s approach. Our proposed stimu-
lated echo compensated model, accounts for imperfect RF slice profiles, requires no
additional data input, and is validated for a wide range of imaging situations and
relaxation times. The proposed model estimates the relative transmit field from
oscillatory signal behavior and compensates for alternate echo pathways. It allows
accurate T2 quantitation in heterogeneous transmit fields and permits spatially thin
refocusing widths relative to the excitation width for efficient multislice imaging.

3.1.3 Materials and Methods

All experimental data were acquired using a Varian Unity Inova 4.7 T whole-body
imaging system. Maximum gradient strength was 60 mT/m with a slew rate of
120 T/m/s. Data from phantoms were acquired with an 18 cm diameter bird-
cage coil; human brain images with a 27 cm birdcage coil. Gaussian pulses (time-
bandwidth product, 2.69) were used throughout as they deposit less RF power than
most conventional shaped pulses, enabling RF power-constrained human imaging at
4.7 T. Substandard gaussian slice profiles also provide a worst-case scenario assess-
ment of our proposed model.

Stimulated Echo Compensation

Any accurate fitting model for transverse relaxometry generates signal decay curves
— typically via numerical modeling of salient spin behavior — for comparison with
experimental data. For multiple-refocused spin echo, decay curves can be generated
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via Bloch magnetization simulations of the RF pulses and the spin evolution and
relaxation during the interpulse spacings. Unfortunately, this process is computa-
tionally intense, necessitating a large digital sampling density across the slice, and
becomes impractical for multivoxel curve fitting.

An accelerated approach employed in this work uses the EPG algorithm, which
given T1, T2, ESP, and refocusing angles, efficiently computes echo amplitudes.
Its computational implementation is detailed elsewhere for general [26, 29] and spin
echo specific [38] cases. This algorithm partitions magnetization following excitation
into numerous coherence pathways; it evaluates T1 and T2 relaxation along each
pathway to accurately compute amplitudes of echoes formed from the mixture of
these pathways.

Our proposed fitting routine is a nonlinear least-squares algorithm whose ob-
jective function is an aggregate decay curve representing EPG-generated echo train
amplitudes integrated over the slice profile. Required inputs are the distribution of
prescribed excitation angles along the slice profile (for simplicity, the z direction),
αEX(z), and the distribution of prescribed refocusing angles, αj(z), at the j

th echo.
These distributions can be approximated from the frequency responses of the RF
pulses, obtained from the Fourier transform of their time modulation. Implications
of this assumption are investigated in this work. Also required are key sequence
parameters, namely the ESP and the ETL. Unknown are relaxation times T1 and
T2; a relative RF transmit scaling factor, B

+ rel

1 (unitless and near unity); and a
global amplitude scaling factor, Ascale.

The EPG based fitting routine computes its objective function by first approx-
imating MEX(z), the transverse magnetization along the slice profile immediately
following excitation, according to:

MEX(z) = M
(0)
z sin

�
B

+ rel

1 · αEX(z)
�

(3.1)

M
(0)
z is the longitudinal magnetization prior to excitation. It is assumed to be

uniform along the slice direction due to the combination of saturation during the
previous echo train and recovery during the repetition time. The excitation angle
across the slice profile is set, presumably but not strictly necessarily, at 90◦. The
fitting parameter B

+ rel

1 further scales the excitation angle. The coherent transverse
magnetization of the j

th echo as a function of slice position Mj(z) is then calculated
using the EPG algorithm:

Mj(z) = MEX(z) · EPG
�
T1, T2, ESP,B

+ rel

1 · α1...j

�
(3.2)

The entire refocusing angle history, α1...j , is relevant to the j
th echo. The slice

profile dependence is determined by the refocusing shape and spatial width. Re-
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focusing angles are traditionally all prescribed at 180◦; like the excitation pulse,
they are scaled by B

+ rel

1 . Finally, the aggregate decay curve C — the objective
function for nonlinear fitting — is the time course of the above echo magnetization,
globally scaled by Ascale (accounts for M

(0)
z , coil sensitivity, receiver gain, etc.) and

integrated over the slice profile:

Cj =
�

Ascale

�

z

Mj(z�) dz
� : j is an integer : 1 ≤ j ≤ ETL

�
(3.3)

This process is summarized in Fig 3.1, where signal decay, computed with the EPG
algorithm, is plotted at discrete locations along the slice profile and the aggregate
decay is projected on the far slice axis. Harsh conditions (gaussian RF envelopes,
B

+ rel

1 = 0.5, WR = 2.0WE) were used to generate this figure to demonstrate signal
oscillations from alternate echo pathways and to emphasize variation in decay times
across the slice profile. Our implementation uses 85 discrete points spanning ±5
standard deviations across the gaussian excitation envelope.

Figure 3.1: Simulated signal decay at discrete locations along the slice profile for a
multiecho spin echo acquisition and the net signal, scaled and projected onto the far
slice position axis. Signal oscillations arise from stimulated echo contributions due
to finite refocusing width (WR = 2.0WE) and miscalibrated transmit (B+ rel

1 = 0.5).
The net signal serves as the objective function for least squares fitting.

Symmetry of the spin echo signal at refocusing angles surrounding 180◦ permits
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two distinct B
+ rel

1 solutions with the proposed fit, one above unity (i.e., αj > 180◦),
and one below (i.e., αj < 180◦). This precludes true transmit filed extraction but
permits estimation of refocusing angle deviation from 180◦. Since the relaxation
times are unaffected, we add the constraint 0 < B

+ rel

1 ≤ 1.
Given a multiecho spin echo decay curve, T1 and T2 components are indistin-

guishable, as illustrated in Fig 3.2. In this example, we have purposely chosen three
species with different relaxation times (A: T1/T2 = ∞/100 ms; B: 1000/100 ms; C:
115/115 ms) that display nearly identical decay when refocused with 120◦ pulses.
The above species have similar T2 values and contrasting T1 values: a maximum
15% deviation in T2 is observed between extreme limiting cases of long and short
T1. Magnetization exposed to longitudinal decay via stimulated echo pathways is
largely preserved for subsequent echo formation — even when T1 is short. The
result is an effective relaxation time appearing longer than the true transverse re-
laxation time. To compensate for this effect and to permit T2 estimation, we assume
T1 � T2. With this assumption, all remaining unknowns in the proposed fit — T2,
B

+ rel

1 , and A — can be estimated. The remainder of this work focuses on validating
the assumptions intrinsic to this model.

Figure 3.2: Simulated signal decay with 120◦ refocusing pulses from three species
with relaxation times chosen for overlapping decay curves. A pure exponential
decay curve with T2 = 100 ms is shown for reference. Note the signal oscillations
and slower apparent decay in the three species relative to the exponential. This
behavior is largely independent of T1.
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Numerical Validation

To validate the approximations used in our proposed fit, namely using the RF fre-
quency response as input to the EPG routine and assuming infinite T1, simulated
multiecho spin echo decay curves were generated using Bloch simulations then fit
using the proposed method. Simulations of the slice-selective excitation and refocus-
ing pulses, via hard pulse decomposition, as done in the Shinnar-LeRoux transform
[140], account for Bloch equation nonlinearity; evaluation of T1 and T2 relaxation
between RF pulses models the full relaxation behavior. These curves were fit with
the traditional exponential model and with our stimulated echo compensating model
to probe the effects of noise, finite T1, B

+ rel

1 variation, and relative RF pulse widths.
Unless stated otherwise or used as an independent variable, the following standard
simulation parameters were assumed: T1 = 1000 ms, T2 = 100 ms, WR = 1.75WE ,
B

+ rel

1 = 1.00, ESP = 15.0 ms, and ETL = 32.
Noise stability was investigated with the addition of zero-mean gaussian white

noise to a simulated data set generated with the above parameters. This mimics
a phase sensitive reconstruction where the image signal and noise are real-valued.
Noise was generated with a predefined standard deviation; signal-to-noise (SNR)
was defined as amplitude of the first, noise-free echo divided by the requested noise
deviation. At each SNR value, 4096 independent trials were characterized with the
exponential and proposed models.

Phantom Validation

Ten solutions with manganese concentrations exponentially spaced between 0.039
and 1.5 mM were placed in 1.0 cm diameter (15 mL) cylindrical plastic laboratory
tubes. Samples were scanned individually; transmit power and shim settings were
calibrated for each sample. Slice-selective profiles (i.e., orthogonal slice-select and
readout gradients, no phase-encode gradients) were obtained with the slice-select
direction parallel to the long axis of the tube. Repetition time was 4.00 s, ESP
was 7.25 ms, and ETL was 256 echoes. Excitation and refocusing pulse durations
were 2.00 ms (bandwidths of 1.35 kHz). Profiles were collected with a 10.0 mm
excitation width and with refocusing widths of 35.0 mm, 17.5 mm, and 10.0 mm. At
each refocusing thickness, the transmit gain (i.e., B

+ rel

1 ) was adjusted for refocusing
angles of 180◦, 150◦, 120◦, 90◦, 60◦, and 30◦ and correspondingly reduced excitation
angles. Decay curves were fit with a monoexponential curve and with our proposed
model. True T2 values were measured with 50.0 mm refocusing widths and 180◦

refocusing angles and were fit with the exponential model. T1 was measured with
slice-selective inversion recovery spin echo. Adiabatic inversion pulses were used
with inversion times arrayed between 25.0 and 2500 ms; T1 was extracted with a
least-square fit. Repetition time for T1 measurements was 11.0 s.
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To assess the performance of our model in an imaging situation with large B1

variation we obtained multiecho spin echo images of an 11 cm diameter cylindrical
phantom. The phantom was doped with 0.15 mM manganese chloride and 3.0 mM
sodium chloride. Transmit power was calibrated on a readout profile; a prescribed
angle represents the mean (weighted by reception sensitivity) of the tip angle dis-
tribution in the center of the profile. Repetition time was 2.00 s, ESP was 15.0 ms,
ETL was 20, field-of-view was 16 cm × 16 cm, and the imaging matrix, homodyne
reconstructed from 75% phase partial Fourier, was 128 × 128. Excitation profiles
were 5.0 mm thick and the refocusing widths were 17.5 mm; excitation pulses were
7.00 ms long (bandwidth, 384 Hz) while the refocusing pulses were 2.00 ms (band-
width, 1.35 kHz). Images were fit on a pixel-by-pixel basis with a monoexponential
and with our proposed fitting algorithm. T1 was measured as described above for
the small phantoms.

In Vivo Validation

Multiecho spin echo images of the human head were obtained in multislice mode
to assess the accuracy of our proposed fit model. Relaxation maps of the human
brain were obtained from six healthy consenting adults (five men, one woman; mean
age: 29 years, standard deviation: 3 years). Three transverse slices with 5.0 mm
excitation widths were collected twice: once with refocusing widths of 25.0 mm and
again with 5.0 mm widths. A 30.0 mm gap between slices was prescribed to avoid
crosstalk. Excitation and refocusing pulses were 6.00 ms in duration (bandwidth,
448 Hz). Excitation and refocusing angles were prescribed at 90◦ and 180◦, respec-
tively. As above, transmit power was calibrated on a readout profile. Additional
imaging parameters include: a repetition time of 4500 ms, an ESP of 15.0 ms, an
ETL of 20, a field-of-view of 23 cm × 16 cm, and an imaging matrix, homodyne
reconstructed from 60% phase partial Fourier, of 192 × 133. Acquisition time was
6.0 min per image set. Slice coverage, train length, and acquisition efficiency were
limited by RF power deposition. Images were fit on a pixel-by-pixel basis with
the proposed and exponential models. Bilateral regions-of-interest were drawn on
representative sections of frontal white matter (WM), splenium of the corpus callo-
sum, thalamus, putamen, globus pallidus, and head of the caudate nucleus. Frontal,
motor, and occipital cortices were sampled with sets of discrete points selected to
minimized partial voluming.

3.1.4 Results

Experimental echo amplitudes from a small 0.3 mM manganese phantom and fits
are shown in Fig 3.3. Data acquired under near-ideal conditions are shown in black
and decay with a relaxation time of 27.0±0.5 ms, as estimated with the exponential
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Figure 3.3: Experimental signal decay and fits from a 0.30 mM manganese phantom.
The near-ideal measurement with WR = 5.00WE and B

+ rel

1 = 1.00 (open circles),
its exponential fit (dashed line), and our proposed fit (solid line) are shown in black.
A nonideal acquisition with WR = WE and B

+ rel

1 = 0.67 (open diamonds), its
exponential fit (dashed line), and our proposed fit (solid line) are shown in gray.

model. The proposed fit yields 26.4 ± 0.3 ms. Data and fits using equal refocusing
and excitation widths and 120◦ refocusing angles (B+ rel

1 = 0.67) are shown in gray.
Pronounced initial oscillation is superimposed on prolonged exponential decay. Ex-
ponential fitting estimates an erroneous decay time of 42.0 ± 2.9 ms; our proposed
fit yields a more accurate value of 25.3 ± 0.5 ms. Error bounds represent the 95%
confidence intervals in the fitting procedure — they do not account for model in-
accuracy. In both examples, our proposed model incorporates signal oscillations
and prolonged decay from stimulated echo contributions and provides accurate T2

estimates with narrower confidence bounds than the exponential fit, which fails to
address these issues. The data and fit quality shown in Fig 3.3 are representative of
all phantom data. The T1 in this sample was measured at 376 ms, giving a T1/T2

ratio of ∼14. Transverse relaxivity of the manganese phantoms was measured as
122 mM−1s−1; longitudinal relaxivity was 7.86 mM−1s−1. The T1/T2 ratio varied
smoothly between 7.77 at low-ionic concentration (0.039 mM) and converged at 15.2
at high concentration (1.5 mM).

Using the standard Bloch simulation parameters (T1 = 1000 ms, T2 = 100 ms,
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ESP = 15 ms, ETL = 32, WR = 1.75WE), stabilities of both fitting procedures at
finite SNR values are shown in Fig 3.4. The median relaxation time provided by the
exponential fit is uniformly erroneous at all SNR levels due to the narrow refocusing
thickness. The median relaxation time from the proposed fit provides improved
accuracy over the exponential at all SNR levels, but deviates at very low SNR levels
where erroneous B

+ rel

1 estimates reduce the reported relaxation time. Shaded areas
represent the first and third quartile in reported transverse relaxation times. With
an extra fitting parameter for B

+ rel

1 , the stimulated echo compensated approach
provides reduced precision than the exponential fit: over the entire SNR range, the
proposed fit has an interquartile range 1.6 times larger than the exponential.

Figure 3.4: Simulated median accuracy of the proposed fit (solid black line) and
exponential fit (dashed gray line) as functions of the SNR. Shaded areas represent
the first and third quartile of reported relaxation times observed during 4096 random
trials at each SNR value.

Simulated accuracies of both fit models for species with finite T1 values are
shown in Fig 3.5 for two refocusing angles and three refocusing widths. In Fig 3.5a,
B

+ rel

1 is unity; in Fig 3.5b, B
+ rel

1 = 0.67. In both parts, the upper three gray
curves represent exponential fits at different refocusing widths; the lower three black
curves represent the proposed EPG based fits. With B

+ rel

1 at unity and T1/T2

above five, the proposed fit has <5% error at all refocusing widths while accuracy
of the exponential fit decreases rapidly as the refocusing width is reduced. Transmit
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Figure 3.5: Simulated accuracy of the exponential (upper three curves, gray) and
proposed (lower three curves, black) models as functions of T1/T2. Computed T2

values are shown as a percentage of true T2 at refocusing widths of 3.50WE (solid
lines), 1.75WE (dashed lines), and 1.00WE (dotted lines) for (a) B

+ rel

1 = 1.0, and
for (b) B

+ rel

1 = 0.67.

heterogeneities affect both fit models, as shown in Fig 3.5b. The exponential fit
massively overestimates T2 at nearly all T1/T2 ratios while the proposed fit remains
within 5% error at T1/T2 ratios above ten. The proposed fit overestimates T2 due to
the assumption that the tip angle distributions result from the frequency response
of the RF pulses; this is most evident when B

+ rel

1 is unity, T1/T2 is large, and
WR = WE , where a 4.1% overestimation is observed.

The effect of finite refocusing width on fit accuracy, investigated in more detail,
is shown in Fig 3.6. In Fig 3.6a, simulated accuracy is presented for both models
at T1/T2 ratios of 5, 10, and 20. Considerably improved results are obtained from
our proposed model relative to the exponential model at all refocusing widths. Our
proposed method deviates by <5% as the relative refocusing width is reduced to
unity. Experimentally determined slopes, relating estimated T2 versus true T2, as
measured with near-ideal conditions in all small Mn2+ phantoms, are shown in
Fig 3.6b. The exponential fit displays considerable overestimation, particularly with
thin refocusing widths, while the proposed model provides <5% error in all cases
investigated.

The effects of transmit variations are shown in Fig 3.7. Fig 3.7a plots simulated
accuracy of both fit models, at three T1/T2 ratios, versus B

+ rel

1 . The proposed fit
outperforms the exponential at all B

+ rel

1 values, the latter has a minimum 17% error
when WR = 1.75WE (consistent with Fig 3.6a). Our proposed fit underestimates T2

at very low or high B
+ rel

1 values, particularly when T1 is short, as the fraction of
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Figure 3.6: Simulated accuracy of the exponential fit (upper three curves, gray) and
the proposed fit (lower three curves, black) as functions of refocusing width. Three
T1/T2 ratios are investigated: 5 (dashed lines), 10 (solid lines), and 20 (dotted lines).
b: Experimental slopes (relating estimated T2 to true T2), expressed as a percentage,
for the exponential fit (triangles, dashed line) and the proposed fit (squares, solid
line) at three refocusing widths. B

+ rel

1 is unity throughout this figure.

stimulated echo pathways increase. Experimental results, Fig 3.7b, confirm that our
proposed method is far less sensitive to transmit deviations than the exponential;
only 5% underestimation is observed at B

+ rel

1 = 0.5 (i.e., 90◦ refocusing) with
our method compared with 37% overestimation with the exponential. A full list
of experimentally measured slopes relating estimated T2 values to true T2 values
in all small Mn2+ phantoms are listed in Table 3.1. The proposed fit is robust to
variations in refocusing width with no measured change in slope at any B

+ rel

1 value.
Over 95% accuracy is maintained at B

+ rel

1 values greater than or equal to 0.5; loss
of accuracy is only observed at very low B

+ rel

1 values.
Transverse relaxation maps from the large uniform phantom are presented in

Fig 3.8. In Fig 3.8a, T2s are estimated with the exponential fit; in Fig 3.8b, with the
proposed fit. The B

+ rel

1 map, from the proposed method, is shown in Fig 3.8c. The
exponential fit returns a heterogeneous distribution of relaxation times while the
proposed fit yields a flat map unaffected by transmit variations. Profiles through
the T2 maps are shown in Fig 3.8d. Along this profile, the exponential fit predicts
values between 60 and 180 ms while the proposed fit ranges between 53 and 59 ms;
the relative transmit field along this profile ranges from 0.32 and 0.92. A scatter plot
of T2 versus B

+ rel

1 for all signal containing pixels is shown in Fig 3.8e, confirming,
as shown in Fig 3.7, that the proposed fit is resilient to B

+ rel

1 variations. The true
T2 value of this phantom is estimated at 60 ms — the intersection point of both
methods as B

+ rel

1 approaches unity. The T1 was measured at 690 ms, yielding a
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Figure 3.7: Simulated accuracy of the exponential fit (upper three curves, gray)
and the proposed fit (lower three curves, black) as functions of B

+ rel

1 . Three T1/T2

ratios are investigated: 5 (dashed lines), 10 (solid lines), and 20 (dotted lines).
b: Experimental slopes, determined via linear regression of estimated T2 versus
measured T2 under ideal conditions at all manganese concentrations in the small
phantoms, expressed as a percentage, for the exponential fit (triangles, dashed line)
and the proposed fit (squares, solid line). Error bars are occasionally smaller than
the data points. Refocusing widths of 1.75 times the excitation width were used in
this figure.

Table 3.1: Experimentally Measured slopes, expressed as percentages, relating es-
timated T2 values to true T2 values for the proposed and exponential fits at low
transmit amplitudes and finite refocusing widths. Average uncertainty: ±3%.

B
+ rel

1
Stimulated echo compensated fit Exponential fit

WR/WE = 3.50 1.75 1.00 WR/WE = 3.50 1.75 1.00

1.00 97 98 98 102 109 115
0.83 98 97 96 103 110 117
0.67 96 96 95 110 118 125
0.50 94 95 95 129 137 145
0.33 87 90 91 159 172 179
0.17 73 74 70 196 221 224



94 Chapter 3: Quantitative Fast Spin Echo Imaging

Figure 3.8: Comparison of the exponential and the proposed relaxation models on a
uniform, manganese-doped water phantom. a: T2 map derived with the exponential
fit. b: T2 map estimated with the proposed fit. Intensity scale for (a, b) is from 10 to
200 ms. c: Contour plot of the B

+ rel

1 transmit field, as estimated with the proposed
model, scaled from 0 to 1 with contours every 0.05 units. d: Profiles through the
T2 maps along the dotted line in (b). e: Scatter plot of T2 values versus estimated
B

+ rel

1 from all signal containing voxels.

T1/T2 ratio of 11.5.
In vivo results are shown in Fig 3.9. With wide refocusing pulses (upper row),

both models yield very similar results in regions of ideal B
+ rel

1 . The models de-
viate in the upper left and lower right of the images, where the estimated B

+ rel

1

field is low. With thin refocusing pulses (middle row), the exponential yields a 30%
baseline overestimation of T2, with further exaggeration in regions of low B

+ rel

1 .
Profiles through the four maps, along the region indicated in Fig 3.9b, show the
stimulated echo compensated fit returns equivalent relaxation times at both refo-
cusing widths while the exponential is incompatible with thin refocusing. Average
transverse relaxation times in various brain structures are presented in Table 3.2.

3.1.5 Discussion

Stimulated echoes are a major source of error in multiecho spin echo relaxome-
try. Most approaches aim to minimize their contribution via wide refocusing pulses
and faith in uniform transmit fields, or by excluding alternate echo pathways then,
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Figure 3.9: In vivo T2 maps with WR = 5WE are shown in (a) and (b); maps
with WR = WE in (d) and (e). An exponential fit was used to generate (a) and
(d) while the proposed fit was used in (b) and (e). Intensity scale is from 10 to
300 ms. Image (c) is the difference between maps (a) and (b); image (f) is the
difference between (d) and (e). Difference images are scaled between 0 and 100 ms.
The B

+ rel

1 map, estimated with the proposed fit and scaled from 0 to 1, with 0.05
contour separations, is shown in (g). Profiles through the four T2 maps, along the
dotted line in (b) are shown in (h). Gray lines represent the exponential fit, the solid
line shows WR = 5WE , the dash-dot line depicts WR = WE . Black lines represent
the proposed fit, the dotted line represents WR = 5WE ; the dashed line, WR = WE .
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Table 3.2: Average T2 values, estimated with the proposed fit at 4.7 T, reported
as the inter-subject mean ± standard deviation in specific brain regions from six
healthy volunteers. Regions marked ∗ are averaged over five individuals due to
unreliable slice location.

Frontal Frontal Motor Occipital
WM Splenium∗ cortex cortex∗ cortex

T2 (ms) 53 ± 3 64 ± 4 72 ± 2 55 ± 3 55 ± 1

Globus
Thalamus∗ Putamen∗ pallidus∗ Caudate

T2 (ms) 53 ± 2 55 ± 3 38 ± 2 60 ± 3

if need be, correcting for lost signal. We have presented a fitting model embrac-
ing stimulated echoes to permit relaxometry in heterogeneous transmit fields and
improve multislice imaging efficiency. Our proposed method requires no sequence
modifications but needs the shapes and spatial widths of excitation and refocusing
pulses.

The proposed model assumes magnetization evolving in alternate coherence
pathways experiences negligible T1 relaxation. Accurate results are obtained when
either T1 is much longer than T2 or when magnetization is concentrated in primary
spin echo pathways. This is an improvement over the exponential model, which re-
lies exclusively on the latter condition. As shown in Figs 3.5-3.7 and Table 3.1, the
proposed model is insensitive to variations in refocusing width, transmit variation,
and even T1/T2 ratio; it matches or outperforms the exponential fit in all cases.
From simulated and experimental data, accuracy below 95% is rarely observed.

In practice, the above combinations yielding inaccurate T2 relaxometry with our
method occur very rarely. Most biological tissues of interest have large T1/T2 ratios.
At 1.5 T, ratios for gray matter range between ∼11 and ∼15 [141], WM between
∼8.5 and ∼11 [141], muscle and cartilage have ratios of ∼32 and ∼25, respectively
[142]. Several tissues, notably fat and cerebrospinal fluid, have small T1/T2 ratios.
Although these tissues are rarely of interest from a relaxometry perspective, our
method may still offer a marginal improvement over an exponential fit.

We anticipate the utility of our proposed model to improve with static field
strength. First, model accuracy improves with T1/T2 and this ratio increases with
field strength. At 7.0 T cortical gray matter and WM have T1 values of 2132 ms
and 1220 ms, respectively [108]. Neglecting substantial T2 shortening, ratios of
at least 23 in gray matter and 17 in WM are expected at 7.0 T — nearly a 2-
fold increase from 1.5 T. Second, the B1 distribution broadens with field strength
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[54, 143], necessitating some form of stimulated echo compensation.

The in vivo relaxation times reported in Table 3.2 are in excellent agreement
with those recently published by Mitsumori et al. [46] using adiabatic refocusing on
54 individuals at 4.7 T. This further suggests the proposed fit is applicable to T2

quantification at high field.

Echo editing techniques have been used successfully at field strengths up to
3.0 T [144]. Despite composite RF pulses, these approaches remain sensitive to B0

heterogeneity and to B1 variations exceeding ∼30% (see Fig 6a in [126]) whereby
considerable signal exclusion occurs following each refocusing pulse. Correction
schemes have been proposed [134], but additional information, such as a B1 field
map, is required and SNR is irreparably degraded. Extension to multislice mode
is possible via time consuming 3D scans [145] or nontrivial T2 preparation meth-
ods [146, 147]. Although our model contains several assumptions and may slightly
misestimate T2 (provided T1 is short and refocusing pulses are <90◦), it operates
in multislice mode, is compatible with short echo spacings and long echo trains,
compensates for B1 variations, and does not require additional data input. As such,
it presents a practical alternative to echo editing techniques.

The multiexponential analysis capabilities of the proposed fit have not been
explored in this work. We anticipate compatibility with the non-negative least-
square algorithm [120, 139, 148], although an additional optimization stage may be
required to solve for B

+ rel

1 . As with all fitting models, incidental magnetization
transfer during multislice acquisitions [109] will preclude quantification of tissues
with multiple water compartments [78].

As presented, the proposed fit requires the RF profiles to compute the refocus-
ing angle distribution across the excitation profile. The model can be simplified,
and computationally accelerated, if very thick refocusing pulses or very high time-
bandwidth pulses are used. If the refocusing angles are uniform across the excitation
width, the integral in Eq 3.3 may be collapsed into a single echo train, eliminating
the need for RF profile input and computation of echo trains at multiple profile
locations.

In most cases, finite refocusing widths contribute to stimulated echo formation
and pulse profiles should be considered. Bloch simulations provide faithful repre-
sentations of the magnetization states following excitation and refocusing and can
produce reliable decay curves; however, the EPG compensation approach, using the
Fourier pulse profiles, provides exceptional fit accuracy. The Fourier slice profile
assumption tends to overestimate T2, in contrast to neglecting T1 relaxation, which
underestimates T2. Simulation results in Figs 3.5a, 3.6a, and 3.7a indicate a maxi-
mum 4.1% overestimation due to the Fourier assumption, occurring only with equal
excitation and refocusing pulse widths, very long T1 values, and B

+ rel

1 near unity.
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Misestimation of the B
+ rel

1 field is the largest consequence of using the Fourier slice
profiles. The Fourier width of the refocusing pulses overestimates the actual mag-
netization width [140]. This inflates the fraction of stimulated echoes, which are
then attributed to an artificially low B

+ rel

1 field. This can be observed in Fig 3.8e
where the B

+ rel

1 field fails to reach unity, but relaxation times remain accurate.
Ultimately, an estimate of the RF profiles — even a suboptimal, but rapid, Fourier
approach — yields accurate transverse relaxometry.

The proposed fit is designed for data acquired with a multiecho spin echo se-
quence where complete images are formed at each echo time. For each voxel, fitting
is performed on the full echo train; this is necessary for simultaneous B

+ rel

1 and
T2 extraction. We believe accuracy could be improved with additional data input.
An external T1 estimate would lift the infinite T1 assumption and improve accuracy
with very thin refocusing widths in extreme B1 environments. A B1 map could
improve accuracy and precision by removing one degree of freedom from the fitting;
it could also permit accelerated data acquisition via echo sharing. Alternatively,
spatial regularization of the B

+ rel

1 field will constrain this parameter, improving
fitting accuracy and precision.

Finally, we note that the proposed model does not dispute exponential decay of
individual isochromats. Traditional exponential relaxation, via T1 and T2 processes,
still occurs. The superposition of isochromats, each with unique T1 and T2 weighting,
produces nonexponential signal decay [139].

3.1.6 Conclusion

We have described and validated a fit model for multiecho spin echo data that esti-
mates the transmit field and incorporates stimulated echo contributions for accurate
transverse relaxometry. The proposed model is compatible with the commonly avail-
able multiecho spin echo pulse sequence and requires no additional data input. We
have shown, both numerically and experimentally, that this model exceeds 95% ac-
curacy for a wide range of imaging environments and refocusing widths. The fit
permits accurate transverse relaxometry in heterogeneous transmit fields and allows
thin refocusing pulses.



Chapter 4

Multiecho Gradient Echo

Effective spin echo methods are extremely advantageous at high magnetic field
strengths where magnetic susceptibility effects can produce signal voids near
air/tissue boundaries in GRE sequences. Despite limitations, GRE methods are
largely complementary to spin echoes. Image phase and enhanced venous contrast
contribute additional information; low RF power enables efficient acquisitions. This
chapter contains the description of an acquisition modification and data processing
pipeline for susceptibility artifact correction and extraction of numerous data sets
from 3D multiecho GRE data.

4.1 Field-Corrected 3D Multiecho Gradient Echo:

Extraction of T �

2 Weighting, Quantitative R�

2, and

Susceptibility Phase.1

4.1.1 Abstract

The proliferation of susceptibility weighted imaging (SWI) and the trend toward
high magnetic field strengths have popularized GRE sequences for high resolution
neurological studies. Presented is a method for optimizing 3D multiecho GRE ac-
quisitions and image processing for the extraction of quantitative R

�
2, composite T

�
2

weighting, and susceptibility related datasets. A simple, but optional, pre-scan is
proposed to pre-condition data and improve subsequent processing. A susceptibility
correction method, for reduction of signal voids near air/tissue interfaces, is adapted
from several previous works and applied to artifact suppression in three-dimensional
composite T

�
2 weighted images and quantitative R

�
2 maps. Susceptibility phase im-

1A version of this section has been presented. Lebel RM, Wilman AH. Field-corrected 3D
multiecho gradient echo: Simultaneous extraction of quantitative R2*, T2* weighting, SWI, and
venography. In Proceedings of the Joint Annual Meeting of ISMRM-ESMRMB, Stockholm, Sweden,
2010. p. 5002.
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ages are obtained at each echo using a novel adaptive filtering technique that modi-
fies its cutoff frequency based on the residual phase offset and local phase deviation.
This filter is shown to suppress background phase artifacts more uniformly than a
filter with constant width. Filtered phase images at each echo time are combined
into a single image, based on optimal CNR criteria. The utility of this acquisition
and processing pipeline is demonstrated for high resolution neurological imaging.

4.1.2 Introduction

Modern high field MRI scanners offer improved SNR and some enhanced contrast
mechanisms relative to lower field machines. GRE sequences are gaining popularity
at high field due to low RF power deposition, the potential for quantitative R

�
2

measures, and a unique sensitivity to susceptibility contrast.
SWI [21] exploits the image phase, which accrues during the echo time, to en-

hance image contrast. Data is typically collected with a flow-compensated spoiled
GRE sequence. TE is selected for sufficient phase evolution, which scales linearly
with TE and B0, while maintaining acceptable acquisition efficiency and tolerable
artifacts from background field heterogeneities. Echo times of ∼30 ms at 3 T and
∼15 ms at 7 T are common, although longer echo times improve phase contrast.
These relatively long echo times present an opportunity for improved acquisition
schemes: multiple echoes could be collected in a similar repetition time, providing
additional contrast and processing options. Furthermore, traditional echo times are
comparable to deep gray matter relaxation times (∼29 ms in the globus pallidus at
3 T [149]) and only a factor of two shorter than the longest gray matter T

�
2 times

(∼73 ms in frontal gray matter at 3 T [149]). Multiecho GRE with repetition times
only slightly longer than traditional SWI could enable R

�
2 relaxometry without a

drastic reduction in acquisition efficiency.
GRE methods are sensitive to non-local field offsets. These arise from two general

sources: erroneous measurement gradients and background field gradients. Measure-
ment errors result from inadvertent application of linear encoding gradients. Eddy
currents, pulse sequence timing inaccuracies, gradient amplifier non-linearity and
ripple can all produce residual gradient areas. These effects typically produce a
linear phase ramp in the readout direction and can hinder effective SWI process-
ing; they have relatively little effect on magnitude images. Their deleterious effects
are exacerbated in multiecho GRE since, small inaccuracies accrue with each echo,
eventually producing substantial phase artifact.

Non-linear background field gradients, which result primarily from air/tissue
interfaces, are inevitable but are slightly attenuated prior to acquisition with efficient
shimming. In image space, they produce bulk phase shifts and intra-voxel phase
dispersion. Bulk phase shifts corrupt the local phase variations exploited in SWI
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and are typically attenuated via high-pass filtering. Intra-voxel phase dispersion
reduces signal intensity, resulting in artifactual hypointensity on magnitude images.

Numerous works have addressed these intra-voxel dephasing artifacts through
gradient compensation, tailored RF pulses, or post-processing. In general, gradient
compensation methods apply gradient lobes, typically in the thicker slice select direc-
tion, to null the gradient area imparted by background fields [150, 151, 152, 153, 154].
These methods invariably require some combination of long acquisition times, poor
resolution, and/or limited slice coverage. Since intra-voxel dephasing scales with
voxel dimensions, techniques which compromise resolution are intrinsically hindered.
Simply reducing voxel dimensions has a considerable capacity for artifact suppres-
sion [155]. Like gradient methods, tailored RF pulses manipulate magnetization
phase in the slice select direction to improve coherence at the echo time; unlike gra-
dient methods, they are not restricted to linear phase modulations. Quadratic [156]
or case specific [157] phases can reduce destructive interference at the echo time.
Unfortunately, these methods either reduce the SNR or require prior information
and multiple acquisitions to fill-in susceptibility voids making them inadequate for
general imaging.

Post-processing techniques model the salient magnetization behaviour to ac-
count, or correct, for susceptibility induced signal loss. These methods rarely require
multiple datasets or elaborate gradient schemes. As such, they enable high resolu-
tion acquisition and susceptibility artifacts can be intrinsically reduced relative to
acquisition based methods. Remaining artifacts are modeled from the background
field gradient and voxel dimensions. A linear gradient through a rectangular voxel
produces a sinc modulated signal degradation [158], which occurs in addition to T

�
2

relaxation:
S

(sinc)
x,y,z = sinc

�
γ BFGx,y,z ∆x, y, z TE

2

�
. (4.1)

This sinc decay scales with the background field gradient (BFGx,y,z), voxel dimension
(∆x, y, or z), and TE. Since the sinc function quenches the signal, post-processing
techniques have a limited functional domain, which for argument sake is less than
the first null point of the sinc function:

γ BFGx,y,z ∆x, y, z TE < 2π. (4.2)

Provided this condition is satisfied, post-processing has proven extremely effec-
tive at mitigating background field gradients. Fernandez-Seara et al. included the
background field gradient as a degree of freedom in a fitting routine for R

�
2 using

2D multiecho data [158]. Volz et al. computed the background field gradient in
the slice select direction using phase variations across adjacent slices of 2D multi-
echo data and successfully corrected the image signal intensity [159]. Furthermore,
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this work elegantly condensed all multiecho suceptibility-corrected images into a
contrast-optimized composite T2 weighted image. The same intensity correction
method was later applied to T

�
2 mapping [160]. To date there have been numerous

effective post-processing techniques for suppression of background gradients, how-
ever none have been applied to simultaneous qualitative and quantitative imaging,
nor to SWI.

Combined time-of-flight angiography and susceptibility weighted venography was
recently presented using a 3D multiecho sequence [161]. This work successfully ex-
tracted multiple data sets, including susceptibility phase, from a multiecho acquisi-
tion. Acquisition parameters were optimized for angiography by suppressing signals
from gray and white matter tissues, and thus its utility for general neurological
imaging was not investigated. Additionally, no form of susceptibility correction was
applied to magnitude images. The phase at multiple echo times has been recently
employed for composite-echo SWI [162]. This work employed high-pass phase filters
with progressively broadening cutoff frequencies to compensate for diverging back-
ground gradients with increasing TE. Adapting the filter width to match the echo
time was shown to improve background gradient suppression relative to a constant
filter. We hypothesize that an improved high-pass filter varies its frequency cutoff
based on TE and spatial location.

In this work, we present an approach for combined quantitative and qualitative
brain imaging with 3D multiecho GRE. High resolution R

�
2 maps, SWI, and com-

posite T
�
2 weighted images are generated from a single scan. Scan time is invested

to improve image resolution and sample a wide range of echo times. We employ a
variety of optimized post-processing techniques to suppress background field gradi-
ent artifacts in magnitude images and present a novel adaptive filter for improved
susceptibility phase imaging. We present a rapid and robust pre-scan method for
readout gradient optimization to minimize residual and unbalanced encoding gradi-
ents, ultimately improving SWI processing of multiecho data.

4.1.3 Materials and Methods

All experimental data were acquired from a Varian Unity Inova 4.7 T whole-body
imaging system with a maximum gradient strength of 60 mT/m and slew rate of
120 T/m/s. Human brain images were collected with a 27 cm birdcage coil operat-
ing in transmit only mode; a tight fitting 4-element array coil was used for signal
reception.

We employ a 3D multiecho GRE imaging sequence where entire images are
encoded at each echo time, Fig 4.1. Mono-polar readouts are used for consistent off-
resonant artifacts. Flow compensation is discarded in favour of improved acquisition
efficiency and shorter initial echo times. Slab selection is performed with linear-phase
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SLR pulses [140]. The only pulse sequence modification is the pre-scan readout
gradient optimization, described below. The reconstruction process is summarized
in Fig 4.2 and described in more detail below.

Figure 4.1: Pulse sequence diagram for 3D multiecho gradient echo. Three echoes
are shown. Pre-phasing gradient a and re-phasing gradient c are scaled during the
pre-scan to balance the area of the readout gradient b.

Images from two protocols are presented: a quick protocol to demonstrate ef-
ficacy of the pre-scan, and a high resolution, full-brain protocol to illustrate the
proposed processing pipeline. The utility of the pre-scan is demonstrated by com-
paring raw and filtered phase images with optimized ξa,b and with an intentional 2%
mis-set. The FOV was 25.6× 16.0× 6.4 cm3 with a 512× 160× 16 imaging matrix.

The high resolution protocol was acquired with a FOV of 25.6×18.0×18.0 cm3,
matrix of 512×240×90 (image resolution: 0.50×0.75×2.0 mm3), 7 echoes ranging
from 3.8 ms to 39.1 ms, TR of 48.0 ms, bandwidth of 245 Hz/pixel. The tip angle
was 8◦— a slight SNR concession (Ernst angles between ∼13◦ and ∼16◦ for white
and gray matter respectively) in exchange for minimal T1 weighting. The total scan
time was 17.3 minutes.

Pre-Scan Gradient Optimization

High-pass filtering of phase images is typically performed in SWI processing to
suppress non-local phase variations. Unbalanced readout/re-phasing lobes produce
residual phase ramps in image space; these errors accrue with each echo of a multi-
echo sequence and should be minimized during acquisition. Scaling the amplitude
of the pre- and re-phasing lobes (lobes labelled a and c in Fig 4.1, respectively) to
balance the readout gradient areas (lobes labelled b) ensures no residual readout
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Figure 4.2: Reconstruction flowchart for multiecho GRE. Acquisition and processing
stages are shown in boxes; final images in ovals. A total of five image sets are
reconstructed from a single acquisition.

gradient remains at the center of the readout window.

The proposed pre-scan collects a small subset of both phase encode domains
(we collect the central 8 × 8 lines). Phase encoding is employed to account for
potential shifts in the k-space center in the phase encode directions. The scaling
factor for lobes a and c is determined from the spacing between echoes in readout
direction. To compute the scaling factor, modulus k-space data are averaged over all
phase encodes. All echo times are concatenated and the resulting vector, which has
periodic peaks (corresponding to the echoes), is spline interpolated by a factor of
10, Fig 4.3. We employ a peak-find algorithm to locate the peaks and compute the
spacing between individual echoes, δj = Pj+1 − Pj . In our experience, the spacings
between echoes are constant during the echo train (i.e., they do not diverge and
thus do not require linear/non-linear regression). The scaling factor to adjust the
amplitude of the pre- and all re-phasing gradient lobes is computed according to

ξa,b = 10
NRO

�δ� . (4.3)

In the above expression, �δ� is the average peak spacing and NRO is the number of
readout points.

In our experience, this single scale factor, applied to the pre- and all re-phasing
lobes, is sufficient to eliminate the phase ramp in the readout direction. However, a
unique scale factor for the pre-phasing lobe (gradient a in Fig 4.1) can be computed
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Figure 4.3: Pre-scan echo train with 10 echoes and 256 acquired readout points, in-
terpolated to 2560 points per echo for improved resolution of the echo peak locations,
Pj , and measurement of their spacing, δj .

from the location of the first echo peak (P1) via

ξa = 10
NRO

2P1
. (4.4)

Intensity based susceptibility correction

We employ a combination of promising post-processing techniques for removal of
susceptibility induced signal voids. These techniques are applied to correct the
signal intensity of magnitude images at each TE. Corrected images are condensed
into a composite T

�
2 weighted image and are employed for R

�
2 fitting.

The three orthogonal background field gradients can be rapidly computed as de-
scribed by Du et al. [161]. This method computes the phase difference between the
first two echo times, then the spatial gradient. It is highly robust to phase wrapping
since it employs complex exponentials and avoids directly computing angles (intro-
duces phase wrap) until after all temporal and spatial differences are computed.

Using the background field gradients, susceptibility corrected images at each
echo time are generated. Three intensity correction factor maps, corresponding to
background gradients in the readout and both phase encode directions, are computed
from the inverse of Eq 4.1 with the appropriate gradient, voxel dimension, and TE.
For each TE, the three correction factor maps are multiplied into a single scale
factor map. The correction factors are capped to avoid excessive noise amplification:
correction factors exceeding 5.0 are zeroed — the resulting image may contain voids
where dephasing prohibits reliable correction. This cap was selected empirically
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based on accuracy of the background field gradient estimation and the assumption
of rectangular and homogeneous voxels required in defining Eq 4.1.

A composite T
�
2 weighted image is created from the susceptibility corrected im-

ages following the methodology of Volz et al. [159]. Briefly, a single image volume is
created from a weighted average of corrected images across all echo times. Weight-
ing factors for this average are computed for each pixel and TE based on the desired
contrast between two tissues with T

�
2 values of 30 ms and 50 ms — roughly repre-

senting the range of values observed in gray and white matter at 4.7 T. Weighting
factors are attenuated by susceptibility correction values to account for noise am-
plification. This weighting scheme optimizes contrast-to-noise by favouring later
echoes, background field gradients permitting, or emphasizing earlier echoes if later
echoes are degraded.

Quantitative R
�
2 maps are obtained via mono-exponential fitting of the suscep-

tibility corrected image intensity versus TE. This process is a modified version of
that proposed by Baudrexel et al. [160]. Our implementation has several important
differences, notably:

• We employ susceptibility intensity correction in all three spatial dimensions.

• During non-linear fitting, we weight the signal intensity at each echo by the
inverse of its intensity scaling factor to account for noise amplification and
thus increased uncertainty relative to other data points.

• Data points along an echo train were excluded if their intensity correction
exceeded the cap, set at 5.0 in this work, as described above.

Adaptive Phase Filtering

High-pass filtering is required to suppress background phase shifts that corrupt the
desired local phase offsets. This can be achieved by dividing a complex image by
a low-pass filtered version of this image, Eq 1.33. The spatial-width of the filter
determines the degree of phase attenuation: narrow filters (large cutoff frequency)
suppress more phase than do wide filters (small cutoff frequencies). Selection of
the filter width is a compromise between artifact removal and contrast preservation;
unfortunately, no single filter width satisfies both criteria at all image locations.
The fundamental similarity in characteristics of local and background phase pre-
clude perfect isolation of these local effects with linear filtering; however, analysis of
the residual phase following filtering provides insight into filtering performance and
enables modification of filter parameters.

In the absence of background phase perturbation, tissue phase typically displays
sharp edges between positive and negative phase; homogeneous regions may have a
small but relatively uniform phase shift. The range of expected phase is also limited:
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at 4.7 T we observe a deflection of approximately -40◦ in the globus pallidus and
±70◦ near venous vasculature at an echo time of 15 ms. Although phase is defined
between ±180◦, its standard deviation within a small area of tissue is typically
highly constrained.

There are several characteristics suggestive of insufficient filtering. Phase wrap
within a small region, evident from a large standard deviation within the region, is
a strong indication of residual background phase. Additionally, a large net phase
offset within a local neighbourhood may also indicate inadequate filtering.

As such, we propose an adaptive filter to improve suppression of background
phase and enhance tissue contrast. The proposed method applies a 2D Gaussian
filter that dynamically modifies its width to emphasize phase characteristics of lo-
cal fields while suppressing qualities resembling residual background phases. The
quality metric to minimize is

Q = |SD [Φloc]− β · TE| + αpenalty �Φloc�2. (4.5)

In this expression, SD is the standard deviation operator and Φloc contains the post-
filtered phase values in a local neighbourhood, defined as a block of voxels within
a specified distance — we employ 5.0 × 5.0 mm2 blocks for human brain imaging.
The parameter β defines a target standard deviation that increases with echo time.
we penalize large baseline phase offsets with the mean squared phase angle, �Φloc�2.
The scaling factor αpenalty weights the relative importance of achieving the target
standard deviation versus maintaing a minimal phase offset. Additional constraints
on the neighbouring field could be added to this expression.

Selection of tuning parameters β and αpenalty is performed empirically, and
should be reassessed for other field strengths or anatomy. We found that β = 10 and
αpenalty = 30 provided reliable filtering for neurological imaging at 4.7 T, although
a wide range of tuning parameters provided comparable image quality (data not
shown). Although Eq 4.5 intrinsically constrains the filter width, we restrict the
adaptive filter to widths between 0.25 mm and 10.0 mm. These bounds are not nec-
essary to prevent divergent or singular filters — they simply improve computational
efficiency.

The adaptive phase filter is applied to the 3D data sets on a slice-by-slice basis
and at every TE. Images are compared to a those processed with a standard high-
pass filter with a 5.0 mm filter width.

Multiecho Phase Combination

Phase images at multiple echo times can be combined into a composite phase image.
This is performed by first converting phase angles into local field shifts (LFS), which
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are independent of TE and field strength. Image combination is performed via
weighted average across all echo times:

LFScomp = −109 × 1�
j
wj

�

j

wj ·
Φj

γ B0 TEj

(4.6)

The local field shift is expressed in parts-per-billion (ppb). The negative sign ac-
counts for the positive field shift in paramagnetic regions — it is neglected in this
work to maintain a consistent visual appearance with phase images. It has been
shown in the context of magnitude image combination, that weighting factors to
maximize the final contrast-to-noise ratio (CNR) are determined from the CNR of
each image [159]. Phase contrast evolves linearly with TE while phase noise is in-
versely proportional to the image intensity [21, 163]; as such, the optimal weights
are given by:

wj = TEj · Sj , (4.7)

where Sj is the image intensity at the j
th echo. The utility of this phase combination

technique is demonstrated with the same high resolution protocol described above.

Susceptibility weighted images and venograms

Susceptibility weighted images are created as described by Haacke et al. [21]. We
employ the composite LFS image in lieu of phase images to create the negative
“phase” mask. This mask is multiplied into the image four times. Venograms are
created from minimum intensity projections through SWI images.

4.1.4 Results

The effects of unbalanced and balanced readout gradients on image phase are shown
in Fig 4.4. An intentional 2% scaling of the readout pre- and re-phasing lobes pro-
duces a relatively benign phase ramp at the first echo, but this ramp diverges in
subsequent echoes. The linear component of the image phase is removed following
waveform optimization. As shown in Fig 4.4(c, f), linear phase ramps can impair
high-pass phase filtering, and should be prevented — ideally during data acquisi-
tion. This gradient optimization has the added benefit of correcting for sub-optimal
shims in the readout direction, over the slab volume. As such it varies with slab
positioning and patient orientation. A 2% mis-set is exceptionally large and is used
for demonstration purposes. Typical changes are less than ∼1%, but phase errors
compound sufficiently with long echo trains to obstruct local phase extraction.

R
�
2 relaxometry benefits from susceptibility correction and from appropriate

weighting of data points along each decay curve, Fig 4.5. The bias observed in
regions of extreme background field gradients is reduced, by up to 50 s−1, by fitting
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Figure 4.4: Phase images with an intentional 2% mis-set of the readout scaling
factors at (a) the first and (b) the third echoes. Readout direction is anterior/
posterior. Following the pre-scan, phase images at (d) the first and (e) the third
echoes have no phase ramps in the readout direction. This reduces burden on the
high-pass filter, enabling improved susceptibility phase detection (f) with the pre-
scan than (c) without.

susceptibility corrected images, relative to fitting raw images. The difference map
shows that fitting the raw and corrected images is equivalent in regions where the
background field gradient is small, but that severe R

�
2 overestimation occurs near

the cortex and above the sinus cavities if raw images are employed for fitting.

In Fig 4.6, adaptive phase filtering is compared to conventional phase filtering
of images with a 33 ms TE (the 6th echo). The 5.0 mm Gaussian filter provides
adequate suppression of background phase in regions far from air/tissue interfaces,
but fails to fully attenuate phase offsets in regions such as the cortex or immediately
above the sinus cavities. Phase wraps are evident in frontal regions of frame (a) and
some cortical regions in frame (b). The adaptive filter provides reliable filtering in
all brain regions: reduced phase wrap is evident in the frontal cortex relative to the
constant-width filter. More reliable visualization of the cortical ribbon is also pos-
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Figure 4.5: Quantitative R
�
2 maps through a region with very strong susceptibility

gradients, scaled from 0 to 100 s−1. (a) Map without susceptibility correction and (b)
with correction are shown. (c) The difference between the map without susceptibility
correction and the map with correction, scaled from 0 to 50 s−1.

sible with the adaptive filter than with the standard filter, as seen in Fig 4.6(f, g).
The adaptive filter is successful in detecting traits suggestive of excessive or insuffi-
cient filtering, but has a limited ability to restore information corrupted by extreme
phase variations. The frontal regions in Fig 4.6(b) require narrow filters, as shown
in panel (c), to remove background phase; tissue contrast is irreversibly attenuated
by this filter.

Composite LFS images are shown in Fig 4.7. Composite phase images display
improved SNR and CNR relative to LFS images from a single TE. Artifact sup-
pression is also enhanced in the composite image, as evidenced by improved image
fidelity in the cortex compared to most individual echo time images. As expected
from Fig 4.6, the adaptive filter produces cleaner composite LFS images than does
the constant width filter. This additional artifact suppression comes at a price: con-
trast is lost in large venous structures. The sagittal sinus and neighbouring veins
are clearly delineated with the standard filter, but are excessively smothered by the
variable filter. Adjustment of tuning parameters (increased β, decreased αpenalty)
can restore this contrast (not shown).

A sample slice from the five image sets generated from the reconstruction pipeline
(Fig 4.2) are shown in Fig 4.8. The composite, susceptibility corrected image dis-
plays strong T

�
2 weighting and insensitivity to background field gradients. The com-

posite LFS map is masked and multiplied (four times) into the composite T
�
2 image

to produce the SWI image. In this image, contrast between different brain tissues is
vastly enhanced, due primarily to exaggerated venous contrast. Venograms reveal
striking microvascular detail.
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Figure 4.6: Phase image comparison between (a, d, g) constant-width and (b, e, f)
adaptive-width high-pass filtering. (c) Map of the filter width used to produce image
(b), scaled from 0.5 mm to 10.0 mm. (f, g) Enlarged portions of the adaptive-width
and constant-width phase images. The echo time is 33 ms throughout.

4.1.5 Discussion

The gradient optimizing pre-scan is demonstrated to effectively eliminate linear
phase ramps in the readout direction. The consequence of slightly unbalanced gra-
dients is typically negligible for single echo GRE, but can seriously impede multiecho
acquisitions. These imbalances can arise from suboptimal shimming, but usually re-
sult from hardware imperfections. Pre-phasing and fly-back gradients (lobes ‘a’ and
‘c’, Fig 4.1) are executed hastily, making them more prone to amplifier imperfections
and residual eddy currents than are the readout lobes (lobes ‘b’, Fig 4.1). Small
unbalanced areas rapidly accrue into large phase ramps in multiecho scans. Phase
ramps can alternatively be corrected during post-processing. Shifting the k-space
data to center the echo within the readout window will suppress the phase ramp,
but data on one periphery will be excluded and the resulting void on the other
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Figure 4.7: (a) Composite local field shift image with a nominal 5 mm filter, (b)
composite image with the adaptive filter. Local field shift images from (c) the 1st

(3.8 ms), (d) the 3rd (15.6 ms), (e) the 5th (27.3 ms), and (f) the 7th (39.1 ms)
echoes, which are used (along with the even echoes) to create the composite image
(b). All images are scaled between 20 ppb (black) and -20 ppb (white).

periphery requires filling. A simple correction during acquisition is preferred. Un-
balanced gradient errors are particularly problematic with high resolution readouts:
small fractional errors translate into sizeable residual gradients. This pre-scan is
not an absolute pre-requisite for the processing pipeline presented here, it just helps
pre-condition the data. Simplicity of the proposed solution to this problem warrants
its use.

The adaptive filter provides more uniform appearing phase maps than does the
constant filter, potentially improving its clinical and research value, but has some
limitations that should be considered. This method updates the filter width to
enhance traits suggestive of tissue contrast, while penalizing those indicative of
residual gradients. Unfortunately, the fundamental similarity between tissue and
background phase prevents perfect isolation of local phase. Overall, this approach
reduces artifacts in the cortex and near the sinus cavities, yet maintains strong
contrast in most other brain regions. These traits may improve visualization of
many neurological conditions [164], including traumatic brain injury, stroke, and
a range of neurodegenerative disorders. In detection and characterization of MS,
susceptibility phase has been employed to visualize white matter lesions [80, 81],
but robust detection of cortical lesions remain elusive. These lesions are seen at
8 T with standard gradient echo imaging [165], suggestive of a local magnetic field
disturbance; the proposed filter may aid in their detection.

Since the filter width varies across an image, Fig 4.6(c), spatial variations in
tissue contrast are likely to occur. The lack, or presence, of contrast may reflect this
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Figure 4.8: Summary of output images from the multiecho gradient echo recon-
struction pipeline. (a) Composite T

�
2 , (b) local field shift (negated), (c) susceptibil-

ity weighted, (d) R
�
2 map, and (e) a 1.6 cm minimum projection venogram. Image

resolution is 0.50×0.75×2.0 mm3; full brain coverage was obtained in 17.3 minutes.
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filter variation rather than anatomy. Quantitative comparisons between regional
field shifts may be hindered by adaptive filtering. However, these measurements are
challenging with conventional filtering since unsuppressed background phase can
preclude phase comparisons within and between subjects.

There are potential enhancements to the adaptive filter that warrant further in-
vestigation. Currently, filtering occurs equally in all directions, guided only by the
mean and standard deviation of the local neighbourhood. Additional directionally
sensitive criteria could enable anisotropic filter design. This may further enhance
visualization of elongated structures, such as the cortex and veins. Any additional
constraints imposed on Eq 4.5 are likely to improve background phase suppression
by reducing reliance on the current criteria. Currently, reliance on achieving a tar-
get standard deviation can over-suppress regions with high vascular density (sagittal
sinus area, Fig 4.7) while potentially under-attenuating homogeneous regions. Ad-
ditional constraints have vast potential for enhancing the sensitivity and specificity
to local phase disruptions; more investigation is warranted.

In this work we employ a contrast maximizing combination of images spanning
all echo times. Magnitude images were combined, as previously proposed [159], by
weighting each echo by the predicted contrast for tissues roughly representing GM
and WM, but reducing the weights in regions where susceptibility correction ampli-
fies noise. We found this method efficiently corrected for most susceptibility voids; it
only struggled in regions immediately bordering air/tissue interfaces. Phase image
combination was achieved in a similar fashion: phase images were first scaled to a
common basis (the local field shift), then added with appropriate weighting factors.
These weighting factors are given by the phase CNR, which is proportional to TE

and inversely proportional to noise. A recent report performed an unweighted aver-
age of high pass filtered phase images [162]. They demonstrated improved CNR in
the combined phase image relative to single echo phase images; we expect improved
results could be obtained with appropriate weighting.

For visualization of neurological tissues, we opted for a sub-Ernst angle excita-
tion. This improved contrast between GM/WM/CSF relative to a tip angle closer
to the SNR optimal angles for GM or WM. An estimated 20% signal loss is obtained
with 8◦ pulses relative to 14◦, but this was acceptable with a 3D acquisition at high
field. Furthermore, combination of images at multiple echo times increased the SNR
by up to 250%.

4.1.6 Conclusion

We have demonstrated a robust and versatile reconstruction pipeline for multiecho
GRE imaging. This pulse sequence generates a tremendous quantity of data that
must be distilled to efficiently visualize its information. We have adapted and com-
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bined several previously published methods for manipulating GRE data sets and
demonstrated their mutual compatibility for processing 3D multiecho GRE data.
We present a new phase filtering method that adapts the filter parameters based
on the pattern of residual image phase. This filtering method enables improved
visualization of cortical gray matter and aids in suppressing large background phase
offsets. In all, we extract five image sets from a single acquisition: a composite
T

�
2 weighted image, an R

�
2 map, a composite local field shift map (analogous to

susceptibility phase), susceptibility weighted images, and venograms.



Chapter 5

Applications

The techniques for quantitative imaging at 4.7 T developed in this thesis (i.e., R2,
R

�
2, and susceptibility phase) are all sensitive to tissue iron content. As such, these

techniques hold considerable promise for investigation of numerous neurological dis-
orders, some of which are associated with abnormal iron metabolism, storage, and
transport [96, 166, 167, 168, 95]. Unfortunately, the exact sensitivity of these MRI
parameters to tissue iron is unclear; changes in iron distribution or water diffusion
can also alter relaxation rates and image phase. A brief preface to this chapter is
warranted.

5.1 Foreword: Iron Sensitivity

The three MRI parameters quantified in this thesis, R2, R
�
2, and susceptibility phase,

are all influenced — in a dissimilar manner (of course!) — by magnetization evolu-
tion as water molecules diffuse through iron induced micro-gradients. The enhance-
ment observed with each method is highly dependent on two factors:

• Proton mobility, which is based on water content and barriers to diffusion.

• The magnetic field distribution, generated by the concentration and dispersal
of iron.

In a review article, Schenck notes that “satisfactory models relating T2-shortening to
tissue iron content have so far been difficult to establish.” Specifically, “this reflects
lack of knowledge of the detailed magnetic properties of the iron oxide particles and
their distribution in space” [83]. Changes in iron distribution or water diffusion
alter how reversible and irreversible phase is accrued. Simply put: relaxation rates
and bulk phase shifts are dependent on factors other than iron concentration. This
is a crucial issue since accumulation of free iron is known to generate and maintain
neurotoxic free-radicals while accrual of ferritin-bound iron may be harmless, even
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beneficial. Interpreting parameter changes in neurodegenerative disease is challeng-
ing and multiple quantitative measures offer a greater chance of detecting harmful
iron compounds.

In Fig 5.1, the three quantitative parameters at 4.7 T are plotted versus tissue
iron, the later is assessed by post-mortem histochemistry in a different group of
subjects [85]. Despite interpretational challenges, all three quantitative methods (in
healthy individuals) relate to published non-heme iron concentrations, Table 5.1. R

�
2

displays the greatest sensitivity, largest R2 value, and lowest p-value; R2 displays
much lower sensitivity, but a correlation nearly equivalent to R

�
2. Curiously, the

LFS does not show a statistically significant correlation with iron — this is a slightly
artificial result as contrast is degraded in large structures by high pass filtering. All
correlation coefficients are limited by accuracy in the tissue iron estimates (note the
large horizontal error bars in Fig 5.1). As each measure is sensitive to different iron
properties, the combination of measures may provide a useful assessment of regional
changes in non-heme (and heme) iron.

Figure 5.1: Quantitative MRI parameters in seven healthy volunteers (average age,
36.4±4.6 years; minimum age, 32 years) versus brain iron, measured histochemically
ex vivo in a different subject group [85]. Left, R2; middle, R

�
2; right, LFS.

Table 5.1: Regression parameters for quantitative MRI measures (R2 and R
�
2 in s−1;

LFS in ppb) versus brain iron concentration (in mg/100 g), as plotted in Fig 5.1.
Note the similar intercepts between R2 and R

�
2.

R2 R
�
2 LFS

Slope 0.462 1.977 0.526
Intercept 14.05 14.31 -1.361
R2 0.803 0.863 0.505
p 0.016 0.007 0.114
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Presented in this chapter is a quantitative assessment of these MRI parame-
ters in sub-cortical GM regions in a group of relapsing-remitting MS patients and
matched controls. The susceptibility-phase measurement in this chapter is per-
formed with a conventional 2D, flow-compensated SWI sequence and is processed
with a constant-width high-pass filter rather than the multiecho phase method pre-
sented in Chapter 4.

5.2 Quantitative Evaluation of Sub-Cortical Gray Mat-

ter in Relapsing-Remitting Multiple Sclerosis1

5.2.1 Abstract

Objective

Multiple sclerosis may be associated with increased iron deposition in sub-cortical
gray matter nuclei, typically visualized as hypointensity on T2 weighted MRI. Very
high field MRI is sensitive to iron accumulation, with relaxation rates R2 and R

�
2

and susceptibility phase, expressed as a local field shift, all correlated to tissue iron
concentration. This study demonstrates the utility of a 4.7 T scanner to quantify
imaging parameters in sub-cortical gray matter for detection of abnormalities in
early stage relapsing-remitting MS patients.

Methods

Fourteen MS patients and 14 age- and gender-matched controls were imaged. The
above parameters were quantified in most basal ganglia nuclei, the thalamus, and the
red nuclei using manual ROI segmentation. Parameters were compared to controls
and correlated with clinical scores.

Results

Significant increases in relaxation rates and/or LFS were observed in the basal gan-
glia and thalamus, particularly the pulvinar nucleus. These parameter enhance-
ments are attributed to increased tissue iron. A significant correlation with EDSS
was observed in the red nucleus; mildly significant correlations were observed in
the caudate, putamen, and pulvinar. No significant correlations were observed with
disease duration.

1A version of this section has been presented. Lebel RM, Eissa A, Emery DJ, Blevins G,
Wilman AH. Iron-Sensitive Quantitative Methods for Multiple Sclerosis: Lesion Evolution and Deep
Grey Matter Iron Deposition. In Proceedings of the Joint Annual Meeting of ISMRM-ESMRMB,
Stockholm, Sweden, 2010. p. 4324.
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Interpretation

These findings indicate that MRI at very high field strengths with multiple quanti-
tative measures reveals changes in sub-cortical gray matter in early stage relapsing-
remitting MS. Furthermore, disease processes likely commence prior to symptom
onset and quantitative MRI may report disease severity.

5.2.2 Introduction

In addition to inflammatory and demyelinating processes, increased iron content has
been observed in MS patients. Histological assessments suggest abnormal iron levels
in neurons and GM near lesions [82], in macrophages and microglia [168], and in the
putamen and thalamus [68]. MRI corroborates these findings: T2 hypointensity has
been observed in most deep GM nuclei [68, 69, 169] and quantitative measures of re-
laxation times/rates or susceptibility-induced field shifts strongly suggest increased
iron in the basal ganglia. Interestingly, imaging metrics in deep GM correlate better
with disability and cognitive function [170] than does T2 lesion load [74].

Iron is capable of donating or stripping electrons, making it a crucial element in
the electron transport chain and playing a role DNA synthesis; however, it must be
carefully regulated via chelation to prevent unwanted reactions [171, 172]. Redox
active iron, resulting from inadequate chelation or storage, can catalytically pro-
mote the formation of highly reactive hydroxyl radicals via the Fenton reaction [91].
Hydroxyl radicals are known to denature proteins, damage DNA, and oxidize lipid
membranes [172]. Furthermore, chronic hypoxic conditions have been reported in
demyelinated axons [173, 174]; this state is attributed to decreased mitochondrial
output coupled with an increased energy demand from impaired impulse conduc-
tion. Iron is so intimately linked with the immune response that experimental
autoimmune encephalomyelitis, an animal model of MS, could not be induced in
iron deficient mice [175].

Whether iron accumulation is a primary [176] or secondary neurodegenerative
factor in MS pathology, or is simply a benign by-product of the disease, it may serve
as a biomarker of disease severity [83]. Furthermore, any characteristic iron accretion
patterns could potentially be exploited as discrimination factors for exclusion of
alternate pathology and facilitate diagnosis, which is presently biased toward white
matter lesions [61]. Quantitative imaging methods that are particularly sensitive to
non-heme iron are required to identify and exploit this potential biomarker.

Many MRI studies of MS have been performed at 1.5 T, and more recently, at
3.0 T. Sensitivity to non-heme (and heme) iron increases with field strength [44, 50]
and a near-linear increase in signal-to-noise ratio enables detailed visualization of
iron distribution. Very high field (VHF) systems, defined loosely as those exceeding



120 Chapter 5: Applications

3.0 T, have been employed for improved lesion detection, visualization and vascular
identification [177, 165, 178, 179, 180, 181, 182].

Quantitative methods at VHF are particularly desirable for measurement of
iron overload. Currently, no absolute quantitative measure of iron is possible with
MRI; however, numerous methods are highly sensitive to iron. Quantitative R2

mapping suppresses background field gradients, including those from vasculature.
Its iron relaxivity increases with field strength and may prove sufficiently sensitive
and specific to become a reliable measure of non-heme iron at VHF. Quantitative
R

�
2 is very sensitive to iron but is obfuscated by field gradients surrounding air/

tissue boundaries and veins. Both relaxation measures are confounded by changes
in tissue water content. Susceptibility weighted imaging (SWI) [21] is a relatively
new method, sensitive to field shifts caused by the magnetic susceptibility of tissues.
Non-heme iron is paramagnetic and tends to strengthen the local field. Field shifts
can be visualized and quantified on high pass filtered phase images from a gradient
echo acquisition. SWI can be very sensitive to iron and has been used to visualize
venous vasculature [21], characterize lesions [80, 81], and to quantify LFS in sub-
cortical GM of relapsing-remitting MS patients [48].

Unfortunately, when implemented at VHF, all of these methods are limited by
radiofrequency (RF) power deposition or by heterogeneous B0 and RF fields. These
effects preclude traditional methods for R2 and R

�
2 quantification. As a result, some

VHF studies employ SWI, or related techniques, to probe the bulk phase shift within
a voxel. This is rather limiting since susceptibility methods are complementary
to transverse relaxometry techniques, which measure intra-voxel phase dispersion.
Furthermore, current susceptibility phase analysis is only partially quantitative:
tissue phase measurements can be performed, but results are corrupted by high-pass
filtering and by residual background field shifts. Nonetheless, it remains a powerful
tool in the very high field armamentarium, but is complementary, not equivalent,
to transverse relaxometry.

We have recently developed independent methods for R2 [183] and R
�
2 [184]

relaxometry in the presence of heterogeneous RF and B0 fields respectively and
validated their utility at 4.7 T. With these methods and susceptibility phase imag-
ing, a multi-modality VHF study of iron accumulation in sub-cortical GM can be
performed. This study evaluates the utility of quantitative imaging at VHF for de-
tecting changes in sub-cortical GM of early stage relapsing-remitting MS patients.

5.2.3 Subjects and Methods

Fourteen patients with relapsing-remitting MS, diagnosed according to the McDon-
ald criteria [61], were recruited based on evidence of recent lesion activity; they were
paired with 14 age- and gender-matched controls. All subjects provided informed
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consent, in compliance with institutional regulations, prior to participation. Subject
information is summarized in Table 5.2.

Table 5.2: Subject demographics

Patients Controls

Number 14 14
Gender, M/F 4/10 4/10

Age, Mean ± SD (years) 32.6 ± 7.4 31.4 ± 6.3
Disease duration, Mean ± S.D.(years) 3.5 ± 2.2 —

EDSS, Mean ± S.D. 2.5 ± 1.5 —

Imaging was performed on a Varian Inova whole-body 4.7 T MRI with a max-
imum gradient strength of 60 mT/m and slew rate of 120 T/m/sec. Images were
collected with a 4-element receive array [103] paired with a TORO birdcage coil for
transmit [102]. As summarized in Table 5.3, three quantitative imaging sequences
were acquired in the axial plane: a 2D multislice multiecho spin echo for R2, a 3D
multiecho gradient echo for R

�
2, and a 2D flow-compensated gradient echo for LFS.

Table 5.3: Acquisition parameters for quantitative imaging.

Parameter R2 R
�
2 LFS

Voxel volume (mm3) 5.00 1.00 0.75
In-plane resolution (mm2) 1.00× 1.25 1.00× 1.00 0.50× 0.75

Slice thickness (mm) 4.00 2.00 2.00
Number of slices 2 90 50

Repetition time (ms) 3000 44.0 1540
First echo time (ms) 10.0 2.93 15.0
Echo spacing (ms) 10.0 4.10 —
Echo train length 20 10 —
Tip angle (deg) 90x–180y–180y · · · 10 65

Acquisition time (min) 4.50 9.39 6.57

The R2 quantitation protocol was SAR limited to 2 slices; the low acquisition ef-
ficiency also limited the in-plane resolution. One slice was placed through the globus
pallidus, caudate, putamen, internal capsule, and thalamus; the other, through the
red nucleus and substantia nigra. The typical gap between slices was 8.0 mm, which
also served to minimize cross-talk.

Quantitative R2 maps were processed using the stimulated echo compensating
fit [183]; R

�
2 maps employed 3D susceptibility compensation [184], which was based

on a previous 2D method [160]. Susceptibility phase images (Φ) were obtained by
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dividing the original complex image by a low pass filtered image created by using
a 2D Gaussian frequency kernel that extended over 1/8th of the k-space matrix,
then measuring the resulting phase angle. Phase angles were converted to LFS [48],
measured in parts-per-billion (ppb), via

LFS = −109 × Φ
γ B0 TE

(5.1)

to enable comparison between field strengths (B0) and echo times (TE).
Using the coverage limiting R2 images, bilateral regions-of-interest (ROIs) were

drawn around the globus pallidus (GP), putamen (Put), head of the caudate nucleus
(CN), substantia nigra (SN), and the red nucleus (RN). The thalamus was sub-
divided into the pulvinar nucleus (Pul) and the remainder of the thalamus (Th)
due to reliable contrast in all subjects. The only white matter region analyzed was
the internal capsule (IC). If required, ROIs were modified on R

�
2 and LFS maps to

compensate for inter-scan motion, to exclude vasculature, and to avoid excessive
background field gradients. This slight ROI modification was required to capitalize
on the strengths of each method while avoiding its weaknesses. LFS is not referenced
to neighbouring tissue, such as a ventricle or normal appearing white matter. An
example data set from a 34 year old female MS patient, with ROIs overlaid on the
R2 map, are shown in Fig 5.2.

Parameter values were averaged within the entire ROI and between hemispheres.
The standard deviations of the local field shift (LFSSD) within ROIs were also mea-
sured. This provides a measure for susceptibility phase that is complementary to
averaging and helps negate the deleterious effects of high pass filtering. Parameters
were compared to those from healthy controls using Student’s t-test. The percent
change (PC) between the inter-patient and inter-control mean was calculated. The
effect size (ES), defined as the difference of means divided by the average of stan-
dard deviations, is also reported. Pearson product-moment correlation coefficients
were calculated between MRI parameters and both disease duration and EDSS [62].
Group differences and correlations at the p < 0.05 significance level are noted; dif-
ferences satisfying p < 0.006 — a level obtained via stringent Bonferroni correction
with 8 independent comparisons — were considered highly significant.

5.2.4 Results

Average MRI measures were higher in MS patients than in controls in all sub-cortical
GM regions we investigated, Fig 5.3 and Table 5.4. In most regions, statistically
significant (p < 0.05) changes in one, or more, MRI parameters were observed in pa-
tients. The globus pallidus and pulvinar were ubiquitously different, with increased
R2, R

�
2, LFS, and LFSSD — often with very high significance (p < 0.006) — in
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Figure 5.2: Quantitative images of a 34 year old MS patient. R2 maps (top row) are
scaled from 0 (black) to 50 s−1 (white), R

�
2 maps (middle row) from 0 to 100 s−1,

susceptibility phase (bottom row) from −0.2π to 0.2π (equivalent to LFS from 35
to −35 ppb). ROIs covering the globus pallidus (yellow), putamen (pink), caudate
(light green), thalamus (dark blue), pulvinar (orange), substantia nigra (dark green),
red nucleus (red), and internal capsule (light blue) are shown on the R2 maps. For
this patient, ROIs required no modification when transferred to R

�
2 and LFS maps.
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Figure 5.3: Quantitative MRI parameters in healthy controls (blue, circles) and in
MS patients (red, crosses). Single starred comparisons indicate p < 0.05; double
starred, p < 0.006. Every basal ganglia structure in MS patients shows highly
significant differences from control subjects on one or more measures. The pulvinar
nucleus shows highly significant changes with all measures; the remainder of the
thalamus shows relatively little change.

MS patients. The putamen and caudate nucleus had higher relaxation rates, and
abnormal LFSSD in MS patients. The substantia nigra showed enhanced R2 and
LFS, including both its average and standard deviation. The thalamus (excluding
the posterior pulvinar nucleus), differed by less than 10% with R

�
2, but had a sub-

stantial 24.5% change, with very high statistical significance, in LFSSD. The red
nucleus and internal capsule showed no significant group differences, although the
red nucleus trended higher in all metrics.

A total of six regions in the basal ganglia and thalamus showed highly significant
differences; their identification required the use of all three quantitative measures.
R2 relaxometry revealed changes in two regions while R

�
2 measurements indicate

three abnormal regions. Susceptibility phase imaging allowed identification of five
abnormalities, but required atypical processing (i.e., LFSSD) to identify these dif-
ferences.

Of the three methods, LFS provided the largest change, Table 5.4. In the globus
pallidus, its PC is more than double that of R

�
2 and nearly quadruple that of R2. In

the pulvinar, this sensitivity of LFS is even more pronounced: it quadruples the PC
of R

�
2 and is more than eight-fold greater than R2. Despite this high sensitivity, it

does not provide drastically improved ES over either R2 nor R
�
2. This is particularly

true of large structures, like the putamen, caudate nucleus, and thalamus, which



5.2 Quantitative Evaluation of Sub-Cortical GM in MS 125

Table 5.4: Percent change and effect size for quantitative MRI parameters in MS
patients relative to controls. Bold faced values are significant at the p < 0.006 level,
as shown in Fig 5.3.

R2 R
�
2 LFS LFSSD

Region PC ES PC ES PC ES PC ES

GP 9.46 1.54 15.76 1.22 35.51 1.66 21.45 0.88
Put 4.77 1.01 12.16 1.01 23.38 0.34 24.11 1.32
CN 5.59 1.20 23.58 1.61 11.13 0.51 12.47 0.78
TH 0.56 0.13 9.99 1.01 28.77 0.64 24.50 1.55
Pul 11.31 1.55 22.61 1.76 92.03 1.71 63.11 1.60
SN 6.83 1.01 11.33 0.68 35.44 1.51 31.29 0.98
RN 4.89 1.03 7.04 0.47 10.43 0.35 14.43 0.55
IC -0.36 -0.08 -5.25 -0.51 8.20 -0.30 9.52 0.53

show greater ES with relaxometry. Heterogeneity within these structures — due to
either high pass filtering or intrinsic contrast — provides a larger ES with LFSSD.

Three weakly significant correlations with EDSS were observed, Fig 5.4. R2 cor-
related with EDSS in the caudate and putamen, while R

�
2 correlated with EDSS in

the pulvinar. Significance is lost following any form of multiple comparison correc-
tion. The red nucleus showed a strong and significant correlation between LFSSD
and EDSS. This correlation remained highly significant even with the exclusion of
the patient with an EDSS score of 6.5. No significant correlations between MRI
measures and disease duration were observed in any region.

5.2.5 Discussion

Recent advances in imaging methodology enable numerous quantitative measures at
very high field strengths, as shown in Fig 5.2. Correction for stimulated echoes re-
sulting from heterogeneous RF fields permits R2 mapping with multiecho spin echo;
however, RF power deposition restricts imaging efficiency. Susceptibility correction,
using magnetic field gradient information inherently contained in a 3D multiecho
gradient echo sequence, enables accurate R

�
2 mapping despite strong susceptibility

gradients (note the accurate quantitation above the sinus cavity in Fig 5.2). Sus-
ceptibility phase can be extracted from a single high resolution image and benefits
from the SNR and pronounced susceptibility contrast at very high field.

Each quantitative method has unique strengths and weaknesses; the combination
of techniques is promising for evaluation of neurodegenerative disease. R2 relaxom-
etry is insensitive to background field gradients and blood vessels, the former due to
RF refocusing and the latter due to dephasing from incomplete refocusing of flowing
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Figure 5.4: Correlations between quantitative MRI parameters EDSS. Possible cor-
relations were observed in the striatum with R2 and in the pulvinar with R

�
2. Sig-

nificance is lost following multiple comparison correction. The red nucleus showed
a strong and significant correlation between LFSSD and EDSS.

spins. As such, it provides low artifact images, compensating for a relatively low
relaxivity to produce a useful effect size, as listed in Table 5.4. Currently, it is lim-
ited by acquisition efficiency at high field. We employed 4 mm thick slices with R2

(in contrast to 2 mm slices with the other methods) to improve targeting accuracy
and used lower in-plane resolution to reduce acquisition time. These factors increase
partial voluming effects and may artificially reduce the PC and the ES. Multiecho
R

�
2 mapping provides full brain coverage at relatively high resolution. High sensitiv-

ity to both heme and non-heme iron is evident in Fig 5.2. Without undersampling,
such as parallel imaging, long scan times can be prohibitive and motion artifacts
can degrade data quality.

Of the methods employed, susceptibility phase imaging produces the highest
resolution images because it requires only a single echo. It also displays the largest
PC in deep grey matter of MS patients relative to controls. However, it is severely
hampered by background field gradients — and the processing used to suppress
them. High pass filtering attenuates contrast, particularly in large structures, re-
ducing the average LFS within a structure. We have employed an unconventional
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metric, the standard deviation of LFS within an ROI, to account for either natural
or synthetic contrast variations. This measure is useful in two scenarios: First, re-
gions with highly concentrated phase/LFS are often surrounded by opposing phase/
LFS. This dilutes the regional average, but augments the standard deviation. Phase
variations within the red nuclei in Fig 5.2 exemplify this effect (even neglecting the
strong white border, substantial variation exists). Second, large homogeneous re-
gions display central contrast attenuation due to high pass filtering; this effect is
seen in the caudate and putamen in Fig 5.2. In this case, the average LFS is re-
duced but the standard deviation captures this variation. Essentially, LFSSD is an
alternative to strategic, and possibly biased, ROI placement [185, 186]. Although
mildly disconcerting, such empirically profitable processing methods are currently
required to compensate for inadequate tissue phase extraction methods. Eventually,
susceptibility mapping [187] may augment or supplant current phase processing and
eliminate the need for such ad hoc measures.

Interpretation of changes in relaxation rates and local field shifts is challenging.
In addition to iron concentration, relaxation rates depend on the form and distri-
bution of iron. To compound matters, relaxation rates can be altered by the proton
mobility, which is related to integrity and content of myelin and cell membranes,
and by cellular water content, which may be altered by edema [79]. Evidence sug-
gests that the mean diffusivity in the basal ganglia appears unchanged in relapsing-
remitting or secondary-progressive MS [188], suggesting that the relaxation changes
we observe in MS patients are likely due to abnormal iron content, not diffusion/
water content confounds.

Using three quantitative measures, significant group differences were observed
in all sub-cortical GM regions investigated, except the red nucleus, which trended
higher. These differences are attributed to iron accumulation, which is reported to
occur in the sub-cortical GM of MS patients [68, 189] and to which these quantitative
measures are known to be sensitive [44, 21, 46]. The abnormal GM regions identified
in this work are in agreement with other imaging reports. Susceptibility phase
changes have been previously noted in the pulvinar thalamus [48, 80], but for the first
time we have quantified and compared them to controls. We confirm a recent 7.0 T
report of abnormal phase in the basal ganglia [48]; they observed more extensive
phase differences using the average LFS than we currently report. This is likely due
to a combination of factors: first, their patient population had a much longer average
disease duration. Second, our studies employed different image resolutions, and
third, there are possible differences in phase filtering between studies. Additionally,
their LFS is referenced to the internal capsule, which we felt was at risk of coupling
with the highly enhancing GP. The substantia nigra has appeared normal on T2

weighted scans at 1.5 T [69]; we observe a potential increase with R2 and a likely
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change with LFS, both attributed to high sensitivity to iron at VHF.

The widespread pattern of deep GM damage that we observe could potentially
complement the current lesion based assessment of spatial disease dissemination. A
recent evaluation of the McDonald criteria for MRI scans suggestive of MS showed
good specificity (89%) when applied to patients diagnosed with an alternate neu-
rological disorder [190]; however, improved specificity, and potentially sensitivity,
could perhaps be achieved by incorporating deep GM abnormalities; further inves-
tigation is warranted.

A strong correlation with EDSS was observed in the red nucleus and possible
correlations with EDSS were detected in the caudate, putamen, and pulvinar. All of
these regions are associated with either movement or visual processing and the EDSS
is biased toward these functional systems. The red nucleus has afferent connections
with the motor cortex and cerebellum and efferent connections in the rubrospinal
tract, which indirectly modulates flexor muscle tone. The striatum is intimately in-
volved in planning and modulation of motor tasks. EDSS correlation in the pulvinar
nucleus may reflect its role as a visual relay [191]. At 7.0 T, Hammond et al. did
not observe any correlations between LFS and EDSS [48]. The correlation reported
in the current work was only elicited via LFSSD; it would be telling if their data
supported this finding.

Lack of correlation with disease duration is attributed to population homogene-
ity: the average disease duration was 3.5±2.2 years and ranged from 0.9 to 7.8 years.
Lack of correlation between MRI parameters and disease duration implies that iron
accumulation, and potentially neurodegenerative processes, commence considerably
prior to symptom onset. Furthermore, it emphasizes inaccuracy in the term “disease
duration”, which is commonly used to represent time since initial symptom onset.

This study has several limitations. First it employs a small sample size. With in-
creased patients, more highly significant group differences may be observed and more
confident relationships might be established between MRI parameters and clinical
scores. Second, limited slice coverage and resolution with R2 mapping restricts its
analysis and prevents perfect overlap with ROIs from other methods. Approaches
with higher resolution and improved slice coverage may improve the sensitivity of
R2 as a measure of abnormal deep GM.

In conclusion, very high field MRI with multiple quantitative measures reveals
widespread abnormalities in the deep GM of early stage relapsing-remitting MS pa-
tients. The combination of three quantitative protocols was necessary to discern all
affected regions. A phase measurement in the red nucleus correlated with EDSS;
possible correlations between EDSS and relaxometry measures in the caudate, puta-
men, and pulvinar were also observed. These correlations are possibly based on the
bias toward motor and visual components of the EDSS, but demonstrate the poten-
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tial for iron sensitive measures at VHF to detect and monitor disease severity. No
correlations with disease duration, attributed to our homogeneous patient popula-
tion, suggests abnormalities in sub-cortical GM may commence prior to symptom
onset. Further very high field MRI investigations in early stage MS patients are
warranted.



Chapter 6

Concluding Remarks and

Future Directions

The objectives of this thesis were to implement, characterize, and apply conventional
and/or promising imaging sequences at 4.7 T. The primary challenges were address-
ing the RF power requirements of FSE, compensating for heterogeneous RF fields
for T2 mapping, refining susceptibility correction schemes for multiecho gradient
echo, and applying these techniques to study a cohort of MS patients.

The SAR limitations, precluding traditional FSE at 4.7 T, were overcome pri-
marily via reduced refocusing angles. This approach, while valid at clinical field
strengths, was previously untested at high field. It was demonstrated that reduced
refocusing angles, in combination with appropriate RF and readout bandwidths,
are ideal for SAR mitigation. Using reduced and variable refocusing angles, a wide
assortment of T2 weighted images can be obtained in a time-efficient manner. Image
contrast is modified with low angles, a result of three factors: reduced incidental
magnetization transfer, enhanced sensitivity to heterogeneous transmit fields, and
slower apparent transverse relaxation.

Heterogenous transmit fields are catastrophic for transverse relaxometry, which
relies on perfect 180◦ refocusing. Longer relaxation times are observed with non-180◦

pulses (shorter times if stimulated echoes are excluded). Sub-optimal conditions
can result from transmit miscalibration, finite refocusing pulse width, and from
non-uniform excitation fields. The latter cannot be avoided at high field. It was
demonstrated that RF profiles and transmit fields could be incorporated into the
relaxation model, accounting for stimulated and indirect echo pathways to more
accurately extract the T2 relaxation time. This method is not restricted to high field
as it permits thinner refocusing widths than are typically employed, thus improving
multislice imaging efficiency.

Gradient echo imaging at high field provides exceptional susceptibility contrast
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through changes in relaxation rates and bulk phase shifts. Unfortunately, images are
corrupted by artifacts from background field shifts. A multiecho GRE sequence was
shown to provide a plethora of information that can be used to correct for intra-voxel
dephasing, thus providing accurate R

�
2 mapping and producing high SNR magnitude

images with composite T
�
2 weighting. An adaptive phase filter was presented to more

uniformly suppress background phase shifts and enable crisp visualization of sus-
ceptibility phase images. Phase images at multiple echo times were condensed into
a CNR optimized LFS map, which was then used to generate SWI and venograms.
Scan times are long, but often worthwhile.

The techniques developed in this thesis are all sensitive to iron compounds in the
brain. The ability to assess brain iron is important since abnormal iron concentra-
tions or compounds can produce free-radicals with neurotoxic properties. Although
it is not clear (to me, anyway) exactly how iron concentration, form, or distribu-
tion relates to these quantitative MRI parameters, they likely provide insight into
abnormal tissue metabolism and iron storage. An initial application involves quan-
tification of R2, R

�
2, and LFS, within sub-cortical gray matter structures in a cohort

of relapsing-remitting MS patients. Multiple regions were shown to differ from a con-
trol population. Most prominently, the globus pallidus and pulvinar nucleus showed
differences with all three quantitative methods. Most other regions differed on one
or two measures. No correlations with disease duration were observed, suggesting
the disease processes commences well before symptom onset.

The methods presented in this thesis will likely be applicable at higher field
strengths, such as 7.0 T. Depending on the actual RF power increase between 4.7 T
and 7.0 T, an additional power attenuation factor between 1.5 (linear dependence)
and 2.2 (quadratic dependence, Eq 1.39) is likely required. Standard imaging pro-
tocols at 4.7 T (e.g., Fig 2.8) employ refocusing angles of around 90◦ to mitigate
SAR; at 7.0 T, angles between 60◦ and 75◦ would sufficiently reduce the RF power.
An SNR reduction (from loss of echo coherence) of ∼20% would be observed, as
shown in Fig 2.4, but this neglects potential averaging from prolonged signal decay
at lower angles, and is also less than the 50% SNR gain available at 7.0 T. Addi-
tionally, approaches such at the Virtual 180, which recoup lost coherence, may be
particularly beneficial at these very high field strengths.

At 7.0 T, transverse relaxometry using multiecho spin echo will be challenging
due to SAR constraints, but the stimulated echo processing is likely very accurate
due to the very long T1 values in most brain tissues. This effect is discussed in
Chapter 3, Page 96.

The proposed multiecho GRE method is anticipated to be extremely beneficial
at 7.0 T. Susceptibility artifacts are exacerbated at 7.0 T relative to lower fields and
will likely require a robust correction method. The proposed method has proven
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robust for the field variation observed at 4.7 T; it is expected to succeed at higher
field. Additionally, this method is not SAR limited at 4.7 T, nor is it anticipated to
be constrained at 7.0 T.

As demonstrated, modified FSE is compatible with high field strength and can
produce exceptional images. This thesis also provides the first demonstration (to
the best of my knowledge) of accurate transverse relaxometry in the human head
at a field strength above 4.0 T without the use of adiabatic pulses1. Despite the
promising advances, these methods have numerous limitations.

6.1 Limitations

High field strengths provide the SNR required for high resolution images, but phys-
iology rarely obliges. In-plane resolutions of 0.43 mm were reported in Chapter 2
and even higher resolutions have been reported elsewhere [101], but images of this
quality are hard to achieve and protocols yield unreliable results. Physiological mo-
tion, including bulk patient movement, blood flow, brain pulsation, and respiratory
motion seriously degrade image quality. Patient compliance is no longer the limiting
factor: considerable luck and perhaps planetary alignments are also required. In a
recent collaborative study with Dr. Malykhin [192], two identical high resolution
data sets were collected consecutively with the expectation that ∼1/3 of image sets
will have unacceptable physiological artifacts. Figure 6.1 contains a high resolution
postmortem FSE image collected at 4.7 T and an in vivo image of above average
quality acquired with a similar protocol. The effects of motion are appreciable:
ghosting and ringing can be seen and an overall reduction in SNR is apparent rel-
ative to the postmortem scan — and this is a good image. For high resolution
imaging, methods to reduce acquisition time and minimize sensitivity to a variety
of motion artifacts are more important than increasing the field strength.

Current SWI image processing methodology is seriously lacking. The statisti-
cally insignificant correlation with tissue iron (see Fig 5.1 and Table 5.1) is likely
due to suppression of contrast during processing. Extraction of phase images in-
volves high pass filtering (see Section 1.3.3, Eq 1.33) to suppress slowly varying
background field shifts. Unfortunately, linear filtering also attenuates contrast from
local field shifts. This is especially noticeable in large structures such as the globus
pallidus, whose field shift is likely homogeneous (see Fig 6.2) but appears diminished
in the center on filtered phase images. The adaptive filtering method holds consider-
able promise for improved phase extraction but requires validation in various brain
regions prior to widespread implementation. Additionally, the adaptive filter still
inadvertently attenuates tissue contrast while suppressing background phase. Tech-

1Yikes, that’s a lot of conditions!
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Figure 6.1: Image quality comparison between similar high resolution T2 weighted
FSE protocols of a postmortem MS patient (left) and a compliant relapsing remitting
MS patient (right). Involuntary motion (i.e., brain pulsation, respiratory motion,
swallowing, etc . . . ) yields a drastic increase in ghost and ringing artifacts and a
concurrent SNR reduction.

niques to improve phase processing, such as preconditioning to suppress background
fields prior to filtering [193], or improved filtering — perhaps wavelet methods or
some form of dipole specific filter — could vastly enhance the accuracy and reliability
of phase susceptibility imaging.

6.2 Future Directions

The sequences and techniques presented in this thesis are sensitive to non-heme
iron. While “sensitive” is interesting — and in my opinion, degree worthy — it’s
quite ineffective at revealing pathology or quantifying changes in iron concentration
or form. Developing techniques that truly quantify iron concentrations, or reveal
its chemical state, would be extremely rewarding. A method that varies the echo
spacing [194] could be adapted and implemented at 4.7 T. In combination with the
stimulated echo correction method presented here, this may permit more specific
iron quantification. Alternatively, quantifying relaxation rates at lower refocusing
angles may provide insight into iron concentration. Low refocusing angles contain
a large fraction of stimulated and indirect echo pathways, which have a strong
diffusion sensitivity — it’s analogous to varying the echo spacing. Other sequences
may be worth investigating. Balanced steady-state free-precession, which mimics
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Figure 6.2: Phase images at the level of the globus pallidus and putamen before (left)
and after (right) high-pass filtering (with a constant width filter). Prior to filtering,
the contrast within these structures appears relatively uniform; after processing,
contrast is heterogenous.

spin echo behaviour [195], has long coherence pathways and is known to be sensitive
to non-heme iron [196].

The stimulated echo compensating fit presented in Chapter 3 was validated for
mono-exponential fits. Complex tissue structures with multiple water compartments
produce multi-exponential signal decay [78, 120]. The proposed fitting model is likely
compatible with multi-exponential decay and with the non-negative least squares
algorithm used to compute a pseudo-continuous distribution of relaxation times.
In practice, extremely high SNR [197] is required for accurate fitting and residual
errors should be small (less than ∼0.5% [120, 144]). Since T1 relaxation is neglected
in the proposed model, it may struggle to fully account for the stimulated echo
contribution and unacceptably high residuals may be observed. Additional work is
required to verify the utility of this method for multi-exponential analysis.

Accelerating the stimulated echo compensating fit would vastly improve its util-
ity at high field. The current implementation is SAR limited at ∼2.5 minutes per
slice. Rapid readout schemes, such as echo planar imaging (see Section A.1.4), could
increase the number of phase encode lines collected after each refocusing pulse and
vastly reduce total imaging time. Additionally, undersampling schemes could be
implemented to reduce the required number of repetitions.

Additional investigation into the utility of the adaptive phase filter is warranted.
This method may drastically improve quantification of phase abnormalities in the
deep GM nuclei and cortex. A study that investigates the strengths and weaknesses
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of this method is warranted.
The methods developed in this thesis have been applied to a small group of

MS patients. A larger cross-sectional study will likely reveal more/stronger correla-
tions between MRI parameters and clinical scores. A longitudinal study may reveal
changes in MRI parameters within individual patients as their disease progresses.
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Appendix A

System Resources

Completion of this thesis required substantial technological development for a com-
paratively minute quantity of actual research. The Peter S. Allen MR Research
Center is a major beneficiary of this development. The 4.7 T MRI system is now
equipped with several new or improved pulse sequences, and calibration techniques
to facilitate and enable numerous and diverse research studies. This appendix pro-
vides a brief summary of these residual tools.

A.1 Imaging Capabilities

The Varian spectrometer software at the time of writing, VnmrJ 1.1D (Unity Inova
console), ships with a wide assortment of mildly-defective imaging sequences. Simple
sequences — those requiring minimal tuning or post-processing (i.e., incoherent
gradient echo, single spin echo) — are reasonably well developed and suitable for
basic imaging; useful sequences are inefficient or nonexistent. Detailed here are four
sequences developed to conduct the research contained in this thesis or to assist
collaborators with their research objectives.

A.1.1 Fast Spin Echo

The majority of this thesis describes high field modifications to the routine FSE
sequence. A base sequence was kindly provided by Dr. Chris Bowen at the Na-
tional Research Council for Biodiagnostics (Atlantic). The crucial component of
this sequence was its incorporation of a pre-scan calibration technique to satisfy the
CPMG condition, where multiple echo pathways are coherently aligned [104]. This
sequence was heavily modified to incorporate:

• Rapid pre-scan calibration with receiver gain adjustment (standard version
was very slow)

• Improved looping structure for arbitrary data size and rapid data transfer

• Variable angle echo trains

• Partial Fourier acquisitions

• Interleaved inversion recovery (including dual inversion recovery)
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• Single shot acquisitions

• Relaxometry acquisitions

Usage

Many parameters are user selectable and careful consideration is required when se-
lecting parameter sets — not all combinations will produce acceptable images. A
graphical user interface allows access to all necessary parameters. The user defines
the number of slices, slice thickness and spacing, field-of-view, matrix size, band-
width, echo train length, effective echo, echo spacing, and repetition time. Prepara-
tion macros (invoked automatically prior to acquisition, or manually with the “Prep”
button, or via the generic “prep” command) compute gradient amplitudes, requisite
RF powers, and ensure requested timing parameters are possible. Partial Fourier
under-sampling is available; the number of phase encode steps used for homodyne
detection [14] is specified. The user can also select various contrast enhancements
including single or double inversion, fat saturation, or blood saturation.

Angles of the refocusing train can be adjusted to drastically reduce the RF power
or modify the image contrast. This train can be reduced in several ways: (1) full
manual adjustment, (2) constant angle, (3) constant angle but with the first pulse
set to 90 + α/2, (4) smooth transition to a low angle, or (5) a modulated train for
tailored signal levels. The fifth option yields echo trains that can compensate for
relaxation blurring and includes an optional Gaussian windowing argument to boost
signal near the contrast dominant echo, serving as an acquisition filter to improve
SNR.

Image processing is performed in MATLAB. The Varian data file is first re-
shaped with “fse2fid2E.m”. Images can then be loaded into MATLAB with “Im-
ageReshape.m”; alternatively, automatic processing and DICOM export is invoked
with “fseprocE.m”. Relaxation data is pre-processed with “fse2fid2E.m” then fit
with “fseR2procE.m”.

Calibration

Prior to acquisition, the gradient tweak procedure described by Bowen et al. [104]
must be run. This ensures gradient areas are balanced (including possible eddy cur-
rents) and the phase of the RF pulses satisfy the CPMG condition. This procedure
also optimizes the receiver gain. Once calibrated, a protocol can be created and
re-run without tweaking. This tweak procedure is required if parameters affecting
gradient amplitude or timing are modified. Calibration is started by pressing the
“Autotweak” button on the user interface.

Limitations

The FSE sequence has been under continuous and steady development. The major-
ity of known software bugs have been patched but several glitches remain. Recently,
updates have not been issued for minor issues to ensure compatibility with existing
clinical protocols.

The macro invoked to compute and write the phase encode table for standard,
fully phase encoded, imaging is incompatible with an odd number of shots. Ensure
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that the number of segments, given by the ratio of phase encode steps to echo train
length (Varian parameters “nv” and “etl” respectively), is even.

Online reconstruction is possible, but typically discouraged since computation
time is often prohibitive and the console is unavailable during this time.

Several computationally intense components are written in MATLAB and re-
quire compilation to interface with VnmrJ. These include phase encode table gener-
ation for partial Fourier, online reconstruction, and automated calculation of refo-
cusing angles for predefined echo amplitudes. They are compiled in MATLAB with
the command “mcc -m -R foo.m”; runtime libraries are required for execution as
described in the MATLAB documentation.

Example Images

This thesis contains a plethora of images acquired with this sequence. They are
scattered abundantly throughout Chapters 2 and 3. The FSE sequence is capable of
generating a very diverse array of image sets including single shot images, extremely
high resolution T2-weighted images, T1-weighted images using magnetization prepa-
ration, and quantitative transverse relaxation maps. Figure A.1 contains a diverse
sample from image sets not presented elsewhere in this work.

A.1.2 Magnetization Prepared Rapid Gradient Echo

Magnetization prepared rapid gradient echo (MPRAGE) is the de facto standard for
volumetric neuroimaging. It provides exceptional and consistent contrast between
GM, WM, and CSF and can acquire full brain data sets with isotropic resolution in
clinically acceptable scan times.

There are two implementations available: “mp flash3d” and “mprage”. The
former was kindly provided by Dr. Chris Bowen at the National Research Council
for Biodiagnostics (Atlantic); the latter is a U of A sequence designed to eventually
replace the more cumbersome mp flash3d. While mp flash3d can be employed, it
utilizes a sub-optimal gradient scheme and must be pre-processed on the console via
“dft3d -f” prior to processing with “mprageproc2E.m” in MATLAB.

The newer (and preferred) MPRAGE implementation is a three dimensional, slab
selective sequence with linear in-plane phase encoding during the transient signal
recovery. In-plane phase-encode segmentation is available to minimize blurring.
High time-bandwidth (∼16) minimum phase SLR pulses [140] are employed for
optimal excitation slice profiles, minimal echo times, and minimal flow artifacts.
Additionally, short echo times reduce T

�
2 weighting, which reduces GM/WM contrast

and causes signal voids near steep background gradients. Optional partial Fourier
in the readout direction can further minimize the echo time; both zero-padding and
homodyne reconstruction options are available in this case. Adiabatic RF pulses are
used for complete inversion in the non-uniform transmit field.

Usage

The field-of-view, matrix size, in-plane phase encode segments, inversion time, delay
time, and bandwidth are adjusted through the user interface. The echo time is auto-
matically minimized and the repetition time is constrained by the other parameters.
The readout fraction for partial Fourier appears next to the readout matrix size —
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Figure A.1: Montage of fast spin echo images obtained from the 4.7 T imaging
system. Clockwise from upper left: a minimum intensity projection over a 3 cm
volume to emphasize vasculature; a T2-weighted image from a full brain data set
acquired in∼60 s at a clinical equivalent resolution; an axial slice from a sacrificed rat
pup (Courtesy of Alireza Karimipour, Dr. Jerome Yager, and Dr. Chris Hanstock);
articular cartilage R2 map; high resolution knee image.
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a value of 1.0 implies full sampling; a value of 0.75 accelerates echo formation and
collects 3/4 of the readout data.

Reconstruction is performed in MATLAB and is not available for on-line re-
construction through VnmrJ. No pre-processing is required to modify the fid file,
raw images are loaded into the workspace using “MPRAGErec.m” for viewing while
an automated reconstruction producing DICOM files is invoked with “MPRAGE-
proc.m”.

Calibration

A rapid pre-scan, initiated by pressing “Tweak”, ensures the gradient echoes occur
in the appropriate portion of the readout window and sets the receiver gain. This
process is optional and takes ∼10 s.

Limitations

The number of in-plane phase encode steps must be divisible by the number of
segments. The result of this operation must be an even number for proper phase
encode generation.

Extreme magnetic field shifts directly above the sinuses can shift the resonant fre-
quency outside the adiabatic inversion bandwidth. Inversion pulse duration should
be minimized, subject to RF amplifier and SAR constraints.

Example Images

Example MPRAGE images are shown in Fig A.2.

Figure A.2: Transverse MPRAGE images at 4.7 T with 300 ms inversion and post-
acquisition delay times. Resolution is 1.0 × 1.0 × 2.0 mm3, acquired with 80 slices
in 4.2 minutes.
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A.1.3 Multiecho Gradient Echo

Spoiled gradient echo imaging has many uses at high magnetic field strength due to
acceptable RF power deposition, high acquisition duty cycles and SNR efficiency,
and enhanced susceptibility contrast relative to lower field strengths. Traditional
single echo sequences use either short echo times to maintain acquisition efficiency or
longer echo times to elicit stronger T

�
2 or susceptibility contrast. Regardless, either

acquisition efficiency or tissue contrast must be sacrificed.
A multiecho acquisition enables high data collection efficiency and long echo

times. Our implementation encodes entire images at each echo time enabling nu-
merous post-processing options. Images from each echo time may be processed into
separate magnitude, phase, and susceptibility-weighted data sets; alternatively, im-
ages from all echo times may be combined into a composite image for improved
SNR and CNR. Furthermore, quantitative R

�
2 maps can be obtained by exponential

fitting of the temporal signal decay.

Usage

Both 3D and multislice 2D versions of this sequence exist; the 3D sequence has
undergone more extensive testing and has more advanced processing options. Basic
sequence parameters are selected through the graphical user interface. The user
selects the field-of-view, the matrix size, and the acquisition bandwidth. The min-
imum echo time and spacing are automatically set from these parameters. The
number of echoes and the repetition time can be adjusted. Although no direct
echo spacing adjustment exists, the slew-rate and bandwidth can be intentionally
modified to shift the echoes. Excitation angle and pulse duration can be selected.

Reconstruction is performed in MATLAB with no on-line reconstruction. The
core reconstructions are performed with “gemsmerec.m” and “gemsme3drec.m” for
2D and 3D acquisitions respectively. A complete reconstruction tool, including quan-
titative R

�
2 maps and SWI images, for the 3D approach is invoked with “gemsme-

proc.m”.

Calibration

These sequences employ a gradient balancing pre-scan to align echoes and readout
windows. The receiver gain is also optimized. This procedure compensates for shim
inadequacy in the readout direction and improves image post-processing, particu-
larly for susceptibility weighted imaging. This procedure is suggested, but optional,
and takes approximately 30 s.

Limitations

These sequences are written for linear phase RF pulses; the slice refocusing lobe does
not accommodate minimum phase excitations. These pulses would be advantageous
for 3D imaging.

Images are fully encoded at each echo necessitating long scan times. Echo shar-
ing, as done in fast spin echo, may accelerate imaging by sacrificing full image sets
at each echo.
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Theoretically, accurate field mapping is possible with this approach by linear
regression of the phase evolution. It is sensitive to both large and small frequency
shifts, based on the echo spacing and maximum echo time respectively; however,
eddy currents and the optional pre-scan impose artificial frequency variations on the
sample, limiting this method’s ability to quantify natural frequency shifts. Despite
this inaccuracy, it may be sufficient for rapid field mapping in native space, as
required for unwarping echo planar images.

Example Images

Chapter 4 contains an assortment of multiecho GRE images.

A.1.4 Echo Planar Imaging

Two dimensional echo planar imaging (EPI) is the standard imaging technique for
functional MRI. It samples multiple — often all — phase encode lines per excitation
pulse. Entire low-resolution images can be collected in ∼50 ms and volumes in
several seconds.

Our implementation employs a sinusoidal readout gradient with blipped phase
encodes. Continuous sampling (at a constant rate) occurs for the duration of the
readout. This approach minimizes gradient waveform and acquisition timing delays
which plague approaches with segmented acquisition windows and/or variable rate
sampling. This is achieved at the expense of additional reconstruction complexity
involving data gridding and an optimization routine to align data sampling and
gradient waveforms. We employ a unique, empirically validated, phase correction
scheme, detailed below.

Usage

The user selects common sequence parameters including the field-of-view, data ma-
trix, and echo time. Partial Fourier is available by neglecting samples either before
or after the gradient echo. This enables shorter echo times or improved slice density
respectively. Partial Fourier is enabled indirectly: the total number phase encodes is
selected and represents the number of pixels in the image; the number of phase en-
code lines to actually collect (must be less than or equal to, while remaining greater
than half, of the total number of lines) is then selected. The sign on this number
(i.e., positive or negative) dictates where phase encode lines should be dropped: a
negative number neglects lines prior to the center of k-space; a positive number
neglects lines after the center. Missing data points are zero-filled during reconstruc-
tion. The maximum slew-rate (occurring only at the sinusoid zero crossings) and
the maximum gradient amplitude (coinciding with the center of each readout line)
are user adjustable. Typically, most EPI parameter sets are intrinsically slew rate
limited; the prescribed slew-rate shouldn’t exceed ∼150 T/m/s to avoid peripheral
nerve stimulation.

This sequence employs shaped gradient waveforms exclusively and does not re-
quire the integrated Varian slew rate filter to limit gradient rise times. Furthermore,
since data acquisition occurs during time varying gradients, short time constant eddy
currents can distort the waveforms; appropriate eddy current correction is required.
A special gradient coil setting has been created for this sequence that disables the
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Figure A.3: Automatic alignment optimization of the gradient waveform and the
acquisition window during EPI reconstruction. A subset of images are reconstructed
with varying delays (“tep” in the above images) between waveform start and acqui-
sition. Image entropy minimization concentrates energy in the primary image and
reduces N/2 ghosts. Despite sampling with a 3.0 µs dwell time, shifts as small as
0.25 µs produce visible changes in image ghosting!

slew-rate filter and enables short time constant eddy current correction. This set-
ting is selected by executing “setgcoil(‘SPIRAL’)”; the setting must be returned to
the default 120 T/m/s slew-rate, via “setgcoil(‘SR120’)”, prior to standard imaging
sequences to avoid tripping the gradient amplifier.

Several scan options are available. Spectrally selective fat saturation pulses
can be enabled prior to each excitation pulse. A spin echo refocusing pulse can be
toggled to rephase off-resonance. Multi-shot capabilities are available to segment the
acquisition for distortion reduction. An option to acquire reference data for phase
correction should typically be enabled. This collects an entire volume without phase
encodes and is used during reconstruction to reduce ghosting, as described below.

Multiple image volumes can be acquired for functional studies by changing the
“Images” entry on the graphical interface. This collects the specified number of
images, in addition to reference data.

Gradient waveform generation is performed by complied MATLAB code. This
whole process is computationally inefficient, thus its execution is minimized. It needs
to be performed, by pressing “Prep”, after any parameter is changed that will alter
the readout waveform. Waveforms are automatically generated prior to starting the
scan. This process is required to compute the minimum echo and repetition times.

Trigger signals are sent to “SPARE 4” (a BNC port on the Breakout panel
of the left console cabinet) prior to the first slice of each repetition time. The
trigger is active immediately prior to the fat saturation pulse and is disabled prior
to readout. Total active time is ∼10 ms and can be used for controlling functional
tasks. Currently, input triggers are not implemented.

Reconstruction is performed in MATLAB; online reconstruction is not available.
Images are reconstructed with “sinepirec.m” and its associated functions, which
together automatically align the acquisition windows and the gradient waveforms
(shown in Fig A.3), convolve the data onto cartesian grids, and perform phase
corrections.

Assuming the optional non-phase encoded reference data was collected, there
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Figure A.4: Performance of the three phase correction options available during EPI
reconstruction. From left to right, no phase correction, non-linear phase correction,
and our permutative correction. Images are gamma adjusted to emphasize ghosting.

Table A.1: Signal-to-ghost ratio of the three EPI phase correction options and their
reconstruction times on a 2.66 GHz processor for an image set of size 96×96×40×2.

No Correction Non-Linear Permutative Correction
Signal-to-ghost ratio 8.527 21.73 19.55
Reconstruction time (s) 13.87 14.07 126.9

are three phase correction options available during reconstruction: first, no phase
correction can be applied. This is the fastest reconstruction option but ghosting
will be visible. Second, conventional non-linear phase correction is available. This
option is also very fast and provides the best N/2 ghost suppression at the expense
of streaking in regions of high off-resonant shifts and produces additional distortion.
Third, an unconventional and unpublished — yet empirically excellent — approach
is available. This method separates reference lines into pairs of even and odd lines,
replicates these lines into full reference sets then reconstructs entire images for each
pair of reference lines. These images are combined, on a pixel-by-pixel basis, via
a weighted median operation; weighting factors are determined by image entropy
— an indirect measure of ghosting (see Fig A.3). This method has the advantage
of ghost suppression without the streaking and distortion of non-linear correction,
but requires considerable processing time. Example images reconstructed with the
three phase correction options are shown in Fig A.4; their signal-to-ghost ratios and
reconstruction times are presented in Table A.1.

Calibration

An optional automatic gain calibration can be invoked by pressing “Tweak”.
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Limitations

The minimum acquisition bandwidth is defined by the maximum sinusoidal gradi-
ent amplitude; a sampling rate greater than or equal to the Nyquist rate must be
employed. The waveform generation stage ensures this criteria is satisfied, however
a limitation exists: in this sequence, the “sw” parameter controls both gradient and
data sampling rates and must be selected carefully to ensure gradient waveform exe-
cution and data acquisition are synchronized. Acquisition dwell times are restricted
to multiples of 12.5 ηs (minimum acquisition dwell time is 2.0 µs) while gradient
waveforms operate on a 50 ηs time base (minimum gradient dwell time is ∼1.0 µs).
The bandwidth must be selected to satisfy the longer gradient time base.

The waveform generation code requires that the number of phase encodes to
reconstruct and the number to collect (these can differ when using partial Fourier)
be even numbers. Furthermore, the number of phase encodes collected per shot
must also be even.

The sequence is not gated to an accurate time base. This results in very small
timing inaccuracies; actual echo and repetition times may differ by ∼1% from their
prescribed values. This is rarely an issue for standard imaging; however, this can
be catastrophic for event related fMRI since these errors accrue when multiple vol-
umes are acquired and can total several seconds after a 5 minute scan. Gating the
functional task to the scanner is recommended.

Example Images

This protocol is capable of generating rapid image volumes; the primary application
is mapping functional activation. Example single and dual shot image volumes are
shown in Fig A.5; functional maps comparing activation during a finger tapping task
in a healthy volunteer and a patient with amyotrophic lateral sclerosis are shown in
Fig A.6.

A.2 Field Mapping

Every imaging study commences with a basic calibration routine. Often automated
and transparent to the user, this typically involves a permutation of:

• Setting the global (i.e., averaged over the entire imaging volume) resonant
frequency

• Applying a global shim

• Globally calibrating the transmit coil(s)

• Collecting low-resolution localizer images

Imaging at high field strength and/or with multiple receiver coils (as on the 4.7 T
system) necessitates several modifications to the calibration procedure. The trans-
mit field (B+

1 ) is typically heterogenous across the sample (see Chapter 2) precluding
a global calibration value from accurately representing the majority of the sample
or a specific region-of-interest. Strong susceptibility induced field shifts near air/
tissue boundaries often necessitates high order shims; efficient calibration requires
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Figure A.5: Example EPI images with 2.5 × 2.5 × 2.5 mm3 resolution. Sixty axial
slices with no gap were acquired (phase encoding is anterior/posterior); sagittal and
coronal reslices are also shown. Left column: single shot spin echo, TE = 45 ms.
Middle left column: single shot GRE. Middle right column: two shot GRE. Right
column: four shot GRE. GRE images have TE = 19 ms.

Figure A.6: Functional activation maps overlaid on T1-weighted anatomic scans.
A visually-cued right finger tapping task elicits activation in the left motor cortex
(specifically, within the “hand bulb”) of a healthy volunteer (top row). In a patient
with amyotrophic lateral sclerosis, primary motor cortex activation is reassigned to
the supplementary motor area and other cortical regions (bottom row).
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deterministic data. Furthermore, spatially varying reception sensitivity (typically
enhanced at the center with a volume coil or enhanced at the edges with array coils)
introduces undesirable weighting into simple pulse-acquire methods often used for
B0 and B

+
1 calibrations. This can bias the global average settings by weighting

them heavily on a subset of the sample. Required are field calibration methods that
are:

• Insensitive to reception sensitivity

• Spatially localized

• Accurate and precise

• Time-efficient

Presented below are rapid methods for calibrating the B
+
1 and B0 fields that

satisfy the above criteria and have been implemented, and are in regular use, on the
4.7 T imaging system.

A.2.1 Calibrating the B+
1 field

Implemented is a rapid image based calibration procedure employing the double-
angle method initially proposed by Insko et al. [105]. This approach collects two
image sets using excitation angles of α and 2α. In the long TR limit, image intensities
are proportional to sin(α) and sin(2α) respectively; a tip angle map is readily derived
from their ratio:

α = arccos
�

I2α

2Iα

�
. (A.1)

This method was combined with a HASTE readout as demonstrated by Chow et
al. in the context of lung/cardiac imaging [198]. We employ an extremely low
and variable angle refocusing train, typically ramped below 40◦, as described in
Chapter 2 (specifically, Fig 2.7) to vastly reduce RF power deposition, thus ensuring
compatibility at 4.7 T.

Usage

On the 4.7 T console, this method can be invoked automatically with the macro
“fseb1(‘trans’)”1, which retrieves a 9-slice HASTE protocol with a 9.0 s TR (stored
in /vnmr/parlib/b1map trans.par), arrays the excitation angle at 100◦ and 50◦, and
acquires both image sets. Data processing is automatically invoked; a calibration
window, similar to that shown in Fig A.7, is opened. The user can optionally toggle
the colour scale and contour lines, scroll though slices and adjust windowing on the
field map. The intensity scale represents a relative tip angle; unity implies ideal
calibration. The histogram provides information regarding the center and range of
values. The user can select specific brain regions by first clicking “Get Values”,
then adding points to the B

+ rel

1 map. Pressing “enter” or “return” computes the
average power adjustment for the selected points. An RF coil name can be entered
(defaults to “Head”); the calibration procedure is completed by clicking “Accept

1Optional arguments are ‘trans’ for transverse slices, ‘sag’ for sagittal slices, or ‘cor’ for coronal
slices.
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Figure A.7: Example B
+
1 calibration interface. A relative tip angle map (i.e., B

+ rel

1 )
is displayed on the left. This interface allows the user to scroll through slices, select
the calibration location, and update the RF coil settings.

Values”, which creates or modifies an entry in the user’s pulsecal file ($vnmruser/
pulsecal). Alternatively, the procedure is terminated, without modification to the
user’s pulsecal file, by clicking “Cancel”.

Initial Calibration

The “fseb1” macro searches for a parameter set named “b1map trans.par”. This
parameter set is based on the “fsemsuf” pulse sequence and is created and calibrated
as described in Section A.1.1. A long repetition time is required for adequate T1

recovery. A low resolution single shot protocol is recommended. Minimum echo
spacings are not suggested since the probability of image artifacts is increased, which
can produce significant errors in the tip angle map. A short echo time — while
abiding by partial Fourier constraints — to reduce T2-weighting and maintain high
signal levels is typically desirable.

Limitations

There are multiple phenomena affecting the accuracy of this method. First, con-
siderable noise amplification occurs in the linear regime of the sinusoid (small B

+
1 )

where both image SNR and parameter estimability are poor. Empirical observation
suggests this method is ineffective at B

+ rel

1 values below ∼1/3. It is suggested that
the RF coil be roughly calibrated, ideally to within a factor of ∼2, before employing
this method. Second, non-rectangular slice profiles and the non-linear magnetiza-
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Figure A.8: Left, simulated relationship between signal and prescribed tip angle
for three RF pulse shapes and the sinusoidal relation assumed in the double angle
method. Signal from a Gaussian pulse (dash-dot) and two SLR pulses designed for
90◦ excitation angles with time-bandwidth products of 6.0 (dashed) and 4.0 (dotted)
are plotted along with a sinusoidal curve (solid). Right, estimated tip angle from
the double angle method using these pulses as functions of the actual tip angle.

tion response to high tip angles distort the assumed sinusoidal relation between
signal and tip angle; this effect is shown in Fig A.8. Tailored RF pulses, such as
those designed with the Shinnar-LeRoux (SLR) transform [140], are required for
accurate results. Finally, additional complications including finite TR and amplifier
non-linearity may also degrade calibration accuracy.

A.2.2 Shimming the B0 field

Magnetic field distortions surrounding susceptibility interfaces, notably the air/
tissue boundaries in the sinus regions, warp the magnetic field. The magnitude
and extent of these distortions is proportional to the static magnetic field strength.
At 4.7 T susceptibility effects are the primary source of image artifact in gradient
echo imaging sequences and severely degrade or prevent reliable spectroscopy in the
orbitofrontal cortex and surrounding regions. Imaging systems are equipped with
multiple shim coils designed to counteract these distortions; the limited number and
remote nature of the shim channels provides an imperfect polynomial approximation
to the field warping but can drastically improve image quality. Assessment of the
magnetic field within the sample followed by an optimal shim calculation is required
to efficiently smooth the magnetic field.

The current software revision installed on the 4.7 T system, VnmrJ 1.1D, pro-
vides an automatic routine for mapping the magnetic field and computing shim
currents. It is available through the “ge3dshim” sequence. This approach collects
three image sets with adjustable echo time delays. The magnetic field is mapped
from the phase evolution during these delays and optimal shim values are computed.
Some documentation on the use and calibration of this technique can be found on
pages 31-33, 51-52, and 82-91 of the “VnmrJ Imaging User Guide” (Pub. No. 01-
999236-00, Rev. B0704). Additional usage and calibration notes garnered through
numerous trials and tribulations are presented below.
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Usage

A calibrated parameter set can be copied from /home/marc/vnmrsys/parlib/
ge3shim 01.par. The shim protocol collects low-resolution 3D volumes with a very
large field-of-view, as defined during the calibration stage. The user selects the
echo delay, typically starting at ∼2 ms and perhaps iterating to ∼4 ms, the shim
region (global, slab, or voxel — described below), the shim orders to calibrate,
and a threshold value for image masking. After processing, the field map should
be viewed, by displaying the B0.f image, to ensure adequate thresholding and no
frequency aliasing. The change in shim values should be scrutinized: changes greater
than ∼10 000 digital units are likely erroneous.

Localized shimming can be achieved by first planning a 3D slab or a large spec-
troscopy voxel spanning the region-of-interest. The macro “gs slice” saves the cur-
rent slab for shimming. This must be done prior to loading the shim protocol.

Several iterations are recommended to optimize the shims. Empirically, a coarse
manual shim (linear and z

2) followed by two gradient shim iterations converge on a
physiologically limited shim set. Manually setting the resonance frequency, using a
global pulse acquire or a spectroscopy voxel, is highly recommended after shimming.
For spectroscopy, a final manual polish of the linear shims reduces spectral linewidth.

Calibration

Very accurate calibration is necessary for rapid shim convergence. Calibration stores
the field change per digital current unit in each voxel for each shim coil. As such, a
calibration file is associated with a specific field-of-view and resolution and cannot
be interpolated or extrapolated for arbitrary shim protocols. In practice, a single
generic calibration file can be used for most imaging samples. This protocol must
span a large field-of-view and can be sampled at the minimum resolution necessary to
define the spatial shim variations. The existing calibration uses a 330×300×300 mm3

field-of-view sampled with 64×32×32 points. It was calibrated with a large (270 mm
diameter, 300 mm length) cylindrical phantom containing mono-resonant silicone
oil. This phantom ensures calibration data exists at all spatial locations within the
available RF coils.

The calibration procedure is finicky and time-consuming, often requiring multi-
ple restarts (and coffee runs) for optimal calibration. The basic procedure involves
mapping the non-shimmed magnetic field, applying a known shim current then re-
mapping the field — the field change is attributed to the applied shim. Once started,
this process is repeated automatically for each shim channel. To start, the user se-
lects the shim step percentage to apply during calibration. Separate percentages
are available for linear and higher order shims; their values are selected by trial and
error in combination with the delay time to obtain maps providing sufficient field
change across the sample but without phase aliasing. This is exceptionally chal-
lenging — impossible perhaps — since certain shim channels are far more sensitive
than others; a single current percentage is inadequate for all higher order shims. A
solution involves iteratively modifying the macro “gs acqshimmap” (/vnmr/maclib/
maclib.imaging/gs acqshimmap) to apply unique current values to each shim chan-
nel. The entire calibration procedure be performed once acceptable current steps
are determined for each channel. Dedicate an entire weekend to this process.
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Calibration data is stored in $vnmruser/gshimdir. A pre-calibrated directory
can be copied from /home/marc/vnmrsys/gshimdir.

Limitations

The gradient shim routine has several limitations that must be considered for con-
sistent shimming. First, the repetition time may be adjusted for a given protocol
(field-of-view and resolution cannot be modified). The TR should be sufficiently
short to rapidly map the field, but long enough that the prescribed delay time does
not drastically alter the sequence structure; a 12 ms repetition time is a reasonable
compromise for delays less than ∼4 ms.

The gradient shim cannot process multiple receiver coil data. A single element
must be selected prior to shimming.

The generic shim protocol is very low resolution (5.2× 9.3× 9.3 mm3). This is
adequate for global or slab localized shimming, but is sub-optimal for voxel shimming
since the field pattern within the voxel is not resolved. In the latter case, the
shim computation is underdetermined and produces unstable results. Reasonably
accurate voxel shimming can be obtained by planning a very large voxel specifically
for shimming. Alternatively, a higher resolution protocol could be configured.



Appendix B

Flip Book

Fun for readers of all ages. The instructions are simple:

1. Print page (or tear directly from thesis)

2. Cut along dotted lines

3. Sort in ascending order with images facing upward

4. Staple left side (a bulldog clip is acceptable)

5. For smooth animation, trim the right edge diagonally to stagger alignment

6. Flip repeatedly until paper is worn out

Beware of paper cuts.

B.1 Fast Spin Echo
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Figure B.1: Do-it-yourself rendering: fast spin echo.
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