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ABSTRACT

Deep convection in the Labrador Sea is an important component of the global ocean ventilation. The as-

sociated loss of heat to the atmosphere from the interior of the sea is thought to be mostly supplied by me-

soscale eddies, generated either remotely or as a result of convection itself—processes that are not resolved by

low-resolution ocean climate models. The authors first employ a high-resolution (1/128) ocean model forced

with high-resolution (33km, 3 h) atmospheric fields to further elaborate on the role of mesoscale eddies in

maintaining the balance of heat and buoyancy in theLabrador Sea. In general agreementwith previous studies,

it is found that eddies remove heat along the coast and supply it to the interior. Some of the eddies that are

generated because of the barotropic instability off the west coast of Greenland are recaptured by the boundary

current. In the region of deep convection, the convergence of heat and buoyancy by eddies significantly in-

creases with the deepening of thewinter mixed layer. In addition, the vertical eddy flux plays an important part

in the heat budget of the upper Labrador Sea, accounting for up to half of the heat loss to the atmosphere north

of 608N. A low-resolution (18) model with parameterized eddies is then applied to show that it does capture,

qualitatively, the general structure of eddy buoyancy advection along the Labrador Current. However, the 18
model is deficient in this regard in the most eddy active region off the west coast of Greenland, although some

improvements can be made by forcing it with the high-resolution atmospheric fields.

1. Introduction

a. Background

Deep convection in the Labrador Sea is an important

component of the global ocean ventilation andoverturning

circulation (McCartney 1992). It occurs in a limited area

of the sea (e.g., Lavender et al. 2000; Pickart et al. 2002)

and typically does not seem to reach below 1750-m depth

(e.g., Lilly et al. 1999). During some years, however, the

Labrador Sea convection can penetrate to more than

2-km depth (Lazier et al. 2001), injecting a weakly

stratified water [the Labrador Sea Water (LSW)] into

the deep western boundary current (DWBC) (McCartney

1992; Pickart et al. 1997, 2002; Palter et al. 2008). The

LSW has been found in many places of the middepth

North Atlantic (Yashayaev et al. 2007) and beyond

(Talley and McCartney 1982). It has also been associ-

ated with a maximum of chlorofluorocarbons in the

North Atlantic (Smethie et al. 2000), suggesting a po-

tentially important role of the LSW in taking up at-

mospheric gases and moving them to large depths. The

strength of the Labrador Sea deep convection varies

(e.g., Lazier et al. 2002; Yashayaev and Loder 2009) and

on decadal time scales it apparently does so out of phase

with convection in other regions of the North Atlantic

Ocean (Dickson et al. 1996). There is also some ob-

servational evidence suggesting that the process of LSW

formation does not appear to be merely a passive re-

sponse to atmospheric forcing, such as strong westerly

winds and surface heat loss. Rather, the associated ex-

traction of heat from the deeper ocean, or the lack

thereof, can have a strong impact on fluctuations of the

surface climate. Such fluctuations, ‘‘imprinted’’ in the
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upper Labrador Sea can penetrate deep into the sub-

tropical Atlantic (Curry et al. 1998).

Despite its importance, much remains unknown about

the Labrador Sea ventilation and the associated heat

budget. This is in part because of the difficulties involved

in obtaining in situ measurements in its harsh environ-

ment [described, e.g., in section 3 of Pickart et al. (2002)].

Some of themain known features of Labrador Sea large-

scale circulation are shown in Fig. 1a. It is commonly

understood that the loss of heat to the atmosphere is

ultimately resupplied by the boundary currents, with

mesoscale eddies carrying the heat into the sea interior

(e.g., Lilly et al. 2003; Katsman et al. 2004; Straneo 2006;

Hátún et al. 2007; Chanut et al. 2008; Spall 2004). How-

ever, how the balance of heat is maintained at subbasin

scales, and the role of different eddy types, is less known.

Observations (e.g., Lilly et al. 2003) and high-resolution

numerical simulations (e.g., Chanut et al. 2008) suggest

that there are at least three types of eddies in the Lab-

rador Sea, which all could have a sizable contribution

to balancing the loss of buoyancy at the surface. First,

there are the Irminger rings (IR)—energetic warm-core

eddies, originating from the Irminger Current in the re-

gion of enhanced eddy kinetic energy (EKE) off the west

coast of Greenland. Their trajectories, either observed

(Hátún et al. 2007) or derived from maps of EKE

(Lilly et al. 2003), can be used to understand why the

region of deep convection is small (presenting a major

challenge for low-resolution ocean models). Second,

there are boundary current eddies (BCEs). These rep-

resent less energetic instabilities, generated all along

the boundary current system, including along the coast

of Labrador. The associated lateral eddy fluxes, studied

by Spall (2004) and more recently by McGeehan and

Maslowski (2011), also can represent an effective

mechanism for offsetting the loss of buoyancy in the

Labrador Sea interior. Finally, the eddies associated

with baroclinic instability of the convective patch itself

[convective eddies (CEs)] can rapidly disperse a weakly

stratified water column (Visbeck et al. 1996; Jones and

Marshall 1997), thereby playing an important role in the

rapid (several months) postconvective restratification

of the Labrador Sea.

However, assessing the role of different eddy types

in restratifying the Labrador Sea is a very complex

subject. One reason for this is that each of these eddy

types may strongly influence the Labrador Sea stratifi-

cation and each other. Gelderloos et al. (2011) derived

restratification time scales for different eddy types for

the case of cone-shaped convection area, assuming a

constant ambient stratification. However, the observed

stratification in the Labrador Sea is strongly surface in-

tensified [as also pointed out by Jones and Marshall

(1997)]. As such, while we also attempt to estimate

the time scales of Labrador Sea restratification due

to different eddy types, using the scaling relations of

FIG. 1. (a)A schematic view of the Labrador Seamajor currents, based in part on the circulationmaps presented by

Lavender et al. (2000, their Fig. 2) and Cuny et al. (2002, their Fig. 4): East Greenland Current (EGC), West

Greenland Current (WGC), Irminger Current (IC), Baffin Island Current (BIC), Labrador Current (LC), and North

Atlantic Current (NAC). Dashed arrows indicate middepth recirculations reported by Lavender et al. (2000),

whereas the blue arrow is to illustrate the flow of DWBC. Shown with red contours on the background is the mean

(1992–2002) sea surface height (m; contour interval 5 20.1m) estimated based on satellite altimetry (Maximenko

and Niiler 1999). (b) A ‘‘snapshot’’ (2-day average; 21–23 Mar 2005) of near-surface speed simulated by the 1/128
model. Also displayed (thin lines) are the 1- and 3-km isobaths as resolved by the model bathymetry.
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Gelderloos et al. (2011), such estimates should be taken

with caution.

b. Objectives

One objective of the present study is to obtain further

insight about the role of eddies in maintaining a time-

mean budget of heat in the Labrador Sea. The focus is on

the region of deep convection, as well as on the broader

area of the sea. Some aspects of this subject have been

addressed before in several studies using observations,

theories, and models (e.g., Jones and Marshall 1997;

Houghton and Visbeck 2002; Katsman et al. 2004; Spall

2004; Straneo 2006; Hátún et al. 2007; Chanut et al.

2008). Yet, our understanding of the relative roles

played by eddies and mean currents in the Labrador Sea

balance of heat is incomplete and will be addressed here

using a 1/128 model forced with high-resolution (33 km,

3 h) atmospheric fields (see next section). Of particular

relevance to this subject are the studies by Chanut et al.

(2008) and more recently by Kawasaki and Hasumi

(2014), who, among other insightful results, present in-

tegrated budgets of heat and buoyancy based on high-

resolution models forced with monthly climatology. In

particular, Chanut et al. find that, on the basin scale, the

heat required to balance its loss to the atmosphere is

supplied by the large-scale circulation; it is then redis-

tributed to the Labrador Sea interior almost exclusively

by eddies.

Here, we further elaborate on this subject in several

ways. First, we take a closer look at the convergence of

heat by eddies in the Labrador Sea interior, focusing on

the region of deep mixing in winter. In particular, there

are reasons to expect that the heat convergence by

eddies may increase with the deepening of convective

mixing and with stronger heat loss at the surface (e.g.,

Jones and Marshall 1997). However, observations in-

dicate that the areas of strongest surface heat loss in the

Labrador Sea are not collocated with the deepest mixed

layers (e.g., Lavender et al. 2000; Cuny et al. 2002). In

addition, the transport of heat by the mean currents may

also be important, particularly in the regions close to the

boundary current system (Chanut et al. 2008). Indeed, it

has been estimated, using Lagrangian floats, that the

heat fluxes associated with the mean circulation in the

Labrador Sea region of deep convection could amount

to 30% of the eddy heat fluxes (Palter et al. 2008).

Second, we consider budgets of heat and buoyancy.

While observations seem to indicate that the structure of

eddies in the Labrador Sea is dominated by temperature

(Lilly and Rhines 2002; Pickart et al. 2002), the input of

freshwater from the eddies, required to account for the

spring restratification of convective areas, cannot be

ignored (Hátún et al. 2007). Modeling studies do suggest

that freshwater anomalies from the Labrador shelf

(Myers 2005; McGeehan andMaslowski 2011) and from

the region off the west coast of Greenland (Kawasaki

and Hasumi 2014) can have a strong impact on the deep

convection, particularly in sufficiently high-resolution

models. It has also been observed that thewaters entering

and leaving the Labrador Sea on the same isopycnal level

may have significantly different thermohaline properties

(Palter et al. 2008). This suggests that the budgets of heat

and buoyancy, while expected to be similar in general,

may differ in details.

Third, we shall separate the eddy buoyancy flux into

lateral and vertical components.While the role of lateral

eddy fluxes in the Labrador Sea has been widely ap-

preciated, this cannot be said about the role of vertical

eddy fluxes. Physically, the latter implies a transfer of

eddy potential energy (EPE) to EKE. We find the up-

ward eddy buoyancy flux to be particularly strong north

of the deep convection region, likely because of the

propagation of IRs and conversion of their EPE to EKE

as they move southwestward. The associated supply of

heat from the deeper ocean to the surface layer repre-

sents a significant fraction of heat loss to the atmosphere

in the region.

Our second objective is to evaluate the extent to

which low-resolution models can represent buoyancy

fluxes in the Labrador Sea by parameterized eddies. It is

still not uncommon to employ models with resolution of

;18 to study deep-water formation/convection in the

Labrador Sea, its variability and changes in response to

changes in climate. The validity of conclusions made

based on such models remains unclear, given the im-

portance of mesoscale eddies in the Labrador Sea.

Typically, and this is also the case here, low-resolution

ocean climate models employ the Gent andMcWilliams

(1990, hereafter GM90) parameterization to represent

some of the effects arising due to mesoscale eddies. In

particular, this parameterization mimics a local removal

of potential energy by eddies from mean baroclinic

currents. However, it has been argued that nonlocal

eddy effects can also be very important in the Labrador

Sea (e.g., Hátún et al. 2007; Chanut et al. 2008). More-

over, some studies conclude that it is barotropic, rather

than baroclinic, instability that dominates the genera-

tion of the most energetic eddies off the west coast of

Greenland (Eden and Böning 2002). In addition, deep

convection in the Labrador Sea is a highly localized

process (Clarke and Gascard 1983; Lavender et al. 2000;

Pickart et al. 2002; see also section 3), with the radius of

convective patch being of the order of 100km. Therefore,

the applicability of low-resolution models for studying

the Labrador Sea dynamics, including its changes under

global warming scenarios, remains unclear. Here, we only
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touch on one aspect of this important subject; namely, on

the sensitivity of the eddy-induced buoyancy transport in

the Labrador Sea to atmospheric forcing.

The paper is organized as follows: Section 2 describes

the employed numerical models and atmospheric forc-

ing data. Some features of the simulated and observed

Labrador Sea circulation are discussed in section 3.

Budgets of heat and buoyancy in our high-resolution

model are analyzed in section 4. In section 5, we illustrate

the sensitivity of the Labrador Sea circulation and eddy

buoyancy convergence simulated by a low-resolution

model to atmospheric forcing. Discussion and conclu-

sions are presented in section 6.

2. Models, forcing data, and observations

a. Numerical models

We employ two configurations of the Nucleus for

European Modeling of the Ocean model (NEMO;

Madec 2008; Madec et al. 2012). One is a regional high-

resolution model based on the NEMO ORCA12 con-

figuration developed within the Mercator-Ocean and

DRAKKAR collaboration (Barnier et al. 2007). It has

a horizontal resolution of 1/128 (on Mercator grid) and

50 vertical levels. The model bathymetry is based on

2-Min Gridded Global Relief Data (ETOPO2) (Le

Galloudec et al. 2008); the minimum and maximum

depths are set at 20 and 5750m. We shall refer to this

model as eddy resolving, although given the size of the

eddies observed in the Labrador Sea, with radii ranging

from 5 to 30 km (Lilly et al. 2003), and given the local

Rossby radius, the 1/128 resolution is still perhaps only

eddy permitting. The lateral mixing of momentum is

represented by biharmonic viscosity with a coefficient

of 21 3 1010m4 s21. For unresolved lateral mixing of

tracers, the model employs an isopycnal Laplacian

framework with a diffusivity of 50m2 s21. The enhanced

mixing in the upper ocean is parameterized according to

the turbulent closure model of Gaspar et al. (1990; see

also Blanke andDelecluse 1993). The background values

for vertical viscosity and diffusivity are set, respectively,

to 1024 and 1025m2 s21.

The 1/128 model simulation was performed in the frame-

work of the Canadian Operational Network of Coupled

Environmental Prediction Systems (CONCEPTS) on

a regional domain (CREG12). The CREG12 domain

covers the North Atlantic Ocean north of 278N, as well as

the whole Arctic Ocean (F. Dupont et al. 2014, un-

published manuscript). As such, the narrow Canadian

Arctic Archipelago passages—one of the two pathways

through which a low salinity Arctic Ocean water enters

the Labrador Sea—are represented. This is essential, for

example, for a shelf-to-interior freshwater transport along

the coast of Labrador (e.g., McGeehan and Maslowski

2011). The CREG12 simulation was initialized on 1

January 2003 from a global Mercator-Ocean ORCA12

simulation (e.g., Le Galloudec et al. 2008) and forced

with high-frequency atmospheric forcing (see next

subsection). The model output used here are 2-day

averages, covering a 5-yr period, 2003–07. This period

is characterized by a progressive penetration of rela-

tively warm waters to deeper layers in the Labrador

Sea interior (see next section).

The second NEMO configuration that we employ has

a global domain with a nominal resolution of 18 on the

ORCA1 grid (refined to 1/38 meridionally near the

equator) and with 46 vertical levels. The lateral mixing

of momentum is represented by a Laplacian operator

with a nominal value of viscosity coefficient, which

varies with local resolution, set to 13 104m2 s21. While

such relatively coarse resolution is often employed

in ocean models for climate and paleoclimate simula-

tions, it does not allow for the processes associated with

ocean mesoscale eddies to be explicitly resolved. In-

stead, they are parameterized. Most commonly, in-

cluding here, this is done through a parameterized

eddy contribution to advection and diffusion of tracers.

Essentially, the tracers are mixed along isopycnal (iso-

neutral) surfaces (e.g., Redi 1982) using the accordingly

rotated Laplacian operator. The corresponding co-

efficient is set to 103m2 s21 near the equator and de-

creases with latitude to values of 5 3 102m2 s21 around

608N/S. In addition, the removal of energy from the

mean baroclinic currents is represented by the GM90

scheme. The associated eddy-induced transport veloci-

ties are proportional to the eddy transfer coefficient, or

layer thickness diffusivity K (Gent et al. 1995; see also

the appendix). A spatially varying formulation is em-

ployed, such that K } L2T21, where L and T are, re-

spectively, the eddymixing length and time scales. In the

model,L is set by the local Rossby radius (outside of the

equatorial region), whereas T is given by the Eady

(1949) time scale for the growth rate of unstable baro-

clinic instabilities, similar to Visbeck et al. (1997). As in

the 1/128 model, the enhanced mixing in the upper ocean

is parameterized based on the model of Gaspar et al.

(1990), with the same background values for vertical

viscosity and diffusivity. Both the 1/128 and 18models use

a linear free-surface formulation (see, e.g., Madec et al.

2012, and references therein).

In addition, both model configurations have sea ice

components and use bulk formulations to obtain fluxes

of heat, water, and momentum. To calculate these

fluxes, we use several atmospheric products. These are

described in the next subsection.
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b. Forcing data

The 1/128 CREG12 model is forced with atmospheric

fields that have resolution of 33 km in space and, as used

here, 3 h in time (Smith et al. 2013). They are derived

from the Canadian Meteorological Centre (CMC)’s

global deterministic prediction system (GDPS). Smith

et al. (2013) compared global near-surface temperature,

humidity, andwinds fromCMCGDPS reforecasts (CGRF

product hereinafter) with several observation-based at-

mospheric products, including with the Interim European

Centre for Medium-RangeWeather Forecasts (ECMWF)

Re-Analysis (ERA-Interim) (Dee et al. 2011). They

found, in particular, that the higher resolution of the

CGRF product provides a more detailed representation

of atmospheric structures and topographic steering,

compared to ERA-Interim product, resulting in finer-

scale coastal features and wind stress curl. Focusing on

the Labrador Sea, Fig. 2 compares the 2-mmean (2003–07)

air temperature in winter from the CGRF and ERA-

Interim. While the temperature structure is similar be-

tween the two atmospheric products, the CGRF has

stronger temperature gradients over the western part

of the Labrador Sea, with colder temperatures in the west

and warmer in the Labrador Sea interior (Fig. 2c).

Also displayed in Fig. 2 are the regions where the

mean 2003–07 winter surface heat loss is largest: in the
1/128 model forced with the CGRF data (Fig. 2a) and in

two observation-based products, the ERA-Interim (Dee

et al. 2011) and Woods Hole Oceanographic Institution

(WHOI) (Yu et al. 2004) (Fig. 2b). In general, the rate of

winter heat loss to the atmosphere is lower in the

observation-based products compared to that in the

model. This could be one of the reasons for weaker than

observed stratification simulated by the model, and for

deeper than observed penetration of convective mixing

discussed in section 3. However, the difference between

the observation-based estimates is also large, being

comparable to the model–observation difference. This

reflects the uncertainty in observation-based estimates,

which is particularly large during winter months (cf.

Fig. 13a). In addition, we note that the region of greatest

heat loss to the atmosphere in the two observation-

based products (Fig. 2b) only partly overlaps with the

region of deepest winter mixing during the 2003–07 time

interval reported by Våge et al. (2009). This is consistent
with Lavender et al. (2000), who observed the greatest

winter heat loss (345 6 95Wm22) in the northern third

of the Labrador Sea basin, whereas the central portion

of the basin with the deepest mixed layers had, in their

observations, an average winter heat loss of only 49 6
46Wm22. The subject certainly requires more research

(Moore et al. 2014).

In addition, station-based observations suggest that

the Labrador Sea surface buoyancy flux has a significant

high-frequency variability (Sathiyamoorthy and Moore

2002), attributable to the passage of synoptic weather

systems. As such, accounting for this atmospheric vari-

ability could be essential for the Labrador Sea dynamics

and heat budget. Hereinafter, the 1/128 CREG12 model

simulation forcedwith the 33km, 3 hCGRF atmospheric

data is referred to as CREG12-CGRF.

FIG. 2.Mean winter (January–March, 2003–07) 2-m air temperature, corresponding to the (a) CGRF and (b) ERA-Interim product and

(c) the air temperature difference (CGRFminus ERA-Interim). Solid red contours indicate the regions inside of which the corresponding

mean winter heat loss exceeds 250Wm22 in (a) (in the 1/128 model forced with the CGRF atmospheric data; see text for details) and

150Wm22 in (b) (based on ERA-Interim heat fluxes). In addition, the dashed contour in (b) shows the regions inside of which the mean

(2003–07) winter heat loss exceeds 200Wm22 in the WHOI heat flux product (http://oaflux.whoi.edu/). Different values are used for the

heat flux contours in order to indicate the regions of enhanced heat loss that cover roughly the same area in the three data products.
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We also discuss simulations based on the 18 (NEMO

ORCA1) model. One set of such simulations is forced

with the CGRF atmospheric forcing (hereafter ORCA1-

CGRF), where we test the sensitivity of the eddy-induced

advection of buoyancy to the frequency of the forcing. In

addition, the 18 model is forced with two climatological

products. One of them was compiled based on the at-

mospheric fields described by Large and Yeager (2009).

This product has beenwidely employed, including forcing

ocean–ice models in the Coordinated Ocean Research

Experiments (CORE product hereinafter; Griffies et al.

2009; Danabasoglu et al. 2014). The CORE product is

based on National Centers for Environmental Prediction

(NCEP) reanalysis and consist of 1) 6-h near-surface

winds, air temperature, and humidity; 2) daily shortwave

and incoming longwave radiation; and 3) monthly pre-

cipitation. We shall refer to the corresponding NEMO

ORCA1 simulation as to ORCA1-CORE.

The second climatology that we employ to force the

NEMO ORCA1 model was derived by averaging daily

atmospheric data from a climate model simulation. The

latter is based on the fully coupled Second Generation

Canadian Earth System Model (CanESM2) developed

at the Canadian Centre for Climate Modeling and

Analysis (see Yang and Saenko 2012, and references

therein). As such, the corresponding atmospheric fields

are not constrained by any observations. We shall refer

to the NEMOORCA1model forced with the CanESM2

data as to ORCA1-CanESM2.

c. Observations

Since 1990, the Ocean and Ecosystem Sciences Di-

vision at the Bedford Institute of Oceanography has

carried out annual occupations of a hydrographic sec-

tion across the Labrador Sea (Yashayaev 2007). The

section was designated the Atlantic Repeat Hydrogra-

phy Line 7 West (AR7W) in the World Ocean Circu-

lation Experiment (WOCE). This line is the major

component of the Canadian Department of Fisheries

and Oceans (DFO) Atlantic Zone Off-Shelf Monitoring

Program (AZOMP) and the main Canadian contribu-

tion to the international Global Climate Observing

System (GCOS) and to the (international) Climate

Variability and Predictability (CLIVAR) component of

the World Climate Research Programme (WCRP). The

section spans approximately 880 km from the 130-m

contour on the inshore Labrador shelf to the 125-m

contour on the West Greenland shelf (Fig. 3a).

FIG. 3. (a) Mean winter (January–March, 2003–07) MLD defined as the depth where potential density su exceeds

its surface value by 0.005 kgm23 (Chanut et al. 2008; see also Fig. 11 in Pickart et al. 2002). Thick solid contour

represents mean winter su 5 27.79 at about 100-m depth. The large white circle indicates the region where Pickart

et al. (2002) observed mixed layers as deep as 1400m during winter of 1997 (their Fig. 12d), whereas the blue circle

approximately indicates the region of deepest mixed layers observed in winter (February–April) from 2000 to 2007

(Våge et al. 2009, their Fig. 2) that, however, did not exceed 900m on average. The green symbols indicate the

locations of Argo data used in the lower panel of Fig. 4, whereas the red symbols show the standard AR7W station

positions (the stations used in the lower panel of Fig. 4 are shownwith asterisks).Also displayed (thin lines) are the 1-,

2-, and 3-km isobaths. (b) Effective diameter of the model convective patch [defined as deff5 2(A/p)1/2, withA being

the area], plotted as function of mean winter MLD.
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After 2002 the annual hydrographic observations in

the Labrador Sea are supplemented with year-round

vertical profiles (throughout the top 2000-m layer) of

temperature and salinity from a network of Argo floats

drifting at fixed depths. DFO and Environment Canada

(EC) are the two major Canadian supporters of the in-

ternational Argo program ensuring continuous moni-

toring of oceanographic conditions in the Labrador Sea

on seasonal to interannual time scales.

The observations from research ships were combined

with the Argo floats data, which have a much better

spatial coverage (Fig. 3a), to construct the time–depth

distribution and time series of observed potential tem-

perature (and salinity) in the central Labrador Sea

(Yashayaev and Loder 2009). These are analyzed and

used for model validation in the next section.

3. Circulation, mixed layer, and EKE

Surface drifters indicate three distinct speed regimes

in the Labrador Sea (Cuny et al. 2002): fast boundary

currents, a slower crossover fromGreenland toLabrador,

and a slow, eddy-dominated flow in the basin interior.

This observational picture is reflected in the near-surface

velocity simulated by our 1/128model (Fig. 1b). The mean

currents, which dominate Fig. 1b along the boundaries,

closely follow the bathymetry, as observed (e.g., Cuny

et al. 2002; Lavender et al. 2000). In general, a weakly

forced flow with a large barotropic component is ex-

pected to follow f/H contours, with f and H being, re-

spectively, the Coriolis parameter and ocean depth.

One of themajor challenges is to simulate the location

and vertical extent of winter mixed layer depth (MLD),

particularly when it comes to a specific time period.

While observations remain sparse, it appears that models

tend to overestimate the observed patterns of MLD

(Chanut et al. 2008), and our model is not an exception

in this regard. In particular, the 2003–07 mean winter

MLD, estimated based on Argo float data, does not ex-

ceed 900m (Våge et al. 2009). Furthermore, it is located

in the Labrador Sea interior. In contrast, the model

simulates the deepest winterMLDmostly along the 3-km

isobath in the western part of the sea (Fig. 3a). However,

while the region around the 3-km isobath may seem an

unlikely location for LSW formation, as it receives

a constant advective inflow of relatively warm and strat-

ified Irminger Seawater, nonetheless a hydrographic

cruise in February–March 1997 captured the formation of

LSW on the slope in the region of the DWBC (Pickart

et al. 2002; Palter et al. 2008; Lavender et al. 2000). The

location of deep mixing may have important implications

for eddy heat fluxes, particularly from the boundary

into the interior (Spall 2004; Straneo 2006). As such, our

results may be more applicable to time periods charac-

terized by deep convection in the Labrador Sea, en-

hanced along the slope region.

The effective diameter of the region with relatively

large winter MLDs decreases roughly linearly with

MLD for MLDs between 500 and 1700m (Fig. 3b) but

then drops sharply, being only about 100 km where the

MLD is deeper than 2000m. This illustrates that the

region subject to the deepest convection can be very

small and difficult to detect. For example, the area

where MLD is deeper than 2000m is about 15 times

smaller than the area whereMLD is deeper than 1000m.

In hydrographic observations (e.g., Lavender et al. 2000;

Pickart et al. 2002), the smallness of the deep convection

region could result from the data coverage being typi-

cally quite scarce. Argo floats, on the other hand, pro-

vide a means to sample throughout the convective

season. However, as pointed out by Våge et al. (2009),
they do so at a resolution that is also quite limited.

To validate the model, we combined hydrographic

and Argo floats data (Yashayaev and Loder 2009; see

also section 2c). The simulated and observed evolutions

of mean potential temperature profiles in the central

Labrador Sea are compared in Fig. 4. It should be noted

that for a proper model–observation comparison, it is

sometimes more instructive to focus on the specific

phenomenon (e.g., convective mixing), rather than im-

pose the same vertical and/or regional restrictions on

model data and observations. This is the approach that

we adopt in the model–observation comparison pre-

sented Figs. 4 and 5. In general, the model reproduces

the observed seasonal cycle and gradual warming of the

Labrador Sea from 2003 to 2008 (Fig. 4; see also Fig. 5,

left panel). It also captures some details. For example,

the observations suggest that the deep-reaching cooling

episodes lasted somewhat longer during the winters of

2003 and 2005 than during the other three winters; this

is captured by the model to some degree. However,

the agreement with observations is less favorable in the

deeper layers (Fig. 5, right panel). According to the

model, the convective signal does penetrate at least to

the 1000–1500-m layer, whereas it is much weaker, or

absent altogether, in the observations.

The observations also reveal that during the 2003–07

period the salinity in the Labrador Sea interior was in-

creasing (not shown). The rate of salinity increase was

larger during the first 2 yr (2003 and 2004) than during

the last 3 yr (2005–07), with the mean rate of about 5 3
1023 g kg21 yr21 in the upper 1500-m-thick layer. The

model salinity trend has the same sign, but with the rate

of salinity increase being comparable to the observed

rate only during the first 2 yr; otherwise, it is 2 times

larger. This reflects a well-known problem of model
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salinity drift (e.g., Treguier et al. 2005). Unlike in the

case of ocean–atmosphere thermal coupling, the ocean–

atmosphere feedback with respect to hydrological cycle

is weak (e.g., Weaver and Hughes 1992). Furthermore,

the salinity drift can be further amplified in ocean

models forced with freshwater flux consisting of pre-

scribed precipitation and internally computed (from the

latent heat loss) evaporation, such as in our model.

In addition, the model simulates the largest values of

MLD somewhat too far north. This could be attributed

to the position of the EKE maximum off the west coast

of Greenland, associated with IRs. Indeed, given the

importance of IRs (e.g., Gelderloos et al. 2011), it seems

reasonable to expect that their more northward gener-

ation would result in a more northward location of deep

mixing in the Labrador Sea. In the model, the pattern of

enhanced EKE associated with IRs is too far north,

compared to observational estimates1 (Fig. 6a). Some

other models are more successful in this regard. For ex-

ample, in the model of Luo et al. (2011) the EKE maxi-

mum is;0.58 farther south. However, the general pattern

of EKE in Luo et al. (2011) is similar to our model.

The simulated Labrador Sea EKE has a pronounced

seasonal cycle (Fig. 6b). The model also suggests that

EKE decays sharply with depth, being several times

larger at the surface than at 100-m depth. This should be

kept in mind when comparing observationally based

FIG. 4. Evolution of potential temperature profiles (8C) in the Labrador Sea interior: (upper)

in the model and (lower) in the observations of Yashayaev and Loder (2009). In the model, the

averaging is applied over the region where the mean winterMLD exceeds 1000m (see Fig. 3a);

the spatial coverage of the data used in the lower panel is also shown in Fig. 3a.

1 The presented observational estimate of EKE was obtained

based on gridded AVISO satellite data. As such, while it

may provide the right general pattern of enhanced EKE off the

west coast of Greenland, the EKE magnitude is most likely

underestimated.
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EKE fields with EKE simulated by models at different

depths. In the CREG12-CGRF, the enhanced level of

EKE near the surface is also likely reinforced by the

high-frequency atmospheric forcing.

4. Budgets of heat and buoyancy in the
high-resolution model

A change of tracer C over a time period Dt can be

written as a sum due to the advection by mean flowsM,

eddy fluxes E, and parameterized processes D:

DC
Dt

5M1 E1D , (1)

where

M52u � $C2w›zC, and (2)

E52$ � (u0C0)2 ›z(w
0C0) , (3)

with the overbar and prime representing, respectively,

averaging over the time period Dt and deviation from

the average (unless stated otherwise, Dt5 5 yr); $ is the

2D(x, y) gradient operator; and [u(u, y), w] is the velocity

field. In what follows, C represents either the heat content
(i.e., C5 r0cpu, where r0, cp, and u are, respectively, the

reference density, specific heat, and potential tempera-

ture of water) or buoyancy (i.e., C52gs/r0, where g and

s are, respectively, gravitational acceleration and po-

tential density). The subgrid-scale term D is not calcu-

lated explicitly, but rather as the residual of the other

FIG. 5. Evolution of simulated and observed potential temperature shown in Fig. 4, except averaged vertically (left) over the whole

water column subject to winter mixing and (right) over the two layers in the deep portion of the water column. Thin curves indicate ranges

of spatial variability, given by61 standard deviation. The depth ranges are not always the same to better cover similar density layers in the

model data and observations.
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three terms in Eq. (1). It combines convective mixing,

turbulent diffusion, and surface forcing; in the case of

buoyancy, it also includes some other effects, such as, for

example, those arising because of the nonlinearities of the

equation of state (e.g., Gnanadesikan et al. 2005).

a. Spatial structure

Figure 7 displays surface heat flux and vertically in-

tegrated advective terms of the heat budget. Consistent

with Chanut et al. (2008, their Fig. 17) and with Kawasaki

andHasumi (2014, their Fig. 8), the total heat convergence

due to the mean circulation and eddies [
Ð
(M1 E) dz]

closely balances the loss of heat at the surface (Figs. 7a,b).

This means that the tendency term, averaged over the

period of interest, is relatively small. This is despite the

fact that the CREG12-CGRF model is forced by an in-

terannual atmospheric forcing, so that temperature does

evolve (Figs. 4, 5). The largest heat loss at the surface

is found away from the region of large MLDs, in the

northwestern part of the basin (Fig. 7a; see also Fig. 2a).

As already noted, the observations analyzed by Lavender

et al. (2000) also suggest that the greatest surface heat loss

in the Labrador Sea does not occur in the region of the

deepest mixed layers. (For the mixing to penetrate to

large depths, factors other than surface heat flux can play

an important role, including the background stratifica-

tion, local circulation, wind stress curl, etc.) In the model

of Chanut et al. (2008), which was forced with climato-

logical atmospheric forcing, the largest time-mean rate of

surface cooling reaches comparable values locally, but is

simulated closer to the region of deep convection.

Decomposing the net advective heat flux into mean

and eddy components shows a more complex structure

(Figs. 7c,d), broadly consistent with Chanut et al. (2008).

The most extreme values of the advective heat conver-

gence, because of both the mean flows and eddies, are

simulated off the west coast of Greenland; that is, in the

region of highest EKE level (Fig. 6a). Locally, the mean

and eddy fluxes reach 6500Wm22 (Figs. 7c,d), gener-

ally tending to cancel each other. However, the advec-

tive input of heat by the mean boundary currents is not

fully compensated by the eddy heat divergence. Instead,

the
Ð
(M1 E) dz residual is mostly balanced by the

surface heat loss.

We next consider the corresponding budget of buoy-

ancy (Fig. 8). In most of the Labrador Sea, the mean

FIG. 6. (a) Time-mean EKE (cm2 s22, color) simulated by the model at the surface during the period of interest.

Thick black contours represent the regions inside of which the simulated depth of winter (January–March, 2003–07)

MLD exceeds (solid) 1000 and (dashed) 1700m (a smoothed version of MLD from Fig. 3a). The blue contour

shows the region of enhanced (more than 50 cm2 s22) near-surface EKE estimated based on the 2003–07 gridded

Archiving, Validation, and Interpretation of Satellite Oceanographic data (AVISO) near-surface geostrophic

velocity (see the acknowledgments). The blue and white circles show approximate locations of EKE maximum in,

respectively, the AVISO data and model. Also displayed are (thin lines) the 1- and 3-km isobaths, as resolved by

the model bathymetry. (b) Profiles of mean summer (July–September, 2003–07) and winter (January–March,

2003–07) EKE in the upper ocean averaged between 558 and 658N and 608 and 458W [which is the subregion

indicated in (a) with the green box]. Also displayed (dashed vertical lines) are the amplitude of mean seasonal EKE

variations estimated by White and Heywood (1995) for the same region using altimetric data (taken from the

annual harmonic in their Fig. 7g).
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surface flux (SF) of buoyancy is dominated by the flux

of heat, consistent with Schmitt et al. (1989). However,

along the coast of Labrador, where the ratio of thermal

to haline contributions to the buoyancy flux is close to

one (Schmitt et al. 1989), there is a net buoyancy gain at

the surface (Fig. 8a). Much like in the case of heat bal-

ance, in most places the surface flux is closely balanced

by the net advective convergence of buoyancy (Fig. 8b).

Also similar to the heat flux, the largest loss of buoyancy

at the surface is not collocated with the deepest MLD

(Fig. 8a), but rather is found in the transition region that

connects the West Greenland Current with Labrador

Current (Fig. 1).

The advective buoyancy fluxes (Figs. 8c,d) have the

structures that are even more complex than those in the

corresponding fluxes of heat (Figs. 7c,d). In particular, in

FIG. 7. Depth-integrated terms of heat budget (Wm22): (a) surface heat flux, (b) total advection (mean plus eddy),

(c) mean advection, and (d) eddy advection. The contribution due to the temperature tendency is relatively small

(not shown). Also displayed are (thin lines) the 1- and 3-km isobaths and (thick contour) the region inside of which

the depth of the winter (January–March) mixed layer exceeds 1000m. The original advective fields have been

smoothed before plotting using a Gaussian weighting with 50-km e-folding length scale. The small green box in (c),

above the 3-km isobath and inside (or close to) the region of deep mixing, indicates the area of large heat divergence

by the time-mean circulation discussed in section 4b (see also Fig. 10a).
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addition to the large fluxes off the west coast of

Greenland, there are also large advective buoyancy fluxes

along the coast of Labrador, consistent with Kawasaki and

Hasumi (2014). In the latter region, the model simulates

a secondarymaximumof EKE (Fig. 6a), which is also seen

in observational estimates (e.g., Cuny et al. 2002; Lumpkin

and Johnson 2013; R. Lumpkin 2013, personal commu-

nication) and in some other high-resolution model sim-

ulations (e.g., Chanut et al. 2008; Eden and Böning
2002). It has also been found that the freshwater that

exits from the Arctic Ocean through the Canadian

Arctic Archipelago can strongly affect the balance of

buoyancy along the coast of Labrador (Myers 2005;

McGeehan and Maslowski 2011). In our model, eddies

remove buoyancy from the coast and deposit it fur-

ther offshore (Fig. 8d), not unlike in the model of

McGeehan and Maslowski (2011). However, the larg-

est eddy buoyancy convergence is found outside of the

convective region, that is, along the 1-km isobath in the

west, where strong density gradients exist all through

FIG. 8. Depth-integrated terms of buoyancy budget (m2 s23 3 1029): (a) surface flux of buoyancy (computed after

Gill 1982, p. 36), (b) total advection (mean plus eddy), (c)mean advection, and (d) eddy advection. Also displayed are

(thin lines) the 1- and 3-km isobaths and (thick contour) the region inside of which the depth of winter (January-

March) mixed layer exceeds 1000m. The original fields have been smoothed before plotting using a Gaussian

weighting with 50-km e-folding length scale.
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the water column (not shown). These eddy fluxes are

largely compensated by the fluxes of buoyancy because

of the local mean currents (Fig. 8c). The latter re-

move buoyancy along the 1-km isobath, which is a re-

gion of strong time-mean flow associated with the

Labrador Current, and transport it closer to the coast of

Labrador.

The depth-integrated budgets presented in Figs. 7

and 8 suggest that both eddies and mean currents can

have a sizable contribution to the budgets of heat and

buoyancy in the region of large MLDs, particularly

along the 3-km isobath. We now take a closer look at

this region.

b. Region of deep convection

Figure 9 displays the main components of heat and

buoyancy budgets integrated from the bottom (z52H)

upward and averaged over the Labrador Sea area (A)

where the winter MLD exceeds 1000m (Fig. 3a); that is,

A21
Ð
A

Ð z
2H MdAdz, and so on. In this region, D largely

represents convection, except near the surface where it

is dominated by the surface flux. Hence, it should be

viewed accordingly: convection is expected to remove

heat from the deeper ocean and deposit it to the upper

ocean, where it can be lost to the atmosphere. In the

region of deep convection, the loss of heat at the surface

is expected to be larger than the heat transported to the

upper layer by convection. Alternatively, one could say

that in this region the surface heat loss is applied not

only to the upper layer, but also to the layers below. The

result is that more lateral heat flux has to come in to

maintain the heat balance (Fig. 9; see also Figs. 7b and

8b). We shall discuss this more when considering the

buoyancy budget terms in the upper Labrador Sea.

In the interior, the eddy convergence has contribu-

tions due to both lateral and vertical fluxes. The latter is

given by 2
Ð
Aw

0C0 dA and, while relatively weak in the

convective region (dashed curves in Figs. 9a,b), it is not

negligible. Physically, the vertical eddy flux of buoyancy

(w0b0) represents a conversion of EPE to EKE. As

FIG. 9. Profiles of the integrated from the bottom different components of (a) heat and (b) buoyancy budgets (see

section 4). The components are averaged over the region (A) where winter mixed layer depth exceeds 1000m (see

Fig. 3a): A21
Ð
A

Ð z
2H MdAdz (mean adv.), A21

Ð
A

Ð z
2H E dAdz (eddy adv.), and A21

Ð
A

Ð z
2H DdAdz (mixing and SF)

(see also section 4). Dashed curve represents a contribution of the upward eddy flux to the net eddy convergence of

heat (or buoyancy). In the region, the mean winter su at 500, 1000, 1500, and 2000m has, respectively, the following

values: 27.796, 27.798, 27.801, and 27.808.
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expected, it is directed upward (i.e.,2
Ð
Aw

0b0 dA, 0; i.e.,

eddies, on average, tend to remove potential energy).

Thus, at any particular depth, the vertical eddy flux

makes the ocean below that depth colder (less buoyant)

and that above it warmer (more buoyant). The largest

convergence of heat due to the upward component of

eddy flux, as follows from its vertical structure (Fig. 9), is

in the upper several hundred meters of the ocean. The

spatial structure of the vertical eddy flux is discussed in

the next subsection.

Chanut et al. (2008) present budgets of heat for sev-

eral subregions, including for a circular region in the

Labrador Sea interior (their Table 2). For the latter they

find, consistent with our results (Fig. 9a), that the main

balance is between the heat supplied by eddies and its

removal by surface flux, with a smaller contribution due

to mean advection. Here, rather than choosing a specific

shape for our regions of interest, we consider the budget

terms inside of the regions bounded by the contours of

constant MLD (Fig. 3a). In addition, we consider not

only the budget of heat but also buoyancy. Finally,

rather than integrating vertically through the whole

water column, we integrate from the surface to the

bottom of the winterMLD, that is, over the cone-shaped

MLD domain (Fig. 3a), although integrating to the

ocean bottom does not change substantially the pre-

sented budgets.

Figure 10 displaysmean budgets of heat and buoyancy

as functions of the MLD. The main balance, again, is

between the eddy heat/buoyancy convergence and sur-

face heat/buoyancy loss. However, there are interesting

deviations from this balance. In particular, the eddy

convergence increases with the increase of MLD, which

is partly because of the increasing thickness of themixed

layer. Indeed, integrating from the surface to a fixed

level (e.g., 400m), rather than to the bottom of mixed

layer, gives a more uniform eddy convergence. Still,

however, it is a challenge to separate which of the three

eddy types contributes most to this process, since each of

them has the potential to do so. Indeed, CEs can become

FIG. 10. Main components of (a) heat (Wm22) and (b) buoyancy (m2 s23 3 10210) budgets, integrated vertically

over the cone-shaped winterMLD (see Fig. 3a) and averaged over the regions where theMLD exceeds the indicated

values. Thin red curves represent eddy advection for different seasons, with dashed curve corresponding to spring

(April–June). Note that the time-mean eddy flux does not have to be equal to themean of the four seasons. In (a), the

disconnected blue squares indicate the contribution of mean advection when the region indicated with the green box

in Fig. 7c is excluded from the calculation.
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stronger with an abrupt increase of MLD (Visbeck et al.

1996; Jones and Marshall 1997), such as in the western

part of the domain (Fig. 3a). With the simulated mean

background stratification of Nbg 5 1.02 3 1023 s21, and

with the radius and maximum depth of the cone-shaped

convection region of, respectively, 23 105 and 23 103m

(Fig. 3b), the time scale of restratification due to CEs is

0.91 yr [using Eq. (6) inGelderloos et al. (2011) and their

estimated value of 0.02 for the coefficient of eddymixing

efficiency].

However, the activity of CEs should be expected to

decrease substantially a few months after convection,

whereas the eddy convergence is not much different

during spring than during the other seasons (Fig. 10).

Instead, with the regions of progressively deeper MLDs

simulated closer to the boundary current system

(Fig. 3a), one may argue in favor of stronger BCEs

contribution. With the model boundary current stratifi-

cation of Nbc 5 1.72 3 1023 s21, the time scale of re-

stratification because of the combination of CEs and

BCEs is 0.65 yr, using Eq. (8) in Gelderloos et al. (2011)

and the observed value for parameter « of 0.1 in their

Eq. (A2) [while we did not attempt to estimate the latter

parameter using our model, we note that setting « 5
0.05, such as in Gelderloos et al. (2011), increases this

restratification time scale from 0.65 to 0.76 yr]. Given

that the model background stratification is only 2/3 of the

observed value, whereas the boundary current stratifi-

cation is essentially correct, the model BCEs are prob-

ably more efficient in restratifying the water column

than they are in reality. Finally, IRs also contribute.

According to altimeter observations (Lilly et al. 2003),

the majority of IRs take a southward pathway. [It should

be noted that it is not clear yet whether IRs’ activity is

related to the convection activity, although Lilly et al.

(2003) found more IRs in the early 2000s after almost

a decade of deep convection.] If, however, some of the

IRs were to take a rapid route along the 3-km isobath,

such as discussed by Rykova et al. (2009), observed by

Hátún et al. (2007) and simulated by ourmodel (Fig. 6a),

it would take them only several months to reach the

deep convection area (given a typical translation speed

of 0.15m s21; e.g., Hátún et al. 2007). While the total

number of IRs generated in the model per year is

roughly 15, less than half of them actually reach the

convective area and some weaken significantly. Using 7

as the upper limit, and the model values forNbg andNbc,

the time scale of restratification due to IRs is 1.52 yr

[based on Eq. (10) in Gelderloos et al. (2011)]. The

corresponding estimate for the combined effect of all

three eddy types then is about 5.4 months, based on

Eq. (12) in Gelderloos et al. (2011); with « 5 0.05, it

increases to 6.1 months.

The increase in eddy convergence can be balanced

both by surface flux and mean advection. The latter

becomes particularly large in the case of heat budget,

whereas the surface heat flux is less affected (Fig. 10a).

Essentially, the heat divergence due to mean flows in-

creases in the region of deepest MLD. However, the

cooling due to the mean advection is mostly confined

to the uppermost 400m (Fig. 9a) and to a localized

boundary region of deep mixing above the 3-km isobath

(Fig. 7c). The mean temperature of this region is con-

siderably warmer than in the interior, with colder water

entering the upper part of it from below and warmer

water leaving through the sides. Eliminating this region

from the calculation leads to a much reduced cooling

due to the mean advection (Fig. 10a; disconnected blue

squares). The net effect of advection (mean plus eddy) is

to warm up the Labrador Sea (Fig. 7b), which is bal-

anced by the cooling at the surface (Fig. 7a).

Using the data from Lagrangian floats and making

a realistic assumption about the mean temperature

gradient in the region, Palter et al. (2008) estimate

u � $u, or the rate with which mean horizontal advection

can cool the boundary current, to be approximately

0.4K yr21 (or about 0.05Wm23). Assuming that most

of this cooling is confined to the upper 400m, such as in

the model (Fig. 9a), gives 20Wm22. This is consistent

with the rate of mean advective cooling that we obtain

for the localized boundary region of deep mixing

(Figs. 10a, 7c). We note, however, that Palter et al.

(2008) calculated the mean advective heat flux across

the 3-km isobath, which is not quite the same as ad-

vection by the mean flow.

The advection of buoyancy by the mean currents is

relatively small in the regions where MLD . 500m

(Fig. 10b). This implies that the mean flows tend to

followmean isopycnals and that there is a compensation

because of the freshwater effects. The water that does

enter the region of deep winter mixed layers with the

mean flows, leaves it largely on the same isopycnal. It

therefore follows (Fig. 10) that the balance wherein the

lateral eddy flux of C through the sides of the deepest

MLD region compensates for the surface flux inside of

the region (e.g., Jones and Marshall 1997) that holds

more accurately when C5 b than when C5 u. It should,

however, be noted that the magnitude of the tendency

term in the buoyancy budget, Fig. 10b, is quite large,

reflecting the already discussed salinity drift.

c. Role of upward eddy flux

We now take a closer look at the spatial structure of

advective buoyancy convergence in the upper Labrador

Sea (Fig. 11) and, in particular, at the upward eddy flux.

In the region of deep convection, the eddy impact on the
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rate of buoyancy change is largest in the westernmost

portion (Fig. 11b). This is where the buoyancy flux

associated with BCEs may be expected to be large (e.g.,

McGeehan and Maslowski 2011), since the model

simulates the deepest convection patch close to the

boundary currents in the west. Indeed, in this region the

eddy advection in Fig. 11b is likely to be largely

influenced by the BCEs. It is also the case that the sharp

deepening of the mixed layer in the west (see Fig. 3a)

creates strong lateral density gradients and favorable

conditions for postconvective restratification by the CEs

during convection and shortly after it (e.g., Jones and

Marshall 1997). In addition, the eddy buoyancy con-

vergence is large along the 3-km isobath just north and

FIG. 11. Buoyancy budget terms (m2 s23 3 1029) integrated over the upper ;400m and shown (a) for the whole

Labrador Sea and (b)–(d) for the subregion indicated in (a) with green box. The terms represent (a) total advection

(mean, eddy, horizontal and vertical), (b) eddy advection (horizontal and vertical), (c) horizontal eddy advection,

and (d) vertical eddy advection. The original fields have been smoothed before plotting using a Gaussian weighting

with 50 km e-folding length scale. Shownwith dashed red contour in (d) is the regionwhere the upward eddy heat flux

(r0cpw
0u0) across 400-m level exceeds 50Wm22. Also displayed are (thick black contours) the regions inside of which

the depth of winter (January–March)mixed layer exceeds (solid) 1000 and (dashed) 1700m, as well as (thin lines) the

1- and 3-km isobaths.
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northeast of the convective region (Fig. 11b). In this

region, the density gradients are much weaker than

along the coast of Greenland farther north. This sug-

gests that IRs also play an important part in supplying

buoyant water into the Labrador Sea interior, thereby

contributing to the restratification and confining the

deep convection to a small region (e.g., Hátún et al.
2007). Such a remote impact of eddies would be difficult

to represent in low-resolution models, as we shall see in

section 5.

The budget of buoyancy in the upper Labrador Sea

helps to explain the role of upward eddy flux w0b0. In
particular, in the region of deep convection most of the

buoyancy is carried in by lateral eddy fluxes (Figs. 9b,

11b,c). In contrast, in the broad area to the north (north

of 608N in Fig. 11c), the integrated effect of the lateral

component of eddy buoyancy convergence (or eddy flux

at the region’s boundary) is relatively small. This is be-

cause large positive and negative lateral eddy fluxes tend

to cancel each other (by removing buoyant water from

the coast of Greenland and depositing it farther off-

shore; Fig. 11c). As a result, the eddy buoyancy con-

vergence into the upper 400-m water of the Labrador

Sea north of 608N is largely due to w0b0 across the 400-m
level2 (Fig. 11d). The same applies to the heat flux

(Fig. 11d); averaged between 608 and 648N and 448 and
608W, the upward eddy heat flux (r0cpw

0u0) across the
400-m level is about 70Wm22 (this level is where the

upward eddy heat flux is largest). This heat flux accounts

for almost half of the net heat loss to the atmosphere in

the region, with the other half supplied by the mean

currents. Note that this region contains the area of

strongest surface heat loss (Fig. 7a). Thus, by trans-

porting heat to the near-surface ocean, the upward eddy

heat flux plays an important part in the air–sea in-

teraction in the northern part of the Labrador Sea. In

addition, the upward eddy flux supplies buoyancy to the

western and northwestern boundaries of the convective

region (Fig. 11d), thereby affecting the deep convection

indirectly.

Most of the upward eddy flux in the Labrador Sea is,

apparently, associated with the generation of IRs off

the west coast of Greenland, followed by conversion of

their EPE into EKE (cf. Fig. 6a and Fig. 11d). An in-

dication about the nature of the corresponding insta-

bility mechanism can be obtained by considering the

rates of energy transfer associated with baroclinic (T2)

and barotropic (T4) instabilities (using the notations

employed in several other studies; e.g., Beckmann et al.

1994; Eden and Böning 2002; Luo et al. 2011). These

rates are given by

T2 52 ~N22(u0b0›xb1 y0b0›yb), and (4)

T452(u0u0›xu1 u0y0(›xv1 ›yu)1 y0y0›yy) , (5)

where ~N is the buoyancy frequency of horizontally av-

eraged density. Physically, T2 represents the conversion

from mean potential to eddy potential energy and is an

indicator of baroclinic instability; it can be shown that it

enters the equation for buoyancy variance (b0)2, or EPE,
as a source term. In turn, T4 represents the conversion

from mean kinetic to eddy kinetic energy; it is a source

term in the equation for EKE and is an indicator of

barotropic instability.

Using vertically averaged fields ofT2 andT4, Luo et al.

(2011) found that it is the baroclinic instability mecha-

nism that dominates the eddy generation process off the

west coast of Greenland in their model. It should, how-

ever, be noted that while Luo et al. (2011) constrainedT2

and T4 to be positive in their Fig. 7, these fields do have

both positive and negative values in their model (H. Luo

2014, personal communication). In contrast, Eden and

Böning (2002) argue in favor of barotropic instability in

the region, even though their T4 also has both positive

and negative values (see their Fig. 13a).

In our model, the instability process appears to be

dominated by baroclinic instability (Fig. 12). In partic-

ular, while T2 is mostly positive in the region, and its

structure broadly follows the structure of enhanced

EKE (Fig. 12a), T4 is mostly negative where EKE is

large, but has very large positive values upstream

(Fig. 12b), particularly in the region where geostrophic

contours begin to converge. This is consistent with Eden

and Böning (2002). Overall, T4 has a more nonuniform

structure thanT2, with large positive and negative values

cancelling each other when averaged over a broad area.

However, for the subregion considered by Eden and

Böning (2002), between 488 and 528W, the barotropic

energy transfer is large and positive, thereby increasing

EKE. In contrast, negative regions of T4 represent a

conversion of EKE to KE of mean circulation. This

indicates that some eddies are ‘‘recaptured’’ by the

boundary current and reinforce it—another process that

would be difficult to represent in low-resolution ocean

models; this is discussed next.

5. Parameterized eddies

As noted in the introduction, observations reveal com-

plex and rich dynamics of the Labrador Sea, characterized

2We note that, because the model employs a linear free-surface

approximation, the vertical eddy flux does not vanish at the surface,

although it is small.
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by narrow boundary currents and countercurrents (e.g.,

Lavender et al. 2000; Cuny et al. 2002), nonuniform eddy

activity (e.g.,White andHeywood 1995; Lilly et al. 2003),

and localized deep convection (Clarke and Gascard

1983; Pickart et al. 2002; Yashayaev and Loder 2009).

This makes it difficult to simulate even the major com-

ponents of the Labrador Sea dynamics and buoyancy

budget using low-resolution ocean climate models, such

as those employed for ocean and climate projections

under global warming scenarios. One important com-

ponent of the Labrador Sea buoyancy budget is related

to the removal of buoyancy by eddies along the boundary

currents (e.g., Spall 2004; Straneo 2006; Chanut et al.

2008; see also section 4). Here, we aim to use a low-

resolution model with parameterized eddies and com-

pare the associated eddy buoyancy convergence to the

corresponding field simulated by the high-resolution

model employed in the previous sections (note that

comparing eddy buoyancy convergence automatically

removes the rotational component of eddy fluxes). In

addition, we test the sensitivity of the fluxes due to pa-

rameterized eddies to the atmospheric forcing, including

to its frequency. Such a sensitivity may be expected

through, for example, the impact of the forcing on the

boundary current system.

For this, we use a low-resolution version of NEMO

(ORCA1; see section 2) where the eddy buoyancy

convergence is represented by eddy-induced advection

(GM90; Gent et al. 1995; see also the appendix). The

GM90 parameterization, which is currently employed

in most low-resolution ocean climate models, mimics

a removal of potential energy by eddies from mean

baroclinic currents. As such, it would not capture the

generation of eddies due to barotropic instability. The

latter likely contributes a significant part to the en-

hanced eddy activity off the southwest coast of Green-

land (Eden and Böning 2002; Chanut et al. 2008; see also
section 4). In addition, the GM90 parameterization as-

sumes that eddy buoyancy flux is directed along mean

buoyancy surfaces in the ocean interior. As a result, the

implied vertical eddy buoyancy flux can be directed only

upward, with a strength proportional to the local slope

of mean isopycnals (see the appendix). It therefore does

not parameterize nonlocal eddy effects, such as strong

upward eddy buoyancy fluxes in the Labrador Sea in-

terior simulated by the 1/128 model (Fig. 11d). Indeed,

away from the boundary currents the upward eddy

buoyancy flux implied by the GM90 parameterization

is two orders of magnitude weaker in the 18 models

(not shown) than in the 1/128 model. Nevertheless, this

parameterization should capture the overall structure

of eddy buoyancy transports along the (baroclinic)

boundary currents in 18 models. Furthermore, Deacu

andMyers (2005) show that the GM90 parameterization,

FIG. 12. Energy transfer (color;m2 s233 1028) (a) frommean potential energy to eddy potential energy (associated

with baroclinic instability) and (b) from mean kinetic energy to eddy kinetic energy (associated with barotropic

instability), both averaged vertically from 200- to 1000-m depth. The thick contour represents the region inside of

which the eddy kinetic energy at 55m exceeds 100 cm2 s22. Also displayed (thin lines) are the 1-, 2-, and 3-km

isobaths, as resolved by the 1/128 model bathymetry.
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with a formulation for the variable eddy transfer co-

efficient not unlike that employed here, can lead to

improvements even in models with resolution of 1/38.
The NEMO ORCA1 model is forced with several

atmospheric products (see section 2). The corre-

sponding mean annual cycles of surface buoyancy flux,

averaged over a broad region of the Labrador Sea, are

displayed in Fig. 13a. Compared to the high-resolution

model, the low-resolution model tends to simulate

weaker buoyancy loss in winter and fall, regardless of

the atmospheric forcing product. This particularly ap-

plies to ORCA1-CanESM2, that is, when ORCA1 is

forced with atmospheric fields from a fully coupled

model, in which case the annual buoyancy gain at the

surface considerably exceeds the loss. Still, the monthly

fluxes averaged over the large area are either within, or

not too far beyond, the uncertainty of the (limited)

observations. Note that while the observational cli-

matology and standard deviations presented in Fig. 13a

are based on 24 yr of point measurements at Ocean

Weather Station Bravo (OWSB) (which was located at

568N and 518W and ended operation in 1974), unlike

reanalysis products the corresponding data represent

real observations.

However, the spatial structure of the surface fluxes

is quite different between the ORCA1 model simula-

tions (Figs. 13b–d) and from the CREG12 simulation

(Fig. 7a). Furthermore, the structure of the net surface

FIG. 13. (a) Mean annual cycle of buoyancy flux, simulated by the models and averaged

over the green box in Fig. 11a and for each month. Also displayed is the mean (1949–73)

buoyancy flux observed at OWSB (which was located at 568N and 518W) from

Sathiyamoorthy and Moore (2002), with the vertical bars representing 1 standard de-

viation. The thin blue curve represents the same (CREG12-CGRF) model simulation as

the thick blue curve, except the area of large buoyancy loss north of 608N and west of 558W
(Fig. 8a) is excluded from the averaging. Mean heat flux in the (b) ORCA1-CGRF, (c)

ORCA1-CORE, and (d) ORCA1-CanESM2 model simulations; also displayed are (thin

lines) the 1- and 3-km isobaths.
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heat flux in our 1/128 model forced with CGRF data

(Fig. 7a) has more in common with the net surface flux

in Chanut et al. (2008, their Fig. 17a), who forced their

model with ECMWF-based data, than with the surface

flux in our 18model forced with CGRF data (Fig. 13b).

This illustrates that, locally, the net surface heat flux

(and this is what actually is seen by ocean circulation)

can be much more sensitive to model resolution (i.e.,

to the representation of ocean currents and associated

advective heat convergence) than to the atmospheric

data source. In particular, all ORCA1 runs, including

the one forced with CGRF atmospheric forcing, gen-

erate quite large heat gain in the southern and/or

southwestern part of the Labrador Sea. In addition,

the ORCA1-CGRF simulation has a positive surface

heat flux south and southeast of Greenland. In con-

trast, the high-resolution model has this heat supplied

to the Labrador Sea with the mean currents (Figs. 7b,c).

The ORCA1-CORE model, in turn, has a reasonably

good mean annual cycle north of 558N (Fig. 13a), but

perhaps too strong heat loss in the southeastern part of

the region (Fig. 13c). This could be because of the

FIG. 14. Baroclinicity (j$bj; color; s22 3 1029) at 155-m depth simulated by the (a) CREG12-CGRF,

(b) ORCA1-CGRF, (c) ORCA1-CORE, and (d) ORCA1-CanESM2. In the case of the 1/128 model [in (a)], the

original j$bj field has been smoothed before plotting using a Gaussian weighting with 50-km e-folding length scale.

Also displayed (dashed contours) are the time-mean sea surface heights (SSH) simulated by the corresponding

models (contour interval 20.1m).
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penetration of warmwaters from the subtropics too far

to the north. The ORCA1-CanESM2 simulation has

a broad region of heat gain in the southwest and

a strong heat loss outside of the Labrador Sea

(Fig. 13d).

All ORCA1 runs simulate a reasonably strong baro-

clinicity (as given by j$bj) along the coast of Labrador

(Figs. 14b–d). This is broadly consistent with the

(smoothed) baroclinicity simulated by the high-resolution

model (Fig. 14a). However, in the region off the west

coast of Greenland, which is likely dominated by non-

linear ocean dynamics, the baroclinicity is too weak

in the ORCA1 simulations, particularly in ORCA1-

CORE and ORCA1-CanESM2 (Figs. 14c,d). It is some-

what stronger in the ORCA1-CGRF model (Fig. 14b),

but the corresponding boundary current is still too

wide. As a result, the general structure of the eddy-

induced buoyancy convergence in the ORCA1 simula-

tions does resemble that in the CREG12 simulation

along the coast of Labrador, but not along the coast of

Greenland (Fig. 15; compare to Fig. 8d). This particu-

larly applies to ORCA1-CORE and ORCA1-CanESM2

runs (Figs. 15b,c). The parameterized eddies in the

ORCA1-CGRF model do tend to remove buoyancy

both along the coast of Greenland and Labrador and

supply it somewhat farther offshore (Fig. 15a). How-

ever, while this is qualitatively in agreement with eddy-

resolving models (Fig. 8d; see also Fig. 17d in Chanut

et al. 2008), as already noted much of this effect arises

because the West Greenland Current is too wide in the

18 model (Fig. 14b).

To explore the sensitivity of this effect to forcing

frequency, additional simulations were conducted

forcing the ORCA1 model with daily, 5-day, and

monthly CGRF forcing. The corresponding buoyancy

budgets for the central Labrador Sea are presented and

compared to the high-resolution simulation in Table 1.

The lack of proper representation of eddy effects in the

low-resolution model has a strong impact on the bud-

gets. The supply of buoyancy to the Labrador Sea in-

terior by the parameterized eddies is too weak, although

it increases with the forcing frequency. However, while

the strongest sensitivity to the forcing frequency is found

off the coast of Greenland (Fig. 16), the associated

baroclinicity penetrates too far into the Labrador Sea

interior (cf. Fig. 14a and Fig. 14b). As such, the corre-

sponding increase of eddy buoyancy convergence in the

interior is due to local, rather than remote, eddy effects.

6. Discussion and conclusions

While the Labrador Sea is not the most eddy-active

region in the World Ocean, eddies nonetheless play

a key role in its budget of heat. This particularly applies

to a localized region in the western part of the sea where

deep mixing can penetrate to large depths in winter,

contributing to the global ocean ventilation. The asso-

ciated subsurface-to-surface heat transfer, if disrupted for

a long period of time (by, e.g., a large enough buoyancy

anomaly) could have a major impact on the climate.

To obtain further insight on the role of eddies in the

Labrador Sea budgets of heat and buoyancy, we use

a high-resolution (1/128) ocean model forced with high-

resolution (33 km, 3 h) atmospheric fields. The simu-

lated Labrador Sea circulation, distribution of EKE,

winter MLD, and water mass properties show many

FIG. 15. Depth-integrated buoyancy convergence due to eddy-induced advection (m2 s23 3 1029; color; see the appendix) in

(a) ORCA1-CGRF, (b) ORCA1-CORE, and (c) ORCA1-CanESM2 (note that the equivalent quantity simulated by the 1/128 model is

shown in Fig. 8d). Also displayed are (thin lines) the 1- and 3-km isobaths, as resolved by the 18 model.
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observed features. In general agreement with previous

studies, it is found that eddies remove heat along the

coast and supply it to the interior. However, this process

is highly nonuniform. While the strongest eddy heat

divergence is simulated off the west coast of Greenland,

the eddy buoyancy divergence is enhanced not only

there, but also along the coast of Labrador. This is where

observations and models show a secondary maximum in

EKE and where low salinity water is supplied in the

model through the Hudson/Baffin Bays.

It should also be noted that the presented results are

more applicable to the time periods characterized by

deepmixing, with at least some of it taking place close to

the slope region in the west, around the 3-km isobath.

An example of such a situation is the hydrographic

cruise in thewinter of 1997 (Pickart et al. 2002; Lavender

et al. 2000). Furthermore, the locations of both the EKE

maximum and deep mixing are simulated too far north,

compared to observational estimates. It is important to

keep this in mind, since the robustness of some of the

presented results may depend on the relative position of

deep mixing and the EKE maximum. In particular, we

find that the convergence of heat and buoyancy by

eddies significantly increases with the convective mixing

TABLE 1. Components of themean budget of buoyancy (m2 s233
10210) in the Labrador Sea interior, roughly between 578 and 608N
and 528 and 568W, corresponding to the 18 model (with different

frequencies of atmospheric forcing) and to the 1/128 model. The

‘‘residual’’ term includes the trend, horizontal dissipation (if ap-

plicable), and effects arising because of nonlinearities of the

equation of state. Positive values indicate buoyancy gain.

Resolution

(forcing freq.)

Mean

adv.

Eddy

adv.

Surface

flux Residual

18 (month) 18.6 34.0 261.2 28.6

18 (5 days) 32.9 47.0 274.6 5.3

18 (1 day) 29.5 52.6 270.7 11.4

18 (3 h) 22.7 87.4 293.3 16.8
1/128 (3 h) 20.5 122.6 2161.4 218.3

FIG. 16. (top) Baroclinicity (j$bj s223 1029) at 155-m depth and (bottom) depth-integrated buoyancy convergence due to eddy-induced

advection (m2 s23 3 1029; see the appendix) simulated by the ORCA1 model forced with (a),(d) daily, (b),(e) 5-day, and (c),(f) monthly

CGRF forcing. Also displayed in (d)–(f) are (thin lines) the 1- and 3-km isobaths, as resolved by the 18 model.
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penetrating to deeper layers, which is in part due to the

increased thickness of the convective patch. The di-

vergence of heat by the time-mean circulation can play

an important part in offsetting some of this eddy flux

increase, but perhaps only in the boundary current re-

gion. In our 1/128 model, this happens locally, along the

3-km isobath.

We also find that in the broad area to the north of the

convective region, vertical eddy fluxes, associated with

conversion of EPE toEKE, play an important part in the

heat and buoyancy budgets of the upper Labrador Sea.

In particular, the upward eddy heat flux across the 400-m

depth level, averaged over a broad area north of 608N,

accounts for up to half of the net heat loss to the at-

mosphere in the region, with the other half supplied by

the mean currents.

In addition to the high-resolution model, we also

employ a low-resolution (18) model. We address the

question whether the structure of eddy buoyancy con-

vergence, simulated by the 1/128model, could be, at least

broadly, reproduced by parameterized eddies in the low-

resolution model. It is found that the low-resolution

model does capture the general structure of eddy

buoyancy transport along the Labrador Current. How-

ever, while some improvements can be made by forcing

it with the high-resolution atmospheric fields, the 18
model is deficient in the region off the west coast of

Greenland. In this region, the boundary current simu-

lated by the low-resolution model is too weak and wide.

Furthermore, forcing the 18 model with observationally

based atmospheric data (as opposite to the data derived

from an unconstrained climate model) does not change

this result. We therefore conclude that it may not be

easy, if possible at all, to correctly represent the eddy-

driven restratification of the Labrador Sea in low-

resolution ocean climate models.
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APPENDIX

Eddy-Induced Transport of Buoyancy

It can be shown that a budget of buoyancy of the form

›tb1 u �$b1w›zb1$ � (u0b0)1 ›z(w
0b0)5D (A1)

can be written in the following equivalent form:

›tb1 (u1 u*) � $b1 (w1w*)›zb5D2 ›zG, (A2)

where the ‘‘eddy-induced’’ velocities are given by

u*52›z

0
@u0b0

›zb

1
A, w*5$ �

0
@u0b0

›zb

1
A , (A3)

while G, which is a measure of deviation of the eddy

buoyancy flux from being directed alongmean buoyancy

surface, is

G5w0b0 1

0
@u0b0 � $b

›zb

1
A. (A4)

Assuming that the eddy buoyancy flux is directed along

mean buoyancy surfaces (i.e., G 5 0), and using a

downgradient closure, u0b0 52K$b (such as in the

NEMO ORCA1 that we employ), one obtains locally

for a stable stratification w0b0 5K($b/N)2 . 0, where K

is the eddy transfer coefficient (see section 2a) and all

other notations are conventional.
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