
INFORMATION TO USERS

This manuscript has been reproduced from the microfilm master. UMI films 

the text directly from the original or copy submitted. Thus, some thesis and 

dissertation copies are in typewriter face, while others may be from any type of 

computer printer.

The quality of this reproduction is dependent upon the quality of the  

copy submitted. Broken or indistinct print, colored or poor quality illustrations 

and photographs, print bleedthrough, substandard margins, and improper 

alignment can adversely affect reproduction.

In the unlikely event that the author did not send UMI a complete manuscript 

and there are missing pages, these will be noted. Also, if unauthorized 

copyright material had to be removed, a note will indicate the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by 

sectioning the original, beginning at the upper left-hand comer and continuing 

from left to right in equal sections with small overlaps.

ProQuest Information and Learning 
300 North Zeeb Road, Ann Arbor, Ml 48106-1346 USA 

800-521-0600

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



University of Alberta

D eterm ination of the elastic constants of orthorhombic 
and transversely isotropic materials: Experimental 

application to a kerogen rich rock

by

Marko Mah

A thesis submitted to the Faculty of Graduate Studies and Research in partial 
fu lfillm ent of the requirements for the degree of Doctor of Philosophy

in
Geophysics 

Department of Physics

Edmonton, A lberta 

Fall 2005

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1 * 1 Library and 
Archives Canada

Published Heritage 
Branch

395 Wellington Street 
Ottawa ON K1A 0N4 
Canada

Bibliotheque et 
Archives Canada

Direction du 
Patrimoine de I'edition

395, rue Wellington 
Ottawa ON K1A 0N4 
Canada

0-494-08687-4

Your file Votre reference 
ISBN:
Our file Notre reference 
ISBN:

NOTICE:
The author has granted a non­
exclusive license allowing Library 
and Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non­
commercial purposes, in microform, 
paper, electronic and/or any other 
formats.

AVIS :
L'auteur a accorde une licence non. exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par I'lnternet, preter, 
distribuer et vendre des theses partout dans 
le monde, a des fins commerciales ou autres, 
sur support microforme, papier, electronique 
et/ou autres formats.

The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission.

L'auteur conserve la propriete du droit d’auteur 
et des droits moraux qui protege cette these.
Ni la these ni des extraits substantiels de 
celle-ci ne doivent etre imprimes ou autrement 
reproduits sans son autorisation.

In compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis.

While these forms may be included 
in the document page count, 
their removal does not represent 
any loss of content from the 
thesis.

Conformement a la loi canadienne 
sur la protection de la vie privee, 
quelques formulaires secondaires 
ont ete enleves de cette these.

Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant.

Canada
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Security is mostly a superstition. I t  does not exist in nature, nor do 
the children of men as a whole experience it. Avoiding danger is no 
safer in the long run than outright exposure. Life is either a daring 
adventure or nothing.

-  Helen Keller

University politics are vicious precisely because the stakes are so 
small.

-  Henry Kissinger

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Dedication

To family and friends

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Abstract

Co-planar arrays of specially constructed near-point ultrasonic transducers of 

differing polarizations were used to generate and record ultrasonic waveforms 

travelling at a variety of different angles w ithin a number of different planes. 

Using a well-tested r  — p plane wave decomposition technique, the elastic con­

stants o f a block o f isotropic soda-lime glass as well as an anisotropic medium 

■were determined.

This method was used to try and obtain ultrasonic phase velocities in an oil 

shale from the Piceance Basin, Colorado, USA after its composition and struc­

ture have been determined. The composition and structure of the oil shale was 

determined through the use of thin sections, pyrolysis, powder X-ray diffraction, 

scanning electron microscope, and electron microprobing. Due to problems with 

inhomogeneities and dispersion, elastic constants as a function of pressure for 

the oil shale were determined using the conventional pulse transmission method.
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Chapter 1 

Overview

In general, elastic wave anisotropy describes the changes in the character of 

both compressional and shear waves w ith direction through materials. This 

anisotropy has been observed in a wide variety of rocks and especially in shales. 

The anisotropy seen in rocks is caused by both the composition and finer struc­

tures present in the rock itself. In Chapter 2, a brief review of anisotropy and 

causes o f anisotropy is presented. Due to their importance in sedimentary basins, 

a survey of the anisotropic measurements performed in shales is given. This re­

view shows that only a lim ited amount of research has been performed exploring 

the causes of seismic anisotropy in shale.

In order to determine the anisotropy o f a material, one must be able to accu­

rately measure the velocities in a variety o f well chosen directions. In  Chapter 3, 

the t  — p methodology, first described by Kebaili &  Schmitt (1996), is employed 

to measure the P-wave and S-wave velocities in an isotropic glass block using 

specially constructed near point-source transducers. The r —p methodology had 

not been previously applied to determine S-wave velocities. I t  was found that 

the measured P-wave and S-wave velocities were accurate to w ith in  1 % (Mah 

& Schmitt, 2001). In Chapter 4, the r  — p methodology was applied to the 

anisotropic synthetic composite material phenolic (Mah &  Schmitt, 2003). Both 

P-wave and S-wave velocities, 779 in total, were determined in a variety of well

1
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CHAPTER 1. OVERVIEW 2

chosen directions. This allowed all anisotropic parameters of the phenolic to be 

determined using a new bootstrap inversion. This bootstrap inversion was ap­

plied to various subsets of the P-wave and S-wave velocities assuming differing 

levels of symmetry. These bootstrap inversions showed that that the phenolic is 

orthorhombic in nature. In Chapters 3 and 4, it  is shown that the r  — p method­

ology can be used to successfully determine all the anisotropic parameter for a 

manmade material.

The results of Chapters 3 and 4 established that the anisotropy of an eas­

ily  characterized manmade material can be determined using the r  — p method. 

The method was attempted on a more complex, real sedimentary ’oil shale’. In 

Chapter 5, a Colorado oil shale was characterized using a variety of methods 

that included thin sectioning, whole-rock analysis, X-ray diffraction, scanning 

electron microscopy, and electron microprobing. This allowed the composition 

and structure of the oil shale to be determined. O f some interest was the obser­

vation that the layering, a source of the anisotropy, appeared at all scales from 

a few microns to those visible to the naked eye.

In Chapter 6, velocities in some well chosen directions were determined in the 

oil shale using the pulse transmission methodology since the r —p methodology 

was unable to give accurate results. This allowed the anisotropic parameters of 

the oil shale to be determined. The anisotropic parameters were different from 

what was expected from its structure as determined in Chapter 5. Some of this 

discrepancy may be due to heterogeneity o f the sample as shown in ultrasonic 

tests involving P-wave and S-wave measurements at a variety of locations. The 

velocity measurements were conducted inside a pressure vessel which allowed the 

anisotropy of the oil shale to be determined as a function of pressure or burial 

depth. Such measurements had not been previously performed on oil shales. A ll 

9 orthorhombic elastic constants were determined allowing us to observe how the
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anisotropy of the oil shale changes with pressure.

3

References

Kebaili, A., and Schmitt, D. R., 1997, Ultrasonic anisotropic phase velocity 

determination w ith the Radon transform, Journal of the Acoustical Society of 

America, 101 , 3278-3286.

Mah, M., and Schmitt, D. R., 2001, Near point-source longitudinal and trans­

verse mode ultrasonic arrays for material characterization, IEEE Transactions 

on Ultrasonics, Ferroelectrics, and Frequency Control, 48, 691-698.

Mah, M., and Schmitt, D. R., 2003, Determination of the complete elastic stiff­

nesses from ultrasonic phase velocity determination: J. Geophys. Res., 108(B1) 

art. no. 2016.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 2 

Introduction

2.1 Background

This research extends our knowledge of the elastic and seismic anisotropic prop­

erties o f rocks. Only recently have the intrinsic anisotropic properties of the earth 

been taken into consideration when processing seismic data. These seismic data 

allow us to image the earth deep beneath the surface in the search for oil and gas. 

Such images are usually produced by the common m idpoint method, a method 

almost exclusively based on the assumption that the earth consists of isotropic 

layers. However, real rocks, through which the seismic waves pass, are elastically 

anisotropic. In an anisotropic medium there is sideslip of energy as i t  propa­

gates which leads to lateral positioning errors (Isaac & Lawton, 1999; Vestrum 

&  Lawton, 1999). Conventional seismic processing does not take anisotropy into 

account and in many cases the earth is poorly imaged (Vestrum et al., 1999). 

This may lead to erroneous subsurface interpretations of the images of the earth 

and a lessened likelihood of successfully finding oil and gas.

O il and gas deposits are typically found in sedimentary basins w ith in  which 

shales make up 50 % to 75 % of the volume of the rocks present. Shales generally 

start out as layers of clay minerals that are deposited in a marine or lacustrine 

environment w ith  some organic matter as well. As this burial process continues,

4
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these sediments are geothermally heated and compressed by newly arrived sedi­

ments. This causes the sediments to become denser and expel water. During this 

process of diagenesis, oil and gas are also formed and expelled from the shale. 

These fluids then migrate from their area of in itia l formation until a porous and 

permeable medium such as sandstone or carbonate reservoir is encountered.

During this process of deposition and burial, the clay minerals are thought 

to undergo translation and rotation as the shale expels fluids from its pores. 

This causes the clay minerals to be preferentially orientated in many thin, con­

tinuous layers (Brindley. 1953; Buessem &  Nagy, 1953). These preferentially 

oriented clay minerals are thought to in part cause velocity anisotropy in the 

shales (Cholach, 2004; Hornby et ah, 1994; Kaarsberg, 1968; Sayers, 1994;). The 

formation of microcracks, elliptical shaped pores, and flattened layers of kerogen 

(a bituminous substance formed organic carbon) during diagenesis contributes 

to this velocity anisotropy as well.

This velocity anisotropy manifests itself in shales as compressional wave (P- 

wave) velocity variations w ith  increasing source-receiver offset in seismic surveys. 

Shear wave birefringence is also observed in seismic data. Velocity anisotropy in 

shales and sediments has been detected in marine seismic data (Banik, 1984). 

Vertical seismic profile (VSP) data and cross borehole surveys have been used 

to detect velocity anisotropy (Kebaili &  Schmitt, 1996; Winterstein &  Paulsson, 

1990). Velocity anisotropy is also observed in laboratory experiments on shale 

cores at high frequency.

I f  enough velocity measurements of different polarizations are taken in the 

proper directions, the elastic constants of the material can be determined. For 

shales, it  has often been suggested that they are transversely isotropic (TI) on 

the basis of the ir natural texture. A transversely isotropic material has the same 

properties w ith in  a layer or plane but has differing properties perpendicular to
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this plane. One implication of this is that only 5 independent elastic constants are 

required to describe the material (Musgrave, 1970). Many experimental methods 

have been employed in order to determine these elastic constants. One is the use 

of measurements of P and S wave velocities taken on cores that are parallel, 

perpendicular, and at 45 degrees to the bedding (Johnston &c Christensen, 1995; 

Vernik &  Nur, 1992). However, when measurements are taken in directions that 

are neither parallel nor perpendicular to the symmetry axes of the materials (such 

as those at 45 degrees to bedding), erroneous velocity values of the velocity may 

result (Dellinger &  Vernik, 1994). This may lead to inaccurate values for the 

calculated elastic constants.

A  new method employing the r —p transform can be used to accurately deter­

mine the variation of velocity more continuously than other methods (Kebaili k  

Schmitt, 1997; Mah k  Schmitt, 2001a). I t  has been shown that i f  sufficient num­

bers of velocity measurements are taken, no assumptions need be made about 

the anisotropy or orientation of the shale. This allows us to determine the elastic 

constants w ith a higher level of confidence.

2.2 Properties of shales

Shales are very complex sedimentary rocks. Shales are composed of the following 

constituents 1) framework silicates, 2) clay minerals, 3) oxides and hydroxides, 

4) carbonates, 5) sulfur materials, 6) organic materials, and 7) other constituents 

(Potter et ah, 1980). The framework silicates tend to be in the form of quartz, 

feldspar, and zeolites (Potter et ah, 1980). The clay minerals tend to be in the 

form of kaolinite, montomorillonite, sericites, smectite, illite, muscovite, chlorite, 

corrensite, vermiculite, sepiolite and attapulgite (Potter et ah, 1980; Dunoyer 

de Segonzac, 1970). Oxides and hydroxides tend to be in the form of hematite, 

and gibbsite. Carbonates are usually in the form of calcite or dolomite. Sulfur
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materials are in the form of gypsum, anhydrite, barite, and pyrite. Discrete 

and structured organic particles along w ith kerogen form the organic materials 

present in the shale. Other minor constituents may be apatite, glass, or heavy 

minerals. O f these constituents, the clay minerals and quartz typically form 

the m ajority of the shales (Table 2.1). Shales also tend to be low density and 

relatively porous w ith porosities up to about to 35 % (Potter et al, 1980). Despite 

these high porosities, the permeability of shales tends to be quite low. For 

example, the shale studied by Domnesteanu et al. (2001) had a permeability of 

only 0.02 mD while others found permeabilities in the range of 0.08 to 3.4 mD 

(Potter et al., 1980).

Mineral Domenesteanu 
et al. (2001)

Hornby
(1995)

Hornby
(1998)"

Jones &: Wang 
(1981)

quartz 49 31 30 44
clay 41 58 59 27
feldspar 7 4 7 19
pyrite 3 2 4 6
carbonate 0 2 0 4
porosity (% vol.) 14.62 10.5 10.5 16
bulk density (g/cms) 2.38 2.54 2.68 2.40

Table 2.1: Composition of shales studied in various contributions (Percentage by 
weight)

During deposition, sediments are in itia lly  laid out in low energy marine or 

lacustrine environments that can easily be inferred from the well-laminated bed­

ding in the shales. Due to continued burial and possibly subsidence, the sedi­

ments undergo compaction. During this compaction, the sediments are exposed 

to increased pressure and temperature that causes them to “dewater” . Dewater­

ing is the process where water is forced out of the clay mineral layers. The sedi­

ments undergo diagenesis where the clay minerals are transformed. For example, 

smectite ((Na,Ca)(Al,Mg)6(Si4 0 io)3(OH)6) is transformed to a mixed smectite-
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illite  state before eventually becoming illite  (K i .25AI4 (Si6.75A li.250 2Q)(0H4)) in 

the presence of K-feldspar (Dunoyer de Segonzac, 1970). The organic material 

present in the sediments undergoes maturation as well and oil and gas is gen­

erated and eventually expelled leaving solid bitumen or kerogen (Hunt. 1996). 

However, the permeability of shale is quite low. The intrapore pressure builds 

up and cracks the shale to form microfractures allowing the oil and gas to m i­

grate. During, this whole process, the in itia l pores are gradually reduced due 

to compaction thereby decreasing the porosity of the shale (Hunt. 1996). The 

diagenesis of these sediments to form shales depends not only on the sediment 

source and burial depth but on the burial history as well.

2.3 Brief review of anisotropy

Materials that are isotropic and homogeneous have properties that are indepen­

dent of both direction and position, respectively. The velocities of both the 

P-waves and S-waves do not change w ith  the direction of propagation in an 

isotropic material. As well, the velocities of the two S-waves are degenerate (i.e. 

have the same value). It  can be easily shown that it  takes only 2 independent 

elastic constants to describe such a material. In terms of Lame’s parameter A 

and /i (Musgrave, 1970), the elastic m atrix Cm n  is:

C ij  —

A A A 0 0 0
+  2/i A 0 0 0

A +  2 fi 0 0 0
V 0 0

At 0
p

(2.1)

The elastic constants can easily be determined by taking P-wave and S-wave 

phase velocity measurements in any direction and using the following formula:

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 2. INTRODUCTION 9

U p  —
A -f- 2/i 

P
(2 .2)

»s = (2.3)

where p is the density, and uP and us are the P-wave and S-wave phase velocities, 

respectively. A and p are Lame constants where A is equal to the bulk modulus 

minus two-thirds of the shear modulus and p is the shear modulus.

The situation becomes much more complicated when the material is anisotropic. 

This means that the velocities vary w ith  direction. Further, the two S-waves are 

no longer degenerate and w ill not necessarily propagate with the same velocity; 

this phenomenon is often referred to as shear wave birefringence or shear wave 

splitting. As well, when velocities are measured in non-symmetry axis direc­

tions, the phase (plane wave) velocities may not coincide with the group (ray)

The velocities used in the previous equations are phase velocities. Phase ve­

locities are, in one sense, associated w ith  the propagation of a hypothetical plane 

wave. Generating plane waves in the real world is difficult, i f  not impossible, since 

they are affiliated w ith wavefronts that are planar. Group velocities are mea­

sured when point sources and point receivers and is associated w ith the simple 

time of flight from source to receiver. In an isotropic medium, group and phase 

velocities would be equal. However, group velocities and phase velocities are not 

generally the same in an anisotropic medium. To illustrate this, in Figure 2.1 

a wavefront W  is propagating outward after being produced by a point source 

at point 0  at time 0. A t point P, the group velocity (also known as the ray 

velocity) is simply the distance d travelled by the wavefront divided by the time 

t. However, the plane wavefront F  that is tangent to the wavefront at point P  

travels a distance D that is not necessarily the same as distance d. An observer

velocities.
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Horizontal Distance

/x '^ w a v e f ro n t  W 

Group Velocity=d/t

^ ^ ^ ^ P h a s e  Velocity=D/t 

plane wavefront F

▼
Z

Figure 2.1: D istinction between group and phase velocities in anisotropic media 
(after Kebaili & Schmitt, 1997). W  is the wavefront propagating outward from 
the origin O. F  is the plane wavefront propagating w ith a phase propagation 
angle 6 from the 2 -  axis that is tangent to the wavefront W  at the point P. 0  
is the angle from the 2 — axis at which the distance d is measured.

at P could not distinguish whether he or she observed a plane wavefront F  that 

passed through the origin at time t  =  0 or the wavefront W  produced by a point 

source at t  =  0. This makes the phase velocity equal to the distance D  divided 

by the travel time t

Due to shales being layered in nature, some researchers assume that the shales 

are transversely isotropic (e.g., Levin, 1992; M iller et al., 1994; Vernik, 1993;) 

although this precept w ill be investigated in this thesis. A transversely isotropic 

(TI) material w ith  a vertical axis (z —axis ) of symmetry w ill have phase velocities 

that are the same in the x  — y plane (Figure 2.2). The phenomenon of shear
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wave birefringence w ill be observed and the group and phase velocities are not 

necessarily the same away from the z — axis or x — y plane. The elastic tensor w ill 

need only 5 independent elastic constants to describe it. and has the following 

form:

C  i i

C ij  —

C\2
Cn

C13 0 0

0

C13 0 0 0

£ CO 0 0 0
C44 0 0

C 4 4 0

1<0

to

(2.4)

where C12 — C11 — 2Cgg.

In principle, the elastic constants can be derived from phase velocity mea­

surements used in the following formulas (see Appendix A):

C u =  pv2P (2 .5)

C 4 4  =  p y \n  ( 2 . 6 )

C66 =  py2sv (2.7)

where the phase velocities are measured in the x — y plane, SH refers to the shear 

wave w ith  particle motions perpendicular to the 2 — axis, and SV refers to the 

shear wave w ith particle motions parallel to the 2 — axis (Figure 2.3).

The following elastic constants can be determined by phase velocity measure­

ments for the wave propagating parallel to the 2 — axis where the two S-wave
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Figure 2.2: Coordinate axes w ith respect to layering in a transversely isotropic 
(T I) medium where all the properties are radially symmetric around the z — axis.

velocities are degenerate (i.e. they w ill propagate at the same speed).

C33 =  P^p (2.8)

C44 =  pi4  (2.9)

This leaves the C13 elastic constant as yet undetermined. I t  can be determined 

by measuring the P-wave phase velocity at an off axis angle which is most con­

veniently in  a direction 45° to bedding or to the z — axis. Using the following

formula (as derived in Appendix A) it  may be determined from the phase velocity 

measurement and the other elastic constants.

C13 — —C44 — \J(Cn - f  C44 — 2pv]>) (C33 +  C44 — 2pv'p) (2-10)
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P-wave particle motion

V
P-wave 

SV-wave particle motion

y  ‘E
x N v -  wave

SH-wave particle motion

wave
Figure 2.3: Particle motions of the 3 propagation modes in a T I medium in the 
x — y plane. The dashed arrows represent the particles motions for the waves 
travelling in the x — y plane for a T I medium w ith a vertical axis of symmetry.

where p is the density of the material.

However, i f  the P-wave velocity measurements are poor or the other elastic 

constants are uncertain, the propagation of errors in the calculation of C13 makes 

i t  d ifficult to accurately determine C13. In many studies the C13 elastic constant 

is left unknown (e.g., Vernik &  Landis, 1996).

2.4 Causes of velocity anisotropy

There are several possible sources for velocity anisotropy in shales. The most 

popular explanation is that the platy phyllitic minerals present in shales are pref-
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erentially aligned (Cholach, 2004; Hornby et al., 1994; Kaarsberg, 1968: Sayers, 

1994;). Another plausible explanation is the presence of microcracks w ith planes 

parallel to bedding and preferentially oriented pores. Yet another possible expla­

nation is the presence of organic kerogen. Even though kerogen itself is isotropic, 

it  may form thin layers that can lead to T I behaviour as described by Backus 

(1962) and Melia &  Carlson (1984).

2.4.1 Clay minerals

Shales contain a large amount of clay minerals. These can be kaolinite, mont- 

morillonite, illite , smectite, or even chlorite. The clay minerals themselves tend 

to be platv and are highly anisotropic in nature (Hornby et al., 1994; Katahara, 

1996; Sayers, 1994; Wang et al., 2001) although currently there are no good quan­

tita tive  estimates of their elastic properties. When uniformly randomly oriented 

clay minerals form a conglomerate they construct an isotropic rock (Cholach, 

2004; Wang et al. 2001). The clay minerals are considered to be quite rigid so 

that during diagenesis these minerals do not substantially deform but move and 

rotate relative to the direction of the greatest compressive stress. Laboratory 

experiments involving X-ray diagrams of the surface of clay-water mixtures have 

shown that an oriented texture developed through compression with the normal 

to basal plane of the clay minerals oriented parallel w ith the direction of applied 

pressure (Brindley, 1953; Buessem & Nagy, 1953). Interestingly, a study of cores 

down to 450 m burial depth in a package of shale showed no correlation between 

the burial depth and preferred clay mineral orientation but did show changes in 

clay mineralogy w ith depth (Gipson, 1966). X-ray measurements show that these 

bedding planes of flat-lying sediments have a circular symmetry for all stages of 

compaction w ith  the degree of preferred orientation increasing w ith compaction 

(Kaarsberg, 1959). In other words, during compaction these clay minerals be­
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come preferentially oriented which pushes the overall symmetry of the shale to 

transverse isotropy w ith the axis of symmetry parallel to the direction of greatest 

stress.

Evidence of clay minerals as the source o f transverse isotropy in shales is 

supported through laboratory experiments. Hornby et al. (1994) generated an 

effective-medium model that uses the clay platelet d istribution as obtained from 

scanning electron micrographs to successfully model the anisotropic behaviour 

of a shale. This is confirmed by Sondergeld k  Rai (1986) who go on further 

to state that the preferred alignment o f clay minerals and visual fabric is es­

sentially the same as that of the elastic fabric. By measuring the changes in 

resistivity, P-wave velocity and S-wave velocity as a function of effective pressure 

of a shale, Johnston (1987) concluded that these changes were more consistent 

w ith a material influenced by clay composition and total organic content (TOC) 

than pore shape. However, studies done by Tosaya k  Nur (1982) and Freund 

(1992) which measured the P-wave and S-wave velocities as functions of clay 

content and porosity found that both influence the velocities and hence the seis­

mic anisotropy. Kaarsberg (1959) measured the velocities versus the weight of 

a drying kaolinite sample where the clay minerals observed by X-ray diffraction 

were found to be preferentially aligned. I t  was found that as the kaolinite sample 

dried; the sample became more anisotropic thus implying that the anisotropy was 

determined by the aligned clay minerals present. In another similar study done 

by Johnston k  Christensen (1995), where the seismic properties of some shales 

are analyzed using velocity measurements as a function of confining pressure, it  

was found that the anisotropy decreased with pressure due to closure of micro­

cracks. However, the clay mineral alignment parallel to bedding as observed by 

X-ray diffraction and electron microprobe backscatter imaging is thought to be 

the prim ary source of anisotropy at high pressure.
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2.4.2 Microcracks and oriented pores

As mentioned in the previous section, microcracks and preferentially oriented 

pores are another possible source of seismic anisotropy in shales. During com­

paction, the clay-rich sediments are not only subjected to increased pressure but 

to heat as well. The intra-pore pressure, controlled both by depth and burial 

history, increases and eventually exceeds the depth dependent fluid hydrostatic 

pressure (Bishop, 1979; Smith, 1971; Snarskiy, 1961). This pressure differential 

may cause the rock to rupture, thus forming fractures or microcracks (see Fig­

ure 2.4) that allow fluids to migrate (Vernik, 1994). This idea of microcracks 

is supported by the presence of stress-induced anisotropy in granite in which 

anisotropy is induced by applying a uniaxial stress that preferentially closes m i­

crocracks that are oriented perpendicular to the applied stress (Mavko et al., 

1995; Nur & Simmons, 1969). During compaction, the pores may be deformed 

to preferentially oriented shapes and so cause the material to behave anisotrop- 

ically (K im  et al., 1999; W ild  & Crampin, 1991). This has been observed in 

anisotropic carbonate-bearing sediments (Carlson et al., 1984; Dey-Barsukov et 

al., 2000) and is thought to contribute to the anisotropy in shales. These micro­

cracks and preferentially oriented pores are both possible sources of anisotropy 

and are both oriented void spaces though their origins are quite different. The 

oriented pores are voids that are deformed and reduced during compaction. In 

contrast the microcracks are formed due to the generation and expulsion of fluids.

These microcracks and preferentially oriented pores can be detected in labo­

ratory measurements. As mentioned previously, studies done by Tosaya &  Nur 

(1982) and Freund (1992) that measured the P-wave and S-wave velocities as 

functions of clay content and porosity found that both influence the velocities 

and hence the seismic anisotropy. Hornby (1998) determined through pressure 

vessel experiments on a variety of samples that the anisotropy of shales increases
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(a) Shale before diagenesis w ith  round 
pores and no microcracks. Circles repre­
sent round pores.

(b) Shale after diagenesis w ith  oriented 
pores and microcracks. Ovals represent 
the oriented pores. Dotted lines repre­
sent microcracks.

Figure 2.4: Development of oriented pores and microcracks during diagenesis.

w ith porosity. I t  was found that during the compaction process, the clay miner­

als are aligned which increases the anisotropy of the shale but at the same time 

the porosity w ill decrease thereby reducing the anisotropy. I t  was not stated 

which was more influential. This idea is supported by Vernik (1994) who ob­

served a decrease in anisotropy with increased pressure due to the closure of 

microcracks. Johnston & Christensen (1995) found that both aligned clay m in­

erals and microcracks contributed to the anisotropy for shales at low confining 

pressures. However at higher pressures, there was a decrease in the anisotropy 

due to closure of the microcracks. These microcracks have been detected through 

velocity hysteresis in velocity versus pressure graphs. This velocity hysteresis is 

attributed to microcracks that do not reopen at the pressure when they in itia lly  

closed but remain closed until a lower pressure is reached (Jones &  Wang, 1981). 

As well it  was noticed by .Jones & Wang (1981) that the velocity anisotropy is 

greater in lower porosity shales and these findings contrast w ith those of Hornby
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(a) Shale before diagenesis w ith  round (b) Shale after diagenesis w ith  flattened
particles o f kerogen. particles o f kerogen.

Figure 2.5: Development of flattened layers of kerogen during diagenesis.

(1998). This may indicate that the aligned clay minerals have a greater influence 

on velocity anisotropy than porosity. The effects of the microcracks can be esti­

mated using the change in velocity w ith confining pressure (Vernik. 1993) which 

allows the contribution of microcracks to velocity anisotropy to be estimated.

2.4.3 Kerogen

Depending on the depositional conditions, there may be a significant amount 

of organic material in the form of kerogen present in shales such as oil shales. 

Kerogen is the solid organic material left over after the majority of the gaseous 

or liquid hydrocarbons have migrated out of the shales. During the compaction 

of the shales, the water and hydrocarbons are expelled and the pore spaces are 

reduced. The left over kerogen then forms thin tabular layers (Figure 2.5). Even 

though the kerogen may be isotropic, the layering w ill produce an anisotropic 

medium (Backus, 1962; B rittan et al., 1995; Melia & Carlson, 1984).
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The occurrence of these kerogen layers is observed in Vernik &  Nur (1992) 

and may affect the P and S-wave velocities in the shales. In Vernik & Landis 

(1996), Thomsen’s (1986) elastic anisotropy parameter e was found to change as 

a function o f the kerogen volume. This implies kerogen may indeed be connected 

to the anisotropy in shales. As mentioned previously in Johnston (1987). the 

changes in P and S-wave velocities and resistivities with effective pressure may 

be influenced by the to ta l organic content (TOC) present. As well, a model using 

non-spherical inclusions of kerogen predicted the elastic constants of a lean oil 

shale w ith some success (Rundle &  Schuler. 1981).

In summary, it  has been theorized and observed that oriented clay miner­

als. pores, microcracks, and kerogen layers are sources of velocity anisotropy in 

shales. However, not one single source of anisotropy can completely explain the 

anisotropy in all the shales studied. One must conclude that the anisotropy 

present in the shales is due to a combination of oriented clay minerals, preferen­

tia lly  oriented pores, microcracks, and kerogen layers. The amount of anisotropy 

which each contributes to the shale depends not only on the pressure under which 

the measurements are taken but also on the composition of the shale itself, which 

seems to be influenced by numerous factors.

2.5 Velocity measurements of shales

Shales are mechanically anisotropic as indicated by their strength (Ajalloeian & 

Lashkaripour, 2000: Nichols et al., 1986; Sargand et al., 1987) and velocity. The 

velocity anisotropy of shales has been observed both in the laboratory and in the 

field. In the field, seismic data have shown that the stacking velocities used in 

seismic data processing seem to change w ith offset or that the P-wave velocities 

vary w ith angle of propagation. Shear wave splitting is observed in both the 

laboratory and in the field. In the laboratory, P-wave and S-wave velocities
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taken parallel to bedding are different from velocities measured perpendicular to 

bedding.

In the field, anisotropy has manifested itself in the form of velocity variations 

w ith angle or offset. The difference in the arrival times for 2 polarizations of 

shear waves is also seen and is called shear wave splitting. I t  is also known as 

shear wave birefringence in reference to the optical phenomenon of birefringence 

in materials such as calcite whereby the two polarizations of light travel at two 

different velocities in the material. Some of the earliest observations of velocity 

variations w ith  offset were those of Brodov et al. (1984), Cholet &  Richard 

(1954). Crampin (1985), and Dunoyer de Segonzac & Laherrere (1959). Cholet 

k  Richard (1954) measured velocity changes with offset from reverse VSP data in 

layers containing clay. Dunoyer de Segonzac k  Laherrere (1959) determined that 

the measured velocities changed w ith offset from 2 sets of VSP data. More recent 

observations of velocity variation with offset are those of M iller et al. (1994) 

who determined the P-wave and S-wave velocities as functions of offset from 

a VSP in a submarine shale and of Kebaili & Schmitt (1996) whom measured 

the P-wave velocities in a walk-away VSP using the r  — p method in a shale 

formation. Not only have VSP data been used to observe velocity anisotropy 

but cross-borehole tomography has also been used for that purpose. AVilliamson 

et al. (1993) determined P-wave velocities as functions of angle and depth from 

sonic logs and cross-borehole tomography. VSP data show not only velocity 

variations w ith angle and depth but can show shear wave birefringence as well. 

Beckham (1996) observed shear wave birefringence and showed from VSP data 

and borehole sonic tools that there were some shear wave polarization changes 

w ith  depth. As well, Harris (1996) observed shear-wave splitting in a seismic 

reflection survey.

Velocity variations w ith angle and shear wave birefringence can be observed in
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laboratory measurements of shale. P-wave and S-wave velocities can be measured 

in shales and a large difference is found between velocities parallel to bedding and 

velocities perpendicular to bedding (Carcione, 2000; Domnesteanu et al., 2001; 

Hornby, 1995; Hornby, 1998; Johnston &  Christensen, 1995; Johnston & Toksoz, 

1980; Jones &  Wang, 1981; Kaarsberg, 1959; Kaarsberg, 1968; Lo et al., 1986; 

Podio et al., 1968; Sondergeld &  Rai, 1986; Sondergeld et al., 2000; Vernik, 1993; 

Vernik,1994; Vernik & Landis, 1996; Vernik &; Liu, 1997; Vernik & Nur, 1992;). 

Not only were velocities measured parallel and perpendicular to bedding but at 

off-axis angles as well (Domnesteanu et ah, 2001; Hornby, 1995; Hornby, 1998; 

Johnston &  Christensen, 1995; Jones &  Wang, 1981; Kaarsberg, 1968; Lo et ah, 

1986; Podio et ah, 1968; Pros & Babuska, 1957; Sondergeld & Rai, 1986; Vernik, 

1993; Vernik &  Liu, 1997; Vernik &  Nur, 1992). In performing these velocity 

measurements, shear wave birefringence was observed (Christensen, 1971; Jones 

& Wang, 1981; Sondergeld &  Rai, 1986). In particular, Jones &  Wang (1981) 

measured P-wave and S-wave velocities as functions of pressure both perpendic­

ularly and parallel to bedding for shales at different depths. I t  was observed that 

both S-wave polarization velocities were the same parallel to bedding while S- 

wave velocities perpendicular to bedding were about 25 % less than the SH-wave 

velocities parallel to bedding.

In field data of layers containing shale it  has been observed that velocity 

variation w ith offset and shear wave birefringence occurs. More importantly, 

velocity variations with angle and shear wave birefringence have been observed 

in measurements of shale cores in the laboratory. I t  has been shown that shales 

are predominantly transversely isotropic w ith velocities parallel to bedding being 

faster than velocities perpendicular to bedding.
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2.6 Determ ination of elastic constants of shales

As seen in the previous section, there are numerous methods of determining ve­

locity as a function of propagation angle. In this section. I intend to discuss the 

determination of the elastic constants of materials, mainly shale rocks. Depend­

ing on the level of symmetry expressed in the sedimentary rocks, if  an adequate 

number of phase velocity measurements are taken of the proper polarizations in 

an adequate number of directions, the elastic constant of the material can be 

determined. Through laboratory and field experiments, shales are thought to be 

transversely isotropic in nature.

In the laboratory, the most common method of determining the elastic con­

stants of a shale involves obtaining 3 cores from a sample (Figure 2.6). One core 

parallel to bedding, one core perpendicular to bedding, and one core at some 

off-axis angle, usually 45°, to bedding. By measuring the P-wave and S-wave ve­

locities on the cores parallel and perpendicular to bedding as mentioned above, 

the elastic constants Cn, C33, C44, and C^e can be determined quite accurately. 

The measurement of the core at 45° to bedding allows the C 13 elastic constant to 

be determined. Domnesteanu et al. (2001), Hornby (1995), Hornby (1998), John­

ston & Christensen (1995), Jones & Wang (1981), Kaarsberg (1968), Lo et al. 

(1986), Podio et al. (1968), and Vernik &  Landis (1996) employed this method. 

A summary of the available elastic constants is shown in Table 2.2. However, it 

has been noted by many of these authors that there have been problems with 

determining the C13 elastic constant. Domnesteanu et al. (2001) measured an­

gles ranging from 0° to 90° bedding instead of 45° alone but s till had problems 

determining the C i3 elastic constant. Hornby (1995) mentioned that there may 

be problems w ith  determining the C13 elastic constant. Hornby (1998) tried to 

rectify the problem by including measurements at off-axis angles of 30°, 40°, and 

62° to bedding but w ith only lim ited success. Johnston &  Christensen (1995)
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Figure 2.6: Cores taken at various angles to the bedding in the shale.

found the calculated error in the C i3 elastic constant was about 4 times that 

of the other elastic constants. Kaarsberg (1968) determined the Cn, C33, C44, 

and C*66 elastic constants as a function of differing densities of shale. But the 

C13 elastic constant could not be determined for all the samples. Podio et al. 

(1968) took cores parallel, perpendicular, 30°, 45°, and 60° to bedding. When 

the calculated and measured P-wave and S-wave velocities were compared as a 

function of angle, i t  was found they did not match well for intermediate angles. 

This indicates that the Ciz elastic constant is not well determined. Similarly, 

Vernik &  Landis (1996) determined all of the elastic constants as a function of
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the kerogen volume of a set of shales except for the C i3 elastic constant. In 

particular. Jones & Wang (1981) found that the error was approximately 50 % 

of the value of C ]3. This is extremely high. The problem of determining the 

C 13 elastic constant may be due to ambiguities about whether group or phase 

velocities are being measured at off-axis angles (Dellinger & Vernik. 1994).

Paper Cn C33 C44 Cs6 On
Domnesteanu et al. 
(2001)

Derived as function of pressure

Hornby (1995) Derived as function of pressure
Hornby (1998) Derived as function of pressure
Johnston &  Chris­
tensen (1995) for 
core TH-26

45.40 19.02 6.83 17.63 8.60

Jones &  Wang 
(1981)

34.3 ±  
1.4

22.7 ±  
1.9

5.4 ±  0.8 10.6 ±  
1.6

10.7 ±  
5.4

Kaarsberg (1968) 59.5 42.5 15.3 19.7 15.8
Lo et al. (1986) Derived as function o ’ pressure
Podio et al. (1968) Derived as function of pressure
Vernik &  Landis 
(1996)

Derived as function of kerogen volume

Table 2.2: Elastic constants of shale sample as derived by various papers (GPa)

In a transversely isotropic medium, the group and phase velocities are the 

same in directions parallel and perpendicular to the symmetry axis. In our sam­

ple, this means the group and phase velocities are coincidental perpendicular and 

parallel to bedding. However, this is not the case at off axis angles. Dellinger 

&  Vernik (1994) state that away from the symmetry axis the velocities that are 

measured may be neither group nor phase velocities. W ithout careful considera­

tion of the sample and source-receiver geometries, it may be ambiguous whether 

group, phase, or some intermediate velocity is determined. In the standard 3 core 

method of determining elastic anisotropy, the only elastic constant that needs to

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 2. INTRODUCTION 25

be determined from off axis velocity measurements is the C13 elastic constant. I f  

velocity measurements are not taken carefully in the 45° to bedding direction or 

at any off axis angle, erroneous values of C13 w ill determined.

There are other methods of determining the elastic constants of a shale in 

the laboratory that may be more effective than the 3 core method from the 

same sample. The methodology used by Chang et al. (1994) to examine a 

block of phenolite, a T I medium composed of paper and phenol resin, can be 

easily applied to shale rocks. The measurements are done on a large cylinder 

of material where the axis of the cylinder is parallel to the bedding or layering. 

The sources and receivers are rotated on the cylinder such that the cylinder is 

fixed and the polarization of the transmitted shear waves is varied. As well, 

many different wave paths through the cylinder can be determined. This allows 

4 of the 5 elastic constants to be readily determined while the C13 constant is 

determined through curve fitting. Chang &  Chang (2001) examined phenolite 

using a method similar to Chang et al. (1994) but used both small and large 

sources on a variety of samples to determine all 5 elastic constants as well as 

looked for differences in group and phase velocities. Another method test on the 

same material is that employed by Okoye et al. (1996) which could be applied to 

a shale sample. The observed travel times are fitted with an analytical function 

in order to reduce numerical problems. The anisotropic inversion technique uses 

a least squares iterative optimization method which first inverts the P-wave first 

arrival traveltimes to estimate two elastic parameters and reduces the problems 

w ith  determining the C13 elastic constant. Cheadle et al. (1991) measured the 

ultrasonic velocities of phenolic in differing directions on a specially cut block. 

Vestrum (1996) repeated this and also took a sphere of phenolic and measured the 

differing velocities in differing directions before determining the elastic constants. 

Karayaka &  Kurath (1994) directly measured the strain of phenolic versus the
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stress applied. These methods may be applied to shale rocks but shales may not 

easily be machined into the special shapes required or the measurements may 

not be accurate to allow the determination of elastic constants.

There are other methods already applied to shale for the determination of 

the elastic constants that do not involve measuring the velocities jus t parallel, 

perpendicular, and at 45° to bedding in the laboratory. One method is that 

employed by Berge et al. (1991) who used ocean bottom sources and 3 compo­

nent geophones to measure the in  situ elastic constants of shallow-water marine 

sediments. The elastic stiffnesses in the model were changed until the synthetic 

seismograms matched all 3 components of the observed data. Using the P-wave 

and Stoneley waves to first constrain Cn, C13, C33, and C44 elastic constants, 

all 5 elastic constants were determined. However, substantial errors could arise 

due to lack of knowledge about the density as suggested by measurements from a 

nearby d rill hole. They also mentioned the problem of determining C13 in general 

but in their methodology they were able to constrain it  quite well through the 

shear waves and their relative energies between the shear waves and the Stoneley 

waves.

A rts et al. (1991) used a specially shaped cube w ith  bevelled sides and 

corners to measure velocities. The elastic constants were determined but the 

problem of determining the phase velocities at off axis angles may s till have 

been present. Byun k  Corrigan (1990) and Byun et al. (1989) used both P 

and SH-wave measurements from a multiple-offset VSP and a density log in the 

borehole to determine the 5 elastic constants to describe the horizontally layered, 

transversely isotropic (TI) medium. They used a model based iterative inversion 

of the VSP data in order to determine the 5 elastic constants for each layer 

from the top down. However, w ith  increasing depth they found that there was 

an increasing amount of error in the elastic constants. As well, i f  there is not
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enough moveout in the SH-wave data, they found they could not determine the 

Cee coefficient. M ille r et al. (1994) used the direct arrival times from a walk­

away VSP. Since a density log was not available, only the density normalized 

elastic constants could be determined for the compacted shale sequence. O f 

these only 4 of the 5 independent elastic constants could be determined due to 

constraints in the experimental method. W hite et al. (1983) determined the 

elastic constants of a shale formation using two closely spaced vertical seismic 

profiles (VSP). By fitting  the velocities gathered, the 5 elastic constants of the 

shale were determined. Winterstein &; Paulsson (1990) used crosshole and VSP 

data to determine the velocity anisotropy of the shale formation. From the 

arrival times or velocities, the 5 elastic constants were determined for the shale 

formation.

The most popular method of determining the elastic constants of a shale in 

the laboratory, by assuming a transversely isotropic symmetry of known orien­

tation and taking velocity measurements in only 3 directions, yields problems 

w ith  determining the C\z elastic constant. Other laboratory methods and field 

methods try  to compensate by taking more measurements at off-axis angles and 

employing more complex inversion routines in order to determine the elastic 

constants. Even these methods assume the material has transversely isotropic 

symmetry and that the symmetry orientation is known. However, this assump­

tion, despite being well founded, may not be sufficiently complete to adequately 

describe the anisotropy of such materials.

2.7 The r  — p  method

The method I used in my research was the t  — p method as first described by 

Kebaili &  Schmitt (1996). The method basically entails performing a walk-away 

VSP using multiple receiver depths (see Figure 2.7). Once the waveforms from
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borehole

source

receiver-

Figure 2.7: A walk-away VSP w ith multiple geophones in the borehole.

the 3-component receivers are recorded, a r  — p transform is performed on the 

data. The r  — p transform, also known as the slant-stack (Radon) transform, is 

defined by Tatham (1984) as:

/ OO

f  {x,T +  px)dx  (2.11)
“OO

where r  is the intercept time and p is the horizontal slowness.

From the data in the r  — p domain, the phase velocities can be calculated 

as functions of the phase angle. This allows us to accurately determine the 

phase velocities at off-axis angles that previous methods have had problems with. 

This method was extended to the laboratory on a block of phenolic (Kebaili & 

Schmitt, 1997). Phenolic is composed of layers of canvas held together by a 

phenol resin of orthorhombic symmetry. However, the elastic constants could 

not be determined with P-wave velocities only. In order to determine the elastic
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constants of any material both P-wave and S-wave velocities must be measured. 

This methodology allows us to determine the phase velocities accurately at off- 

axis angles.

The methodology of Mah &  Schmitt (2001a) and Mah & Schmitt (2001b) 

entails the use of one type of P-wave and two types of S-wave transducers that are 

prepared from piezoelectric ceramics for use as both sources and receivers. The 

P-wave transducers are 2.0 mm squares that are cut from larger lead zirconate 

sheets by means of a computer-controlled diamond saw used in electronic chip 

manufacturing. The S-wave transducers are prepared in a similar manner but 

are 2.0 mm by 3.0 mm rectangles that are cut in two perpendicular directions 

such that they are sensitive to the 2 different quasi-S-wave polarizations. The 

P-wave and S-wave transducers have nominal resonant frequencies of 1.0 MHz 

and 0.65 MHz. respectively. These transducers are arranged such that there are 

two sources at a known depth on one side of the block and an array of equally 

spaced transducers on a perpendicular side. The P-wave transducers vibrate 

predominantly in the direction perpendicular to the surface of the block. The 

SH-wave transducers vibrate in a direction perpendicular to the sagittal plane as 

inferred from the source-receiver array while the SV-wave transducers vibrate in 

a direction parallel to the sagittal plane. The use of these three different types 

of transducers allows the propagation of all three wave types to be observed. 

As mentioned previously, once the waveforms from all 3 types of source-receiver 

combinations are recorded, a r  — p transform is performed on the data and the 

phase velocities are calculated. This method was tested on a block of soda-lime 

glass (Mah &  Schmitt, 2001b) which is an isotropic and almost non-attenuating 

material that provides an excellent reference (see Chapter 3). Using specially 

constructed ultrasonic sources and receivers, the P-wave and S-wave velocities 

were determined for a variety of angles in the isotropic soda-lime glass. I t  was
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found that the velocities determined using this method match the velocities as 

determined by a direct transmission experiment to better than 1.0 %. The phase 

velocities were then inverted in order to determine the elastic constants of the 

soda-lime glass. This methodology was further extended to an anisotropic sample 

(Mah &  Schmitt, 2001a) using a block of sample similar but not the same as 

the one used in Kebaili &  Schmitt (1997). Both the P-wave and S-wave phase 

velocities were determined in various directions. Assuming an orthorhombic 

symmetry w ith  the symmetry axes parallel to the observed texture in the sample, 

the elastic constants of the composite were determined. However, more data were 

obtained (Mah &  Schmitt, 2003; see Chapter 4) on the same block of phenolic 

as used in Mah & Schmitt (2001a). It  was shown that sufficient phase velocities 

were taken in enough directions so that no assumptions were required about the 

symmetry o f the material. The elastic constants of phenolic were determined 

assuming tric lin ic  symmetry. This also means that no assumptions had to be 

made about the symmetry axes present in the data. The three papers referred 

to above detail a new methodology for the determination of the elastic constants 

on hand sized samples.

2.8 Oil shale characterization

One remaining goal of this thesis was to determine the elastic constants of a real 

earth material. Shale is very important in seismological studies of sedimentary 

basins, as i t  comprises the bulk of the volume. An oil shale was chosen since it  was 

competent, well-layered, and most likely anisotropic. The seismic and ultrasonic 

properties of the oil shale were determined by its structure and composition. The 

density, porosity, mineralogical composition, and mineralogical distribution were 

characterized through the use of thin sections, whole-rock analysis, pyrolysis, 

X-ray diffraction, scanning electron microscopy, and electron microprobing. The
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relative proportions of these minerals were determined as well as any differences 

in the distribution of these minerals such as layering or preferred distribution. 

Void spaces were also examined. Once this was done, a comprehensive picture 

of the oil shale mineralogy was established.

Even though the r —p methodology yielded good results on the isotropic glass 

sample and anisotropic synthetic sample, it  did not yield good results on the oil 

shale. The conventional pulse-transmission methodology was used on a specially 

cut multi-faceted cube of oil shale. The P-wave and S-wave measurements were 

recorded at pressures up to 200 bar (20 MPa) in a pressure vessel and P-wave 

and S-wave velocities determined as functions of pressure. The velocity hys­

teresis was observed and the calculated elastic constants were also determined. 

Thomsen/Tsvankin parameters were calculated and showed that the anisotropy 

of the oil shale changes w ith pressure. Some unexpected values were found for 

the anisotropy of the oil shale. Chapters 5 and 6 described the characteriza­

tion of the mineralogical composition and anisotropy of an oil shale. Chapter 7 

summarized the results of this work and mentioned possible future work.
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Chapter 3 

r  — p m ethodology

3.1 Abstract

Specially constructed near point-source ultrasonic transducers (0.75 MHz) were 

designed to preferentially stimulate and receive the one longitudinal (P) and 

two transverse (S) propagation modes. Arrays of these transducers were placed 

on a rectangular prism of common soda-lime glass that served as an ideal ho­

mogeneous, isotropic medium, in order to evaluate the uncertainty of a newly 

developed phase velocity measurement method. Through the use of the Radon 

transform, the data are transformed from the offset-time (x — t ) domain to the 

intercept time - horizontal slowness ( r  — p) domain.

From the shape of the curves in the r  — p domain the phase velocity of 

the propagating waves may be determined for a range of directions. The phase 

velocities determined using this method were accurate for incidence angles up 

to 76°, 64°, and 77° for the P, SV, and SH wave modes, respectively. Phase 

velocities of 5724 ±  64 m/s, 3411 ±  30 m/s, and 3467 ±  15 m/s were determined 

for the P-wave, SV-wave, and SH-wave modes, respectively. This agrees w ith the 

direct transmission P-wave and S-wave velocities of 5690 ±  60 m /s and 3440 ±  

26 m /s to better than 1 %.

43
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3.2 Introduction

44

A more complete elastic description of composite materials is needed in various 

disciplines. In geophysics, understanding the intrinsic anisotropy of the mate­

rials through which seismic waves pass is necessary to provide better values of 

the elastic parameters of rocks for purposes of modelling. A rtific ia l compos­

ites are becoming increasingly popular in materials engineering because of their 

structural advantages. The elastic wave anisotropy of these materials provides 

important diagnostic information on strong and weak directions and for detecting 

incipient fractures. In both rocks and composite materials, the loss of structural 

symmetry when preferentially oriented cracks are introduced can result in com­

plex sets of elastic coefficients. However, experimentally determining such elastic 

coefficients, even for relatively simple cubic and transversely isotropic materials, 

remains challenging and room remains for new methodologies.

In this chapter, the further development of an experimental method for mea­

suring longitudinal and shear phase velocities w ith propagation angle in labo­

ratory test pieces is described. Near point-source longitudinal wave transducers 

have previously been described but the present contribution focussed on the shear 

(transverse) wave mode transducers (Kebaili &  Schmitt, 1997). The test employs 

arrays of small, specially constructed ultrasonic transducers that impart and re­

ceive the longitudinal (P) and two transverse (S) elastic wave modes. Common 

source gathers of the traces so obtained in the offset (x) - time (t) domain are 

transformed to the vertical incidence time (r) - horizontal slowness (p) domain. 

This conversion is effected by a special Radon transformation, referred to as a 

slant-stack, which has the quality of decomposing observed sets of direct ray ar­

rivals into the equivalent set of plane waves. The advantage of this procedure is 

that the phase (plane wave) velocities, which are sometimes difficult to measure 

experimentally in anisotropic media but which are necessary to characterize a
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m ateria l’s elasticity, are obtained directly. Newly developed shear mode trans­

ducers are described. The method of determining phase velocities is evaluated 

on a well-behaved isotropic glass for all three modes of propagation. This test 

provides estimates of the experimental errors and the range of propagation angles 

reasonably covered in the test.

3.3 Background

3.3.1 Plane-wave Decom position

An ultim ate goal for use of the present methodology is in the determination 

of phase (i.e., plane wave) velocities in anisotropic media. Not being able to 

measure phase velocities directly substantially complicates the determination 

of the elastic coefficients in pulse transmission measurements (Musgrave, 1970; 

Auld, 1973). These problems may be reduced by implementing a plane-wave 

decomposition via a form of the Radon transform called the t  — p transform 

in the geophysical literature (Gardner & Lu, 1991). Consider the sample of 

Figure 3.1(a) which is instrumented with a series of coplanar detectors on the 

top surface and transmitters at distances zi and z2 from the top surface. Since 

the sample is homogeneous, elastic wave energy propagates along straight ray 

paths from the transm itter to the receivers. The receivers detect energy in the 

far field since the minimum source depth is 2.0 cm (Gooberman, 1969). The 

corresponding plots of the arrival time to the receivers as a function of offset 

distance from the edge of the sample (Figure 3.1(b)) have hyperbolic-like shape. 

Consider only the topmost arrival curve for source 1. In the absence of additional 

information, this arrival curve could just as easily be created by plane waves 

arriv ing at the surface, which had passed through source 1 at the time it  had been 

activated. The observed travel-time curve can be constructed from the envelope 

of a continuum of such plane waves all propagating in different directions.
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(a) Plan view o f the plane containing 
sources and receivers w ith  ray paths for a 
homogeneous anisotropic medium where 
the offset is measured in the x-direction.

(b) Composite travel-tim e versus offset 
(x) curves obtained for the two different 
source positions in a).

source 1

o
H
oo A tZJ

source 2

Horizontal Slowness (ps/m)

(c) Composite o f the t — p  transform  of 
the travel-tim e curves in  b) w ith  the de­
term ination o f r  a t a given constant hor­
izontal slowness p  illustrated.

Figure 3.1: Illustration of r  — p methodology using sources of a known distance 
apart.

Each of the constituent plane waves may be described by the phase propaga­

tion angle 6 as measured from the normal to the surface at which it  propagates
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or. equivalently, by the horizontal slowness p — sin 0 /i/ where v is the phase 

velocity. The transit time for this hypothetical plane wave from the source at 

depth z to the observation position at receiver offset x  is

where q (p ) =  cos 6/ v  is the vertical slowness. This last formula is often written 

by Kebaili &  Schmitt (1997) as

where r  (p) is called the intercept time. Consequently, each plane wave constitut­

ing the travel time envelope may be described in terms of its horizontal slowness 

(p), which im plic itly  contains the phase propagation angle 9, and the dependent 

intercept time r.

The x — t  domain arrival time curve 1 of Figure 3.1(b) is converted to its 

corresponding representation in the r  — p domain by plane-wave decomposition 

(Figure 3.1(c)). This is effected by the Radon, or r —p. transformation (Robinson, 

1982). Tatham (1984) defines the slant-stack (Radon) transform in a more formal 

sense as

where F is the integration of the amplitudes f  (x, t ) along the straight line t  =  

r  +  px w ith  intercept time r  and slope p. This basically means the data are 

decomposed into different plane wave components where for each r  value on a 

given horizontal slowness p. the amplitudes of all the samples along the line given 

by the line t  =  r  +  px are summed together. For example, a simple line w ith 

intercept time r  at x =  0 and w ith slope p in the x — t  domain maps to the point 

(r, p) in the r  — p domain or a hyperbola in the x — t  domain is transformed 

into an ellipse in the r  — p domain. I t  is the shape of this ellipse that contains 

information on the variation of phase velocity w ith direction.

t (x) =  px +  qz (3.1)

t (x) =  px +  r  (p) (3.2)

(3.3)
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The essential components of the r  — p phase velocity determination method 

were previously described (Kebaili &  Schmitt. 1997) and are only outlined here. 

In the technique, the pulsed elastic wave energy produced from a minimum of 

two source transducers are detected by a coplanar array of receiving transducers 

mounted on the adjacent side of the test piece (Figure 3.1(a)). The sets of arrival 

times from each of the two transducers yield hyperbolic-like offset versus travel­

time curves in the x — t  domain (Figure 3.1(b)) which transform to ellipse-like 

curves in the r  — p domain (Figure 3.1(c)).

I f  the block of material is homogenous, then at constant horizontal slowness 

(p) the vertical slowness (q) according to Kebaili & Schmitt (1997) is

where T\ and r 2 are the intercept times at constant p corresponding to the r  — p 

curves for the sources at offsets z\ and z2, respectively (Figure 3.1(c)). In an 

isotropic medium, q remains a constant but it  is worth noting that both p and q 

in an anisotropic material depend on the propagation angle 9 w ithin the plane. 

The phase velocity v is then

3.3.2 Experimental M ethod

Experiments were carried out on blocks of soda-lime glass w ith a bulk density 

of 2600 ±  100 kg/m 3. Silicate glasses are essentially frozen fluids w ith no pre­

ferred textural direction and provide an isotropic and homogeneous mechanical 

medium. The 20 cm x 20 cm x 8 cm block employed was prepared from materi­

als used in wall construction. Two adjacent perpendicular surfaces were prepared

(3.4)

(.3.5)

at the phase propagation angle:

9 =  arctan (3.6)
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Mode Pulse transmission 
velocity (m/s)

r —p velocity (m/s)

P 5690 ±  60 5724 ±  64
SV 3440 ±  26 3411 ±  30
SH 3440 ±  26 3467 ±  30

Table 3.1: Comparison of standard pulse transmission and r  — p phase velocities.

using a surface grinder, the flatness of the surfaces were measured to be better 

than 100 gm. P-wave and S-wave velocities were measured in a number of differ­

ent orientations using conventional pulse transmission methods and the average 

results are given in Table 3.1.

3.3.3 Point-source transducers

Longitudinal and two transverse wave transducers that acted as both sources 

and receivers were prepared from piezo-electric ceramics. The transducers were 

made as small as possible in order to reduce transducer dimensional effects. 

However, reducing the size of the transducers introduced complications due to 

directionality constraints.

The longitudinal or P-wave transducers were prepared from commonly avail­

able PZT-5 (lead zirconate) sheets by cutting them into 2.0 mm squares using 

a computer-controlled diamond saw like that in electronic chip manufacturing. 

These transducers predominantly expand essentially as a point-source in the di­

rection perpendicular to the block (Figure 3.2(a)). The transverse or S-wave 

piezo-electric ceramics (EBL # 3  - Stavely Sensors) were cut into 2 mm x 3 

mm rectangles in two perpendicular directions to make transducers preferen­

tia lly  sensitive to the two different quasi-S wave polarizations. The two cuts 

ideally produce displacements parallel to the surface of the test piece, referred 

to hereafter as SV and SH, that are parallel (Figure 3.2(b)) and perpendicular
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X

SV-wave receiver

-SV-Wave source

-wave receiver

■P-jwave source

(a) Ideal particle motion imparted and (b) Ideal particle motion imparted and
received by the P-wave mode transducer. received by the SV-wave mode trans­

ducer.

SH^wave receiver

SH-wave source

(c) Ideal partic le motion imparted and 
received by the SH-wave mode trans­
ducer.

Figure 3.2: Ideal particle motion imparted and received by the piezoelectric 
transducers.

(Figure 3.2(c)) to the source-receiver array plane, respectively.

The slant-stack method relies on the ability to illuminate a variety of source- 

detection paths through the material. However in the far field, such simple point-
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source displacements have considerable directionality (White. 1983; Gooberman, 

1969). The P-wave transducers radiated energy at nearly all angles and suc­

cessfully provided strong amplitude at all detecting receivers. The hypothetical 

directionality of the P-wave transducers is shown in Figure 3.3(a). In contrast, 

the SV-wave transducers radiated energy mostly at small angles and very little  

at larger angles as required for proper reception (Figure 3.3(b)). The use of 

SV-wave transducers were experimentally confirmed as being a poor SV-wave 

source. Instead, the longitudinal (P-wave) transducers generated better SV-like 

polarizations and were consequently used for transm itting in both the P and 

SV arrays as confirmed experimentally. This was expected as the P-wave trans­

ducers acted as vertical point-sources that also generated an SV-wave radiation 

pattern w ith substantial energy at oblique angles (Figure 3.3(c)). The SH-waves 

were generated by a source with particle displacement perpendicular to the sur­

face and sufficient energy was radiated outward in the proper directions to be 

received (Figure 3.3(d)).

According to Gooberman (1969), in the near field, there are huge fluctuations 

in the amplitude and shape of the wavelet as measured by the receiver transduc­

ers. However, the methodology requires measurements from the far field. The 

distances considered to be near field and far field are determined by the size and 

shape o f the source transducer. The near field lim it for the experimental set up 

in this work was calculated to be 5 times the width of the source transducer. 

For example, the P-wave transducers were 2 mm in w idth which translates into 

a near field lim it of 1 cm. However, the nearest receiver has a minimum distance 

of 2 cm from the source, which indicates the far field is being measured.

A ll the transducers were mechanically damped to increase their bandwidth 

by potting in a urethane-metal powder mixture. The P-wave transducers were 

mounted on a conductive, malleable, removable substrate that was clamped to
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(c) The theoretical radiation pattern for 
the SV-wave generated by source v ib ra t­
ing normal to the surface.

(d) The theoretical radiation pattern  for 
the SH-wave generated by source v ib ra t­
ing parallel to the surface

Figure 3.3: Theoretical radiation pattern for the 3 modes of propagation for 
source normal and parallel to the surface.

the block. The same, however, can not be done w ith  the shear wave transducers 

due to poor coupling achieved by mere clamping. Both SV and SH transducers 

were directly glued to the samples using conductive silver paint. A fter mechanical 

damping and attachment, the resonant frequency of the P and S wave transducers 

were both near 0.75 MHz (Figure 3.4) w ith  effective bandwidths from 0.15 MHz
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Figure 3.4: Frequency spectrum of the P-wave, SV-wave, and the SH-wave data 
represented by the solid, dot-dash, and dotted lines, respectively.

to 1.20 MHz.

The transducers were placed on the sample in a coplanar array as shown in 

Figure 3.2(a) w ith two transmitters on one side at a spacing of 2.0 ± 0 .1  cm. The 

receiving transducers were mounted in a linear array on the adjacent perpendic­

ular surface at a spacing of 0.5 ±  0.1 cm. The source transducers were activated 

w ith a 300 V, 10 ns rise time spike. The response of the receiver transducers 

to the resulting elastic waves were dig ita lly acquired by a high speed sampling 

oscilloscope at a rate of 8 ns/sample for 120 ps w ith  the waveforms transferred 

via a GPIB bus to a computer for archiving and analysis. Random noise was 

a significant problem due to the small sizes of the transducers. Approximately 

2000 individual pulses were stacked on the oscilloscope to improve the data qual­

ity. The sample was shielded in a grounded steel box and high frequency line 

filters were included on all electrical equipment to reduce this noise.
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Only simple processing of the waveforms was carried out to reduce the ef­

fects of trigger noise and spurious reflected and other mode arrivals. The high 

amplitude trigger noise was simply muted as were portions of the trace before 

and after the desired arrivals by modulation with a simple tapered window (Fig­

ures 3.5, 3.7, and 3.9). These data were then bandpass filtered to remove any 

of the remaining high frequency noise above 1.70 MHz and so that frequencies 

between 0.15 MHz and 1.20 MHz are kept.

3.4 Results and discussion

3.4.1 Determ ination of Phase Velocities

Examples of the processed waveforms acquired on the glass block are shown 

in Figure 3.6(a). These generally show that in the isotropic, low-attenuation 

glass the waveforms retain much of the same character with offset and indicate 

that consistent signals are generated and received. The r  — p transform was 

accomplished by a conventional x — t domain slant-stack (Mah. 1999). The 

Radon transform (hereafter referred to as slant-stack) of the P-wave x — t  traces 

obtained on the glass block at the depth of 2.0 cm is shown in Figure 3.6(b). 

The r  (p) values at the first amplitude peak, used in A  (p) =  r x (p) — r 2 (p) in 

Equation 3.4, were picked semi-automatically.

The raw unprocessed SV-wave modes are shown in Figure 3.8(a). The first 

set of arrivals is that of the P-wave mode unavoidably generated by the source 

w ith  the SV-wave mode following soon after. A fter muting out of non-SV-wave 

energy, the SV-wave arrival can be seen in Figure 3.8(b). The arrivals are not 

as clean or consistent as the other waveform modes but the corresponding r  — p 

transform yields a smooth continuous curve (Figure 3.8(c)). The Radon trans­

form methodology contains a degree of averaging which is an additional benefit 

especially i f  traces are lost. The r  — p curve (Figure 3.8c) deviates from the
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(a) Raw waveform recorded by a receiver 
at 10.0 cm offset on the glass block w ith  
a P wave source transducer at 2.0 cm 
depth.

Figure 3.5: Observed P-wave trace
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the P wave source transducer at 2.0 cm 
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(b) The r - p  transform  obtained by 
slant-stacking o f (a) w ith  an intercept 
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Figure 3.6: Observed P-wave traces on the glass block and corresponding r  — p 
transform.
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Figure 3.7: Observed SV wave trace at 4.0 cm offset on the glass block.

ideal shape (Figure 3.1(c)) at both the beginning and end. The end of the curve 

at 300 /us/m is straight instead of being ideally curved. Also the r  — p curve 

(Figure 3.8c) deviates at the beginning (i.e., 0 /is/m ) from having a zero slope. 

The cleanest, most consistent waveforms acquired are those of the SH-wave mode 

(Figure 3.10(a)). The waveforms show no noticeable dispersion. The correspond­

ing r  — p curve yields a smooth, continuous curve (Figure 3.10(b)). The r  — p 

curves for all three modes of propagation show events other than the main arrival. 

These are aliasing effects caused by having discrete receiver locations instead of 

a continuous array.

Analysis of the shape of the r  — p curves for all 3 propagation modes using 

Equation 3.4 yielded the vertical slowness (q) as a function of the horizontal 

slowness (p) (Figure 3.11). I f  the material is tru ly isotropic, the velocity does 

not change w ith direction of propagation and hence the p — q curves w ill be 

circular. In Figure 3.11, for the higher horizontal slowness values, the p — q
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Parasitic P-wave Arrival SV-wave Arrival

c  30

2 40

Offset (m) Offset (m )

(a) Unmodified SV mode records for the 
6.0 cm deep source displaying strong P 
mode arrivals and transducer d irection­
a lity  effect.

(b) Isolated SV mode arrivals after m ut­
ing o f P mode arrivals followed by peak 
amplitude normalization.

200
Horizontal Slowness (gs/m)

100 300
Horizontal

■ 0.5

-0.5

(c) Peak amplitude normalization o f the 
r —p  transform  via slant-stack o f b) w ith  
an intercept tim e ( r )  increment o f 8 ns 
and a horizontal slowness (p ) increment 
of 5 ps/m.

Figure 3.8: Analysis of the SV mode arrivals.
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0.6
0.4
0.2

- 0.2

-0.4
- 0.6

Travel Time (ps)

(a) Raw waveform recorded by a receiver 
a t 0.5 cm offset on the glass block w ith  
a SH wave source transducer a t 2.0 cm 
depth.

0.6

0.4
0.2

- 0.2

-0.4
- 0.6

Travel Time (ps)

(b) The waveform of (a) after m uting, 
windowing, and bandpass filte ring  to re­
move noise.

Figure 3.9: Observed SH wave trace at 0.5 cm offset on the glass block.

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Offset (m)

0 100 200 300
Horizontal Slowness (ps/m)

-0.5

(a) Observed amplitude versus time 
traces w ith  offset on the glass block for 
the SH wave source transducer at 2.0 cm 
depth

(b) The r  — p transform obtained by 
slant-stacking o f (a) w ith  an intercept 
time ( t )  increment o f S ns and a hori­
zontal slowness (p) increment o f 5 ps/m .

Figure 3.10: Analysis of the SH mode arrivals.
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Horizontal Slowness (jrs/m)

Figure 3.11: The vertical slowness (g) as a function of the horizontal slowness 
{p) for all 3 modes of propagation. The solid lines represent the ideal P-wave 
and S-wave slowness as calculated from the average phase velocities derived from 
the data. Symbols represent the P-wave (o), the SV-wave (triangles), and the 
SH-wave (*) slownesses.

curves deviate from the ideal circular shape. These higher horizontal slowness 

values correspond to higher angles in the plane of investigation. These deviations 

correspond to angles greater than 76°. 64°. and 77° for the P, SV, and SH modes, 

respectively. This implies that the r —p transform is being employed to determine 

values for where there is insufficient coverage. As well there were deviations for 

angles less than 5° for all 3 modes of propagation which were most likely caused 

by inadequate data coverage at near offsets as can be seen in Figure 3.8(c). Since 

there was only a lim ited amount of space and the transducers were of a finite 

size, this problem may never be completely resolved.
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Using Equations 3.5 and 3.6, the r  — p curves yielded phase velocities for the 

P-wave, SV-wave, and SH-wave polarizations (Table 3.1). These phase velocities 

were calculated by averaging the velocities over valid angles of propagation and 

the error cited is that of the standard deviation of the velocities. The phase veloc­

ities as functions of the phase propagation angles for all 3 modes of propagation 

are shown in Figure 3.12. There was some waver in the phase velocities which 

was most likely due to errors in receiver placement. The P-wave, SH-wave, and 

SV-wave velocities agree to better than 1 % w ith  P-wave and S-wave velocities 

measured directly through the block as noted earlier. This suggests that uncer­

tainties of better than 1 % may be expected using the r  — p technique under well 

controlled conditions for a homogeneous material. For practical purposes the 

glass may be considered essentially lossless (i.e., nondispersive) and waveform 

spreading was not a problem.

Although the phase velocities were readily determined, some experimental 

problems remain. Even though dispersion is not readily observable, it  may still 

be present. This dispersion must have some influence on the accuracy of the 

r  — p method of phase velocity determination since it changes the shape of the 

waveform w ith  distance and needs to be considered in future (see Martinez and 

McMechan, 1984). Other potential problems reside w ith the difficulties of cleanly 

separating different arrivals and the unavoidable P-SV mode coupling. This is 

due to the complexities in polarization of the different modes (e.g., Crampin, 

1978) and the related imperfections of the transm itting and receiving transducers. 

A  final problem is that only a lim ited range of angles may be covered with 

the transducer arrays and for equal spacing of transducers this w ill introduce a 

sampling bias towards the far offset transducers.
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Figure 3.12: Summary of the phase velocities versus phase propagation angle 9 
obtained from the r  — p analysis of the arrivals. Symbols represent the P-wave 
(o). the SV-wave (triangles), and the SH-wave (*) particle motion polarizations. 
The solid lines represent the phase velocities calculated from the elastic constants 
as derived from the inversion.
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3.5 Conclusions

62

Phase velocities were determined directly as functions of phase propagation an­

gles on an isotropic glass. Special, near-point transducers were developed to 

impart and receive different elastic wave energies. These transducers were des­

ignated as P, SV, and SH to indicate the primary mode of particle motion to 

which each different transducer was sensitive. Clean P and SH modes could be 

generated and received in isotropic glass. However, the SV mode was compli­

cated by the coupled nature of P and SV waves and by difficulties related to 

the directionality of SV mode receivers in terms of imparting the desired wave 

energy into the medium. Six arrays of these transducers were constructed on the 

glass block allowing 144 individual P, SV, and SH mode phase velocities to be 

obtained. The P-wave and S-wave velocities were recovered using the slant-stack 

(Radon) transform to better than 1 % relative to conventional pulse transmis­

sion tests. I t  is important to note that in the glass it  was difficult to detect any 

dispersion by spreading of the observed waveforms with increasing propagation 

distance. I t  was also discovered that there is a physical lim it as to the directions 

in which the phase velocities can be calculated which is determined by the data 

coverage present.

This technique is currently being used to determine the phase velocities with 

propagation angle in an anisotropic material. These phase velocities are then 

inverted in order to determine the elastic constants of the material. One great 

advantage of the present methodology is that it  can be applied to samples of 

simple shape such as rectangular prisms and even cylinders. The latter w ill be 

particularly useful in the context of determining anisotropy in earth materials, 

which are often assumed to be transversely isotropic, using existing core samples 

w ith  a minimum of additional preparation.
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Chapter 4

D eterm ination of the com plete 
elastic stiffnesses from ultrasonic 
phase velocity measurements

4.1 Abstract

The complete set of 21 elastic stiffnesses of a composite material are found from 

ultrasonic measurements of the phase velocity anisotropy. Quasi-P and quasi-S 

wave phase-speeds at a variety of incident angles within a number of differing 

planes through the material are obtained using the r  — p plane wave decompo­

sition technique. The 779 individual phase velocities were inverted, under no 

a pr ior i  presumptions about the symmetry or orientation of the material, to 

provide all the stiffnesses. These show that the material has nearly orthorhom- 

bic symmetry as is expected from its texture. This orthorhombic character was 

further apparent in a number of bootstrap tests of the inversion that assumed 

differing levels of symmetry from tric lin ic to orthorhombic and using various 

subsets of the measured phase velocities. However, the present analysis does not 

account for the effects of wave-speed dispersion evident in the observed wave­

forms. This dispersion is particularly severe for the in-plane q-S polarization and 

is possibly a consequence of the fine layered structure of the material.

65
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4.2 Introduction

Most rocks are intrinsically anisotropic and the need to include this anisotropy 

in seismological studies of the crust is increasingly recognized. For example, in 

overthrust regions where sedimentary layers are tilted, ignoring anisotropy leads 

to seriously erroneous geologic interpretation of seismic profiles. A t larger scales, 

the shear wave birefringence produced by metamorphic texture is s till not com­

pletely understood. The intrinsic elastic rock properties are one im portant piece 

of information needed to properly interpret and model such seismic responses. 

However, there are surprisingly few measurements of velocity anisotropy on can­

didate rocks. Experimental determinations are not necessarily easy to make, and 

many have often relied on numerous simplifying assumptions about the material's 

texture and orientation to simplify the measurements.

Velocity anisotropy is tied more fundamentally to the material's elastic prop­

erties and an important goal of experimental anisotropy determination is to es­

timate the complex elastic behavior. Such values are useful in seismic modelling 

of complex wavefields through earth models. However, at this w riting  there exist 

even fewer complete determinations of the elastic coefficients of rock.

A  method for determining the complete set of all 21 independent elastic 

coefficients from ultrasonic compressional and shear wave measurements is de­

scribed here. This builds on earlier but less general results that inverted an 

earlier and smaller set of phase velocity observations under the assumption of 

orthorhombic symmetry and prior knowledge of principal directions (Chapter 3; 

Mah &  Schmitt. 2001a). The general method inverts phase velocities that are 

provided experimentally by a well known plane wave decomposition technique. 

The method was tested on a composite material to obtain elastic coefficients up to 

tric lin ic  symmetry. Bootstrap testing used various subsets of the data to evaluate 

the accuracy of the inversion methodology. The set of elastic stiffnesses obtained
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largely confirms the expectation that this material has orthotropic symmetry but 

nontrivial values of the non-orthorhombic stiffness coefficients may provide an 

indication of the level of error due to sample heterogeneity and dispersion.

4.3 Background

4.3.1 Phase Velocities and Elasticity

Twenty-one independent coefficients C j j  define a material’s elasticity in the most 

general case (e.g., Musgrave, 1970). Finding all of these coefficients is d ifficult 

to achieve experimentally. To make the problem tractable most studies on rock 

proceed on the basis of texture either isotropy, transversely isotropy (T I), or 

orthotropy w ith 2. 5. or 9 independent elastic constants, respectively, and also 

assume the axes of symmetry of the materials are known (see Appendix A).

The symmetries that might be expected in rocks, the number of independent 

elastic coefficients necessary to describe such materials, their arrangement w ithin 

a principally aligned Voigt notation elastic stiffness tensor representation (Nye, 

1985), and the formulas used to obtain the coefficients from measured velocities 

(e.g., Cheadle et ah, 1991; Neighbours & Schacher, 1967) are summarized in 

Table 4.1. This is by no means the complete set of equations that may be used 

to determine the elastic coefficients directly from phase velocities. The value 

of 0 in a given cell means that stiffness is triv ia l. The use of the C u  only 

means that the stiffness must be determined by an inversion procedure or that 

the formula required is complicated. They are only the most convenient and 

compact equations.

The decision to use a given set of formulas is based primarily on the texture of 

the rock. For example, shales consist of fine horizontal layers w ith  a preferential 

alignment of platelike clay minerals. Such a structure is symmetric w ith respect 

to rotations around an axis normal to the layering. This produces a T I medium
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requiring a minimum of 5 well-chosen phase velocity measurements (Thomsen, 

1986; Johnston & Christensen, 1995). Metamorphic rocks, such as gneiss, have 

preferred mineralogic orientations induced by ductile straining that produces a 

well-defined foliation and lineation. The symmetry of this texture is represented 

by three orthogonal mirror-planes describing orthotropy. Such symmetry might 

be further reduced, however, by the inclusion of cracks that need not be pref­

erentially aligned w ith the mineralogic texture of the material (Sayers, 1998). 

Since neither the degree of symmetry nor its orientation in any given sample is 

necessarily known, it  is best to make no prior assumptions about the nature of 

the symmetry and to treat the material in itia lly  as triclin ic w ith 21 independent 

elastic constants (e.g., Neighbours &  Schacher, 1967; Arts et al., 1991; Vestrum, 

1994).

4.3.2 Theoretical Relations

A brief review of the theory linking velocity w ith moduli is necessary to illustrate 

the linkage between elastic properties and P and S phase velocities and as back­

ground to the inversion technique described later. A homogeneous anisotropic 

medium obeys the general Hooke’s law (in Einstein indicial notation),

&ij  — CijkPkl (4-1)

where aij, cm, and are the stresses, strains, and elastic stiffnesses, respec­

tively. Note that through the bulk of this paper the reduced Voigt notation CJj 

(e.g., Bass, 1995) is employed instead to represent these elastic stiffnesses. The 

fu ll tensor djki notation more naturally assists description of the mathematics. 

A fter some mathematical manipulations (see Appendix A) and i f  one assumes a 

plane wave solution of the following form,

Ui =  A iei 2r (‘nrXr- ui) (4.2)
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where Ui is the displacement in the i th direction, Ai is the amplitude of the

particle motions of the propagating wave, A is the wavelength of the propagating 

wave, n  =  nA +  +  nzk, n  is of unit length, i, j ,  and k  are the unit vectors

parallel to the x-axis, y-axis, and z-axis, respectively, x r is the position vector, 

v is the phase velocity, and t is the time travelled. There are 3 distinct plane 

waves travelling w ith orthogonal particle motions, one quasi-P wave and two 

quasi-S plane-waves propagate in any direction. For these plane waves, the phase 

velocities and polarization directions are the eigenvalues and eigenvectors of the 

Christoffel equation:

TuAt =  p i /A i  . (4.3)

where v is the phase velocity, .4; is the amplitude of the particle motions of the 

propagating wave, and Tu are the Christoffel symbols that depend on the elastic 

constants via:

F j/ — CijklW-jTlk i (4 -4 )

where r i j  and r i k  are the direction cosines defining the direction of the plane wave 

propagation (see Appendices A and B for more details).

When the elastic stiffnesses are known, the wave speeds in any direc­

tion are determined by solving Equation 4.3 (e.g., Musgrave, 1970; Auld, 1973). 

This is an eigenfunction problem in which for any given propagation direction n, 

three eigenvalues relating to the one quasi-P and two quasi-S speeds with corre­

sponding polarizations of these waves provided by the eigenvectors result. These 

wave speeds refer to the monofrequency phase, or plane wave, velocities which 

generally differ from the corresponding group, or ray, velocity that is detected in 

normal time-of-flight pulse transmission tests. The experimental velocity mea­

surement technique employed here is unique in that it  provides phase velocities 

to the inversion.

Equation 4.3 above and Appendix A indicate that the elastic coefficients may
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be determined by measuring wave speeds in a sufficient number of appropriately 

directions. The use of elastic wave velocities to determine elastic coefficients 

has long been popular (Markham. 1957; Neighbours k  Schacher, 1967; Pros k  

Babuska. 1967; van Buskirk et ah, 1986; Arts et ah, 1991; Cheadle et ah, 1991; 

Vestrum. 1994; Okoye et ah, 1996). In early studies of anisotropy, many of 

the metallic elements investigated had simple structures (e.g., cubic or hexago­

nal) requiring only a few strategically oriented measurements (e.g., Neighbours 

k  Schacher, 1967), as summarized in Tables 4.1, 4.2, 4.3, and 4.4 (Derivations 

o f these equations can be seen in Appendix A). The lower the symmetry of 

the material, the greater the number of velocity measurements required (Neigh­

bours k  Schacher, 1967). An isotropic medium needs only 1 compressional and 

1 shear wave velocity determination (see Appendix A .3) whereas in principal 

tric lin ic  materials can be characterized by 21 strategically placed velocity mea­

surements (Arts et ah, 1991). However, use of direct approaches as described in 

Tables 4.1, 4.2, 4.3. and 4.4 are further problematic in that it  may be difficult to 

know a pr ior i  the axes and planes of symmetry of the test sample. This is partic­

ularly true in rocks where preferentially aligned cracks and minerals may coexist 

(e.g., Sayers, 1998). As a consequence there are almost no determinations of elas­

tic  constants for symmetries on rocks below orthotropic and even these usually 

presume some knowledge of the sample symmetry prior to measurement.
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Elastic
Stiffness

Isotropic Cubic

On pu'p along any Tt pvp along any symmetry axis
C '22 same as Cn same as C n
C33 same as Cn same as Cn
C44 pv\ along any Tt pv~s along any symmetry axis
C5S same as C44 same as C44
C66 same as C44 same as C44
C12 p Wp ~  "s)

along any i t
2pv‘p — 2C44 — Cn along i t  =  
[0, ± l / y / 2, ±1 / y /2], [ ± l / y / 2, 0, 
± l / \ / 2 ] ,  or [± l / \ / 2 .  ± l / \ / 2 .  0]

C13 same as C i2 same as C i2
C23 same as C i2 same as C \2
C14 0 L°
c 15 0 0
C16 0 0
C24 0 0
C25 0 0
C26 0 0
C34 0 0
C35 0 0
C36 0 0
C45 0 0
C46 0 0
Cse 0 0

Table 4.1: General 
mined from phase

summary of how various elastic constants are directly deter- 
velocity measurements for isotropic and cubic media.
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Elastic
Stiffness

Hexagonal

C n pu'p along any i t  w ithin x  — y plane
C22 same as C n

C 33 pv'p along f t  =  [0 , 0 , ±  1 ]
C 4 4 pi/g w ith polarization [0 , 0 , ±  1 ] along any i t  within 

x  — y plane
C 55 same as C 4 4

C m pvls w ith polarization [0 , ±  1 , 0 ] along i t  =  [± 1 . 0 , 
0 ] or w ith polarization [± 1 , 0 , 0 ] along i t  =  [0 . ±  
1 , 0 ]

C \ 2 C n - 2 C 6 6

C\z — C 44 — \J ( C n  +  C 44  — 2 p^p) (C 3 3  +  C 44  — 2 pu'p) 
along i t  =  [0 , ± / V 2 , ±/>/2] or [± /y / 2 , 0 , ± / V 2 \

C23 same as C 13

C 14 0

c 15 0

C\6 0

C24 0

C25 0

C26 0

C 34 0

C 35 0

C 36 0

C45 0

C4 6 0

Co 6 0
Table 4.2: General summary of how various elastic constants are directly deter­
mined from phase velocity measurements for a hexagonal media.
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Elastic
Stiffness

Orthorhombic

Cn pu'p along i t  =  [±  1, 0. 0]
Cn pup along W =  [0. ±  1, 0]
Czz puj, along f t  =  [0, 0, ±  1]
C44 pi/5 w ith polarization [0. 0. ±  l]  along i t  =  [0 , ± , 

0] or with polarization [0, ±  1, 0] along i f  =  [0. 0. 
±  1]

C55 pv's w ith polarization [0. 0, ±  1] along i t  =  [±  1. 0, 
0] or w ith polarization [±  1, 0. 0] along i t  =  [0. 0, 

±  1]
C$6 pv'p w ith polarization [±  1, 0; 0] along Tt =  [0. ±  1, 

0] or w ith polarization [0, ±  1, 0] along i t  =  [±  1, 
0; 0]

C \2 — Cm ~  \ ] (C ll +  Cq6 — 2pUp) (C22 +  Cm — 2pu2p) 
along i t  =  [ ± / \ / 2, ± / V 2 , 0]

C\z —Czz — \ j {C n  +  Coo ~  2<pv2p) (Czz +  Czz ~  2pv2p) 
along i t  — [± /y /2 . 0, ± / \ / 2]

C“2Z —C 44 — \J(C22 +  C44 — 2pu'p) (Czz +  C44 — 2pi/p) 
along i t  =  [0, ± / \ / 2 ; ± / V 2]

C14 0
c 15 0
C 16 0
C 24 0
C 25 0
C 26 0
Cz4 0
C35 0
Cz6 0
C40 0
C4 6 0
c 56 0

Table 4.3: General summary of how various elastic constants are directly deter­
mined from phase velocity measurements in an orthorhombic medium.
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Elastic
Stiffness

Monoclinic Triclinic

C u Cn Cn
C 22 pu'p along Tt =  [0, ±  1, 0] C 22

C 3 3 C 33 C33

C44 pu2s w ith polarization [0, ±  1, 0] 
along Tt =  [0, 0. ±  1]

C44

C 55 C55 C 55

C66 pv2s w ith polarization [0, ±  1, 0] 
along i t  =  [±  1, 0, 0]

C66

C 12 C12 C 12

C 13 C13 C13

C 23 C23 C 23

C 14 0 C14

c 15 C» c 15
C 16 0 C 16

C 24 0 C24

C 2 5 C 25 C 20

C 26 0 C 26

C 34 0 C34

C 30 C 35 C 35

C 3 6 0 C 36

C 45 0 C 45

C 46 pu'g — 1/2 (C66 — C 4 4 )  with polar­
ization [0, ±  1, 0] along i t  =  
\ l / y / 2 , 0, l/x /2 ] ’

C46

C 06 0 C 56

Table 4.4: General summary of how various elastic constants are directly deter­
mined from phase velocity measurements in monoclinic and tric lin ic media.

A lack of knowledge of any principal directions can also be problematic as the 

form of the elastic stiffness matrix w ill change depending upon the orientation of 

the co-ordinate system. When the axes of symmetry are not known, the stiffness 

m atrix that is determined may appear to be rotated. For example, the illustrative 

but physically realizable stiffness matrix for a hypothetical orthorhombic material 

viewed from a co-ordinate frame rotated only 10° from the material’s symmetry
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axes (Table 4.6) is more complicated than when viewed from the symmetry axes 

co-ordinate frame (Table 4.5). In fact, a face value examination of Table 4.6 

might suggest the material has monoclinic symmetry.

C/ j J =  1 J =  2 J =  3 J =  4 J =  5 J =  6
I =  1 9 3 2 0 0 0
I =  2 3 8 1 0 0 0
I =  3 2 1 7 0 0 0
I =  4 0 0 0 6 0 0
I - 5 0 0 0 0 5 0
I =  6 0 0 0 0 0 4

Table 4.5: Elastic constants of an imaginary orthorhombic material before rota­
tion as represented in a principal x-y-z frame.

I t  is important to ask what m inimal set of phase velocity observations is 

necessary to adequately determine the fu ll set of elastic constants. According 

to D itr i (1994) phase velocities must be obtained in a minimum of 3 orthogo­

nal planes to obtain sufficient information so that all 21 elastic constants may­

be determined. These 3 planes need not be oriented along any principal axis 

directions, but must be orthogonal. To effectively recover the elastic constants 

in each of these planes of investigation, all 3 modes of propagation should be 

employed in 3 well-chosen directions of propagation, even though there may be

C / j J =  1 J =  2

C
OII II•“
S J =  5 J =  6

I =  1 9.1736 2.9397 1.7660 0 -0.4718 0
I =  2 2.9397 8.0000 1.0603 0 0.3420 0
I =  3 1.7660 1.0603 7.2943 0 0.8138 0
I =  4 0 0 0 5.9397 0 -0.3420
1  =  5 -0.4718 0.3420 0.8138 0 4.7660 0
I =  6 0 0 0 -0.3420 0 4.0603

Table 4.6: Elastic constants of an imaginary orthorhombic material after 10° 
rotation about the y — axis.
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some redundancy in the measurements when all 3 planes are considered. D itr i 

(1994) assumes that the particle motion polarization is known perfectly and that 

there is adequate data coverage. These assumptions may not be valid in our 

experimental set up. D itr i ’s method recovers 15 elastic constants from measure­

ments w ith in  any given single plane and leaves 6 elastic constants undiscovered. 

A ll 21 elastic constants can be obtained from measurements of P and S phase 

velocities in 3 mutually orthogonal planes through the sample.

4.4 Experimental Phase-Velocity Measurements

4.4.1 Plane-wave Decom position

Before continuing further, it  is important to reiterate that the phase velocities 

referred to above are plane-wave velocities. Although these w ill be close to the 

group, or ray, velocity as would usually be determined by picking of travel time 

between a point source and a receiver in anisotropic materials, the group and 

phase velocities do not in general have the same magnitude. Measuring plane 

waves in a laboratory or field setting is not straightforward or even physically 

possible. To overcome this difficulty we employed plane wave decomposition 

( r  — p transform) to obtain phase velocities from a series of observed traces. The 

essential components of the phase velocity determination method are previously 

described (Kebaili and Schmitt, 1997). The method is most easily employed on 

a rectangular prism of the material. Essentially, a closely spaced linear array 

of specially constructed P, SV, or SH mode transducers detect the elastic wave 

pulses from at least two coplanar source transducers on the side of the block. 

(Figure 4.1). P and SV refer to those polarizations that lie nearly parallel to this 

sagittal plane while SH indicate shear polarization nearly perpendicular to the 

sagittal plane. The sets of arrival times from each of the two transducers yield 

hyperbolic-like offset versus travel-time curves in the x — t domain which trans-
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form to ellipse-like curves in the r  — p domain after plane wave decomposition. 

I f  the block of material is homogenous but anisotropic, then at known horizontal 

slowness p (=  sin (9) jv )  the vertical slowness q (Kebaili k  Schmitt, 1997) is

where r x and r x are the intercept times at constant p corresponding to the r  — 

p curves for the sources at depths zx and z2, respectively. In an anisotropic 

material, the vertical slowness q also depends on the phase propagation angle 9 

within the plane. The phase velocity v is then

Details on the transducer construction and characterization and the level 

of experimental error may be found in Chapter 3 and Mah k  Schmitt (2001b) 

where the methodology was evaluated on isotropic soda-lime glass. Three types of 

transducers have been developed. Each provide enhanced detection and reception 

of P, SV, or SH mode polarizations. Tests of the r  — p method on homogeneous 

glass blocks indicate that phase velocities are determined to better than 1 % 

uncertainty in such an isotropic homogeneous, high quality factor medium.

It must be noted that there are lim itations to the r  — p methodology. I t  

has been stated already that group and phase velocities do not necessarily co­

incide. Modelling of the wave surfaces (i.e., representing group velocities) in 

various strongly anisotropic media shows that these surfaces may contain cusps 

or caustics (e.g., Carcione, 1990; White, 1982). These cusps are manifest as a 

trip lication in the SV waveforms profile (Musgrave, 1970). Testing of the r  — p 

methodology on synthetic travel time data containing severe cusps shows that

(4.5)

(4.6)

propagating at the phase propagation angle w ithin the sagittal plane:

9 =  arctan (4.7)
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x [1,0,0]

receiver
sagittal plane

Z [0,0,1]

source

Figure 4.1: View of the x — z sagittal plane containing sources and receivers with 
ray paths for a homogeneous anisotropic medium. The angle of phase velocity 
propagation direction 0 w ithin this plane is shown. The offset, d, of the receivers 
is shown as well. The depth of sources 1 and 2 is shown as Z\ and z2, respectively.

the methodology does not yield valid phase velocity along directions where these 

cusps are present. However, from direct observations of the travel times and 

modelling results, there are no readily apparent cusps present in the trace pro­

files.

4.4.2 Sample Characterization

The composite material used in these experiments was a large block 66 cm x 27 

cm x 17 cm of Grade CE Phenolic w ith  a mass density of 1395 kg/m 3 milled to 

provide flat and perpendicular surfaces paralleling the layering (x — y plane or 2 —
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axis), the warp (x — axis), and the weave (y — axis) (Chapter 3; Mah &  Schmitt 

(2001a)). This material is basically composed of layers of canvas held together by 

a phenol resin. Since each layer of canvas has definite texture as defined by the 

directions of the straight and woven fibers termed warp and weft, respectively, 

this gives two m irror planes of symmetry (Figure 4.2). Approximately 20 fiber 

mats per cm are stacked together w ithin the material (Figure 4.2) giving a third 

m irror plane of symmetry. This layering, warp, and weave reduce the symmetry 

to orthorhombic (Karayaka &  Kurath, 1994) w ith a substantial anisotropy in 

planes parallel to the z — axis (Figure 4.2) but w ith a much weaker anisotropy 

w ith in  the x — y plane (Chapter 3; Mah &  Schmitt, 2001a). I f  phenolic is indeed 

orthorhombic, it  w ill have a set of natural symmetry axes. These axes will 

be orthogonal to each other and w ill be perpendicular to the m irror planes of 

symmetry present in the material.

4.4.3 Experim ental Configuration

The transducers were placed on the sample in a coplanar array as shown in 

Figure 4.1 w ith  two transmitters on one side at a spacing of 2.0 ±  0.1 cm and

4.0 ±  0.1 cm, respectively. The receiving transducers are mounted in a linear 

array on the adjacent perpendicular surface at a spacing of 0.5 ± 0 . 1  cm. The 

source transducers were activated w ith  a 300 Volt, 10 ns rise time spike and the 

corresponding response of the receiver transducers was d ig ita lly  acquired by a 

high speed sampling oscilloscope at a rate of 8 ns/sample. Random noise was 

a significant problem due to the small sizes of the transducers. Approximately 

2000 individual pulses were stacked on the oscilloscope and the sample was mag­

netically shielded to improve the data quality.

Only simple processing of the waveforms was carried out to reduce the effects 

of trigger noise, spurious reflections and other mode arrivals. The high amplitude
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(a) Cross-section in the y  -  £ plane w ith  (b) Cross-section in  the x  -  z plane w ith  
scale bar in  cm. scale bar in cm.

£

(c) Cross-section in  the x  -  y plane w ith  
scale bar in  cm.

Figure 4.2: Cross-section of the phenolic sample.

trigger noise was simply muted as were portions of the trace before and after the 

desired arrivals by modulation w ith a simple tapered window. These traces were 

then bandpass filtered (bandpass =  0 MHz - 0.15 MHz - 1.20 MHz - 1.70 MHz) 

to remove any of the remaining high frequency noise since the peak frequency of 

the signal is about 0.8 MHz.
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4.5 Results and Discussion

4.5.1 Phase Velocities

Special arrays of near-point source piezoelectric transducers were employed w ithin 

5 different planes on the composite material oriented w ith respect to the texture 

in the x — z. th ey — z, the x  — y, the xy — z (a diagonal plane containing the z axis 

rotated 45° from the x  -  axis), and the xz — y plane (a diagonal plane containing 

the y — axis rotated 46° from the x — axis) (Figure 4.3). The three different 

P. SV. and SH polarizations at two different source depths were employed in 

each of these planes resulting in a total of 30 individual sets of data composed of 

1004 source-receiver combinations. 779 high-quality measurements of the phase 

velocity were determined from analysis of the resulting r  — p curves.

In the x  — z array, the P-wave transducers were arranged w ith the sources 

at 2 cm and 4 cm depth on the y — z surface parallel to the z — axis and the 

receivers mounted on the x — y surface parallel to the x — axis (Figure 4.1). 

The processed waveforms (Figure 4.4(a)) for the xz — y array (plane 5) have a 

hyperbolic-like moveout w ith increasing offset and show only a modest degree of 

waveform spreading. The r —p transform (Figure 4.4(b)) has an ellipse-like shape 

as expected. The vertical slowness q is obtained as a function of the horizontal 

slowness p from the r  — p transform using data from another array at a differing 

source depth and Equation 4.5.

From the complete set of r  — p transformations, the P, SV, and SH phase 

velocities were obtained (Figures 4.8 and 4.9) in the 5 planes studied. However, 

there were lim itations to the experimental setup. It  could not fu lly  interrogate 

small incident angles (Chapter 3; Mah &  Schmitt, 2001a). When tested on an 

isotropic material, valid phase velocities were obtained between phase angles 9 

from 5° to 70° (Chapter 3; Mah &  Schmitt, 2001b). When the q — p plot from 

the data in plane 5 was converted to v — 6 using Equations 4.6 and 4.7, the phase
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Plane 5 
(xz-y)

X  [0.719,0,0.695]

Plane 3
(y-z)
[1,0,0]Plane 2 

(x-y) 
[0,0,1]

Plane 1 
(x-z) 
[0,1,0]

Plane 4 
(xy-z)
[0.707,0.707,0]

Figure 4.3: The five planes on the composite block in which arrays were prepared 
and designated as x-z, x-y, y-z, xy-z (i.e., diagonal plane 4), and xz-y (i.e., 
diagonal plane 5).

velocity increased from 2843 ±  80 m /s to 3451 ±  80 m/s as the propagation 

direction varies from near vertical to subhorizontal (Figure 4.9).

Due to strong coupling, both the P and SV modes were generated at the same 

time, thus complicating analysis of the SV mode results. By increasing the depth 

of the sources on the side of the block to 4 cm and 6 cm (Figure 4.1), the P and 

SV wave separate sufficiently to be observed separately (Figure 4.5). A fter the P- 

wave arrivals and the trigger noise were muted and after application of bandpass 

filtering, the SV-wave arrival could be clearly seen (Figure 4.6(a)). A t these
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(a) Am plitude versus tim e traces w ith  offset 
for the 4.0 cm deep P-wave source.
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(b) r —p  transform  o f (a) from  which the series 
of Ti (p) is obtained w ith  an intercept time (r)  
increment of 8 ns and horizontal slowness (p) 
increment o f 2.5 ps/m .

Figure 4.4: The P-wave results from the xz — y plane.
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Offset (m)
0.02 0.04 0.06 0.08 0.10

Trigger Noise

Parasitic P-wavi

S V-wave -̂ 4 0
co

100

120

Figure 4.5: Unprocessed SV mode arrivals before muting, windowing, and band­
pass filtering.
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(a) Isolated SV mode arrivals after m uting of 
P mode arrivals followed by peak amplitude 
normalization.
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(b) Peak amplitude normalization o f the t  — p  
transform  via slant-stack o f (a) w ith  an in ter­
cept tim e ( r )  increment o f 8 ns and horizontal 
slowness (p ) increment o f 5 ^s /m .

Figure 4.6: The SV-wave results from the xz — y plane.
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(a) The SH mode records for the 2.0 cm deep 
source.
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(b) The corresponding t  -  p  transform ation 
of (a) w ith  an intercept tim e ( r )  increment of 
S ns and horizontal slowness (p) increment of 
5 p s / m .

Figure 4.7: The SH-wave results from the xz — y plane.
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Figure 4.8: A  composite of phase velocities in the x-z, y-z. and x-y planes where 
the direction of the x-z plane phase velocities has been reversed in order to put 
them in the proper orientation. Summary of the phase velocities versus propa­
gation angle 6 obtained from the r  — p analysis of the arrivals. Only every th ird 
data point has been plotted due to the high density of the data. Symbols denote 
the velocities of the P-wave (circles), the Si-wave (triangles), and the S2-wave 
(stars) polarizations. The Sl-wave is the fast shear wave and is equivalent to the 
SV-wave while the S2-wave is the slow shear wave and corresponds to the SH- 
wave. Pentagrams, diamonds, and Xs denote the phase velocities as determined 
by large transducers for the P-wave, Sl-wave, and S2-wave polarizations, respec­
tively. The thick solid lines are the corresponding theoretical phase velocities as 
calculated from the inversion results. The shaded bands are the uncertainties 
in the phase velocities propagated through from the uncertainties in the elastic 
constants.
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Figure 4.9: A composite of phase velocities in the xy-z, y-z, and xz-y planes 
where the direction of the xy-z and xz-y planes phase velocities has been re­
versed in order to put them in the proper orientation. Summary of the phase 
velocities versus propagation angle 9 obtained from the r  — p analysis of the 
arrivals. Only every th ird  data point has been plotted due to the high density 
of the data. Symbols denote the velocities of the P-wave (circles), the Sl-wave 
(triangles), and the S2-wave (stars) polarizations. The Sl-wave is the fast shear 
wave and is equivalent to the SV-wave while the S2-wave is the slow shear wave 
and corresponds to the SH-wave. Pentagrams, diamonds, and Xs denote the 
phase velocities as determined by large transducers for the P-wave, Sl-wave, and 
S2-wave polarizations, respectively. The thick solid lines are the corresponding 
theoretical phase velocities as calculated from the inversion results. The shaded 
bands are the uncertainties in the phase velocities propagated through from the 
uncertainties in the elastic constants.
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greater source depths, the lim itations of the methodology at steep angles became 

more apparent such as the r — p curve having a straight ta il (Figure 4.6(b)) instead 

of being theoretically elliptic-like or curved. Though the SH mode traces were 

cleaner (Figure 4.7(a)) and the corresponding r - p  transform was more elliptical 

(Figure 4.7(b)). there were still more problems. There was more noticeable 

spreading of the pulse with propagation distance (Figure 4.7 (a) and (b)).

4.5.2 Inversion for Elastic Coefficients

An inversion method was developed to obtain the elastic coefficients from the 

observed phase velocities and propagation angles. The iterative inversion em­

ploys both the nearest neighbour and the secant methods (Kincaid and Cheney, 

1996). The inversion started with the calculation of the phase velocities using 

both Equations 4.3 and 4.4 from an in itia l guess of the elastic coefficients. The 

differences between the calculated phase velocities and the observed phase ve­

locities were then determined. Using a simulated annealing type approach, the 

elastic coefficients were perturbed and the differences between the calculated 

phase velocities and observed phase velocities were redetermined and solutions 

that reduced this difference were accepted. Gradually, the differences between 

the calculated phase velocities w ith those observed were then minimized. Test­

ing of the algorithm on forward modelled hypothetical phase velocities suggests 

the method is accurate and stable. The inversion for a set of noise free phase 

velocities reproduces the original elastic coefficients to w ithin 0.01 % while the 

inversion of a set of phase velocities w ith random errors of up to 10 % repro­

duce the elastic coefficients to w ithin 3 %. The robustness of this inversion was 

previously tested in Chapter 3 and Mah &  Schmitt (2001a) by calculating the 

phase velocities from the inverted elastic coefficients and plotting these theoreti­

cal phase velocities against the original input phase velocities. This has also been
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done for the phase velocities in this work assuming a triclin ic symmetry (Fig­

ures 4.8 and 4.9). Using the Monte Carlo method, the errors in the theoretical 

phase velocities were calculated from the uncertainties in the elastic constants 

and are displayed in Figures 4.8 and 4.9.

The ab ility  of this inversion algorithm to find the global minimum in the 

differences between the phase velocities was tested by comparing the results 

as found by a simulated annealing algorithm sim ilar to the ones outlined by 

K irkpatrick et al. (1983) and Szu &  Hartley (1987). Comparisons of the results 

from both inversion methods show no significant differences indicating that a 

global m inimum was indeed reached by the non-linear inversion.

There are some lim itations to the inversion methodology. I f  there are ex­

tremely complex polarizations present in the material, the observer may have 

some difficu lty in determining which of the two shear wave polarizations is the 

SH-wave polarization and which is the SV-wave polarization especially i f  the 

wave surfaces of the two shear polarizations intersect or "kiss". This may lead 

to erroneous elastic stiffness determination. On the basis of the present results 

and that of others (Vestrum, 1994), the shear polarizations in phenolic are not 

overly complex. I f  the material has a more complex anisotropy, this methodology 

may fail. However, the composite material studied here is likely more anisotropic 

than most natural rocks and earth materials.

In this inversion, no assumptions were made about the symmetry of the 

material and the inversion may solve for all 21 independent elastic stiffnesses. In 

other words, no a priori information is known about the symmetry or position 

of the coordinate axes. In itia lly  the inversion was applied to all 779 values of 

phase velocity versus phase angle as summarized in Figures 4.8 and 4.9. Two 

greatly different seed values were used: one in which all the elastic coefficients 

were in itia lly  zero and a second which used those provided by Vestrum (1994)
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on a sim ilar material. The iterations ceased once 500 iterations of the inversion 

were performed. The calculation typically required only 520 seconds on a 266 

MHz (ca. 1998) machine using a high level programming language.

The inverted results are shown in Table 4.10 in Voigt notation (Case 4, Tri­

clinic) and statistical analysis shows the elastic constants are accurate to w ithin 

3.8 %. The statistical analysis consisted mainly of introducing random errors 

in the phase velocities and observing the corresponding changes in the elastic 

constants. As can be seen in Table 4.10 (Case 4. Tric lin ic); the values of the 

non-orthorhombic elastic stiffnesses are quite small relative to those that fill the 

non-zero positions for perfectly orthorhombic elastic stiffnesses. This may be 

due in part to the coordinate axes being very closely aligned w ith the symmetry 

axes of the material. This implies the material phenolic is quite close to being 

orthorhombic in nature as is expected given its textural symmetry (Figure 4.2). 

Even i f  the coordinate axes chosen were not aligned with the symmetry axes, 

a simple series of rotations could be performed that would align the coordinate 

axes of the elastic stiffness tensor w ith the symmetry axes. The choice of the 

seeds was not important as both in itia l guesses approached the solution w ithin 

300 iterations and the final difference between the solutions differed by only 5 

MPa or less than 0.2 %.
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Orthorhombic
15.9 7 6.8 0 0 0

7 15.5 6.9 0 0 0
6.8 6.9 11.1 0 0 0
0 0 0 3.4 0 0
0 0 0 0 3 0
0 0 0 0 0 3.8

error =  32.5 m/:

Monoclinic
15.5 7 6.4 0 0.3 0 '

7 15.6 6.8 0 0.3 0
6.4 6.8 10.9 0 0.3 0
0 0 0 3.4 0.1 0

0.3 0.3 0.3 0.1 3 0
0 0 0 0 0 3.8

error =  30.6 m/s

Triclinic
' 14.9 6.3 5.2 0.7 0.9 -0 .5  '

6.3 14.9 5.7 0.8 1.5 -0 .4
5.2 5.7 10 0.7 0.8 0.1
0.7 0.8 0.7 3.3 -0 .1 0.1
0.9 1.5 0.8 -0 .1 3 0.2

-0 .5 -0 .4 0.1 0.1 0.2 3.7
error =  22.9 m/s

Table 4.7: Elastic stiffnesses in GPa as calculated in Case 1 using velocities only 
from the 3 orthogonal planes (planes 1, 2. and 3) of the observed phase velocities 
and assuming different types of symmetry for the inversion. The error associated 
w ith each set of elastic constants is the rms error between the experimental phase 
velocities and the theoretical phase velocities as calculated from that set of elastic 
constants.
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Orthorhombic 
' 16.4 7.1 6.6 0 0 0

7.1 15.4 6.6 0 0 0
6.6 6.6 10.6 0 0 0
0 0 0 3.4 0 0
0 0 0 0 3 0
0 0 0 0 0 3.8

error =  37.6 m/s

Monoclinic
16.1 7.1 6.4 0 -0 .2 0
7.1 15.5 6.6 0 0 0
6.4 6.6 10.5 0 -0 .1 0
0 0 0 3.4 -0 .1 0

-0 .2 0 -0 .1 -0 .1 3 0
0 0 0 0 0 3.8

error =  36.8 m/s

Triclinic
' 16.6 7.4 6.5 -0 .1 -0 .1  -0 .3

7.4 15.5 6.4 -0 .4 0.1 -0 .3
6.5 6.4 10.3 -0 .2 -0 .2  -0 .5

-0 .1 -0 .4 -0 .2  3.3 0 -0 .1
-0 .1 0.1 -0 .2  0 3 0
-0 .3 -0 .3 -0 .5  -0 .1 0 3.9

error =  32.9 m/s

Table 4.8: Elastic stiffnesses in GPa as calculated in Case 2 using velocities 
from the 3 orthogonal planes and one diagonal plane (planes 1, 2, 3, and 4) and 
assuming different types of symmetry for the inversion. The error associated 
w ith each set of elastic constants is the rms error between the experimental 
phase velocities and the theoretical phase velocities as calculated from that set 
of elastic constants.
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Orthorhombic

15.3 7.1 6.5 0 0 0
7.1 15.8 6.9 0 0 0
6.5 6.9 11 0 0 0
0 0 0 3.4 0 0
0 0 0 0 2.9 0
0 0 0 0 0 3.8

error =  42.8 m/s

Mono clinic

15.3 7.1 6.4 0 0.4 0
7.1 16 6.9 0 0.2 0
6.4 6.9 10.8 0 0.3 0
0 0 0 3.4 0 0

0.4 0.2 0.3 0 2.9 0
0 0 0 0 0 3.9

error =  35.8 m/s

Triclin ic

14.8 6.2 5.4 1.2 0.9 -0 .5
6.2 14.7 5.5 1 0.9 -0 .6
5.4 5.5 9.9 0.8 0.7 -0 .7
1.2 1 0.8 3.3 0 0.1
0.9 0.9 0.7 0 3 0

-0 .5 -0 .6  ■-0 .7 0.1 0 3.8
error =  24..3 m /s

Table 4.9: Elastic stiffnesses in GPa as calculated in Case 3 using velocities 
from the 3 orthogonal planes and one diagonal plane (planes 1. 2. 3. and 5) and 
assuming different types of symmetry for the inversion. The error associated 
w ith  each set of elastic constants is the rms error between the experimental 
phase velocities and the theoretical phase velocities as calculated from that set 
of elastic constants.
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Orthorhombic

15.3 7.1 6.8 0 0 0
7.1 15.8 7.3 0 0 0
6.8 7.3 11.5 0 0 0
0 0 0 3.4 0 0
0 0 0 0 2.9 0
0 0 0 0 0 3.9

error =  54..4 m/s

Monoclinic

15.3 7 6.8 0 0.2 0
7 15.8 7.3 0 -0.2 0

6.8 7.3 11.5 0 -0.1 0
0 0 0 3.4 ■-0.1 0

0.2 -0 .2 -0 .1  --0.1 2.9 0
0 0 0 0 0 3.9

error =  52.9 m/s

Triclinic

15.6 7.5 6.7 0.1 0.2 0.4
7.5 16.5 7.6 -0 .4 -0 .1 0.4
6.7 7.6 11.4 -0 .3 0 0.4
0.1 -0 .4 -0 .3 3.4 0 -0.1
0.2 -0 .1 0 0 2.9 -0.1
0.4 0.4 0.4 -0 .1 -0 .1 3.9

error =  43.7 m/s

Table 4.10: Elastic stiffnesses in GPa as calculated in Case 4 using velocities from 
all 5 planes (planes 1, 2, 3, 4, and 5) and assuming different types of symmetry 
for the inversion. The error associated w ith each set of elastic constants is the 
rms error between the experimental phase velocities and the theoretical phase 
velocities as calculated from that set of elastic constants.
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Other workers have inverted observed velocities for elastic stiffnesses but the 

inversion here differs significantly from their earlier attempts. Arts et al. (1991) 

assumed the material was tric lin ic and solved for all 21 elastic parameters using 

the measurements of the phase velocities and the corresponding polarizations for 

various directions of propagation. In order to achieve this, their experiment re­

quired a specialized machining of a sample into a multifaceted polyhedron w ith  18 

parallel faces. Okoye et al. (1996) studied the material phenolite that shares some 

similarities w ith phenolic but is transversely isotropic. Their inversion assumes 

the material is transversely isotropic and applies a smooth polynomial fitting  

to the velocities before iteratively applying the least-squares method. Vestrum 

(1994) tested a machined sphere of phenolic that is similar to the material used 

in this work. The inversion used an iterative application of Newton's method 

on group velocities obtained from the sphere. The present inversion requires the 

phase velocities w ith the corresponding polarizations for differing directions of 

propagation as obtained using the r  — p methodology. The present inversion is 

applied w ithout the application of a smooth polynomial fitting  unlike Okoye et 

al. (1996). The inversion does use the application of an iterative least-squares 

inversion similar to Arts et al. (1991) and Okoye et al. (1996) as well as the 

use of the secant method that is similar to Newton's method used by Vestrum 

(1994). However, pseudo-random jumps are included to prevent entrapment in 

localized minima in the residuals, and so differ from the use of damping factors 

by Vestrum (1994).

In this study. P. SV, and SH phase velocities were obtained in five distinct 

sagittal planes (Figure 4.3). As noted earlier, velocities need to be obtained in a 

minimum of three orthogonal planes to determine the 21 elastic stiffnesses (D itri. 

1994). Two additional diagonal planes of measurements were taken to further test 

the stability of the inversion. Although the general inversion makes no assump­
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tions w ith respect to the degree of symmetry, additional tests of the inversion did 

restrict the symmetry to orthorhombic and monoclinic. In orthorhombic sym­

metry, one assumes that coordinate axes are aligned w ith the natural symmetry 

axes present in the material before determining all 9 elastic constants. While in 

monoclinic symmetry, one assumes that only 1 of the coordinate axes is aligned 

w ith the natural symmetry axes present in the material.

Comparison of the elastic constants as determined assuming the different 

symmetry classes (Tables 4.7, 4.8, 4.9, and 4.10) shows that values for the "non- 

orthorhombic” elastic stiffnesses are substantially smaller ( 10 %) than the or­

thorhombic stiffness. Further, the orthorhombic elastic constants for all 3 sym­

metry assumptions agree w ithin error. This strongly suggests that the material 

is orthorhombic in nature and that the inversion method developed does not 

depend on the level of symmetry assumed. So long as the symmetry used in the 

inversion is not higher than that for the material, the present analysis suggests 

that the elastic stiffnesses are adequately sampled.

Bootstrap type tests were run using only subsets of the observed velocities 

to test the statistical stability of the solution. The inversions were performed 

again for 4 different subsets of the data (Tables 4.7, 4.8, 4.9, and 4.10). In Case 

1, only the 3 mutually orthogonal planes of data were used (i.e., plane 1, plane 

2 and plane 3 in Figure 4.3). In Case 2, the 3 mutually orthogonal planes and 

one of the diagonal planes of data were used. Similarly in Case 3, the 3 mutually 

orthogonal planes and the remaining diagonal plane of data were used. While in 

Case 4, all 5 planes of data were used. An rms error between the theoretical and 

experimental phase velocities was calculated for each set of elastic constants in 

Tables 4.7, 4.8, 4.9, and 4.10. The better the fit of the elastic constants to the 

anisotropy present in the data, the lower the rms error. In general, as the amount 

of data used in the inversion increases, the rms error increases. This unexpected
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result is due to the inversion attempting to fit the error in the phase velocities 

and being unable to. When the number of elastic constants or complexity of the 

anisotropy is increased, the rms error between the theoretical and experimental 

phase velocities decreases due to the inversion fitting  the more complex symmetry- 

present in the data.

In order to test whether this reduction in the rms error is statistically sig­

nificant. F-tests were performed assuming a 95 % confidence level and a null 

hypothesis that there was no difference in the results assuming the differing lev­

els of symmetry (Mendenhall (1975)). I t  was found that this hypothesis was 

false for all of the comparisons of the differing levels of symmetry except for the 

comparison of orthorhombic symmetry to monoclinic symmetry in Cases 1, 2, 

and 4. This means that, for the m ajority of the results, there was a significant 

statistical difference in the inversion results when a more complex symmetry was 

assumed. The elastic constants as determined for different subsets of the data 

agree w ith in  error to the elastic constants as determined with all the data avail­

able. W hile there was adequate data coverage, the orientation of the planes that 

were investigated did not bias the inversion.

Instead of assuming different levels of symmetry and different subsets of the 

data, the best solution may be to perform the inversion using all the data avail­

able while generally assuming tric lin ic symmetry. This results in a set of elastic 

constants that could be progressively transformed by rotation of coordinate axes 

until the principal directions of a more symmetric material, i f  they exist, are 

found. For example, using a brute force search the elastic constants as deter­

mined assuming tric lin ic  symmetry using all data available (Case 4) was rotated 

in order to minimize the “non-orthorhombic” elastic constants. I t  was found that 

the elastic constants were essentially in the optimum coordinate system already. 

This was confirmed by performing the rotations using software provided by an
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independent source. The elastic constants were already in the optimum coordi­

nate system due to the sample being in itia lly  aligned with the visually observable 

planes of symmetry.

The theoretical phase velocities are forward modelled using the elastic stiff­

nesses obtained by the triclin ic inversion (Tables 4.7, 4.8, 4.9, and 4.10) using all 

the available data (Case 4) and plotted against the original input phase veloci­

ties (Figures 4.8 and 4.9). As can be seen in these plots there are discrepancies 

between the calculated and input values.

Interestingly, even though the theoretical P-wave phase velocities do not 

match the experimental P-wave phase velocities near the coordinate axes, the 

experimental P-wave phase velocities seem to approach the same value at the 

coordinate axes and especially as they approach the 2 — axis. I11 order to in­

vestigate these discrepancies more thoroughly, large transducers were mounted 

on a sample of the material in order to simulate the generation of plane waves 

propagating in the material. Pulse transmission measurements where taken and 

the indirect measurements of the phase velocities -were plotted in Figures 4.8 

and 4.9 as Xs, diamonds and pentagrams. The plane wave velocities as deter­

mined by the r  — p method closely matched the plane velocities as determined 

by the large transducers along the 2 — axis and x — axis. However, there are 

large discrepancies in the phase velocities along the y — axis.

Some of the discrepancies may be due to transducer aperture effect or P-SV 

coupling. Since the P mode generally has a higher velocity and consequently 

a larger wavelength, one concern was that near-field effects might influence the 

receivers. To test whether this was the case, the P-mode polarization experiments 

were redone in planes 1 and 3 using source depths of 4 cm, 6 cm, and 8 cm. The 

phase velocities obtained agreed well w ith the phase velocity data previously 

obtained using sources at 2 cm and 4 cm depth. This implies that the wavefield
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is being sampled in the far-field and not in the near field.

Most likely these discrepancies are due to increased dispersion in the y- 

direction as compared to the other directions since there are discrepancies in 

the phase velocities for all 3 modes of propagation. Anisotropic dispersion as 

noted by Carcione & Cavallini (1995) may be an explanation for the increased 

dispersion in the y-direction. This added level of complexity has not been ac­

counted for in the inversion and may cause the inversion to try  and fit data that 

it  possibly cannot. This may lead to the large discrepancies between the theo­

retical and experimental phase velocities not only in the y direction but in other 

directions as well.

Although, the elastic coefficients were readily determined from a number 

of phase velocities in the above inversion assuming differing symmetries and 

using different subsets of the data, some experimental problems remain. The 

most important is the observation of substantial dispersion as previously noted 

in Chapter 3 and Mah & Schmitt (2001a). This dispersion must have some 

influence on the accuracy of the r  — p method and consequently must affect the 

determination of the elastic coefficients. Although components of the dispersion 

may be due to intrinsic attenuation, i t  is also likely that part of the effect may be a 

consequence of wave propagation through the layered structure of the composite. 

Although difficult to quantify, there appears to be less dispersion in the x  — y 

plane waveforms suggesting that the observed dispersion is symptomatic of the 

layering. Indeed, such layering induced dispersion is not unexpected especially 

once the dimensions of the layers approach the wavelength of the illum inating 

elastic wave energy (e.g., Helbig, 1984). This may be the case in the present 

material as the wavelength of the shear waves approach 2 mm which is only a 

factor of 4 greater than the nominal 0.5 mm scale of the layering.

Other potential problems reside w ith the difficulties of cleanly separating
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different arrivals and the unavoidable P-SV mode coupling. This is due to the 

complexities in polarization of the different modes in an anisotropic medium (e.g.. 

Crampin, 1978) and the related imperfections of the transmitting and receiving 

transducers. A final problem is that only a lim ited range of angles may be covered 

w ith the transducer arrays and for equal spacing of transducers this w ill introduce 

a sampling bias towards the far offset transducers that could be accounted for in 

future tests of the method.

4.6 Conclusions

Phase velocities were determined directly as a function of phase propagation 

angle on an anisotropic composite material. Special, near-point source transduc­

ers were developed to impart and receive different elastic wave energies. These 

transducers were designated as P. SV, and SH to indicate the primary mode of 

particle motion that each different transducer was sensitive to. However, i t  must 

be noted that such pure modes do not generally propagate in anisotropic media 

where more complex polarizations exist and the designations should only be con­

sidered as descriptive. Clean P and SH modes could be generated and received 

in  both glass and the test anisotropic composite. However, the SV mode is com­

plicated by the coupled nature of P and SV waves and by difficulties experienced 

by the directionality of SV mode receivers to impart the desired wave energy 

into the medium. T h irty  arrays of these transducers were constructed along 5 

strategic planes of the composite material allowing 779 individual P, SV, and SH 

mode phase velocities to be obtained.

Making no assumption about the symmetry of the phenolic block, twenty-one 

independent elastic stiffnesses were obtained by a nonlinear inversion procedure. 

The inversion technique and experimental configuration are not symmetry de­

pendent so long as the symmetry assumed and data collected adequately describe
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the material. Despite the paucity of constricting assumptions used in the inver­

sion. the twenty-one independent elastic stiffnesses suggest the composite is pre­

dominantly orthorhombic. Phase velocities then calculated in a forward manner 

using the obtained elastic constants are in generally good agreement w ith those 

observed. However, some discrepancies remain and these may be due in part 

to the fact that there is very noticeable dispersion in all the waveform modes 

(i.e.. pulse spreading w ith increasing propagation distance) particularly for the 

SV mode. This dispersion is not accounted for in the present r  — p velocity 

determination method and may contribute in part to the discrepancies.

Future technical work w ill focus on development of the technique in order to 

make i t  less cumbersome and so that it  can be employed under pressure. One 

great advantage of the present methodology is that it  can be applied to samples 

of simple shape such as rectangular prisms and even cylinders. The latter w ill be 

particularly useful in the context of determining anisotropy in shales which may 

often be assumed to be transversely isotropic using core samples with a m ini­

mum of additional preparation. Of more fundamental concern, however, is the 

potential for experimental tests of the trade-off between wave velocity anisotropy, 

dispersion, and scale in layered anisotropic media; this has implications beyond 

laboratory determination of elastic properties. The r  —p method w ill aid in such 

fundamental experimental studies of layered media.
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Chapter 5 

Rock Sample Characterization

5.1 Abstract

A layered oil shale is examined in detail using a variety of different techniques. 

Visual observations of the oil shale show that it  is highly layered w ith  thin sec­

tion work confirming this. X-ray diffraction showed that albite. calcite. dolomite, 

pvrite. and quartz were present in the sample. Pyrolysis and whole-rock anal­

ysis showed that the sample is about 49.20 weight % kerogen as well as helped 

determine weight percentages of various minerals present. Scanning electron mi­

croscopy and electron microprobing shed further light on the layering present in 

the sample and what minerals compose these layers. The nature of the layering 

present in the oil shale was determined as well as the composition of these layers.

5.2 Introduction

A layered oil shale was acquired from the oil shale facility located in Parachute 

Creek, Colorado (Figure 5.1). The o il shale facility is located at 39° 34: 48" 

latitude and 108° 06: 24” longitude. An oil shale was chosen as the sample to 

be tested because these shales tend to be homogeneous at the laboratory-sized 

sample and to be well consolidated. Further, their layered appearance suggests 

they are likely to be transversely isotropic.

108
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108° 07' 30" 108° 03’ 38"
39° 3 5 '4 4 " 39° 35’ 44"

oil shale plant 
39° 34’ 48”  lat 
108° 06’ 24”  long

39° 33’ 28" 39° 33' 28"
108° 07’ 30" 108° 03’ 38"

1 M ILE

Figure 5.1: Map of the oil shale facility as located in Parachute Creek. Garfield 
County, Colorado as modified from USGS map Forked Gulch. Colorado.

The Parachute Creek O il shale facility is located in the southern portion of 

the Piceance Creek Basin the lithology of which was produced in a lacustrine de- 

positional environment. The Piceance Creek Basin was connected to the Uinta 

Basin to the west in Utah during Eocene times when the Green River Formation 

was first being deposited. The more well known Green River Basin is just to the 

north in Wyoming. These lake basins are thought to have had sim ilar deposi- 

tional environments (Tuttle, 1991). In order to understand the conditions under 

which these sediments were deposited, one must first look to modern lake depo- 

sitional environments before discussing ancient lake depositional environments 

(Bradley, 1966).

A lake is defined by Webster (1997) as ;a body of fresh or salt water of con­

siderable size, surrounded by land’. However, lakes are much more complex than 

this. For example, lakes can be classified as being a fresh water lake, brackish 

lake, or salt lake depending on the ion concentration of the water (Einsele, 1992).
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As well, the pH of the lake may vary from alkaline (Stollhofen. et al. 2000; Kelts.

1988) to acidic (Einsele, 1992; Kelts. 1988;).

Lakes can be perennial (constantly wet) or ephemeral (interm ittently dry) 

which is related to how much water is input to a lake compared to how much is 

lost. O f course, this depends on numerous factors such as river inflow, precip­

ita tion. evaporation, infiltra tion, and river outflow (Kelts, 1988; Bohacs et ah, 

2000). In the case of ephemeral lakes, the amount of water lost by a lake clearly 

exceeds that input into a lake. For perennial lakes, the amount of water input is 

equal to or greater than the amount lost.

The amount of water input and lost by a lake partially depends on the climate 

the in which the lake exists. In general, precipitation and evaporation rates 

tend to be higher in tropical areas near the equator than in other areas (Barron, 

1990). However, the overall precipitation to evaporation ratio tends to be positive 

in tropical areas. Another interesting phenomenon is the smaller temperature 

difference between summer and winter in the tropical areas than in non-tropical 

areas. The seasonal temperature differences in tropical areas tends to be less than 

20°C while in temperate areas it  tends to exceed differences of 40°C (Barron, 

1990).

In tropical environments where there are no large seasonal changes in temper­

ature, a stratified lake can form because a large temperature change w ill cause 

cool water at the surface of the lake to sink and warm water to rise which in 

turn causes circulation (Einsele, 1992). A stratified lake is divided into 2 parts 

referred to as the epilimnion and the hypolimnion. The epilimnion is the upper 

layer of warm and circulating water while the hypolimnion is the deeper, cooler, 

and non-circulating water in a thermally stratified lake. I f  the lake is perma­

nently stratified, it  is considered meromictic and the water in the hypolimnion 

does not circulate. This causes the water of the hypolimnion to become deficient
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in oxygen that is consumed by the decay of deposited organic matter; the oxygen 

cannot be replenished because there is no mixing of the water w ith the atmo­

sphere nor any photosynthesis. This oxygen deficient water leads to conditions 

that may readily preserve organic matter (Einsele, 1992; Kelts, 1988).

There are various theories as to what type of deposition environment was 

present during the formation of the mudstone in the Piceance Creek Basin. A ll 

the most recent theories support the idea that it  was a lacustrine deposition 

environment; but there is disagreement as to the specific type of lacustrine de- 

positional environment. Two different possible models for the deposition of oil 

shales in the Piceance Creek Basin are reported (1) Green River model, and (2) 

the deep anoxic lake or stratified lake model.

The former Green River model essentially describes a playa lake in which the 

lake is shallow but anoxic (i.e., devoid of oxygen). In such a lake, the water levels 

rise and fall due to periodic evaporation and inflow of runoff and precipitation. 

When the lake is flooded by runoff from nearby elevated areas, the inflow mixes 

the deeper oxygen deficient water w ith the shallow oxygen rich water disrupting 

the stratification. As well, the dolomitic particles would be flushed into the 

basin. In this case, the lake is only stratified for a portion of the year (Eugster 

&  Surdam, 1973; Lundell &  Surdam, 1975; Surdam & Wolfbauer, 1975).

In the deep anoxic or stratified model, the lake is both deeper and anoxic; 

the organic-rich sediments accumulate in the deep, permanently stratified lake 

waters. The dolomites present in the sediments are thought to be caused by 

alteration of calcite (Bradley, 1966; Bradley and Eugster, 1969; Cole, 1984; 

Desborough, 1978; Johnson, 1981; Smith, 1983; Smith &  Lee, 1982; Tuttle & 

Goldhaber, 1991).

Whether the Piceance Creek Basin formed according to the Green River Basin 

or the deep anoxic lake, both have conditions that are consistent w ith a tropical
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climate and depositional environment leading to the formation of organic-rich oil 

shales.

5.2.1 Background

The velocity anisotropy and the corresponding elastic constants of a rock are de­

termined not only by the bulk mineralogic composition but also according to the 

organization of these constituent minerals w ithin the rock. I t  is well known that 

a sample composed of many thin and isotropic layers w ill, overall, be effectively 

anisotropic (e.g.. Backus, 1967). Most sedimentary rocks, such as shales and oil 

shales, consist of many fine layers. This layering in itself w ill cause the rock to be 

anisotropic in nature. Here, the sample of oil shale obtained from the Piceance 

Creek basin, Colorado was analyzed using a variety of methods in order to de­

termine its composition and structure. While there are many papers that try  to 

determine the elastic constants of various rocks, few papers relate the anisotropy 

of the rock to its composition. Carlson et al. (1984) examined in detail 40 cores 

taken from the Deep Sea D rilling  Project (DSDP) where the density, porosity and 

carbonate content were examined in addition to the compressional wave veloci­

ties perpendicular and parallel to bedding allowing the percent anisotropy to be 

calculated. Hornby (1995) determined the elastic constants as a function of pres­

sure and examined the mineralogy and layering of the shale sample. Johnston &  

Christensen (1995) determined the elastic constants for a variety of pressures as 

well as examined the samples using oriented X-ray diffraction, scanning electron 

microscopy, and whole-rock analysis. Kaarsberg (1959) examined the velocity 

anisotropy and found that the oriented X-ray diffraction results confirmed that 

there is anisotropy present. Sayers (1994 &  1999) related the velocity anisotropy 

of shales back to clay distribution functions while Vernik & Nur (1992) examined 

the relationship between velocity anisotropy and total organic content, kerogen
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content, and m aturity of shales.

5.2.2 Sample Analysis

The sample chosen for this study is commonly referred to as an oil shale although 

this name may be a misnomer. The oil shale was originally deposited approxi­

mately 44 to 53 m illion years ago in the Parachute Creek Member of the Green 

River Formation (Daub et ah, 1985; Dyni. 1987). The sample had a low bulk 

density of only 1.57 g/cm3 as determined by measuring the volume and mass 

o f the sample. The sample had a measured rock fabric density of 1.74 g/cm 3 

as determined by a multipvcnometre. I f  one assumes there are no isolated pore 

spaces, a porosity of 9.8 % was calculated for the oil shale. The material was well 

laminated and predominantly medium to dark greyish brown w ith white-cream 

coloured layers (Figure 5.2(a)) matched descriptions of similar samples by Hail 

(1992) and Brobst &  Tucker (1973). The layering was more or less planar w ith 

each layer being quite thin (Figure 5.2(b)). The sample had a Mohs hardness 

between 3.5 and 4. On a scratch plate, it  streaked a medium brown.

In order to perform further tests w ith respect to the layering, a set of coor­

dinate axes was chosen w ith the x — axis and y — axis parallel and 2 — axis 

perpendicular to the layering plane (Figure 5.3).

The colour and laminations present in the sample gave some indication of the 

type of the depositional environment in which the sample was formed. The de­

posits have been extensively studied. Cole &  Picard (1978) described 4 separate 

environments in the Piceance Creek Basin:

•  deltaic/interdeltaic mudflat - small to medium scale cross-stratification

•  carbonate flat - algal growth structures w ith minor ripple marks and small- 

scale cross-stratification
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•  proximal open lacustrine - horizontal continuous and discontinuous lami­

nations

•  distal open lacustrine - disruptive horizontal laminations with nodular 

growth structures of saline minerals

Since the sample had horizontal continuous laminations, it  was likely deposited 

in a proximal open lacustrine environment. The fact that the sample closely re­

sembled materials described by Cole (1984). Brobst & Tucker (1973), Grabowski 

<k Pevear (1985), and Picard & High (1972) supports this contention.
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(a) Close up of oil shale sample w ith  cross-section per­
pendicular to layering.

(b) Close up o f o il shale sample w ith  cross-section parallel 
to  layering.

Figure 5.2: Close up of oil shale sample (Penny diameter =  19.08 mm).

5.3 Thin section

Thin sections of a sample of the oil shale were made in the 3 mutually perpendic­

ularly directions. One thin section was taken parallel to bedding (i.e.. normal to
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Figure 5.3: Layering of oil shale sample w ith respect to coordinate axes (2 dollar 
coin diameter =  28 mm).

the z — axis ) (Figure 5.4(c)). The other 2 were taken perpendicularly to bedding 

and normal to the x — axis (Figure 5.4(a)) and y — axis (Figure 5.4 (b)).
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n  * -  y  n

(a) Perpendicular to bedding where (b) Perpendicular to bed-
normal to surface is parallel to x  — ding where normal to  sur-
axis. face is parallel to y -  axis.

w-25 mm-*
(c) Parallel to bedding 
where normal to  surface 
is parallel to  z — axis.

Figure 5.4: Thin section of oil shale taken in 3 perpendicular directions.
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From the th in sections in Figures 5.4(a) and 5.4(b). 3 different types of ex­

tremely finely grained layers were present in the sample that were distinguishable 

based on colour. The lightest coloured layers are almost white and make up about 

10 % by volume of the oil shale; medium brown and dark brownish-black layers 

make up 55 % and 33 % of the sample respectively as determined by microscope 

observation. The remaining 2 % by volume of the sample was composed of small 

whitish grains. Under cross-polarized light and using a magnification of 440 xs. 

the sample appeared predominantly brown and dim w ith the occasional brightly 

l it  grain. This indicated the presence of birefringent minerals in both the layers 

and the small grains since only anisotropic minerals w ill transmit light when 

viewed under cross-polaroids (Moorhouse, 1959).

Rotation of the th in sections under polarized light in Figures 5.4(a) and 5.4(b) 

showed brightening and extinctions of the off-white layers indicating the presence 

of birefringent minerals (Phillips. 1971). In contrast, the dark brown and black 

layers displayed no changes in appearance when rotated. The medium brown 

layers showed a very modest change in intensity w ith angle. Coupled w ith  the 

results of the X-ray diffraction, electron microprobe, and whole-rock analysis (to 

be discussed later), the lighter layers most likely contain calcite and/or dolomite 

(Winchell, 1933) while the dark layers are prim arily kerogen or some other form 

o f carbon. The medium brown layers might contain a mixture of birefringent 

and non-birefringent minerals. The small brightly l i t  grains also experienced 

brightening and extinction. This indicated that the minerals were birefringent 

and while they could not be positively identified, they are most likely composed 

of either calcite or quartz. I t  is useful to note that each individual birefringent 

layer and grain brightened and extinguished as a whole but at a different angles 

that seemed random compared to the overall layering and that of the other 

layers and grains. This possibly indicates there was some preferential orientation
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w ith in  that layer or grain but that this was not preferentially oriented with 

respect to the other layers or grains. Most of the grains are likely either calcite 

or dolomite since no ’wandering’ extinctions were observed which means the 

grains are not composed of quartz (Moorhouse. 1959). This indicates that the 

crystallographic axes are randomly oriented in nature. Rotation of the thin 

section in Figure 5.4(c) showed no obvious brightening or extinctions in the 

’layer’ while the off-white grains present showed brightening and extinctions. I f  

there was an overall preferential alignment of calcite or dolomite one would see 

an overall brightening or extinction of the thin sample as i t  is rotated. This 

was not observed which indicates there was most likely no overall preferential 

alignment of the calcite or dolomite present in the thin sections.

The examination of the thin sections showed the oil shale is composed of 3 

differing extremely finely grained layers w ith the occasional small grain present. 

One type of layer is off-white in colour and composed of birefringent minerals w ith 

each layer having its predominant crystallographic axes in a random direction. 

This random orientation of the crystallographic axes may im ply that there is no 

overall preferential orientation of the acoustic anisotropy w ithin a layer. The off- 

white grains also seemed to have their crystallographic axes in random directions. 

In order to help define what minerals composed our sample, other tests such as 

X-ray diffraction were needed.

5.4 X-ray diffraction

5.4.1 W hat is X-ray diffraction?

Briefly, X-rays are electromagnetic waves that have a wavelength on the order of 

A  (10-10 m) and were discovered by W. C. Roentgen in 1895 (Giancoli, 1985). 

These X-rays are used to probe the crystal structure of minerals. Minerals are 

composed of various atoms ordered in a regular fashion. The atoms form layers
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w ith an interatomic spacing (d) as shown in Figure 5.5. X-rays are electromag­

netic waves and therefore can interact w ith  each other and produce constructive 

interference. As the X-rays are reflected by the various layers of the crystal, the 

difference in the paths travelled by the X-rays is determined by the following:

2 A x  =  2d sin (8) (5.1)

where 2A x  is the path difference of the X-rays and d is the interatomic spacing. 

I f  this path difference is equal to some multiple of the wavelength (A):

nX =  2Ax (5.2)

constructive interference of the X-rays w ill occur according to the following:

nA =  2dsin (#) . (5.3)

This is also known as Bragg diffraction.

Bragg diffraction is usually measured in an X-ray diffractometer (Figure 5.6). 

The X-rays were generated by the X-ray tube and the resulting intensities of 

the reflected/diffracted X-rays were detected by the detector. The diffraction 

angle {29) was measured by the goniometer. The intensities of the X-rays were 

measured as a function of the diffraction angle {29). The sample can be either 

in powder form or a specially prepared thin section. For mineral identification 

usually the powdered form was used. However, there have been instances (e.g., 

Kaarsberg (1959) and Johnston & Christensen (1995)) in which th in  sections

were used in order to semi-quantitatively provide some information about the

orientation of the minerals in a sample.

For X-ray diffraction, wavelengths (A) of 0.5 to 2.5A were used (Guinier,

1963). For the powder and oriented X-ray diffraction here, a Rigaku geiger-

flex power diffractometer w ith  a Co X-ray tube (A =  1.78897A) was used. The 

intensities of the diffracted X-rays as functions of angle as measured for each
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Figure 5.5: Example of Bragg diffraction occurring in a crystal where d is the 
interatomic distance between the layers. 8 is the angle at which the X-rays hit 
the crystal at and 2Ax  is the path difference of the X-rays.

goniometer

X -ra y  tube

V f?
\ detector

sample

Figure 5.6: Schematic of X-ray diffractometer w ith sample being examined. X- 
ray tube as source of X-rays, and X-ray detector to detect intensity of reflected 
X-rays. The diffraction angle (26) is measured by the goniometer.
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mineral were unique and allowed the mineralogical composition of each sample 

to be identified. For example, calcite (CaCO.3) and dolomite (CaMg(CC>3)2) 

were somewhat chemically similar, but their powder X-ray diffraction patterns 

are quite different where (Figure 5.7). In essence, both the powder and oriented 

X-ray diffractions gave some idea of the minerals were contained in the sample. 

However, determination of relative quantities was much less certain. Ideally, 

a perfectly oriented large single crystal that is free of lattice defects would be 

measured. In oriented X-ray diffraction, the mineral grains are not necessarily 

properly oriented, of large enough size, or free of lattice defects. This can lead 

to the results being heavily biased by the distribution of sizes and orientations 

of the mineral grains; in particular the small grained clays may not give strong 

diffraction peaks and could easily not be recognized (Kaarsberg, 1959). A d istri­

bution of grain sizes as opposed to a single uniform size of mineral grains causes 

the w idth of a peak to broaden as observed in clays (Langford et ah, 2000). 

Not only does the distribution of grain sizes affect the peaks observed in X-ray 

diffractions but the smaller the grain size is the broader the peaks are as well 

as the peaks are of lower intensity as can be observed in clays and dawsonite 

(Ungar et ah, 2001; Warr &  Rice, 1994; Zen &  Hammarstrom, 1975).

5.4.2 Powder X-ray diffraction results

As mentioned previously, for powder X-ray diffraction to be performed on a 

sample, the sample must be ground down to a fine powder. For optimal powder 

X-ray diffraction results, the sample should be ground down to a powder less 

than 45 fim  in size which is equivalent to passing a 325-mesh screen (Klug & 

Alexander, 1974). Our sample was ground down to a powder w ith particle sizes 

around 10 fxm. This large number of randomly oriented crystals in the powder 

allows the X-rays from the source to be diffracted and generate continuous uni-
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Figure 5.7: Comparison of the powder X-ray diffraction of calcite and dolomite. 
Calcite is represented by the solid bars (Swanson & Fuyat, 1953) and dolomite 
by the stems w ith the circles on the top (Howie &  Broadhurst. 1958). 29 angle 
is that measured in Figure 5.6.

form diffraction rings that can be picked up by the detector. The grinding down 

of the sample may reduce the size of the crystallites (single mineral crystals) and 

cause lattice deformations that in turn may cause broadening of the peak lines 

(Klug &  Alexander, 1974). However, the smaller the distribution of crystallite 

sizes, the smaller the width of the powder X-ray diffraction line profiles (Lang­

ford et ah, 2000). The resulting profile is then examined to see what minerals 

may be present. In our work, the minerals were identified by comparison w ith 

minerals as catalogued by the Joint Committee on Powder Diffraction Standards 

(JCPDS) database. A sample of the oil shale was examined at the University 

of A lberta in the Earth and Atmospheric Sciences Department. The powder X-
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Figure 5.8: Powder X-ray diffraction of results of oil shale sample.

ray diffraction profile (Figure 5.8) indicated that the oil shale contained calcite 

(CaC03), dolomite (CaMg(C0 3)2), quartz (SiC^), albite (NaAlSUOs), pyrite 

(FeS2), and dawsonite (NaAlC0 3(0 H)2). There was also the possibility that it 

contained some anorthoclase ((Na,K)AlSi3Os). Usually the profile is relatively 

flat w ith  distinct peaks. However, this powder X-ray diffraction pattern has a 

large "hump” or bulge from 13 to 31 degrees 26. This is likely indicative of the 

presence of some amorphous material (e.g., kerogen) or of incipient clay (i.e., 

the constituents of the clay are present but are still disordered and have not yet 

formed a “crystalline” structure). Interestingly enough, illite  has its largest peak 

at about 23 degrees 29 (Figure 5.9) which coincides with the “hump” present in 

the powder X-ray diffraction pattern.

When a material is amorphous or non-crystalline in nature, i t  generates dif-
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Figure 5.9: Powder X-ray diffraction signature of illite  (Brindley, 1977).

fuse diffraction patterns, i.e., instead of distinct peaks, broad peaks are seen 

(K lug & Alexander, 1974; Scardi & Leoni, 1999; Warr & Rice, 1994; Robinson 

& Bevins, 1986). However, the broadening of the peaks tends to be less than 

one degree in the 29 angle domain (Warr & Rice, 1994; Robinson & Bevins, 

1986). Another possibility is the presence of mixed-layer or interstratified clay 

minerals where different types of clay minerals are interstratified. It  has been 

postulated that the majority of clays are actually composed of mixed-layer clay 

minerals (Weaver &  Pollard, 1973). This means instead of the layers w ith in  the 

clays being composed of a single clay mineral type, different types of clay min­

erals form the various layers in the clay w ith each clay layer being on the order 

of 1-10 fj,m thick. Since the composition of these interstratified clays is highly 

variable, it may not be recognized in the JCPDS database for X-ray diffraction

J_L_ 11 l i
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patterns. The presence of interstratified clays w ill s till not produce the large 

“hump" from 13 to 31 degrees 26 since these interstratified clays i f  present would 

s till produce very distinct X-ray diffraction patterns, e.g., illite-montmorillonite 

clay (Figure 5.10). Since this sample is an oil shale, it  is more likely that this is 

the kerogen or carbon present in the sample since kerogen is naturally amorphous 

but other oil shales have at least some clay.

The dominant clay mineral in the study area is illite  (K i_ L5A l4 (Si7_6.o.Ali_1.5.0 ' 

(OH)4) according to Smith &  Lee (1982) and is present everywhere in the 

Piceance Creek basin but no quantitative estimate of the amount of illite  is 

given. A study of d rill core samples in the Piceance Creek basin yielded illite  

values of 0 to 18 % by weight that varied w ith depth with the m ajority being 

less than 10 % by weight (Meddaugh & Salotti, 1983). While the presence of 

illite  has widely varying values, the amount of kerogen or organic carbon present 

in samples of the Piceance Creek basin was consistent with ranges of any where 

from as lit tle  as 5 % to 27 % by weight w ith the majority being in the 10 % 

to 20 % by weight range (Meddaugh et al., 1984). Studies of other oil shales in 

the nearby area yielded ranges from 8 % to over 30 % by weight (Horsefield et 

al., 1993; and Katz, 1988;). Therefore, it  would not be usual to have a sample 

containing no illite  yet a high amount of organic carbon or kerogen.

5.4.3 Oriented X-ray diffraction results

Specially prepared th in sections of the sample are used in oriented X-ray diffrac­

tion. The th in section is mounted and prepared in a similar manner as a regular 

th in  section except that it  is not as th in since one is not concerned with transmis­

sion of or transparency to light. W hat is of concern is how parallel the surface 

of the sample is to the surface of the glass slide on which it is mounted. I f  

the surfaces are not parallel, this may bias the results. Unlike powder X-ray
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Figure 5.10: Powder X-ray diffraction signature of illite  and illite-montmorillonite 
clay minerals. Illite  is represented by the solid bars (Brindley. 1977) and illite - 
montmorillonite by the stems w ith the circles on the top (Bayliss. 1989).

diffraction where the sample is ground, in oriented X-ray diffraction the polished 

sample is used. Instead of exposing the incident X-rays to a large number of 

crystals at random orientations, the X-rays are exposed to crystal orientations 

that may be quite oriented i f  there is a strong texture to the material. This 

means that the diffracted X-rays no longer form uniform continuous rings as 

they would in powder diffraction. Instead, the amplitudes will be highly depen­

dent on the angle between the crystal face as it  lies w ith in  the th in  section and 

the X-ray source. As such, a sample is rotated w ith respect to the X-ray beam, 

the strengths of the peaks w ill change i f  the minerals have a preferential align­

ment. Three different thin sections were chosen with the normal to the surface 

of each th in section being parallel to one the 3 coordinate axes sim ilar to those of
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Figures 5.4(a), 5.4(b), and 5.4(c). The corresponding X-ray diffraction results 

are shown in Figures 5.11(a), 5.11(b), and 5.11(c), respectively where the same 

minerals as those found in the powder X-ray diffraction were identified. However, 

the powder X-ray diffraction profiles in Figures 5.11(a) and 5.11(b) are almost 

identical to those of the powder X-ray diffraction results (Figure 5.8). However, 

the spectrum of the thin section taken parallel to the layering (Figure 5.4(c)) 

shown in Figure 5.11(a) is quite different from the previous 2 . The oriented 

X-ray diffraction results indicate the presence of the same minerals as the pow­

der X-ray diffraction results such as calcite, dolomite, quartz, albite, pyrite, and 

dolomite. The possible amorphous “hump” located at 23 degrees 29 is reduced 

in the profile indicating that perhaps there is less amorphous material present 

in the th in  section. There is also a major change in the relative heights of the 

various diffraction peaks associated w ith  the various minerals. Either this may 

indicate a possible change in the relative abundances of the minerals or that the 

mineral orientations are not random but have some texture.
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(a) X -ray diffraction o f oil shale sample in 
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(c) X-ray diffraction o f o il shale sample in 
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Figure 5.11: X-ray diffraction of oil shale sample
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X-ray diffraction shows us the presence of certain minerals in the sample 

but does not give an exact measure of the amount of these minerals present in 

the sample or an exact measure of the preferential orientation of these miner­

als. Other methods such as pyrolysis and whole-rock analysis may give more 

information about the composition of the sample.

5.5 Pyrolysis and whole-rock analysis

5.5.1 W hat is pyrolysis and whole-rock analysis?

Pyrolysis and whole-rock analysis are two quite commonly used quantitative 

methods of determining the compositions of rocks. In pyrolysis, the sample is 

burned under controlled conditions and the resulting gases are analyzed in order 

to determine the amount of carbon, hydrogen, nitrogen, and sulfur present in 

the sample. Typically this is done by burning the finely ground sample in free 

flowing oxygen. The CO2, H2O, and SO2 given off by combustion is measured 

by selective infrared detectors. Once the amounts of these gases are determined, 

the amount of nitrogen present may then be determined by thermal conductivity 

detection.

Whole-rock analysis is based on X-ray fluorescence spectroscopy. In X-ray 

fluorescence spectrometry (XRF), an X-ray beam excites secondary X-rays (X- 

ray fluorescence). These secondary X-rays are analyzed for both wavelength 

(frequency) and intensity. The wavelengths of the X-rays depend on the elements 

present in the sample. The intensities of the X-rays are determined by the 

composition of the sample (Lachance, 1989). There are two methods of preparing 

the sample for whole-rock analysis. In the first, the crushed or ground rock is 

pressed into a powder disc (Leake et ah, 1969). In the second, glass beads are 

made from the powder sample after being fused w ith borax (anhydrous sodium 

tetraborate) then reformed into a pellet which is then burned or oxidized (Claise,
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1989). In the method described by Claise (1989). about 1/4 gram of finely 

ground rock is heated in a furnace at 1000°C w ith 7 to 9 grams of lith ium  

tetraborate or lith ium  metaborate in a platinum alloy crucible. The mixture 

is stirred occasionally and when completely mixed and bubble free, is poured 

into a mould and cooled at a specific rate in order to control the crystallization 

of the sample. In the method described by Leake et al. (1969), the powdered 

rock sample is combined with a thermo-setting phenol formaldehyde binding 

compound before being pressed and heated at 110°C for 30 minutes.

5.5.2 Pyrolysis and whole-rock analysis results

Pyrolysis tests of the sample were performed in the Microanalytical Service 

Laboratory at the University of Alberta. The results of pyrolysis are shown 

in Table(5.1). Interestingly, the sample is about 36 % carbon by weight since 

carbon has a low density compared to other elements present in the sample. 

The carbon present in the oil shale is associated w ith either the kerogen or the 

carbonate minerals (i.e., calcite and dolomite) present. The nitrogen present in 

the sample must be associated w ith the kerogen since it  is not contained in any 

other mineral identified by powdered X-ray diffraction. The hydrogen present in 

the sample is associated w ith the kerogen or dawsonite. Similarly, the sulfur in 

the sample must be associated w ith the kerogen or pyrite present in the sample. 

This test by itself does not give us enough information to determine the exact 

composition of the oil shale sample.

This analysis is in agreement w ith a soxhlet analysis that was performed in the 

Earth and Atmospheric Sciences Building by Dean Rokosh. In  soxhlet analysis, 

the organic material is removed by repeat washings w ith an organic solvent. The 

remaining undissolved material was analyzed using X-ray diffraction for clay 

minerals but none was found. The sample was analyzed again using a sedigraph

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 5. ROCK SAMPLE CHARACTERIZATION 132

element weight %
C 35.9117
H 4.6313
N 1.0862
S 1.420

Table 5.1: Pyrolysis of oil shale sample.

in which the sample was burned at 500°C to remove the organic carbon material 

only. The sample weighed 5.3 g and 3.1 g before and after burning, respectively, 

leading to an estimate of 42 wt. % organic matter in relative agreement w ith 

previous tests. The remaining unburned material was then analyzed w ith a 

sedigraph in order to determine the amount of sand/silt/clay ratio. The m ajority 

of the unburned material (76 wt. %) falls between 8-16 [im  (fine silt). No sand 

was found, however 3-5 wt. % could be classified as being clay-sized particles. 

X-ray analysis of the unburned materials revealed quartz, feldspars, dolomite, 

dawsonite, pyrite, and muscovite but s till did not reveal the existence of any 

clay minerals. This was somewhat unexpected as we had thought because the 

material was called an “oil shale” that it  would contain abundant clays.

Whole-rock analysis of the sample was done at a private firm specializing 

in geochemical analysis. The results of the whole-rock analysis are shown in 

Table(5.2).

As can be seen in Table 5.2, the oil shale contains a large amount of potassium 

(K). The only mineral that was found to contain potassium in previous tests was 

anorthoclase ((Na, KjAlSisOs)- The whole-rock analysis leads to a molar ratio 

of Si : 0.284 A l : 0.2191 Na +  I \  while feldspars such as albite (NaAlSi.sOg) and 

anorthoclase ((N a,I\)A lS i30s) have a ratio of 3 Si : A l : Na 4- K. This means 

by comparison there is an excess of Si to A l and a deficit of Na and I< to Al. I t  

is impossible to balance the amount of Si, Al, Na, and K using albite, anortho-
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Oxide weight %

Si02 29.67±0.01
AI2O3 7.15±0.01

CaO 2.63±0.01
MgO 1.51±0.01
Na20 1.90±0.01
K 20 2.57±0.01

F62O3 4.74±0.01
MnO 0.02± 0.01
T i0 2 0.39±0.01
P2O5 0.13±0.01

Cr203 0.01± 0.01
Loss on ignition 49.20±0.01

Sum 99.92±0.01
C(org) 35.90±0.05

C (total) 37.00±0.01

Table 5.2: Whole-rock analysis oil shale sample.

clase and dawsonite (NaAlC0 3 (0 H)2) alone. Small amounts of clay present in 

the analysis may explain the discrepancies in the ratio. According to Smith & 

Lee (1982). illite  is the clay most likely to be present in the area. Clays such 

as illite  (K i_ i.5A14 (Si7_6.5-A l1_t.5.02o) (OH)4) having a elemental molar ratio 

of 7-6.5 Si : 5 - 5.5 A1 : 1 - 1.5 K. As well, there is a high amount of silicon 

(Si) present in the sample. So quartz (Si02) which has been identified previously 

by X-ray diffraction methods is included in the analysis. There are other possi­

ble errors that may affect the results of the whole-rock analysis. According to 

Claise (1989), i f  the pH of the sample is unknown a mixture of lith ium  metabo­

rate and lith ium  tetraborate is used in forming the sample. However, i f  the pH 

of the sample is quite high only lith ium  tetraborate should be used in prepar­

ing the sample, otherwise crystallization may occur which would interfere w ith 

the whole-rock analysis. Cooling problems may also cause the incipient crys­

tallization that would affect the analysis. The literature supports the presence
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of illite  so the following analysis was performed with illite  having the chemical 

composition K i.2oAl4(Si6.75-A li.25.02o) (OH)4. The following analysis yielded the 

best results when anorthoclase was assumed to have the chemical composition 

Nao.iieKo.884AlSi30s. One unexpected result was the presence of titanium  (T i) 

in the results. In order to account for this, ilmenite (FeTiO.3) was included in 

the analysis. Ilmenite was chosen since electron microprobing (to be discussed 

later) showed all the titanium  was associated with iron (Fe) and ilmenite is one 

possible mineral that contains both iron and titanium.

By assuming the non-kerogen minerals in the sample are albite. anortho­

clase. calcite, dawsonite. dolomite, illite, ilmenite, pyrite, and quartz the relative 

amounts of non-kerogen mineral are determined in Table 5.3 from Table 5.2 us­

ing a simple least-squares stoichiometry computer program written by myself in 

Matlab. I f  one assumes that the loss on ignition of 49.20 wt. % in Table 5.2 

is equivalent to the amount of kerogen present in the sample then the overall 

composition can be described in Table 5.4. As one can see from pyrolysis and 

whole-rock analysis, the composition of the rock can be determined but this does 

not tell us much about how these minerals are distributed or how they are ori­

ented. In order to shed more light on this, scanning electron microscopy and 

electron microprobing were employed.
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Mineral molar % weight %
Albite 20.8 29.5

Anorthoclase 18.3 27.3
Calcite 3.2 1.7

Dawsonite 2.4 1.9
Dolomite 11.8 11.7

Illite 2.1 7.9
Ilmenite 1.4 1.2

Pyrite 17.5 11.4
Quartz ^  22-6 J 7.3

Total 100.1 99.9

Table 5.3: Relative amounts of non-kerogenous minerals as deduced by whole- 
rock analysis.

Mineral weight %
Albite 15.0

Anorthoclase 13.9
Calcite 0.9

Dawsonite 1.0
Dolomite 5.9

Illite 4.0
Ilmenite 0.6

Pyrite 5.8
Quartz 3.7

Kerogen 49.2
Total 100.0

Table 5.4: Overall composition of oil shale sample as deduced by whole-rock 
analysis.
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5.6 Scanning electron microscope

5.6.1 W hat is scanning electron microscopy?

The electron microscope was first bu ilt by M. Knoll in 1935 while the first true 

scanning electron microscope was bu ilt by M. von Ardenne in 1938 (Wischnitzer, 

1970; Woolfson &  Ziman, 1972). Its primary use is to image the surface of a sam­

ple not unlike an optical microscope would. The electron microscope is similar 

to an optical microscope in the sense that both use lenses in order to focus either 

a beam of electrons or light to gain information about the surface of the sample. 

However, the magnification or resolution of an electron microscope is much higher 

than that of an optical microscope. Unlike an optical microscope, the ” lenses" 

that are used for focusing are not composed of transparent materials w ith a high 

index of refraction but are magnetic in nature. A magnetic field is used to focus 

the electrons. In a scanning electron microscope (SEM) as shown in Figure 5.12, 

an electron gun is the source of electrons which are focused by the condenser lens 

and the objective lens. Since this is a scanning electron microscope, the electron 

beam is diverted by the scanning coils in order to systematically scan the surface 

of the sample w ith  the electrons. The scanning beam of electrons has energy 

that ranges from tens to hundreds of electron Volts (eV). The majority of the 

electrons have elastic collisions with the atoms in the sample. However, some 

electrons w ill have inelastic collisions and w ill cause some secondary electrons 

to be ejected from the atoms in all directions (Woolfson &  Ziman, 1972). Some 

of these secondary electrons w ill be registered by the detector. As the surface 

of the sample is scanned, a 2-D picture of this surface is produced. In order to 

accelerate the electrons towards the sample, an electric potential in the kilovolts 

is used. In order to achieve this, the sample is usually covered with some con­

ductive coating such as silver or gold. As well in order to reduce the scattering 

of the electrons, scanning is done under a vacuum.
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Figure 5.12: Schematic of scanning electron microscope.

5.6.2 SEM results on the oil shale samples

In the following work, a scanning electron microscope (JEOL630lF-(Field Emis­

sion Scanning Electron Microscope)) in the Earth and Atmospheric Sciences 

Department at the University of A lberta was used. The two samples of the oil 

shale, each about 0.7 cm3 in volume, were covered in gold and placed in the 

scanning electron microscope in a vacuum of about 10-7 torr. As well, there was 

an attached energy dispersive system (EDS) analyzer made by PGT for simple 

elemental analysis. The EDS analyzer works by measuring the fluorescence or 

light (in our case X-rays) given off by the sample. When electrons strike the 

atoms of a sample, most of the transferred energy is in the form of heat but can 

be given off in the form of light or X-rays. The wavelengths of the X-rays given 

off by the atoms that were struck by the electrons are governed by the Moseley 

Law:
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J = A ( Z -  A  (5.4)

where A is the wavelength of light emitted. A is a constant. Z  is the atomic 

number of the atom, and b is a constant (Glashow, 1994). Therefore, by analyzing 

the X-ray spectrum given off at a particular location on the sample, a rough 

measure of the elements present is given.

Three orthogonal sides of the sample were analyzed, each side was approx­

imately perpendicular to one of the coordinate axes previously chosen (Fig­

ure 5.3). Low-resolution pictures of the layering in the y — z plane and x — z 

plane are shown in Figures 5.13 and 5.14, respectively. The surface of the sample 

indicates that there is layering approximately normal to the z — axis. Higher res­

olution views of the layering show that many of the layers are composed of fine, 

amorphous material as shown in the center of Figure 5.15. In Figure 5.15, the 

thickness of one of these layers is about 20 ym. There are also areas composed 

of large numbers of disordered semi-tabular grains (Figure 5.16). As well one 

can see that the average size of the grains is on the order of 1 /im . Occasionally, 

voids that are oval shaped with their long axes usually parallel to the layering 

(Figure 5.17) are seen. A look at the x — y plane parallel to layering shows 

semi-tabular particles parallel to layering (Figure 5.18) but also the presence of 

very small needle-shaped particles (Figure 5.19). These very small needle-shaped 

particles are also seen in scanning electron microscope (SEM) pictures in both 

the y — z plane and the x — z plane but they are too small to be identified using 

energy dispersive system (EDS) analysis.

Energy dispersive system (EDS) analysis of various areas on the oil shale 

sample showed calcium and magnesium which indicates the presence of dolomite 

(CaMg(C02 )2) : areas containing sodium and aluminium indicating albite (NaAlSisOs) 

areas containing sodium, potassium, and aluminium indicating anorthoclase
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Figure 5.13: Low resolution SEM view of layering in the y -  z plane. Viewable 
area =  4.97 mm2.

((Na,I\) (Si,3A l)0 s), as well as areas that contain titanium  indicating some tita ­

nium rich mineral.

This oil shale sample also had a few interesting features such as the presence 

of a large jagged particle as can be seen on the lower left edge of Figure 5.15. A 

close up of this particle showed that it was approximately 7 \im  in diameter and 

is quite jagged and angular (Figure 5.20). The shape indicated that the mineral 

grain was formed in solution and not transported very far. The energy dispersive 

system (EDS) analysis showed that it contained calcium and magnesium which
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Figure 5.14: Low resolution SEM view of layering in the x — z plane. Viewable 
area =  0.818 mm2.

indicated that it  was most likely a small piece of dolomite (CaMg(CC>2)2)- As well 

the jaggedness of the dolomite particle seems to indicate that it  was deposited 

by direct precipitation from solution and not by replacement of calcite. The oil 

shale sample also contained the occasional quartz grain as confirmed by the EDS 

analysis (Figure 5.21). The quartz grain in Figure 5.21 was approximately 71 

jj,m, in length and was angular to subangular in shape indicating that it  was not 

been transported very far from its source.
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dolomite chunk

Figure 5.15: High resolution SEM view of layering in the y — z plane showing a 
band of structureless material. Viewable area =  6.71 x 10"3 mm2.
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Figure 5.16: High resolution SEM view of layering in the x — z plane showing an 
area composed of disordered semi-tabular grains.
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Figure 5.17: High resolution SEM of a void in the y -  z plane.
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Figure 5.18: Low resolution SEM view of layering in the x — y plane.
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Figure 5.19: High resolution SEM view of layering in the x  — y plane showing 
unidentifiable needle-shaped particles.
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Figure 5.20: High resolution SEM view of the dolomite chunk in the y -  2 plane
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Figure 5.21: High resolution SEM view of quartz grain in the x — z plane.

Overall, scanning electron microscopy allowed us to determine that the oil 

shale sample contained dolomite, albite, anorthoclase, and some other titanium  

rich mineral and that the average grain size was on the order of 1 fj,m except 

for dolomite that had the occasional grain w ith a diameter of about 7 fj,m. This 

did not preclude the presence of other minerals. I t  showed us that the sample 

was composed of minerals in layers that were approximately perpendicular to the 

2 — axis and that the layer thickness was on the order of tens of jim. Angular 

grains of dolomite were found that indicated they might have been formed in
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solution by direct precipitation. Angular to subangular grains of quartz were 

found that indicated this quartz was not transported far from its source.

5.7 Electron microprobe

5.7.1 W hat is electron microprobing?

Electron microprobing was conceived by R. Castaing and A. Guinier in 1949 in 

a report presented to the Electron Microscope Conference in Delft, Netherlands 

(Beaman & Isasi, 1972; Birk, 1963; Theisen, 1965). The report described a 

method of using an electron microscope to focus a beam of electrons on a sample 

coupled w ith  an attached x-ray spectrometer to measure the X-rays given off 

from the sample. The wavelengths of the X-rays (A) can be measured and the 

atomic numbers and/or elements present at that point can be determined using 

Equation 5.4. The use of precise motors that allow detailed controlled move­

ments of the sample allows the determination of the elements that are present 

at a given spot throughout the sample that in turn allows us to perform detail 

spectrochemical analysis of the whole sample.

As described previously, electron microprobing is an extension of the scanning 

electron microscope (See Figure 5.12). So sim ilarly it  has a filament and anode 

(electron gun) as well as a condenser lens and objective lens in addition to gun 

alignment coils and deflection coils (Figure 5.22). The electron beam is generated 

by heating the tungsten filament to about 2800 K  and putting a potential of 

1-50 kV across the filament and anode. The gun alignment coils are used to 

ensure that the electron beam is centered along the optical axis of the electron 

microprobe. The condenser and objective lenses focus the electron beam while 

the condenser lens and objective aperture control the beam current and beam 

diameter. The beam current is monitored by the probe current detector (PCD). 

The deflection coils control the scanning of the electron beams.
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Figure 5.22: Diagram of electron microprobe.

When the electron beam hits the sample. Bremsstrahlung, Auger electrons, 

backscattered electrons, secondary electrons, visible light, X-rays, and heat are 

given off (Figure 5.23). Bremsstrahlung is radiation that is given off by a charged 

particle (i.e., an electron) when it  undergoes deceleration such as when i t  hits 

the nucleus of an atom. Backscattered electrons are electrons that have struck 

atoms w ith in  the sample and have re-emerged from it. Backscattered electrons 

generally have much higher energies (> >  50 eV) than secondary electrons (< <  

50 eV) (Reed, 1975). Secondary electrons are electrons that were in itia lly  part 

of the sample but have received enough energy from collisions w ith the incident
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electron beam to be released from the sample. Just like secondary electrons, 

auger electrons are emitted due to collisions w ith the incident electron beam but 

are formed w ithout the generation of X-rays. According to Heinrich (1981) when 

an electron is removed from the inner shell o f an atom, an electron drops from an 

outer shell to fill this vacancy. However, stored potential energy is freed which 

may either be spent generating an X-ray photon or be spent freeing an outer 

electron (Auger electron) from orbit. As mentioned previously, sometimes an 

X-ray photon is generated (Heinrich, 1981). These X-rays have a characteristic 

energy that can be detected by either an energy dispersive spectrometer (EDS) 

or wavelength dispersive spectrometer (Beaman k  Isasi, 1972) which in turn can 

indicate which element from which the X-ray was generated. The energy of the 

X-ray is related to the atomic number by Moseley’s Law:

E  =  I< {Z  - l ) 2 (5.5)

where E is the energy of the X-ray in keV, Z is the atomic number (i.e., 1 

for hydrogen, 2 for helium, etc ...), and K  =  1.042 x 10-2 keV for electron 

displacement from the inner most electron shell.

Not only can the element be determined by the energy of the X-ray but also 

the relative concentrations of the elements can be determined by the rate at 

which the X-rays are detected. As well, visible light and heat are given off by the 

collision of the electron beam w ith the sample. The source of this visible light 

is cathodoluminescence that is caused by the primary electron beam (Heinrich, 

1981).

Not all of the interactions are measured. Only the backscattered electrons, 

secondary electrons, X-rays and visible light are measured over the surface of 

the sample giving us maps of the element concentrations, surface topography, 

and luminescent minerals. The topography of the sample can be determined by
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Figure 5.23: The electron beam striking the sample causes the production of 
backscattered electrons, secondary electrons, Auger electrons, Bremsstrahlung, 
X-rays, heat, and light.

analyzing the backscattered electron images.

5.7.2 Electron microprobe results

The electron microprobe work was performed at the University of A lberta in the 

Electron Microprobe Laboratory located in the Earth and Atmospheric Sciences 

building. The facility employs a JEOL 8900 microprobe that employs both a 

wavelength dispersive spectrometer (WDS) and an energy dispersive spectrom­

eter (EDS). For analysis of the sample, only the energy dispersive spectrometer 

was used. Sample preparation consisted of specially prepared thin sections coated 

w ith  carbon to reduce electrical resistance. Three thin sections were prepared, 

each mutually perpendicular w ith their surfaces parallel and perpendicular to 

the coordinate system previously chosen (See Figure 5.3). The sample was an­

alyzed using an accelerating voltage of 15.0 kV  and a probe current of 2.000 x 

10~8 A. Typically, elements were scanned for aluminum, calcium, carbon, iron,
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magnesium, potassium, silicon, sodium, and sulfur. As well, other elements such 

as titan ium  were measured.

A  sample in the y — z plane was analyzed for aluminum, calcium, carbon, 

iron, magnesium, potassium, silicon, sodium, and sulfur as shown in Figures 5.24 

through 5.32. Further analysis of the concentrations of the elements as deter­

mined by electron microprobe images yielded images of the various minerals. 

Assuming that the minerals as determined by X-ray diffraction are present, the 

minerals albite, anorthoclase, calcite, dawsonite, dolomite, pyrite, and quartz 

were determined as shown in Figures 5.33, 5.34, 5.35, 5.36, 5.37, 5.40, and 5.41, 

respectively. Further analysis of the element concentrations showed areas where 

relatively high amounts of potassium, aluminum, and silicon were present. Both 

orthoclase (KAlS i30 8) and illite  (K i_ i.5A14 (Si7_6.5.Al1_i.5.02o) (OH),,) contain 

potassium, aluminum, and silicon. Illite  was included in the analysis, orthoclase 

was not because it is more likely that illite  is present in the sample. The illite  in 

the sample seems to be spotty (Figure 5.39). Analysis of the Figures 5.33, 5.34, 

5.35, 5.36, 5.37, 5.40, and 5.41 yielded the relative amounts of non-kerogenous 

minerals (Table 5.5) that are present in this sample. I f  one assumes that the 

sample contains 49.20 wt. % kerogen as derived by whole-rock analysis, the rel­

ative amounts o f all minerals present (Table 5.6) can be determined from the 

relative amounts of the non-kerogenous minerals (Table 5.5).

Further examination of Figures 5.24 through 5.37, 5.39, 5.40, and 5.41 shows 

tha t this layering in the oil shale is quite pervasive and is observable on many- 

different scales right down the microscopic w ith the average layer thickness of 35 

fj,m. I t  also showed that kerogen was prevalent throughout the sample w ith layers 

of other minerals distributed w ithin the kerogen. In depth analysis of Figures 

5.27 and 5.28 showed the presence of a ferromagnesium mineral that was not 

found in X-ray diffraction test (Figure 5.38). I t  is possible that this mineral is
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Mineral weight %

Albite 13.85
Anorthoclase 0.25

Calcite 17.60
Dawsonite 0.23

Dolomite 26.76
Illite 9.86

Pyrite 18.02
Quartz 13.41

Total 99.98

Table 5.5: Relative amounts of non-kerogenous minerals in oil shale sample in 
y — z plane sample.

Mineral weight %
Albite l_  7.04

Anorthoclase 0.13
Calcite 8.94

Dawsonite 0.12
Dolomite 13.59

Illite 5.01
Pyrite 9.15

Quartz 6.81
Kerogen 49.20

Total 99.99

Table 5.6: Relative amounts of minerals in oil shale sample in y — z plane sample.
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ankerite ((Ca, Mg, Fe) (C 03)2) that has been observed previously in the area 

(Cole &  Picard. 1978) but w ithout additional testing this cannot be confirmed.

According to Tucker k  Wright (1990) there are 5 different scenarios under 

which dolomite can be formed:

•  evaporative dolomitization - dolomite is formed by direct precipitation out 

of solution in evaporitic environments where water w ith a high Mg/Ca ratio 

is concentrated by evaporation until dolomite is precipitated

•  seepage-reflux dolomitization - dolomitizing or magnesium rich fluids are 

generated through evaporation of lagoon water or tidal flat pore waters. 

These dolomitizing fluids seep into underlying carbonate sediments and 

alter them to dolomite.

•  m ixing zone dolomitization - seawater mixes w ith fresh ground water form­

ing a dilute solution w ith  a high M g/Ca ratio that seeps into pre-existing 

limestone. The dilute solution allows dolomite to be formed much easier.

•  burial dolomitization - compaction of sediments in a basin dewaters the 

sediments which in turn produces Mg2+ rich fluids that dolomitize the 

calcite through which the fluids travel

•  sea water dolomitization - sea water flows through carbonate sediments 

directly and alters them to dolomite

A ll of the 5 previous scenarios require that the Mg/Ca ratio of the fluids be at 

least greater than 5 which is confirmed by other works (Gaines, 1990; Carpenter, 

1990) and may be applicable to the Piceance Creek basin even though it  is a 

lacustrine depositional environment and not a marine depositional environment.

The previous 5 scenarios can be divided into 2 major groups, primary dolomite 

precipitation and dolomite generation by alteration of carbonates. Primary
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dolomite precipitation is formed from solution through the following reaction:

Ca2+ +  M g2+ +  2 (C O f") =  C aM g{C 03)2 , (5.6)

and dolomitization of carbonates is formed by alteration of carbonates by the 

following reaction:

2 CaCOz +  M g 2+ =  CaM g{COz)2 +  Ca2+ . (5.7)

According to Tucker & Wright (1990). i t  is more likely to have dolomite 

formed by replacement of calcite (CaCOs) even though dolomite has been ob­

served to be deposited by direct precipitation (Friedman, 1980). However, closer 

examination of Figures 5.35 and 5.37 shows that the calcite and dolomite present 

tend to be distributed differently. While calcite tends to form thin layers or 

small grains approximately a few gm  in diameter, dolomite forms larger grains 

which are generally greater than 5 gm  in diameter and do not form thin layers. 

This tends to imply that dolomite was not formed by replacement of calcite. I f  

dolomite was formed by replacement of calcite, the dolomite distribution would 

be more uniform instead of forming layers as seen in Figure 5.37. Furthermore, 

i f  dolomite was formed by direct precipitation it  may form the larger grains seen 

in Figure 5.37. I f  dolomite was formed by direct precipitation this would im­

ply that the depositional environment of the Piceance Creek Basin was indeed 

more like the Green River model (Eugster &  Surdam, 197-3; Lundell &  Surdam, 

1975: Surdam & Wolfbauer, 1975) than the deep anoxic lake model (Bradley, 

1966; Bradley and Eugster, 1969; Cole, 1984; Desborough, 1978; Johnson, 1981; 

Smith, 1983; Smith &  Lee, 1982; Tuttle &  Goldhaber, 1991).
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Figure 5.24: Electron microprobe image of aluminium in the y — z plane where 
scale on right-hand side indicates relative concentration.
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Figure 5.25: Electron microprobe image of calcium in the y — z plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.26: Electron microprobe image of carbon in the y — z plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.27: Electron microprobe image of iron in the y — z plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.28: Electron microprobe image of magnesium in the y -  z plane where 
scale on right-hand side indicates relative concentration.
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Figure 5.29: Electron microprobe image of potassium in the y — z plane where 
scale on right-hand side indicates relative concentration.
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Figure 5.30: Electron microprobe image of silicon in the y — z plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.31: Electron microprobe image of sodium in the y -  z plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.32: Electron microprobe image o f sulfur in the y — z plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.33: Computed electron microprobe image of albite in the y — z plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.34: Computed electron microprobe image of anorthoclase in the y 
plane where scale on right-hand side indicates relative concentration.
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Figure 5.35: Computed electron microprobe image of calcite in the y — z plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.36: Computed electron microprobe image of dawsonite in the y 
plane where scale on right-hand side indicates relative concentration.
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Figure 5.37: Computed electron microprobe image of dolomite in the y — z plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.38: Computed electron microprobe image of a ferromagnesium mineral 
in the y — z plane where scale on right-hand side indicates relative concentration.
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Figure 5.39: Computed electron microprobe image of illite  in the y — z plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.40: Computed electron microprobe image of pyrite in the y — z plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.41: Computed electron microprobe image of quartz in the y — z plane 
where scale on right-hand side indicates relative concentration.
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Another sample in the x  — z plane was analyzed for calcium, carbon, iron, 

magnesium, sulfur, and titanium  are shown in Figures 5.42, 5.43, 5.44, 5.45, 

5.46, and 5.47, respectively. Further analysis of these elemental concentrations 

yielded images of calcite, dolomite, a ferromagnesium mineral, ilmenite, and 

pyrite in Figures 5.48, 5.49, 5.50, 5.51, and 5.52, respectively. Closer exami­

nation of Figures 5.48 and 5.49 showed the same differences between calcite and 

dolomite as seen previously in the y — z plane where the calcite grains tend to be 

smaller than the dolomite particles however the calcite did not form th in  layers 

as previously seen. As well, the presence of trace amounts of a mineral that 

contains both iron and titanium was found (Figure 5.51) and is thought to be 

most likely ilmenite (FeTiOs) even though such a mineral was not identified using 

X-ray diffraction. This may be due to the small quantity of ilmenite present in 

the sample.
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Figure 5.42: Electron microprobe image of calcium in the x — z plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.43: Electron microprobe image of carbon in the x -  z plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.44: Electron microprobe image of iron in the x  — z plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.45: Electron microprobe image of magnesium in the x — z plane where 
scale on right-hand side indicates relative concentration.
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Figure 5.46: Electron microprobe image of sulfur in the x — z plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.47: Electron microprobe image of titan ium  in the x — z plane where 
scale on right-hand side indicates relative concentration.
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Figure 5.48: Computed electron microprobe image of calcite in the x  -  z plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.49: Computed electron microprobe image of dolomite in the x  — z plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.50: Computed electron microprobe image of a ferromagnesium mineral 
in the x — z plane where scale on right-hand side indicates relative concentration.
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Figure 5.51: Computed electron microprobe image of ilmenite in the x — z plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.52: Computed electron microprobe image of pyrite in the x — z plane 
where scale on right-hand side indicates relative concentration.
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In the x — y plane aluminum, calcium, carbon, iron, magnesium, potassium, 

silicon, sodium, and sulfur was analyzed in the same fashion as previously done as 

shown in Figures 5.53 through 5.61, respectively. Analysis of these data allowed 

the mineral concentrations of albite, anorthoclase, calcite, dawsonite, dolomite, 

pyrite, and quartz to be computed as shown in Figures 5.62 through 5.66, 5.68, 

5.69, and 5.70, respectively. Further analysis also yielded the presence of a 

ferromagnesium mineral (Figure 5.67). The relative amounts of non-kerogeneous 

minerals in this layer were computed (Table 5.7). Assuming that 49.20 w t % of 

the sample was kerogen, the relative amounts of minerals present in the sample 

were calculated (Table 5.8). Not surprisingly, the mineral concentrations shown 

in Tables 5.7 and 5.8 do not match those in Tables 5.5 and 5.6 since the x — 

y plane analysis w ill be heavily biased by which layer in which the sample is 

taken however there is at least a rough correspondence in the proportion of 

the minerals. Another possibility for the discrepancy is that m atrix correction 

factors have not been taken into account affecting the concentration of the various 

minerals. M atrix  correction factors are used to account for backscattering of 

prim ary electrons, absorption of emitted X-rays, and the generation of secondary 

X-rays by fluorescence (Beaman &  Isasi, 1972; B irk, 1963; Theisen, 1965). In 

order to apply m atrix correction factors, a more detailed study of the sample 

would have to be performed.
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Mineral weight %
Albite 15.33

Anorthoclase 1.08
Calcite 5.92

Dawsonite 1.01
Dolomite 11.07

Illite 13.02
Pyrite 12.88

Quartz 36.99
Total 100.00

Table 5.7: Relative amounts of non-kerogenous minerals in oil shale sample in 
x — y plane sample.

Mineral weight %
Albite 7.79

Anorthoclase 0.55
Calcite 3.01

Dawsonite 0.51
Dolomite 5.62

Illite 6.61
Pyrite 6.54

Quartz 20.16
Kerogen 49.20

Total 99.99

Table 5.8: Relative amounts of minerals in oil shale sample in x - y  plane sample.
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Figure 5.53: Electron microprobe image of aluminium in the x  — y plane where 
scale on right-hand side indicates relative concentration.
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Figure 5.54: Electron microprobe image of calcium in the x — y plane where scale 
on right-hand side indicates relative concentration.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 5. ROCK SAMPLE CHARACTERIZATION 190

"fit

255

200

150

100

50

100 jj.m

Figure 5.55: Electron microprobe image of carbon in the x — y plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.56: Electron microprobe image of iron in the x — y plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.57: Electron microprobe image o f magnesium in the x -  y plane where 
scale on right-hand side indicates relative concentration.
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Figure 5.58: Electron microprobe image of potassium in the x — y plane where 
scale on right-hand side indicates relative concentration.
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Figure 5.59: Electron microprobe image of silicon in  the x  — y plane where scale 
on right-hand side indicates relative concentration.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 5. ROCK SAMPLE CHARACTERIZATION 195

100 pm

255

200

150

100

Figure 5.60: Electron microprobe image of sodium in the x — y plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.61: Electron microprobe image of sulfur in the x — y plane where scale 
on right-hand side indicates relative concentration.
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Figure 5.62: Computed electron microprobe image of albite in  the x — y plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.63: Computed electron microprobe image of anorthoclase in the x  
plane where scale on right-hand side indicates relative concentration.
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Figure 5.64: Computed electron microprobe image of calcite in the x -  y plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.65: Computed electron microprobe image of dawsonite in the x -  y 
plane where scale on right-hand side indicates relative concentration.
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Figure 5.66: Computed electron microprobe image of dolomite in the x  — y plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.67: Computed electron microprobe image of a ferromagnesium mineral 
in the x — y plane where scale on right-hand side indicates relative concentration.
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Figure 5.68: Computed electron microprobe image of illite  in the x — y plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.69: Computed electron microprobe image of pyrite in the x — y plane 
where scale on right-hand side indicates relative concentration.
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Figure 5.70: Computed electron microprobe image of quartz in the x — y plane 
where scale on right-hand side indicates relative concentration.
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5.8 Summary of density, composition, and struc­
ture

The oil shale was deposited in a lacustrine setting with most likely a Green 

River or playa lake type model. The o il shale has a bulk density of 1.57 g/cm 3, 

a rock fabric density of 1.74 g/cm 3, and a porosity o f 9.8 % w ith  a Mohs hard­

ness between 3.5 and 4 and is composed of fine parallel layers of dark brown 

and ligh t coloured materials. Th in section analysis has showed the presence of 

birefringent minerals w ith powder X-ray diffraction confirming the presence of 

calcite and dolomite as well as albite, dawsonite, pyrite, and quartz. Oriented 

X-ray diffraction has shown the presence of these same minerals but analysis of 

the x  — z and y — z planes showed differences from the y — z plane of analysis 

such as a noticeable “hump” in the oriented X-ray diffraction results centered 

at 23 degrees 26 and differences in  mineral peak heights. The “hump” may be 

due to the possible presence of incipient clay minerals the existence of which 

is weakly confirmed by electron microprobe analysis. The differences in  min­

eral peak heights indicate a possible preferred orientation of the various mineral 

grains. Pyrolysis and whole rock analysis showed that the sample contains 49.20 

wt. % o f organic material thought to be kerogen and the relative proportion of 

various minerals. The scanning electron microscope w ith EDS analysis showed 

that the layers have a thickness on the order of tens of pm and a large portion 

of the mineral grains had a diameter of a pm and some of the grains were al­

bite, anorthoclase, dolomite and a titan ium  rich mineral not identified by X-ray 

diffraction. Electron microprobing not only confirmed that a titan ium  rich min­

eral was present and thought to be ilmenite but also detected a ferromagnesium 

mineral that was not identified by X-ray diffraction.

Electron microprobing has shown tha t the pervasive layering is also observable 

at small scales and helped refine the average layer thickness to  about 35 pm  w ith
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the layers being composed of mineral grains imbedded in the kerogen matrix. The 

relative proportion of the minerals was also determined (Table 5.9) in addition 

to the average layer thickness. The electron microprobe analysis also showed the 

distributions of calcite and dolomite w ithin the rock mass were different. This 

may indicate that dolomite may have been formed by direct precipitation and 

not by alteration of calcite.

Through the use of th in  sections. X-ray diffraction techniques, pyrolysis, 

whole rock analysis, scanning electron microscopy, and electron microprobing 

the oil shale sample was determined to be composed of parallel “layers” . These 

“layers” are actually bands of minerals where there are higher and lower concen­

trations of certain minerals; some of which are birefringent and have a preferred 

orientation or preferred distribution. Though no single technique could fu lly 

describe the oil shale, the use of a combination of techniques allows a fa irly 

comprehensive description of the oil shale to be determined including the con­

centrations of the minerals (Table 5.9). Even though the concentrations of the 

minerals were calculated stoichiometrically from whole-rock analysis and electron 

microprobe analysis results, the concentrations of ilmenite and a ferromagnesium 

mineral were not included in the calculations due to a lack of information.
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Mineral weight %
Albite 7.04

Anorthoclase 0.13
Calcite 8.94

Dawsonite 0.12
Dolomite 13.59

Illite 5.01
Pyrite 9.15

Quartz 6.81
Kerogen 49.20
Ilmenite Trace amounts

Ferromagnesium mineral Unknown
Total 99.99

Table 5.9: Relative amounts of minerals in oil shale sample.
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Chapter 6 

Elastic Anisotropy of Oil Shale

6.1 Abstract

A  layered oil shale is instrumented w ith  P-wave and S-wave ultrasonic trans­

ducers in a variety of well-chosen directions. This oil shale is sealed inside a 

pressure vessel and the waveforms acquired as functions of pressure. P-wave and 

S-wave velocities were then calculated as functions of pressure. Elastic constants 

are then calculated as functions of pressure. Analysis of these elastic constants 

showed that hysteresis is present and that the anisotropy of the sample changed 

w ith  pressure.

6.2 Introduction

The previous characterization chapter has shown that the oil shale was composed 

mostly of kerogen, an isotropic, amorphous material, w ith layers varying in pro­

portions of other minerals such as albite, calcite, dawsonite, dolomite, pyrite, and 

quartz as determined by X-ray diffraction, whole-rock analysis, scanning electron 

microscopy, and electron microprobing. Some of these minerals were birefringent 

and may have had a preferred orientation distribution or orientation as deter­

mined through X-ray diffraction and electron microprobing. As well, oriented 

void spaces were observed. Perhaps more importantly, layering was observed in

219
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this material at scales from 35 /jm to 1 mm. In this chapter, ultrasonic measure­

ments were taken in a variety of directions in the oil shale in order to determine 

i f  there was any velocity anisotropy. The elastic constants were then determined 

at a variety of different pressures in order to study the anisotropy of the oil shale 

and how i t  changed w ith  pressure.

6.3 B ackgr ound

Velocity isotropy is the usual assumption in seismic data processing and seismic 

imaging in the oil and gas industry. Many researchers have studied velocity 

anisotropy and concluded that it affects seismic imaging. The author in the 

course of his work as a depth imaging geophysicist in the oil and gas industry 

has found that when anisotropy is incorporated the quality of the seismic image 

is improved. When anisotropy is not taken into account, the images of the 

subsurface reflectors can be laterally mispositioned in the final seismic image 

due to the sideslip of energy (Isaac &  Lawton, 1999; Vestrum &  Lawton, 1999). 

When anisotropy is incorporated into the migration, the positioning of the images 

of the subsurface reflectors is improved (Claerbout, 1985). This lack of certainty 

adversely affects the interpretation of the subsurface of the earth and reduces 

the possibility of finding oil and gas deep beneath the earth’s surface.

The velocity at which seismic waves travel is determined by the material’s 

elastic behaviour. When the material is assumed to be homogeneous and isotropic, 

the longitudinal (P-wave) and shear (S-wave) velocities can be described by 2 

independent elastic constants, A and /z (Musgrave, 1970). As the complexity 

of the material increases from cubic to hexagonal to orthorhombic to tric lin ic 

symmetry, the number of independent elastic constants needed to describe the 

behaviour of the wave travelling through the material increases to 3, 5, 9, and 

21, respectively. See Appendix A for more details. This behaviour has typically
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been studied in homogenous well-behaved materials.

The anisotropic behaviour of numerous synthetic composites and metallic 

samples have been studied. Some of the earliest measurements were performed 

on cubic, hexagonal, and trigonal metals such as aluminium, copper, iron, zinc, 

antimony, and bismuth (Markham, 1957). Elastic properties of very simple syn­

thetic models made of glass and epoxy or plastic and steel layers were also inves­

tigated (Marion et al., 1994: Melia & Carlson, 1984). More complex synthetics 

such as phenolite and phenolic have been studied by numerous authors (Chang 

&  Chang, 2001; Cheadle et al., 1991; Karayaka &  Kurath, 1994; Mah k  Schmitt, 

2001a; Mah k  Schmitt, 2003; Rumpker et al., 1996; Vestrum, 1994).

Some researchers have studied crystals and simple materials. Neighbours and 

Schacher (1967) examined natural crystals of beryllium, cadmium, cobalt, mag­

nesium, rhenium, ruthenium, y ttrium , and zinc in order to determine the elastic 

constants of the ir hexagonal symmetry. Bass (1995) cataloged the elasticity of 

many different minerals, glasses, and melts from the literature.

Some researchers have also studied shales or marine sediments in detail (Carl­

son et al., 1984; Hornby et al., 1995; Johnston k  Christensen, 1995; Katahara, 

1996; Sayers, 1994; Schaftenaar k  Carlson, 1984; Vernik, 1993; Wang et al., 

2001). Some have studied how the elastic properties of the rocks change with 

pressure or burial depth (Kaarsberg, 1959). However, very few have studied 

what affects the anisotropy of the rocks. There are 3 major different causes of 

anisotropy:

•  intrinsic anisotropy

® oriented microcracks and pores

•  layering

in  sedimentary rocks.
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6.4 Causes of Anisotropy

6.4.1 Intrinsic Anisotropy

One source of anisotropy derives from the fact that the mineral components are 

anisotropic. Most minerals are elastically anisotropic even though some, such 

as NaCl w ith  a cubic structure, are optically isotropic. Minerals such as clay 

and calcite are thought to play roles in the anisotropy of sedimentary rocks. 

Clay minerals tend to be platy and are highly anisotropic. When these clay 

minerals are aligned, they cause a strong anisotropic response (Cholach, 2004; 

Hornby et al., 1995; Johnston &  Christensen, 1995; Katahara, 1996; Sayers, 

1994; Vernik, 1993; Wang et al., 2001). The presence of aligned clay minerals 

have been observed in X-ray diffraction studies (Johnston & Christensen, 1995; 

Kaarsberg, 1959). Velocity anisotropy produced by calcite has been observed in 

marine sediments (Carlson et al., 1984; Schaftenaar &  Carlson, 1984). Intrinsic 

anisotropy of constituent minerals causing an overall anisotropic response has 

also been observed in  shallow crustal rocks (Brocher &  Christensen, 1990).

The previous chapter shows that the oil shale contains a variety of minerals 

including calcite and dolomite. As noted previously, clay minerals are not con­

clusively detected in  this oil shale but may contain the clay mineral illite  tha t 

contributes to the anisotropy of other types of shales (Cholach, 2004; Hornby et 

al., 1995; Johnston &  Christensen, 1995; Katahara, 1996; Sayers, 1994; Vernik, 

1993; Wang et al., 2001). Another possible source of intrinsic anisotropy in 

this o il shale is the presence of calcite and dolomite since both are anisotropic 

and calcite has been thought of as producing anisotropy (Carlson et al., 1984; 

Schaftenaar & Carlson, 1984). Anisotropic minerals have been observed in this 

oil shale and may be a source of anisotropy.
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6.4.2 Microcracks and oriented pores

Microcracks and oriented pores are a possible source of anisotropy in rocks. 

During the compaction and diagenesis of sediments, not only are fluids gener­

ated that increase the intra-pore pressure (Bishop, 1979; Smith, 1971; Snarskiy, 

1961) enough to exceed the confining pressure causing microcracks or fractures 

to form but the pores may be deformed by confining pressure in such a way 

that they become preferentially oriented (Kim  et al., 1999; W ild  &  Crampin, 

1991). The presence of the microcracks and oriented pores has been observed 

in previous laboratory studies of shales (Freund, 1992; Hornby, 1998; Johnston 

&  Christensen, 1995; Jones &  Wang, 1981; Tosaya & Nur, 1982; Vernik, 1994). 

Microcracks have not been observed directly in these studies but oriented pores 

have been observed in the oil shale and may be a source of anisotropy.

6.4.3 Layering

Layering is another possible source of anisotropy in rocks. Studies of layered 

glass and epoxy or plastic and steel disks have shown that media composed of 

isotropic layers can produce an anisotropic medium (Marion et al., 1994; Melia & 

Carlson, 1984). Theoretical and numerical research has confirmed this effective 

medium effect (Backus, 1962; Carcione et al., 1991; L iu &  Schmitt, 2000). For 

example, layers of kerogen are thought to be isotropic but laboratory studies have 

confirmed that changes in these layers of kerogen affect the overall anisotropy 

observed in the rock (Johnston, 1997; Rundle &  Schuler, 1981; Vernik & Landis, 

1996; Vernik & Nur, 1992).

From pyrolysis and whole-rock analysis, i t  was determined that the oil shale 

sample was about 48 % kerogen by weight. This sample seems to be layers of 

cleaner kerogen versus layers of kerogen plus other minerals. This layering may 

be a possible source of anisotropy (Johnston, 1997; Rundle &  Schuler, 1981;
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Vernik k  Landis, 1996; Vernik k  Nur, 1992).

6.5 Experimental configuration

The most common method of determining velocities in various directions is to 

take cores in a variety of symmetry dependent directions. For shales this is 

typically parallel to layering, perpendicular to layering, and at some off-axis 

angles (Figure 2.6) (Domnesteanu et al., 2000; Hornby, 1995; Hornby, 1998; 

Johnston &; Christensen, 1995; Jones k  Wang, 1981; Kaarsberg, 1968; Lo et 

al., 1986; Podio et al., 1968; Vernik k  Landis, 1996). I f  the diameter of the 

transducers used is quite large compared w ith  the distances which the ultrasonic 

waves travel then plane wave (phase) velocities are measured (Dellinger k  Vernik, 

1994).

Another technique is to use the r  — p method as first described by Kebaili 

k  Schmitt (1996). This methodology entails using 2 sources at a known depth 

and a series of evenly spaced receivers (Figure 2.7). A  r  — p transform (Equa­

tion 2 .11) is then performed on the data in order to determine the phase velocity 

as a function of the phase propagation angle. This methodology has been em­

ployed successfully on glass and phenolic samples (Mah k  Schmitt, 2001a; Mah k  

Schmitt, 2001b; Mah k  Schmitt, 2003). Unfortunately, this methodology when 

performed on the oil shale yielded highly attenuated and consequently poor qual­

ity  results that did not allow for accurate determination of the elastic constants 

(Figure 6.1). Stacking of waveforms and filtering did not improve the data quality 

to acceptable levels. Instead, a more conventional pulse transmission technique 

was consequently employed.
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Figure 6.1: P-wave waveform acquired on a oil shale sample using methodology 
described in Mah & Schmitt (2001a, 2001b, and 2003). Waveform generated by 
P-wave source at 2.0 cm depth and detected by P-wave receiver at 1.0 cm offset 
after stacking more than 3000 raw waveforms and prelim inary filtering.

6.5.1 Laboratory Set-up

The methodology used in  this work employs a specially cut multifaceted prism 

of the oil shale (Figure 6.2). Velocities in 6 different directions were measured 

(Figure 6.3). Measurements were made in 3 directions parallel to the axes cho­

sen previously (Figure 5.3). The 3 remaining directions were chosen in the

J  L  Q
V2 V2 v. directions (Figure 6.3).^  = [° A A]' #  = [A 0 “ d V =

Assuming an orthorhombic medium, the measurement of P-wave and S-wave 

waveforms recorded in these 6 directions allowed all 9 elastic constants to be 

determined. I t  has long been known that rock properties change w ith  pressure
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Figure 6.2: Picture of multifaceted cube of oil shale after four sets of cuts (Two 
dollar coin diameter =  28 mm).

or depth (Banik, 1984; Birch, 1960; Carlson et al., 1984; Faust, 1951; Freund, 

1992; Johnston, 1987; Kaarsberg, 1959; Vernik, 1993; Vernik &  Liu, 1997) and 

as such measurements were taken from room pressure (Figure 6.4) to 20 MPa 

(200 bar) in order to determine how the anisotropy of the oil shale changed w ith 

pressure. This maximum pressure corresponds to the lithostatic load at a depth 

of approximately 1300 m in this formation.

P-wave (longitudinal) and S-wave (transverse) transducers were used to gen­

erate and detect the seismic waves travelling through the sample. Piezo-electric 

ceramics (PZT-5) w ith  a diameter of 25.00 mm ±  0.28 mm and a peak frequency 

of 1.0 MHz ±  5 % were used in the manufacture of these P-wave transducers. 

Even though the large diameter lim its the placement and number of transducers 

on the sample, i t  allows for a wave nearer tha t of a plane wave to be generated 

and hence a more accurate phase velocity to be determined (Dellinger &  Vernik,
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Figure 6.3: Measurements taken at 6 different orientations to layering.

1994). The S-wave transducers also employed piezo-electric ceramics (Navy Type 

V I - 552) but were 20 mm by 20 mm square w ith  a peak frequency of 1.0 MHz. 

The transducers were damped with a metallic powder and polyurethane mixture 

to reduce ringing and improve the quality of the generated waves. A  lead foil 

typically 3/1000 inch thick was used to provide electrical conductivity and a good 

coupling of the transducer w ith  the sample when mounted. Once the transduc­

ers were mounted, the transducers and oil shale were sealed w ith multiple coats 

of polyurethane to ensure there was no contamination of the oil shale w ith  the 

hydraulic fluid used in the pressure vessel.
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Measurements of the oil shale were done under pressure inside the pressure 

vessel. The P-wave and S-wave source transducers were activated w ith  a 300 Volt 

electrical spike that had a rise time of 10 ns. This caused the source transducers 

to generate a plane wave that propagated through the sample that in  tu rn  was 

observed by the receiver transducers. The seismic wave generated an electrical 

response in the receiver transducer that was d ig ita lly acquired by a high-speed 

sampling oscilloscope w ith  a sampling rate of 10 ns/sample for 150 /zs. Anywhere 

from 2000 to 3000 individual waveforms were summed (or stacked) in order to 

reduce random noise. The waveforms were then transferred via a GPIB bus to 

a computer for analysis.

As mentioned previously the size of the sample lim ited the number of trans­

ducers that could be applied at any one time. Typically, only 3 sets of transducers 

could be attached at a given time. The necessary measurements were made on 

the sample before the sample was recut and resquared (Figure 6.5). Resquaring 

was necessary in order to ensure that the surfaces were at 45 and 90 degrees to 

previously chosen coordinate axes (Figure 6.3). Measurements were then taken 

on these new surfaces in the previously unmeasured directions. This resulted in 

not only the seismic waves propagating over a different distance for each direction 

investigated (Table 6.2) but also necessitated multiple runs being performed.
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Figure 6.4: Picture of pressure vessel capable of obtaining 200 MPa (2000 bar) 
confining pressure.
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Figure 6.5: Sample before and after recutting w ith  transducers mounted.
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6.6 Experimental results and analysis

6.6.1 Crush tests and heterogeneity tests

Due to multiple runs being performed in  the pressure vessel, crush tests were 

done to ensure tha t the properties of the sample were not being permanently 

changed by the pressure regime the sample under went. I f  the properties of the 

sample are changed permanently, the fabric of the rock is said to be damaged or 

’’ crushed” . In  order to determine at what pressures the oil shale could be safely 

exposed to, i t  was subjected to an increasing amount o f confining pressure and 

the waveforms recorded until there was a sudden change in the waveform possibly 

indicating the oil shale was being damaged. The anomalous waveforms were very 

ringy and of low amplitude. This occurred at approximately between 60 MPa 

and 70 MPa (600 and 700 bar, respectively) which corresponds to a lithostatic 

load at a depth between 3900 and 4550 m. Once this threshold is reached, 

reduction in  the confining pressure did not result in reversion to the original 

waveforms. In  contrast, however, repeated pressurization and depressurization 

of an undamaged oil shale to a maximum pressure of 20 MPa (200 bar) did not 

yield any noticeable permanent change in the waveforms. I t  can be reasonably 

inferred tha t the properties of the oil shale are not being permanently altered or 

damaged by repeated pressurization and depressurization to a maximum pressure 

of 20 MPa (200 bar).

As seen in Figures 5.2 and 5.3, the oil shale has some zones, such as the 

white-cream coloured layers, that may have different properties from the sur­

rounding dark greyish brown material. In order to evaluate the severity of the 

heterogeneity, a series of measurements was made at 13 different positions in 

directions parallel to the x and y-axes (Figure 6.6). Locations E, F, and K  are 

located on a white-cream coloured layer while the other locations are at areas of 

dark greyish brown rock. P-waves and S-wave waveforms were acquired at all 13
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Location P-wave SH-wave SV-wave
velocity velocity velocity
(m/s) (m/s) (m/s)

A 2423 1255 1016
B 2382 1115 1010
C 2352 1290 982
D 2352 1138 982
E 3146 1925 1729
F 2813 1813 1556
G 2466 1287 1046
H 2392 1228 1036
I 2396 1400 1007
J 2415 1154 984
K 3142 1896 1499
L 2515 1298 1027
M 2434 1250 1025

Table 6.1: P-wave, SH-wave, and SV-wave velocities from the heterogeneity test 
of location A  to M. SV-waves have a polarization of (0 0 1). SH-waves have 
a polarization perpendicular to direction of travel and the z-axis. Locations A 
through H were acquired in the i t  =  (0 1 0) direction at room pressure while 
location I through M were acquired in the i t  =  (1 0 0) direction at room pressure.

locations. A t location E, F, and K  the waveforms acquired were quite different 

from the surrounding areas. This is most noticeable when comparing location C 

to location E (Figure 6.7). The calculated velocities were also faster at locations 

E, F, and K  (Table 6.1). Therefore, care was taken to choose a multifaceted cube 

tha t did not include any noticeable white-cream coloured layers and that was as 

homogeneous as possible.

6.6.2 Velocity versus pressure

The P-wave and S-wave waveforms were recorded as functions of pressure up to 

20 MPa (200 bar) for the 6 well-chosen directions (Figure 6.3). A  maximum con­

fining pressure of 20 MPa (200 bar) was chosen since a relatively linear change
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in velocity w ith pressure is seen throughout this range and was well under the 

pressures at which the sample could be damaged. P-wave waveforms travelling 

in the i t  =  (10  0) direction show a decrease in the arrival time w ith  increasing 

pressure indicating an increase in velocity (Figure 6.8). S-wave waveforms trav­

elling in the "^  =  (1 0  0) direction w ith a polarization of (0 0 1) show a sim ilar 

change (Figure 6.10). A  parasitic P-wave was observed in Figure 6.10 and is most 

likely caused by a P-wave being generated at the edges of the source or a mode 

conversion at one of the surfaces. Analysis of the parasitic P-waves did not yield 

any reliable velocities. Interestingly, the P-wave waveforms had an average peak 

frequency of 0.975 MHz (Figure 6.9) and the S-wave waveforms had an average 

peak frequency of 0.090 MHz (Figure 6.11) since the both P-wave and S-wave 

transducers have an original peak frequency of 1.0 MHz. However, the damping 

and mounting of the transducers may reduce the peak frequencies.

The arrival times of the first peak or trough were measured and the velocities 

determined as functions of pressure for the various waveforms recorded. For 

example, the first trough of a P-wave travelling in the i t  =  (1 0 0) direction in 

the oil shale at 20 MPa (200 bar) confining pressure can be measured at 24.63 

/zs (Figure 6.12). Once the travel time of 0.14 /zs through the lead fo il used in 

mounting the transducers is accounted for the P-wave travel time is 24.49 /zs. 

The distance travelled by the P-wave is 59.47 mm allowing a P-wave velocity of 

2428 ±  3 m /s to be calculated. The velocities for all 3 polarizations are shown for 

0,10, and 20 MPa in Table 6.2. Please note that the distance used is measured at 

room pressure and w ill actually decrease when subjugated to increased pressure. 

As such, the observed velocities represent lower lim its.

P-wave and S-wave velocities travelling in the i t  =  (1 0  0) direction were 

determined as functions of pressure (Figure 6.13). I t  can be seen in Figures 6.14 

through 6.20 that the velocity increased w ith increasing pressure. Not surpris­
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ingly, the velocities observed during pressurization are slightly lower than those 

during depressurization due to hysteresis effects (Gardner et al., 1965; Jones & 

Wang, 1981; Tutuncu et al., 1998). As well there is a change in the gradient 

dVp/d P  w ith  the velocities generally increasing faster in the 0 to 4 MPa (40 bar) 

range as compared w ith the four MPa (40 bar) to 20 MPa (200 bar) range. This 

non-linear behaviour is attributed to the progressive closure of the microcracks. 

The increase in pressure causes closure of these microcracks, which is why there 

is a more rapid change at low pressure.

Interestingly, the P-wave velocities parallel to the layers in the i t  =  (1 0 0) 

and #  =  (0 1 0 ) directions display more velocity hysteresis than those normal to 

layering in  the #  =  (001) direction (Figure 6.14) indicating that there might be 

some preference to the microcrack orientation. Velocity hysteresis was sim ilarly 

observed for S-wave velocities (Figures 6.18, 6.19, and 6.20). However, the veloc­

ity  hysteresis in Figure 6.18 is almost non-existent while it  is quite pronounced in 

Figures 6.19 and 6.20 indicating that there might be a preferentially orientation 

to the microcracks. During the depressurization of the oil shale, the velocity 

generally decreases almost linearly down to 1 MPa (10 bar).
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Wave
Type

Polarization Direction 
of Travel

Distance
Travelled

Pressure Phase Velocity

P-wave [10  0] 1 0 0] 59.47 mm 0 MPa 2301±3 m/s
P-wave [10  0] 1 0 0] 59.47 mm 10 MPa 2396±3 m/s
P-wave 1 0 0] 1 0 0] 59.47 mm 20 MPa 2428±3 m/s
P-wave J __ L n

.n/2 A  U J_ _L o 
.A A  u 47.99 mm 0 MPa 2296±3 m/s

P-wave A - A - 0 A A u
J__ L Q
A A  u 47.99 mm 10 MPa 2362±3 m/s

P-wave J __ L o
A  A. u A A  u 47.99 mm 20 MPa 2394±3 m/s

P-wave _L 0 —V2 U a \ A- 0 A. A A 45.90 mm 0 MPa 2162±3 m/s

P-wave l o i
A  u A A  u A 45.90 mm 10 MPa 2200±3 m/s

P-wave A. 0 A. A  u A
I n l l
A l v/2 45.90 mm 20 MPa 2233±3 m/s

P-wave 0 1 0] 0 1 0] 55.89 mm 0 MPa 2298±3 m/s
P-wave 0 1 0] 0 1 0] 55.89 mm 10 MPa 2353±3 m/s
P-wave 0 1 0] 0 1 0] 55.89 mm 20 MPa 2393±3 m/s
P-wave 0 A . _L u A A

n J ,  A . 
u A A 50.28 mm 0 MPa 2168±3 m/s

P-wave 0 —  A - u A A 0 A. _L u A A 50.28 mm 10 MPa 2223±3 m/s

P-wave 0 J __L
u A A

n J ,  _L 
U A A 50.28 mm 20 MPa 2257±3 m/s

P-wave 0 0 1] 0 0 1] 53.30 mm 0 MPa 2090±2 m/s
P-wave 0 0 1] '0 0 1] 53.30 mm 10 MPa 2127±2 m/s
P-wave [0 0 1] [0 0 1] 53.30 mm 20 MPa 2186±3 m/s
S-wave 0 0 1] '0 1 0] 55.89 mm 0 MPa 904±1 m/s
S-wave 0 0 1] 0 1 0] 55.89 mm 10 MPa 944±1 m/s
S-wave 0 0 1] 0 1 0] 55.89 mm 20 MPa 957±1 m/s
S-wave 0 0 1] 0 0 1] 59.47 mm 0 MPa 905±1 m/s
S-wave 0 0 1] 0 0 1] 59.47 mm 10 MPa 931±1 m/s
S-wave 0 0 1] 0 0 1] 59.47 mm 20 MPa 940±1 m/s
S-wave 1 0 0] 0 1 0] 55.89 mm 0 MPa 1059±1 m/s
S-wave 1 0 0] 0 1 0] 55.89 mm 10 MPa 1096±1 m/s
S-wave 1 0 0] 0 1 0] 55.89 mm 20 MPa 1109±1 m/s

Table 6.2: Distance travelled and phase velocities at 0. 10, and 20 MPa pressure 
for all 6 directions of propagation.
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Figure 6.6: Locations A  to M investigated in heterogeneity test.
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L o c a tio n  E: S V -w ave **■

L o c a tio n  C : S V -w ave *

L o c a tio n  E: S H -w a v

L o c a tio n  C: S H -w ave

L o c a tio n  E: P -w ave

L o c a tio n  C: P -w ave

0 20 40 60 80
time ((as)

Figure 6.7: Waveforms acquired at locations C and E are shown in Figure 6.6. 
Waveforms acquired at location C are shown in blue while those acquired at 
location E are shown in red. A ll waveforms travelled a distance of 55.88 mm and 
were travelling in the i t  =  (0 1 0) direction. SH-waves have a polarization of (1 
0 0) and SV-waves have a polarization of (0 0 1).
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Figure 6.8: P-wave waveforms travelling in the i t  =  (1 0  0) direction acquired 
as a function of pressure.
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Figure 6.9: Average amplitude spectrum of P-wave waveforms in shown Fig­
ure 6.8.
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Figure 6.10: S-wave w ith  polarization (0 0 1) waveforms travelling in  the f t  
(1 0 0) acquired as a function of pressure.
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Figure 6.11: Average amplitude spectrum of S-wave waveforms shown in Fig­
ure 6 .10.
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0.5

0.0

-0.5 ■ -pirst Trough @ 24.63 jj,s

- 1.0

Figure 6 .12: P-wave travelling in  the i t  =  (1 0 0) direction at 20 MPa (200 bar) 
confining pressure.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 6. ELASTIC ANISOTROPY OF OIL SHALE 243

2500

225

P-wave Pressurization 
-A - P-wave Depressurization 
~2-~ S-wave Pressurization 
-0 -  S-wave Depressurization

O 1500 
O

1250>
1000

750.

pressure (MPa)
Figure 6.13: P-wave and S-wave w ith  velocities are determined as a function of 
pressure in the i t  — (1 0 0) direction for both increasing and decreasing pressure. 
The S-wave has a polarization of (0 0 1) Due to the large difference in P-wave 
and S-wave velocities, velocity hysteresis and the error bars cannot be easily 
distinguished at this scale.
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Figure 6.14: P-wave velocity versus pressure in the i t  =  (1 0 0), i t  =  (0 1 0), 
and r f  =  (0 0 1) direction.
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Figure 6.15: P-wave velocity versus pressure in the i t  =  (^= ^  0) direction.
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Figure 6.16: P-wave velocity versus pressure in the i t  =  0 direction.
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Figure 6.17: P-wave velocity versus pressure in  the i t  =  (0 ^  ^=) direction.
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Figure 6.18: S-wave velocity versus pressure in  the i t  =  (0 1 0) direction w ith 
polarization (0 0 1).
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Figure 6.19: S-wave velocity versus pressure in the i t  =  (1 0 0) direction with 
polarization (0 0 1).
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Figure 6.20: S-wave velocity versus pressure in the i t  — (1 0 0) direction w ith 
polarization (0 1 0 ).
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6.6.3 Elastic Constants w ith  Pressure

For an orthorhombic medium the elastic constants are:

C 1 3 0 0 0 ■

C 2 3 0 0 0
C 3 3 0 0 0

C4 4 0 0
C 5 5 0

Cm .

According to Appendix A, the following equations relating the elastic con­

stants back to the phase velocities in the i t  =  [1 0 0] direction are:

Cn =  o o] j (6-2)

C55 =  PFs[o o i] 5 (6-3)

and

^66 =  PUS[ 0 1 0] (6-4)

where p is the density and the vector given inside the square brackets, e.g. [1,

0, 0], refers to the polarization of the propagating plane wave. Similarly, elastic

constants determined from phase velocities in the =  [0 1 0 ] direction are:

C22 =  pvp[o 1 0] ) (6-5)

C44 =  pu5[0 0 T] . (6-6)

and

Cm =  pvs[\ 0 0] • (6-7)

As one can see, there is redundancy in the determination of the elastic constant 

Cm- This redundancy is seen in the elastic constants determined from phase 

velocities in  the i t  =  [0 0 1] direction:
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C33 —Pup [o 0 1]

Caa —44 — PVS [0 1 0] )

(6.8)

(6.9)

and

C55 — pvS[\ 0 0] (6.10)

where the elastic constants C44 and C55 are redundantly determined.

Even w ith  this overlap, these 3 directions allow only the 6 elastic constants of 

Equation 6.1 to be determined. Using the P-wave phase velocities in the off-axis

directions i t  = J  L 0 f f  —
L>/2 n/2 ’

_L 0 _L
n/2 U 72J , and i t  = n i l

U v/2 72, allows:

C12 — — Cfifi —66 Cn  +  C33 — 2pv2 C22 +  C5Q — 2 pv
p 'T5  75 0

(6.11)

C \3 — — C55 —

and

C03 — —C,44
\

/
Cn  +  U55 2pV2 r

P [ t 5 0 751
C33 +  C 55  — 2 p z A

V p '7 f  0 751

(6.12)

U22 +  U44 — 2pv2 C33 +  C44 — 2pz/2
0 -J- - i-

(6.13)

to be derived, respectively. See Appendix A  for a more complete description.

Using Equations 6.2 through 6.13 for an orthorhombic medium, the elastic 

constants as functions of pressure were calculated. I f  the oil shale is transversely 

isotropic the C13 and C23 elastic constants should be equal but are noticeably 

different (Figure 6 .21). The Cn  and C22 elastic constants are expected to be 

the same for a transversely isotropic medium but are slightly different for the
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oil shale (Figure 6.22). As well, the C44 and C55 elastic constants are different 

for the oil shale (Figure 6.24). Assuming that this is not experimental error 

or heterogeneity, such observations suggest that the oil shale is not perfectly 

transversely isotropic but is more anisotropically complex being at least weakly 

orthorhombic.

Hysteresis has been observed previously in the velocity as a function of pres­

sure data and this manifests itself as well in the changes in the elastic constants 

w ith  pressure (Figures 6.22, 6.21, and 6.24). The elastic constants Cn and C22 

seem to display a smaller degree of hysteresis compared w ith the C33 elastic con­

stant. The Cn hysteresis is smaller than the C22 hysteresis (Figure 6.22). When 

the elastic constant hysteresis is shown as a percentage versus pressure, the C33 

hysteresis is larger than the Cn and C22 hystereses for 4 MPa to 15 MPa even 

though at lower pressures it  is smaller (Figure 6.23). The C44 and C55 elastic 

constant hystereses are different from each other and from the C66 hysteresis as 

well (Figure 6.24).

As mentioned previously, the oil shale is expected to be transversely isotropic 

due to its layered nature. However, i t  has been determined through ultrasonic 

measurements that the oil shale is weakly orthorhombic. I f  indeed the oil shale 

were transversely isotropic, one would expect Cn to be equal to C22 as shown 

in Figure 6.22. A t 0 MPa confining pressure, there is no difference between Cn 

and C22 elastic constants (Figure 6.25). As the pressure increases, there is a 

sudden jum p in the difference and then a gradual drop w ith increasing pressure. 

This may indicate that some of this ” orthorhombicity” is caused by preferential 

orientation of the microcracks w ith  planes normal either to the x-direction or to 

the y-direction.

Similarly, i f  the oil shale were transversely isotropic one would expect C13 to 

be equal to C23 as shown in Figure 6.21. Surprisingly, the difference between the
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Elastic constant Value at 0 MPa Value at 10 MPa Value at 20 MPa
Cn 8.31±0.07 GPa 9.01±0.07 GPa 9.26±0.07 GPa
C \ 2 -8.3±0.2 GPa -8.7±0.2 GPa -8.9±0.2 GPa
C\z -7.0±0.1 GPa -7.1±0.2 GPa -7.2±0.2 GPa
C'22 8.29±0.07 GPa 8.69±0.07 GPa 8.99±0.07 GPa1!!CO

!0 -7.1±0.1 GPa -7.6±0.2 GPa -7.7±0.2 GPa
C 33 6.85±0.06 GPa 7.10±0.06 GPa 7.51±0.06 GPa
Cm 1.282±0.009 GPa 1.40±0.01 GPa 1.44±0.01 GPa
O55 1.285±0.009 GPa 1.36±0.01 GPa 1.39±0.01 GPa
Cm 1.76±0.01 GPa 1.89±0.01 GPa 1.93±0.01 GPa

Table 6.3: Elastic constants for the oil shale at 0, 10, and 20 MPa pressure 
assuming orthorhombic symmetry.

C13 and C23 elastic constants (Figure 6.26) is relatively constant w ith pressure. 

The C 4 4  and C 5 5  elastic constants would also be the same i f  the oil shale is 

transversely isotropic (Figure 6.24) but are different as shown in  Figure 6.27. 

The difference between C44 and C 5 5  ranges from 2.3 MPa to 67.9 MPa and 

generally increases w ith pressure.
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Figure 6.21: Elastic constant C12, C13, and C23 versus pressure.
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U
C Pressurization 
C Depressurization
C „ Pressurization

22
C22 Depressurization
C„„ Pressurization

33
C33 Depressurization

5 10 15
pressure (MPa)

2 0

Figure 6.22: Elastic constant Cu , C22, and C 33  versus pressure.
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H |- C Hysteresis 
C22 Hysteresis

- &  S 3 H y steresis

pressure (MPa)
Figure 6.23: Hysteresis for elastic constants Cn, Coi, and C33 versus pressure.
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Figure 6.24: Elastic constant C44. C55, and C66 versus pressure.
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Figure 6.25: Absolute and percentage differences between elastic constants Cn 
and C22 versus pressure.
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Figure 6.26: Absolute and percentage differences between elastic constants C13 

and C23 versus pressure.
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Figure 6.27: Absolute and percentage differences between elastic constants C44 
and Coo versus pressure.
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6.6.4 Thom sen’s parameters

Thomsen (1986) showed a method for linearizing the velocities for weakly anisotropic 

materials and describe them as functions of angle using jus t a few parameters 

such as e, 6, and 7 . According to Thomsen (1986) the parameters e. 5, and 7 in 

a transversely isotropic medium are:

respectively, where elastic constants Cu, C13, C33, C44, and C66 are described in 

Appendix A .5. The Thomsen parameter e essentially describes the relationship 

between the velocities parallel and perpendicular to layering while the Thomsen 

parameter 6 describes the shape of the P-wave velocity surface at off-axis an­

gles. Thomsen (1986) represented the P-wave velocity surface in a transversely 

isotropic medium as:

where 9 is the angle from the vertical axis of symmetry and a  is P-wave velocity 

in the direction parallel to the vertical axis of symmetry. For the purpose of illus­

tration, the normalized P-wave velocity surfaces are calculated for the isotropic 

case where 6 and e are 0, and two anisotropic cases where e =  0.25 and 5 is either 

0 or 0.25 (See Figure 6.28). The Thomsen parameter 7  describes the relationship 

between the velocities of the two S-waves when travelling perpendicularly to the 

axis of symmetry.

(6.14)

(6.15)

and

(6.16)

(9) =  ao ( l  +  <5 sin2 (9) cos2 (9) +  e sin4 (0)) (6.17)
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—  Isotropic s = 0 8 = 0 
s = 0.25 8 = 0

-  - s  = 0.25 8 = 0.25

Figure 6.28: Velocity surfaces using various combinations of 5 and e.

W hile the layered nature of the oil shale would suggest transverse isotropy, 

differences in  the ultrasonic velocities in the '^  =  (1 0  0) direction as com­

pared to the i t  =  (0 1 0) direction would indicate that the oil shale is weakly 

orthorhombic in nature. Fortunately, Thomsen’s parameters have also been cal­

culated for an orthorhombic medium (Tsvankin, 1997). According to Tsvankin 

(1997), Thomsen’s parameter e can be calculated in the x  and y-directions. The 

Thomsen parameter e in the ^-direction can be written as:

(!) _  C 2 2  —  C33

2C33

=  s t H  ( 6 - i 8 )

where C22 =  pvp[0 1 0] anc  ̂^33 =  0 1] according to Equations A. 130 and A. 135,

respectively. Consequently,

-  UP {0  0 1 ]
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The subsequent uncertainty is:

zye(l) _  1 °i [ 1 0] |
U P [ 0 0 1] \  P p [ 0  1 0] V p [ 0 0 1] /

(6.20)

where AuP^ x 0] and AuP[0 0 q are the uncertainties in uP[0 j 0] and vP[0 0 

respectively.

Similarly, the Thomsen parameter e in the y-direction can be written as:

c(2) - Cu ~  C;33

2C33
1 Chi _  1
2C;33

(6.21)

where C xx =  ppP[X 0 0] an^ C33 =  pz'pp 0 ^ according to Equations A .125 and A .135. 

respectively. Consequently.

2
(2) _  1 VP[  1 0 0] _  1

2 A
(6.22)

p[o 0 1]

The subsequent uncertainty is:

,2
A e (2) _  u p { 1 0 0] I ^

up [0  0  1]

’p[i 0 0 +
A vA[o 0 1

up [q 0 1]
(6.23)

v p [ 1 0 0]

where A uP[X 0 0] and Ai/P[0 0 1] are the uncertainties in vP _̂ 0 0] and vP[0 0 1], 

respectively. The corresponding and were calculated for the oil shale 

as functions of pressure as shown in Figures 6.29 and 6.30. respectively.

In an orthorhombic medium, the Thomsen parameter <5 can be calculated in 

3 different directions. In the ^-direction, the Thomsen parameter S is:

,-(i) _  (C23 +  C44)2 — (C33 — C 4 4 ) 2

2C33 (C33 — C44)
(6.24)

Then one makes the following substitutions:
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A  Depressurization |
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0.100
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0.095
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Pressure (MPa)

Figure 6.29: Elastic coefficient versus pressure.

C23 — —C44—44-

Co o = /1T/2
\

C22 +  C44 — 2pẐ 2 r C33 +  C44 — 2 pzA r^ 1 ^ 1 
~v/2 ~,/5_ I  \ 0 I

22 —  Pup[o 1 op 

C33 =  PVp[0 0 1]:

and C 4 4  =  p z 'ljc )  1 0] =  [0 0 1] direction,

according to Equations A .152, A .130, A .135, and A .134, respectively. This im­

plies:

+

VP[ 0 1 0] +  US[0 1 0] 0 K_J- SJ J-u ~x/2 ~̂ /2

-  ( UP[0 0 1] yS[0 1 0])

*4[o 1 o] +  v p [0 1 0 ]4 [0  1 o] — ^ V p {0 x ojr'2 n ~ - i -  1
u  ~ V 2 ~ v '2

p [0 0 1] (^h [o  0 1] ^s[o 1 o],2vi< l ' t  -  - 2
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Figure 6.30: Elastic coefficient e® versus pressure.

j Pressurization 
I -A - Depressurization

2 4 [ 0  1 0 ] ^ 0 KJ-u ~v/2 PO 's/2 ~v/2
2 / 2 

VP [0 0 1] (^PfO 0 l \ ~  v
2
S[0 1 0])

_  1 ^5(0 1 0]
2 2u2z

(6.25)
' p {o o 1]

where p§[0 x 0j is in the i t  =  [0 0 1] direction. The uncertainty in  5^1 then 

becomes:

A<5(1) =
v p [  0 1 0 ]^^P [0  1 0]
2 2 

v p [0 0 1 ] "  US{0 1 0]

VS[ 0 10] +  2 ^

+
u ~v/2 ~V2

^P[0 1 0]A^P[0 1 0]

Vwn o !] (4 [0  0 1] ^,2
yP[0

2
5[0 1 0])
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+
VP{ 0 1 0] +  ^ [ 0  1 0] +  2 p 2

\/2 ~V2
VP[0 0 l ]A P p [0 0 1]

f p i o o x] u\o 1 0])

S[0 1 0] +  VP\Q 1 Oj^SIO 1 0] +  2 v lP[0 1 0]1 o as-I. «_ !_  
u ~V2 ~V2

Nvp[o o 1]

3 ( 2 2
UP[0 0 1] l^ P [0  0 1 ] “  VS {0 1 0])

4  I ^ [ 0  1 o f  I

+
o  s s - L .  u ~V2 ~v/2

+  V
*>k].

A p’P[0 0 1]

3 [ 2 2
^P[0 0 1] \ f p [ 0 0 1] — ^S[0 1 0])

VS[0 1 0 j +  UP[ 0 1 0] ̂ 1(0 1 0] +  2 u P[0 1 O j ^ p f  1

+
'P5 ~x/2

A  V'P[0 0 1]

Vp [0 0 1] \fp [Q  0 1] US[0 1 0])

4 p5[0 1 Of

+

+

u ~P2 ~Si
+  V*

0 ~v/2 ~/2
A p’P[0 0 1]

Pp[0 0 1] \fp[Q  0 1] ^ [ 0 10])

US[0 1 Oj-^-PtO 0 1] , P5[0 1 0]Ap5 [o 1 0]
,3
' P [0 0 1]

2 2 
VP[0 0 1] ^5[0 1 0]

+

pP[0 1 0] +  VS[ 0 1 0] +  2p
o ~_2_ ~J_  u ~P2 ~V2

P S p  1 0] A p s [o 1 0]

( 2 2
f p [0 0 1] — ^S[0 1 0])

+
2 4 [ 0  1 0]S[0 1 0 ] T  UP [0 1 0] +  4P rn ~J !_0 ~P2 ~P2

US\ 0 1 0 ]^P S [0  1 0]

2 f  o _  2
>[0 0 1] ^ P [0  0 1] US[0 1 0])

+

US [0 1 0] +  ^ P [0 1 o f s {0 1 0] +  2u<P[0 1 o f 2p ^  1_ j  ^ [O  1 0] A p 5 [o 1 0]

2 ( 2  2 
P [0 0 1] V^P [0 0 1] -  K s [0 1 0])

4 v5[0 1 0]*

+
o rj-L. « j _u ~P2 v̂2

+  ro a j-i- a jJ - u \ /2

1 0]APs[o 1 0]

P[0 0 1] i f p [0 0 1] 1 0])
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Figure 6.31: Elastic coefficient 5 ^  versus pressure.

2 vP[0 1 0] S[0 1 0] +  4 v1
P 0

+

^  * 72],
r-t- Kj - ]  y/2 V2\

2 ( 2  
up [0 0 1] V^pfo 0 i } ~  v

2
S[0 1 0])

^5[0 1 1 0]
VP[0 0 1]

(6.26)

where A  is used to indicate that the uncertainty in the following symbol should 

be used. The 5 ^  was calculated for the oil shale and is shown in Figure 6.31. 

In the y-direction, the Thomsen parameter S is:

*<2> =
(C13 +  Cob)2 ~  {C33 ~  C55)'

2C33 (C33 — C55)

Then one makes the following substitutions:

(6.27)

C13 — —Cbb~55' Cn +  Cbb — 2 pu2
*3? 0 *v^],

O33 +  Cbb ~  2py1
'x/2

J 1 
'S2
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Cn  — pvP^ o o]’

C33 =  P^P[ 0 0 1]>

and C 5 5  =  o 0] in the f t  =  [0 0 1] direction,

according to Equations A. 146. A. 125, A. 135, and A. 133, respectively. This im­

plies:

yP[ 1 0 0] ^ 5 [ l 0 0] -  2 v2
. 1 n 1
'V i ° ~^2

2(
2 2

up[ 0 01] ~  t s p 0 0] j

+

VS[1 0 0 jT  uP[l 0 oj^sp 0 0] 2v lP[ 1 0 o]1
p  0

2z/P[0 0 1] { y p [0 0 1] ^S [l 0 0])

2l4 [ 1 0 0 ]^ *4= 0 * 4 .  V i V i
2z/4

p 'V i  ° Vi
2 [ 2    2

tp [0  0 1] (^P [0  0 1] ~  US[L 0 0],

5[1 0 0]
9 9?y2z Z i/P[0 0 1]

(6.28)

where 0 is in the "ft =  [0 0 1] direction. The uncertainty in 5^  then 

becomes:

a < j(2 )  _  y P [ l 0 0 ]A P p [ i  0 0] 

up [0 0 1] — ^ [ 1 0  0]

+

VS[1 0 0] +  2p2
0 « -* -  'V i  V i

VP[ 1 0 0]APp[l 0 0]

2 ( 2  _ 2
tp [0  0 1] \ UP [0 0 1 ] -  u S[l  0 0])

+

VP[1 0 0] +  US[ 1 0 0] +  2v
0 % — 'y/2 U ~y/2

v p [0 0 i]A z /p [0 0 1]

(VP [0 0 1] ts p  0 0] )■

+
us[i 00] +  u p[  1 0 o]us[i 00] +  2 v p [  1 0 o ]^ p f  1

' V i
Au’P[0 0 1]

,3 ( 2  2
P[0 0 1] \ yP[0 0 1] — VS[1 0 0])
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4 p;S[1 0 0]z +  p 4
575 u ~75

•̂ •PplO 0 1)

3 ( 2 2
^PfO 0 1] V^P[0 0 1] — US[ 1 0 0];

+

4 t — —
5[1 0 0] +  VP[1 0 0 + S [l 0 0] +  2 p :P{ 1 0 0]p

[*Js 'v/2
A p’P[0 o 1]

Vp[0 0 1] (^P [0 0 1] ^S[l 0 0])

+

+

+

4 I *4[ 1 0 0 ]^ r +  P4 r ,
« 4 -  0 ss4=•v/2 p2 P ^ , 1  n  i

~ 7 3  0 ~75.
A p’P[0 0 1]

^P[0 0 11 {yp[0 0 2] us{ 1 0 0])

^ [ l  0 Ol^^-PlO 0 1] P s [l 0 0]A p s [ !  0 o]
o "T

^P[0 0 1]

^ p f i  0 0] +  ^ s f i  o 0] +  2 p ^ s_!_ 0 P2 U ~ n/2
PS[1 0 0]^^S[1 O 0]

^P[0 0 1] US[l 0 0],

+

2 p !5[1 0 0] +  ^ P fl 0 0] 4- 4p -J_ o «-2- 'P2 U ~,/2
PS[1 0 0 ]A p s [i  0 0]

'P[0 0 1] ( V P[I -  V 2p;o o i i  u s ! i o o]

+
S[1 0 0] +  UP[1 0 0]uS[l  0 0] + 2p P[1 0 Of *-L- n ~u_"n/2 U ~P2

VS[1 0 0 ]A p s [ !  o 0]

2 f 2 2
*+>[0 0 1] ^VP[0 0 1] — ^S[l 0 0]) '

4 p;S[1 0 0]p

+

, 1 +  p 4
*7 1  0 * 7 f . p 1

° * 7 ? ]
9

^P[0 0 1] 3̂ 
to

o o i]  “
u 2 5[1 0

^S[l 0 0]^Ps[i 0 0]

2  I UP[ 1 0 0 ] +  2 t/I [ l  0 0]

+

+

+  4 p 2 _
h A p r i

p ss—  0 % — u ~V2 /  ' * 7 !  0 * 7 ? p U

Porn 0 X] (^orn n r, -  P:
,2
XP[0 2  -  V2P[0 0 1] " s [  1 0 0])

Vs[ 1 0 0]^PS[1 0 0] 
,2 (6.29)

^P[0 0 1]

where A  is used to indicate that the uncertainty in the following symbol should
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Figure 6.32: Elastic coefficient 6®  versus pressure.

be used. The 6^  was calculated for the oil shale and is shown in Figure 6.32. 

In the ^-direction, the Thomsen parameter 6 is:

\ 2  s i  \ 2

(6.30)
r(3) _  (Ci2 +  Cqq) — (Cn — Cq$) 

- On (Cn — Cqq)

/ \ /
Cn +  Cee — 2pzA r , ] 1 ) C22 +  CqQ ~ 2pV1 r

I *✓2 ^^2° . / v p *71 %7f° _

Then one makes the following substitutions:

C12 =  —Cffi —
\|

C n =  puP[10 0],

C22 =  PVp[o 1 0] ’

and Cqq =  0 o] in  the i t  =  [0 1 0] direction,

according to Equations A.140, A .125, A .130. and A .129, respectively.
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This implies:

=

UP[0 1 o] ' US[ 1 0 0] 2 v ~p
72 73

2 ( f p {  1 0 0] 4 [ 1  0 0])

+

VS[1 0 0] +  UP[Q 1 0]^S[1 0 0]PI -  2 p IP[0 1 0] u —5- w-5-0 '7 3  ~ 7 3 U

2z/orP[ 1 o 0] { f p [ l  0 0] " S l l  o o],1 — Pc

2uS[l o o f l s-3- 73 ~ V 2 U

2z/4
p '73 73°

2 ( 2  2 
>[1 0 0] f P l l  0 0] “  ^S[l 0 0];

_  I_ US[\ 0 0] 

2  2 u P[l 0 0]
(6.31)

where 0 0j is in the i t  =  [0 10] direction. The uncertainty in 5^  then 

becomes:

A 6{3) =

+

+

UP[ 0 1 0 ]A P p [p  1 0]

"  US[ 1 c 

+  2 p 2

2 2 
UP{ 1 0 0] — ^ S [l 0 0]

'S [ l  0 0] . i i n 
' 7 3  ~ 7 2 °

Vp[ 0 1 Oj^^PfO 1 0]

2 (  2   2
^P[l 0 0] V̂ P[1 0 0] — ^S[l 0 0]

yP[0 1 0] +  ^ S [l 0 0] +  2  p 2
'7 3  ~ 7 2 U

\
Pp[ 1 0 0]^^P[1 0 0]

f p {  1 0 0] ^ [ l  0 0] j

+

4 i 2 2 O 2 , 2
^S fl 0 0] +  ^P[0 1 0]^S[1 0 0] +  - u p[0 1 o f p ss-5-0 '7 2  ~ 7 3 u

A p 'p [ 1 o o]

3 I o 2 ’
P[1 0 0] \ fp \ l  0 0 ] -  ^S[l 0 0]j

4 p S[1 0 0] p

+
ss-i-0 

' 7 2  ~ 7 2 U
+  y i  j -  i n 1 A U p [ l  0 01 

'72 ~ 7 3 u

3 j 2 2 '
P[1 0 0] \ f P [ l  0 0] — ^S [l 0 0],
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+

4 _i_ 2 2 ) o  2
US[ 1 0 0] +  UP[0 1 0 ]^S [1  0 0 ] +  - up [0 1 o f --j- R: —0 '72  ~ 7 5 °

A p P[1 o o]

v P[l 0 0] ( f p [ l  0 0] US[1 0 0 ])

4 v5[1 0 0] V

+

+

r +  p4 r1 ~ 1 a775 ~ 75 p ^  ̂ 'N, -1—0 A p 'P{ 1 0 0]

Vp[ 1 0 0] ^ P [1  0 0] U~S{ 1 0 0],

^[1  0 0]& uP[l 0 0] Us[I 0 0]Aps[i 0 0]
/3 +VP[1 0 0]

'P {0 1 0] +  ^ [1  0 0]

2 2 
UP[ 1 0 0] ~  VS{1 0 0]

+ 2 V 2

+
'-3- *-3-0'72 ~75°

^5[1 0 0]Az/5[i o 0]

^P [l 0 0] 0 0],

2i/SS[1 0 0] +  UP[0 1 0] +  4p

+
~7~ 0'72 ~ 7 5

Vs[ 1 0 0]AP5[i 0 0]

UP[ 1 0 0] ( f p {  1 0 0] V
2
S[1 O 0],

S[1 0 0] +  UP{0 1 0 ]"S [1  0 0] +  2 i/P[ 0 1 o]p

+
p  «4=75 75

^ s [ i  o o ]A ^ s [ i  o o]

r2 /  2
P[1 0 0] o 0]

^S p  0 o f ~

+ '75  75
P

’i p  0 0])

l/S[ 1 0 0 ]A P 5[! 0 0]

2 / 2 2 
^P[l 0 0] (^ P [l 0 0] ~  US[l  0 0];

2 I ^ p [q i  o] +  2z/Sp 0 0] +

+

+

--3- *-3 -0  '7 5  ~ 7 5 u
-  i  ~  i  n  
' 7 f  ~ 7 5 °

A p
■j—L _ j v _ 1_0'y/2 ^>/2U

2 /  2    2
^P[l 0 0] ^P p  0 0]“  ^S[l 0 o];

^S p  0 0] A p s [i  0 0] 
,2P t

(6.32)
'P [ l  0 0]

where A  is used to indicate that the uncertainty in the following symbol should 

be used. The S ^  was calculated for the oil shale and is shown in Figure 6.33.

According to Tsvankin (1997), Thomsen’s parameter 7  can calculated in the 

x  — z  and y  — z  planes. The Thomsen parameter 7 in the x-direction can be
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Figure 6.33: Elastic coefficient S^  versus pressure.

w ritten as:

7 (U = Cqq C55
2C55

1 Cm 1 
2 C Z ~  2

(6.33)

where C 5 5  =  pv| [0 0 ^  and Cm =  P^s[0 1 0] t îe =  [10 0] direction according 

to Equations A .127 and A .126, respectively.

(1) =  1 us[0 1 oj _  i  
7 2 v l   9

1

The subsequent uncertainty is:

,2
A y (1) =,(1) _  us[o 1 0] '5[0 1 0

VS[0 0 1] V k5[0 1 0]
+

Az/'5[0 0 1

^S[0 0 1]

(6.34)

(6.35)
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where AuS[o 1 o] and A ^5[0 0 1] are the uncertainties in z/S[o 1 o] and i/S[o o ip re­

spectively. The Thomsen parameter 7  in the y-direction can be written as:

7P) = Cfi6 — C.44

2C44
1 Cqq 1

2 C Z  ~  2
(6.36)

where C44 =  pu2s^ 0 ^ and Cm =  pu2s^ 0 0] in the i t  =  [0 1 0] direction according 

to Equations A. 131 and A. 129. respectively.

r  , =

The subsequent uncertainty is:

V 2(2) _  S[ 1 0 0]

2
(2) _  1 ^S[l 0 0] _  1

2 v2

Af~> =
'S[0 0 1]

S[0 0 1]

Az'sfi 0 0] , Avs[o 0 n
-------------------------------------1-----------------------------------^

V Z'sfo 0 1]

(6.37)

(6.38)
v S[l 0 0]

where Az/s[o 0 1] and Az/s[i 0 0 ] are the uncertainties in us[o 0 1] and v§[i 0 0 1 : re­

spectively. The 7 ^  and 7 ^  were calculated for the oil shale and are shown in 

Figures 6.31 and 6.32, respectively.

In Thomsen (1986) once e and 5 are determined the P-wave velocity can be 

determined as a function of angle. The same can be done w ith e ^ , ê 2\  

and S(3). The P -wave velocity in the x — z plane was defined by Tsvankin (1997) 

as:

Vp (8) =  Vpo ( l  +  <5^ sin2 9 cos2 8 +  sin4 O'j (6.39)

where Vpo is the P-wave velocity in the i t  =  (0 0 1) direction and 6 is the angle 

from the z-axis. Similarly the P-wave velocity in the y — z plane can be defined 

as:

Vp (8) =  Vpo ( l  +  sin2 8 cos2 8 A  sin4 8j  . (6.40)
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Figure 6.34: Elastic coefficient 7 ^  versus pressure.

As the pressure is increased from 0 to 4 MPa (40 bar), both and e ^  

in itia lly  increase. This may be caused by the in itia l closure of the microcracks 

(Figures 6.29 and 6.30). However, the gradual decrease in and as the 

pressure is increased from 6 MPa (60 bar) to 20 MPa (200 bar) indicates the 

oil shale is more isotropic w ith increased pressure (Figures 6.29 and 6.30). This 

may indicate that the microcracks are almost completely closed. However, at 

20 MPa (200 bar) both and e® are non-zero and not equal to each other 

indicating that the oil shale is indeed orthorhombic. As the pressure decreases 

from 20 MPa (200 bar) to 4 MPa (40 bar), there is no significant change in either 

e(i) or €(2) indicating that the orthorhombicity of the oil shale sample does not 

change. This may indicate that some of the orthorhombicity of the sample is 

controlled by microcracks and that the oil shale may be overall orthorhombic or
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Figure 6.35: Elastic coefficient 7®  versus pressure, 

tha t heterogeneity is present.

6.7 Conclusions

P-wave and S-wave waveforms were recorded in 6 well-chosen directions using the 

long established pulse-transmission methodology fo r pressures up to 20 MPa (200 

bar). The arrival times of these waveforms were measured and the P-wave and S- 

wave velocities were determined as functions of pressure. Velocity hysteresis was 

observed indicating the possible presence of microcracks. Unexpected differences 

in  the velocities indicate the oil shale is, at face value, weakly orthorhombic 

and not transversely isotropic as expected. The resultant elastic constants as 

functions of pressure also showed this hysteresis and indicated that the oil shale 

was orthorhombic. Thomsen/Tsvankin parameters were calculated as functions
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of pressure and i t  was found that at higher confining pressure, the oil shale 

appeared more isotropic but was s till overall at least orthorhombic. Barring 

experimental error or heterogeneity in the oil shale, the orthorhombicity of the 

sample was partia lly  controlled by microcracks or oriented void spaces but was 

s till dominated by the intrinsic anisotropy or layering.
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Chapter 7 

Conclusions

7.1 Summary

The purpose of this work was to investigate the anisotropy of orthorhombic and 

transversely isotropic materials w ith experimental application to a real rock. The 

r  — p methodology was applied to an isotropic glass block in Chapter 3 which 

was previously published in  Mah k  Schmitt (2001b). Previous work by Kebaili 

k  Schmitt (1997) used only P-waves. I t  was found that phase velocities could be 

determined as functions o f the phase propagation angle for P-wave and S-wave 

propagation using the r  — p methodology to w ith in  1 % when compared w ith  the 

conventional pulse-transmission methodology. This allowed the elastic constants 

for an isotropic material to be determined.

The r  — p methodology was then applied to phenolic which is canvas held 

together by a phenol resin (Chapter 4; Mah k  Schmitt, 2001a; Mah k  Schmitt, 

2003). Clean P-wave and SH-wave waveforms were achieved and the resultant 

phase velocities as functions of angle were calculated. However, problems were 

encountered in acquiring clean SV-wave data due to the coupled nature of P- 

waves and SV-waves. Due to the weave and layering of the canvas, the pheno­

lic was expected to  have an orthorhombic symmetry. The r  — p methodology 

was used to determine the phase velocities w ith phase propagation angle in an
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anisotropic medium. Numerous sets of waveforms were acquired in a variety of 

well chosen directions allowing for the phase velocities to be determined in a vari­

ety of directions that were not symmetry dependent. Using a non-linear iterative 

inversion, assuming orthorhombic, monoclinic, and tric lin ic  symmetry, up to all 

21 elastic constants were determined for the phenolic. I t  was found that phenolic 

is predominantly orthorhombic in nature and that the r  — p methodology as able 

to determine phase velocities as functions of propagation direction in anisotropic 

media. Phase velocities were also calculated in a forward manner from the 21 

elastic constants derived from the inversion and i t  was found that they were in 

good agreement w ith  the observed phase velocities.

An oil shale was chosen for indepth study using th in section, pyrolysis, whole- 

rock analysis, X-ray diffraction, scanning electron microscopy, and electron mi­

croprobing (Chapter 5: Mah k  Schmitt, 2002) in order to determine its compo­

sition since the seismic properties of rocks are controlled by their composition 

and structure. A lbite, calcite, dawsonite, dolomite, kerogen, pyrite, and quartz 

were positively identified as being present in the oil shale and other minerals 

such as anorthoclase, illite , and ilmenite are thought to be present. However, 

the material is predominantly kerogen which contributes almost 50 % by weight. 

The relative concentration of these minerals has been identified. I t  has also been 

determined that the oil shale is layered at scales from a few microns to a few 

millimetres. Further, there may be some preferential distribution or preferential 

orientation of these minerals. There are also some indications that the dolomite 

in the oil shale may have been deposited by direct precipitation as opposed to 

diagenesis of calcite. The composition and structure of the oil shale has been 

determined.

Preliminary application of the r —p methodology yielded poor quality data on 

the oil shale. Consequently, conventional pulse-transmission tests were performed
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on the oil shale instead (Chapter 6; Mah & Schmitt, 2002). P-wave and S-wave 

waveforms were recorded as a function of pressure up to 20 MPa (200 bar) in a 

pressure vessel. The velocities were measured as functions of pressure and the 

elastic constants as functions of pressure were calculated. Even though the oil 

shale was expected to be transversely isotropic on the basis of its layering, it  

was found to be at least transversely isotropic i f  not weakly orthorhombic in 

nature. Velocity and elastic constant hysteresis w ith pressure shows that there 

may be microcracks or oriented void spaces present in the oil shale and that 

there may be a preferential orientation to these. Thomsen/Tsvankin parameters 

were calculated and showed the anisotropy of the oil shale slightly decreased w ith 

pressure.

7.2 Future Work

7.2.1 r  — p m ethodology

As has been previously discussed, the r  — p methodology has allowed the phase 

velocities to be determined in a variety of directions tha t are not symmetry de­

pendent on both isotropic and anisotropic materials (Mah &  Schmitt, 2001a; Mah 

&  Schmitt, 2001b; Mah k. Schmitt, 2003). This has allowed the fu ll anisotropy 

of the synthetic materials to be determined. However, the r  — p methodology 

has been unexpectedly unsuccessfully in determining phase velocities in an oil 

shale due to its attenuative nature. The r  — p methodology should be applied to 

a more suitable sample allowing all 21 elastic constants to be determined. This 

w ill also allow more indepth studies of dispersion and scaling effects in  real rocks. 

Once the t  —p methodology is perfected at room pressure, i t  should be applied to 

a sample under confining pressure to allow the elastic constants of the material 

to be determined as functions of pressure. This would not be to d ifficu lt since 

the r —p methodology is readily applicable to cylinders and rectangular prisms.
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7.2.2 3rd order elastic constants

The generalized Hooke's law is described in Appendix A in detail where the 

stress is related to the strain by the elasticity tensor Cy*/ and the 2nd order 

equation A .21:

is derived. This equation does not take into account the change in elastic con­

stants w ith pressure as observed in the oil shale. Work done by Breazeale (2001) 

and Thurston & Brugger (1964) has allowed Equation A .21 as:

where p is the density. U  is the displacement, and the tensor cfjkl is determined by 

not only velocities or the stress-strain relationships but also by the deformation 

gradients or the changes in the stress-strain relationships w ith  pressure. I t  is 

possible that 3rd order elastic constants may be calculated for pressure regimes 

where the elastic constants of the oil shale are changing linearly w ith  pressure. 

This w ill allow for more accurate modelling and processing using non-linear wave 

equations for seismic waves travelling through rocks at deeper depths. The study 

of nonlinear propagation of elastic waves, particularly through the earth, is only 

in its nascent stage. However, studying this nonlinearitv may provide some new- 

useful insights into materials at depth in the earth in coming years.

7.2.3 Backus modelling

Seismic waves passing through a series of layers do not see the individual layers 

when the wavelength is larger than the individual layers (Backus, 1962; Carcione

pLi — CijklL l,jk (7.1)

pUi — (7.2)
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et al., 1991). This has been studied in the laboratory using isotropic layers 

of glass and epoxy or plastic and steel disks that overall have a transversely 

isotropic response (Marion et al., 1994; Melia &: Carlson, 1984). The oil shale 

is composed of layers that w ill behave as an effective anisotropic medium. Since 

the composition of the oil shale has been relatively well quantified and the elastic 

constants of the individual minerals are well studied in the literature, numerical 

models can be bu ilt attempting to describe the anisotropic response of the oil 

shale and comparisons made w ith  the observed oil shale response.

7.2.4 Anisotropic turning ray

In an isotropic medium, Snell’s law is simply:

sin (&i) _  sin (fl2)
Vi V'2

where 9\ and 02 are the angles at which the seismic wave enters and leaves the 

interface between the velocity contrast, respectively. V\ and u2 are the velocities 

above and below the interface between the velocity contrast, respectively. As 

seismic waves travel through an isotropic material w ith a linear velocity gradient 

that increases w ith depth the seismic waves tend to turn back towards the sur­

face (Shearer, 1999). Turning rays have also been theoretically and numerically 

described for an anisotropic medium w ith a linear velocity gradient by Shearer 

&  Chapman (1988). These turning rays have been investigated in snow and ice 

using data from laboratory studies on cores (Bennett, 1968). The oil shale mea­

surements have shown that the velocity in the oil shale increases w ith pressure 

and hence for increasing depth. Numerical simulations could possibly describe 

turning rays in an oil shale formation. This w ill be of interest because ray paths 

so produced are substantially more complex than those for isotropic media. Such 

results w ill be important in tomographic inversions in areas w ith an anisotropic 

overburden.
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A ppendix A

Elastic constant formula 
derivation

A .l  Theory

The following is a brief summary of the mathematical work and a more complete 

description can be found in Lay &  Wallace (1995) and Musgrave (1970). It is 

im portant to discuss the underlying theory of elasticity as it  applies to elastic 

wave anisotropy.

To begin, the stress is related to strain by the stress-strain relationship which 

is given by the generalized Hooke’s Law where the Einstein summation conven­

tion w ill be used:

O'ij Cijkl^kl  ( - ^ - f )

where 

i =  1,2,3; 

i  =  1,2,3; 

k =  1,2,3;

1 =  1,2,3;

aij is the second order stress tensor,
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€ki is the second order strain tensor, and

Cijki is the fourth rank elasticity tensor with components of stiffness.

Since the elasticity tensor has 4 indices, each of which goes from 1 to 3, the 

elasticity tensor has 81 elements present.

I f  one takes the unit cube as an example then aXj  is the stress or pressure on 

the i th face in the Xj direction as shown in Figure A .I. The i th face is the face 

on the unit cube whose outward normal is parallel to the Xi direction as can be 

seen in Figure A.2. For convenience, in this thesis x, y, and z w ill be used for x1; 

X2, and x3, respectively.

The strain tki is defined in a similar manner to the stress <7^. The strain 

6m is the strain on the kth surface in the xi direction and w ill be defined by the 

following formula (Lay &  Wallace, 1995) as:

e“  = 5 ( w  + S )  ( A ' 2 )

where Uk is the displacement in the Xk direction.

A closer look at en, 622: and 633 shows that these strains are distortions in 

the size of the unit cube.

These are strains normal to the surface, 
(i.e. compression or elongation)

1 611 =  w t  which is an elongation of 
the unit cube in the x x direction 
£22 =  fy t- which is an elongation of 
the unit cube in the x2 direction 
633 =  which is an elongation of 

\  the unit cube in the X3 direction

A closer look at ei2, 613, and e23 shows that these are distortions in the shape of
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>  X2

Ax

ax 2

Figure A .l:  a -̂ is the stress on the i th face in the Xj direction. gL is the stress on 
the face opposite the i th face on the unit cube and is defined as <7y +  (—Ax*).
A  Xi is the w idth of the unit cube in the X{ direction.

the un it cube.
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Face 3

Face 1

Figure A .2: Face 1 is the face on the un it cube whose outward normal is parallel
to direction x\. Face 2 is the face on the unit cube whose outward normal is 
parallel to direction x 2. Face 3 is the face on the un it cube whose outward 
normal is parallel to direction x%.

ct) to II to | 
►—* au1 

5x2
4- 9u->\ 

d x j is
in the X2 direction

eis =  5 ( 8D'i
8x3 +  m i)8x1) is

in the X3 direction

e23 =  2 (
am
8x3 +  m )  

^  9X2 J is
in the X3 direction

is the shearing on surface 1These are strains parallel 
to the surface, (i.e. shear)

As can be easily seen from Equation A .2. is equal to (i.e., 612=621 and

so forth.) This symmetry implies:
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C-ijkl Gijlk • (A-3)

A  sim ilar symmetry exists for the stress tensor as well where d j  is equal to 

aji. This symmetry of stresses implies:

C-ijkl — Cjikl ■ (A-4)

Using the symmetries in the stress and strain tensors reduces the 81 element 

stress-strain tensor to only 36 independent elements.

Arguments of symmetry and thermodynamics (i.e.. internal energy of the

material must increase w ith  a strain) reduces from 81 to 21 the components of

stiffness (Musgrave, 1970). For the sake of convenience, the Cijki stiffness tensor 

can be represented as a symmetric 6 x 6  matrix Cmn.

The stiffness Cijki can be transformed to Cmn  according to the rule (Vestrum, 

1994):

 ̂ r i i ^  i= j  ,M  =  { ,. ., . . .  , . and
9 - { t + j )  l f i ^ j

(A-5)

N  =
k if  k = l
9 ~ { k  +  l) i f  k #  1 ‘

Using this formula translates the generalized Hooke’s Law from ay,- 

to the following form:

(A.6)

Cijkltkl

"  ° u  ‘ C \\ C12 c 13 C14 C15 C l6 1
022 C21 C22 C23 C24 c 25 C26
033 U31 C32 C33 C34 C35 C36
023 C41 C42 C43 C44 c 45 C46

0"l3 C51 C52 C53 C54 Coo Co 6
.  012 . . C(ji C52 c 63 U*64 c 65 ^66 .

=  Cn m  and by examination it  may be noted

Cll
622
3̂3

2 623
2ei3

1<NOl1

(A-7)

dent stiffnesses exist. However, this is the most general case where there is no
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symmetry. I t  is useful to examine briefly how the elastic tensor Cmn appears 

w ith decreasing symmetry. For cubic symmetry. 3 independent constants are 

required (Musgrave, 1970).

C i i  =

a b b 0 0 0 '
b a b 0 0 0
b b a 0 0 0
0 0 0 c 0 0
0 0 0 0 c 0
0 0 0 0 0 c

(A.8)

For hexagonal symmetry (transverse isotropy), 5 independent constants are 

required (Musgrave, 1970).

where x =

Ci j  =

a b c 0 0 0 '
b a c 0 0 0
c c d 0 0 0
0 0 0 e 0 0
0 0 0 0 e 0
0 0 0 0 0 X

(A-9)

Orthorhombic symmetry is characterized by 3 mutually orthogonal planes of 

symmetry and 9 independent elastic constants (Musgrave, 1970).

Ci j  =

a b c 0 0 0 '
b d e 0 0 0
c e f 0 0 0
0 0 0 9 0 0
0 0 0 0 h 0
0 0 0 0 0 i

(A-10)
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In  contrast to the previous cases, i f  no symmetry is present the material is 

treated as triclin ic which is characterized by 21 independent elastic constants 

(Musgrave. 1970).

C r j  —

a b c d e f  1
b 9 h i j k
c h I m n 0
d i m V q r
e j n Q s t

. / k 0 r t u _

(A . l l )

For a variety of reasons, one might expect the symmetry of many rocks to 

be rather low, w ith orthorhombic symmetry being that of the lowest symmetry. 

However in natural crystals less symmetry can exist, as in the cases of calcite and 

plagioclase feldspar in order of symmetry and requiring an increasing number of 

elastic constants of 7 and 21, respectively.

Determining the stiffness tensor directly by actually applying large pressures 

and shears to the sample and determining the infinitesimal compressions can be 

difficult. Instead, i t  is often simpler to determine these properties indirectly by 

measuring the elastic wave velocities and densities of the material.

A .2 Relationship between stiffness and anisotropic 
velocities

Newton’s second law states that the sum of the forces applied to the unit cube w ill 

be equal to the mass times the acceleration. In other words, the mass multiplied 

by the acceleration in the Xi direction is equal to the sum of the forces in the x l 

direction:

=  rrict (A.12)
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Take for example in the Xi direction J2 FXl =  maXl =  m i \ .

= +
d a n

O n  - 1 0-11
d x i

( da21
021 — 1 <721 -J-

dx2

I dozi
031 — 1 031 +

dxz

- A x i ) j A x 2A x

- A x2)^ A x iA x

-A a r3)^ A x iA x

(A-13)

This equation simplifies to the following:

'da 11 da21 da31\
— h -5 b -r—  A a q A ^A xs
 ̂ OX\ 0 X 2 OX% J

d  {C nkVk l)  <5 {c2lkU k l)  , d  (C3ik l t k l )
dxi dx2 dx3

A x xA x 2Axz (A .14)

But =  0 for m = l,2 ,3  since the material is assumed to be homogeneous 

and the elastic constants cannot change w ith position.

This means:

However,

deki deki deki
c i l k l ~ z  r  C 2 i k i ~ x  r  C 3 i k i ~ x —

OX\  OX2 OX3
ArtiA a^A zs .

^ 2 F X j =  mUi =  p A x \A x 2AxzUi

(A.15)

(A.16)

where p is the density for the unit cube.

When Equation A. 15 and Equation A.16 are combined, one obtains the fol­

lowing:

p A x \A x 2A x 3Ui — Ciikieki , iA x iA x 2Axz 

which can be simplified to:

(A-17)
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P&i — Cijkl^klJ ■ (A .18)

But, as defined before:

1 f d U . d U A  
€kl 2 \  dx t dxk)

=  x {Uk,i +  hi,k) , (A.19)

which implies:

i  /  d2u k , d 2ut
2 \d x id x j  dxkdxj

-  9 (Uk,ij +  Ui,kj)  • (A.20)

So, when Equation A.20 is substituted into Equation A .18, one obtains the 

following:

p L i  — Cijki ^  {U k,lj “h U ^kj)^ j  

=  9 {.Cijlk^kJLj +  ci jk i^ l , k j )

=  CijkiUijk . (A.21)

Due to the simplicity of using plane waves, i f  one assumes that the plane 

wave solutions to this equation are of the form:

Ui =  Aiei 2-xVrXr-vt) (A 2 2 )

where v is the phase velocity, i t  =  (n1; n^.n^) is the wave front normal, ~X — 

(A i, A 2, A3) is the amplitude vector, and ~x? =  (mi, m2, m3) is the position vector. 

From this ansatz
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and

Ui =  ( - 1/ A i e ^ ™ - ^

2 ~ \ 2
v - j - )  Aiei^ nrXr~vt) . (A.24)

Similarly,

UL =  A ^ 71̂ - ^  , (A.25)

L \ j  =  i y n i A ie ^ (n,I," ,<) , and (A.26)

UlJk = { i ^ ) 2

=  ~  ( y ) 2 n j U k A t e ^ ™ - ^ .  (A.27)

When Equation A .24 and Equation A.27 are substituted in Equation A .21 

one gets the following:

2^- \  2
UT L \ A .ei ^ nrXT-ut)

Equation A .28 simplifies to:

pv2Ai =  CijkiUjUkAt (A.29)

The following substitution Tu =  CijkirijUk is used where Ta are the Christoffel 

equations (Musgrave, 1970). When this substitution is made into Equation A .29 

one obtains the following:

-Cij k i  ( y ) 2 n j U k A ^ ^ - ^ (A.28)
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p irA i  =  TuAi (A .30)

which implies

( r i; -  Ai =  o . (A.31)

When written in matrix form, this equation is an eigenvalue problem. B x  — 

Ax, where the eigenvalues and eigenvectors of the system are equivalent to the 

phase velocities and amplitude vectors respectively.

Tn r 12 r  13

r 2i r 22 r 23

r 3i r 32 r 33

A i A i
a 2 0=  pu~ a 2

.  a 3 .  a 3
(A.32)

For example, the case of the orthorhombic medium has the following 2- 

dimensional stiffness matrix:

a b c 0 0 0 '

b d e 0 0 0
c e / 0 0 0
0 0 0 9 0 0
0 0 0 0 h 0
0 0 0 0 0 i

C ij  —

where the letters a through i represent the 9 independent elastic constants. 

For the direction i t  =  (1,0,0) Equation A.32 becomes:

a 0 0 ' A i A i

0 i  0 a 2 =  pu> a 2

I

-c?oo
1 i

CO

I

---
1

CO

»

(A.33)

Three eigenvectors and corresponding eigenvalues are determined as follows: 

A t =  (1,0,0) pu12 =  a

A^ =  (0,1,0) p;/22 =  i

aJ =  (0,0,1) pz/32 =  h
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where A\ is the P-wave or compressional wave polarization while A 2 and A 3 are 

the two S-wave or shear wave polarizations.

By being able to forward calculate the phase velocities from the elastic con­

stants one is able to determine the elastic constants from the phase velocities. 

However, one must s till be able to calculate the phase velocities from the group 

velocity data. In  order to do this operation, the Radon transform w ill be em­

ployed.

A .3 Isotropic case: 2 elastic constants

The elastic constants for an isotropic solid is:

C11

Ci j  —

C12
Cn

C12 0 0

0

C12 0 0 0
C11 0 0 0

C 44 0 0
C44 0

p 1
(A.34)

where C12 — C11 — 2C44.

For #  =  [100] ,  the Christoffel m atrix (according to Appendix B) is:

---
1

p 0 0
1 1

p
1 f1

0 c 44 0 a 2
0

=  pu- A 2

1 
-

0 0 p 1 . '^3 . 1CO1

This implies:

Pu~p\\ 0 0] =  Cn  (A.36)

Pys[ 01 0] =  Caa (A.37)
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PUS[0 0 1; -  ^44 (A.38)

where uP[X 0 o] is the P-wave w ith particle motion [10 0], z/s[0 : 0] is the S-wave 

w ith particle motion [0 10], and uS{o o i] is the S-wave w ith particle motion 

[0 0 1],

A .4 Cubic case: 3 elastic constants

The elastic constants for a cubic solid is:

C i j  =

C 1 1  C 1 2 Ci2 0 0 0 '

C n C i 2 0 0 0
C n 0 0 0

C44 0 0
C 4 4 0

C44 .

(A .39)

For i t  =  [100] ,  the Christoffel m atrix (according to Appendix B) is:

1001—<
01 

...

1 1

A i0T0

a 2 =  pv2 A 2

r 0 0 p I . -̂ -3 . . ^3

This implies:

Pup [i  o o] =  £ 1 1  (A -4 1 )

Pus[o i  o] =  ^44 ( A .42)

Pus[o o i] =  ^44 ( A .43)
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For i t  =  [0 1 0], the Christoffel m atrix (according to Appendix B) is:

C44 0 0
0 C n  0 
0 0 C 44

A i ■^l
a 2 =  p u 2 a 2

1 W 1 
_

-̂ ■3

(A.44)

This implies:

Pvs\\ 0 0] — £44 (A.45)

p4[o 1 0] -  Ci 1 (A.46)

P"s[o 0 1] “  C44 (A.47)

For '#  =  [001] ,  the Christoffel matrix (according to Appendix B) is:

C44 0 0
0 C44 0
0 0 Cn

This implies:

11_ \1

a 2 =  p v 2 a 2

A z

CO

(A.48)

Pus[i 0 0] =  G44 (A.49)

Pus[ 0 1 0] =  c.44 (A.50)

Pup[0 o i] — Cu (A.51)

For i t  =  0 , the Christoffel m atrix (according to Appendix B) is:

2 (C 1 1  +  C 4 4 )  |  {C\2 +  C 4 4 ) 

2 (C 1 2  +  C 4 4 )  |  ( C n  +  C 4 4 ) 

0 ‘  0

0
0

C44

A i A \

a 2 =  p u 2 a 2

.  A s  . .  ^ 3  .

(A.52)
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This implies:

X  -k  0
— C44 +  - C n  +  ^ C i2

pul \ ^  o~\ ~  0 (Cu ~  C l2)* [ V2 V2 U

P̂ SJO 0 1] — C44 

Equation A .53 can be transformed into the following form:

C12 =  2pu2
n/2 V2At 0

— 2C44 — C n

A .5 Hexagonal case: 5 elastic constants

The elastic constants for an transversely isotropic solid w ith  a vertical 

symmetry is:

Ci j  —

C13 0 0 0 ..
I

C13 0 0 0

C33 0 0 0

C44 0 0

C44 0

£
 

1. 
.

where Cn =  Cn ~  2C66-

For i t  =  [100] ,  the Christoffel m atrix (according to Appendix B) is:

'  C11 0 o '

1

ir
1

- 4 i

0 c 66 0 . 4 . 2
0

=  p u ~ a 2
0 0 C44 .  '^ 3 1

CO

T
1

(A.53) 

(A .54) 

(A .55)

(A .56) 

axis of

(A .57) 

(A-58)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



APPENDIX A. ELASTIC CONSTANT FORMULA DERIVATION 308

This implies:

Pu<p[i o o ] - ^ :11 (A.59)

Puls[ o 1 o] — ^ 66 (A .60)

PUS{0 0 1] — ^44

For i t  =  [0 1 0], the Christoffel m atrix (according to Appendix B) is:

(A-61)

This implies:

^66
0
0

0 0 
Cxi 0
0 C 4 4

A\ A i
a 2 =  pu1 a 2---

1

C
O» “

1

C
O

T
1

(A.62)

Pu<s[ 1 0 0] — ^ 66 (A.63)

p4[o 1 0] -  C11 (A .64)

P4[0 0 1] — ^44

For i t  =  [0 0 1], the Christoffel m atrix (according to Appendix B) is:

C44 0  0 A \

(

l—
i

1

0 C 4 4  0 a 2

<N

II

to

1

0 0 C
O

1 1 C
O

1 1 C
O

1

This implies:

;a .65)

(A .66)

Pus[i 0 0] — ^44 (A.67)
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PUS[ 0 10]“ ^ 44 (A.68)

For i t  = A- 0 -A 
Lv/2 u V2j

Pup [o o i] — ^33 (A.69)

, the Christoffel m atrix (according to Appendix B) is:

2 (C ll +  C44) 0 |  (C13 +  C44) 1 A\ A\
0 5 (C44 +  Cqq) 0 A2 =  PS Ao

\  (C13 +  C44) 0 |  (C33 +  C44) . A3 - ^3
. (A .70)

This implies:

PK n «— 'y/2 U ~V2
-  (Cn +  C33 +  2C44) +  - J -  (Cn  -  C33)2 +  (C13 +  C44) ‘

P ^ o  1 0] — 9 (^44 +  C66)

(A.71)

(A.72)

PK — ^  (Cn +  C33 +  2C44) — -  J -  (Cn — C33)2 +  (C i3 +  C44)2

(A-73)

Equation A.71 can be transformed into the following form:

C13 — —C44 — Cn +  C44 — ‘IpiK
.J_ 0 tx-L- 'V2 U ~v/2

C33 +  C44 — 2 ptK
*72 0 *^2

(A-74)

N.B. «  means that the particle motions are only approximately in this direc­

tion due to the particle motions not being exactly parallel or perpendicular to 

the dirction of propagation.
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A .5.1 Proof of hexagonal sym m etry is equivalent to trans­
verse isotropy

Hexagonal symmetry is thought to be representative of transverse isotropy where 

transverse isotropy is when all the properties in a given plane are equivalent. This 

can be shown by rotating the elastic constants of a hexagonal medium with a 

vertical axis of symmetry around the 2  — axis. According to Chou & Pagano 

(1967) the elastic constants of an anisotropic medium can be rotated by the 

following formula:

t'mpgr — ^mi^pjO-qhO'rl '̂ijkl 5 (A. /5)

where cmpqr is the 4th order tensor representing the elastic constants in the new- 

coordinate system, Cijki is the 4th order tensor representing the elastic constants in 

the original coordinate system, aij is the direction cosines of the newr coordinate 

axes with respect to the original coordinate axes. So for an arbitrary rotation 9 

around the z — axis:

a i j  ~~

cos (9) — sin (0) 0 
sin (9) cos (9) 0

0 0 1
(A.76)

Since Equation A.76 uses the 4th order tensor instead of the 2nd order Voigt 

notation tensor, one must define the relations in both:

C ii =  C22 = Cmi =  C2222 (-̂ --77)

0 12 — C1122 — C2211 — C11 — ~Oqq — Cmi — 2 ci2 i2 (A.78)

Ciz — C23 — C1133 — C3311 =  C2233 — C3322 (A.79)

C33 —  C3333 (A.80)
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C 4 4  =  C 55 =  C2323 =  C2332 =  C3223 =  C3232

=  C]3i3 =  C)331 =  C3113 =  C3131 (A .81)

CfiG =  C1212 =  ('1221 =  02112 =  (̂ 2121 (A .82)

According to Equations A.75, A .76, and A .77, C ' n  after an arb itrary rotation

would be:

Cn =  cn n  =  auai j aihO'UCijki

— QnauO-nQ'iiCini + f t i i au fln ai2Cni2 

+  0,13 O-ii ai2ttnCn21 +  G llanftl20'12Cu22

+  an fti2ttiiO-nci2 ii +  O11O12O11O12C1212 

+  Onai20i20nci22i +  Q,nai2tti2ai2Ci222 

+  fli2 flna iifliiC 2 in  +  a i20n flnai2C2n2 

+  ai2all0'12OnC2l21 +  0-12fllltti2a12C2122 

+  0 ,i2 < 2 l2 0 'n 0 .n C 2 2 U  +  a \2a \2a \ l  a V2c22\2

+  Ctl2fll20i20nC2221 +  <2120-12a120-l2C2222 (A.83)

W ith  the incorporation of Equations A .77, A .78, and A.82:

Cn =  cl in  =  0,nan0'ii0.ncnu  A 2ai]ai]ai20.]2Cn22

-f 4Gnai20,na]2c12]2 +  0,120-12042^ 12^111 (A .84)

However from Equation A .76, au =  cost? and o,j2 =  — sin#:

Cn =  cm i  =  cos‘1 0cn u -h 2 cos2 0sin2 0cn22

-i- 4 cos2 0sin2 0C]2i2 +  sin4 0Cnn (A.85)

From Equation A .78, C1122 =  Cnn — 2C1212:

Cn =  cln l  =  (cos4 # +  2 cos2 9 sin2 9 +  sin4 0) cn n

=  (cos2 0 +  sin2 #) (cos2 6 +  sin2 #) cnu

=  ci in  =  Cn (A.86)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



APPENDIX A. ELASTIC CONSTANT FORMULA DERIVATION  312

This proves that after an arbitrary rotation around the 2 — axis there is no 

change in  the C n  elastic constant.

According to Equations A .75, A .76, and A.78, C '12 after an arbitrary rotation 

would be:

C \2 =  Cn22 =  Q-li&lj®2kQ'2lCijkl

=  On.au <221021̂ 1111 +  ailCHlCX21a22Clll2

+  flllGii<222 h2lCll21 +  GnOi 1̂ 22̂ 22̂ 1122

+  Gnai2a2lfl2lCi211 +  Gi 10-12021̂ 22̂ 1212

+  O l  1 <2-12 02 2  O21C1221 +  OX1O12O22O22C1222

+  Ol2Ona2i02iC2Hi +  Oi20iia2i022C2ii2

+  O12O11Q22O21C2121 +  O12 On (2-22 02202122

+  O12O12O21O21C2211 +  O i2 0 i 202 i a 22C22l 2

+  O12O12O22O21C2221 +  O12O12O22O22C2222 (A .87)

W ith  the incorporation of Equations A.77, A.78, and A .82:

^ 1 2  =  c 1122 =  O n a n 0 2 i a 2 i C i i i i  +  ( a u a n a 2 2 0 2 2  +  0 x 2 0 x 2 0 2 1 0 2 1 ) C1122 

+  (0 1 1 0 1 2 0 2 1 0 2 2  +  O xxO i2 022 0 2 i  +  a i 20. n ^ 2 l 0-22 +  0 i2 0 i i a 2 2  0 2 i )  C1212

+  O12 0i2022022 Oil 11

=  2 cos2 9 sin2 9cm i +  (cos4 0 +  sin4 9  ̂Cn22

— 4 cos2 9 sin2 #01212

=  2 cos2 9 sin2 9 (c im  — 2C1212) +  (cos4 9 +  sin4 9̂ j cU 22 (A .88)

From Equation A.78, C1122 =  Can — 2ci2i2‘-

^12 =  ci i 22 =  (cos4 9 +  2 cos2 9 sin2 9 +  sin4 9)  C1122

=  (cos2 9 +  sin2 9) (cos2 9 -f sin2 d'j cu22

— C1122 =  C'12 (A .89)
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This proves that after an arbitrary rotation around the z — axis  there is no

change in the Cyi elastic constant.

According to Equations A .75, A .76, and A .79, C'IZ after an arbitrary rotation 

would be:

C-y 3 — 1̂133 0‘liO‘lj^'ik^Zl^ijkl

— OllOna33a33Cll33 +  Gliai2a33a33Cl233

+  ai2<3na33a33C2l33 +  Ql2ai2a33033c2233 (A .90)

W ith  the incorporation of Equation A .79 and w ith C1233 =  0 and C2133 =  0: 

r? r
m 3 =  C1133 —  ® 11O l1 ̂ 33  ̂ 33 Ci 133 +  01201203303302233

=  (cos2 9 +  sin2 6s) cn33

=  C1133 =  C13 (A .91)

This proves that after an arbitrary rotation around the z — axis there is no

change in the C13 elastic constant.

According to Equations A .75, A .76, and A.77, C22 after an arbitrary rotation 

would be:

^ 2 2  =  ^2222 =  ®2i ®2 j  &2k &21 Cijkl

=  <2.21^21021^21 Cm 1 +  O21O21O21O22C1112

+  021021022(221̂ 1121 +  0,2^2^22(122^1122

4- O210,22 O21021C1211 +  02i02202i022Ci2l2

+  O21022O22 O21C1221 +  (221022 O22022 Ci222

+  022021021021C2111 +  02202i 02i 022C2H2

+  O22O21O22O21C2121 +  O22O21O22O22C2122
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+  &22 &22 ̂ 21021 ̂ 2211 +  0'22a220'2la22C2212 

+  Cl220'22®'22<2'2lC222i 4“ 0-22̂ 22*̂ 22̂ 22̂ 2222 (A .92)

W ith  the incorporation of Equations A .77, A.78, and A .82:

/•V *
O22 =  °2222  =  a 2 l 0‘2\ 0‘2 l 0‘2 l c l l \ l  +  2a2 i<22 lG 22G 22C n22

+  4^21̂ 22̂ 21̂ 22̂ 1212 +  <222a22a22a22ci in

=  sin4 0cnn +  2 cos2 9 sin2 0Cu22

+  Acos2 9s\n2 9ci2i2 +cosA Ocmi (A.93)

From Equation A.78, cU22 =  A n  — 2ci2i 2:

O22 — °2222 =  (cos4 9 +  2 cos2 9 sin2 9 +  sin4 9  ̂ cm i

=  (cos2 9 +  sin2 9j (cos2 9 +  sin2 9) q m

=  q m  =  Cn (A .94)

This proves that after an arbitrary rotation around the 2 — axis there is no

change in the C22 elastic constant.

According to Equations ATS, A .76, and A .79, C'23 after an arbitrary rotation 

would be:

O22 2̂233 — 0‘2+ 2j^'ik^‘?j'Vijkl

— G21 ̂ 21 ̂ 33 ̂ 33 Cl 133 +  021a22Q33G33c1233

+  U22a21a33a33c2133 +  a22a22G33a33b2233 (A.95)

W ith  the incorporation of Equation A .79 and w ith  C1233 =  0 and C2133 =  0;

^23 — 2̂233 — ®21(2'21®33®33Cii33 +  ^22̂ 22 ̂ 33 *̂ 33̂ 2233

=  (cos2 9 +  sin2 0) ci 133

=  Cl 133 =  C \2 (A .96)
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This proves that after an arbitrary rotation around the 2 — axis  there is no 

change in the C23 elastic constant.

According to Equations A .75, A.76, and A.79, Czz after an arb itrary rotation 

would be:

C 3 3  =  C3 3 3 3  =  ( l z ia Z ja Zla 3kC ijk l

=  <233 033(233(13303333

=  c3333 - Czz (A.97)

This proves that after an arbitrary rotation around the 2 — axis  there is no

change in the C33 elastic constant.

According to Equations A.75, A.76, and A.81, C44 after an arb itrary rotation 

would be:

C '44 =  ^323 =  a 2i^ZjO-2k<^ZlCijkl

— a21a33a2lG33Ci313 +  a2 lO-33 O22O33C1323

+  ^220.3302103302313 +  02203302203302323 (A.98)

W ith  the incorporation of Equation A.81 and w ith C1323 =  0 and C2313 =  0;

C44 =  C2323 =  (021O21 +  022O22) 03303302323 

=  (cos2 6 +  sin2 c2323

=  02323 =  C'44 (A .99)

This proves that after an arbitrary rotation around the 2  — axis  there is no

change in the C44 elastic constant.
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According to Equations A .75, A.76, and A.81, C '55 after an arbitrary rotation 

would be:

C55 C1313 =  alia3jalfca3i<A?fci

=  al la33al l a33c1313 +  al la33a12a33c1323

+  a12a33al la33c2313 +  a12a33a12a33C2323 (A .100)

W ith  the incorporation of Equation A.81 and w ith C1323 =  0 and C2313 =  0:

C'55 — C1313 _  (aUall +  a12a12) a33a33a2323

=  ^cos2 9 -+- sin2 C2323

=  c2323 =  C'44 (A.101)

This proves that after an arbitrary rotation around the z — axis there is no 

change in the C'55 elastic constant.

According to Equations A .75, A.76, and A .82, C 'e6 after an arbitrary rotation 

would be:

^ 6 6  =  *-'1212 =  a l j a 2 ja lfca 2Iaijfc I

=  a i l a 21a l l a 2 lC im  +  a l l a 2 la l l a 2 2 C lli2

+  a l l a 21a 12a 21c 1121 +  a l l a 21a 12a 22Cll22

+  a l l a 22a l l a 21a 1211 +  a l  1 a 22 a l  1 a 22 Ci212

+  a l l a 22a 12a 21c 1221 +  a l l a 22a 12a 22Cl222

+  a l2 a '21a l l a 21c 2111 +  a 12a 21a l l a 22C2112

+  a 12a 21a 12a 21a 2121 +  a 12a 21a 12a 22C2122

+  a l2 a 22a l l a 21a2211 +  a 12a 22a l l a 22C2212

-+■ G l2 a 22a 12a 2lC2221 "b a 12a 22a 12a 2202222 ( A . 102)
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W ith the incorporation of Equations A.77. A.78, and A.82:

^66 =  C1212 =  (al l a2lGllG21 +  012^22̂ 12022) cl l l l

+  (0n 02i0i2022 +  0120220na2i) Cn22

+  (O11O22O11O22 +  0ii0220i202i +  0i202i0n022 +  &12a21<2l2<22l) C1212

=  2 cos2 9 sin2 0Cmi — 2 cos2 9 sin2 9cn 22

+  (cos4 9 — 2 cos2 9 sin2 9 4- sin4 9'j C1212 (A. 103)

From Equation A.78:

Cgg =  c1212 =  (cos4 9 +  2 cos2 9 sin2 9 +  sin4 9 j  C1212

=  (cos2 9 +  sin2 (cos2 9 +  sin2 9̂ j C1212 

=  C1212 =  ^66 (A .104)

This proves that after an arbitrary rotation around the 2 -  axis there is no 

change in the C66 elastic constant.

According to Equations A .75 and A.76, C'u  after an arbitrary rotation would

be:

C"i4 =  0^23 — OijOij02fc03;Cjj|t;

=  0 by inspection (A. 105)

This proves that after an arbitrary rotation around the 2 — axis there is no 

change in the C14 elastic constant.

According to Equations ATS and A.76, C '15 after an arbitrary rotation would

be:

Ci 5 — 1̂113 — Q,liQ'ljQ‘\kQ'ZlCiikl

=  0 by inspection (A. 106)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



APPENDIX A. ELASTIC CONSTANT FORMULA DERIVATION  318

This proves that after an arb itrary rotation around the 2 — axis there is no 

change in the C \5 elastic constant.

According to Equations A .75 and A.76. C j6 after an arbitrary rotation would

be:

6 — 1̂112 —

=  <2i ia i iU n 02lC iin  +  G llG iiG liG22c1112

+  Q11Q11Q12O21C1121 +  G11G11 <2l2<222c 1122

+  a i i ° 120l l 02lCi211 +  a ilO i2ail<222c1212

+  G llG12Gl2G2lCl221 +  CtH a i2 Gl2 <̂22c1222

+  Gl2Qllan 02lC2111 +  Ql2GllOiiG22c2n 2

+  G12G11O12G21C2121 +  G12G11G12G22C2122

+  G12O12G11G21C221I +  Gi2Gi2GllG22c2212

+  G12G12G12G21C2221 T  G12G12G12G22G2222 (A .10/')

+  ( 0 1 1 G11G12G22 +  G l2G12G n a 2 l )  C1122

+  ( a i i G i 2Gi i G22 +  G11G12G12G21 +  Gi 2G i iGi i a 22 +  G12G11O12G21) C1212

W ith  the incorporation of Equations A .77, A.78, and A .82:

(a iia u ana2i +  ^ 12̂ 12̂ 12̂ 22) Cmi

=  (cos3 9 sin 9 — cos 9 sin3 0) (cm i -  Cn22 -  2C1212) (A.108)

From Equation A.78, C1122 =  cnn — 2ci2i2^

(A .109)
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This proves that after an arbitrary rotation around the 2 -  axis there is no 

change in the elastic constant.

According to Equations A .75 and A.76. C'2i after an arbitrary rotation would

be:

C 2 4  =  c 2223 =  a 2 i& 2 ja2k& Z lC i jk l

=  0 by inspection (A .110)

This proves that after an arbitrary rotation around the 2 -  axis there is no 

change in the C24 elastic constant.

According to Equations A .75 and A.76. C '25 after an arbitrary rotation would

be:

/

Q 25 —  c 2213 —  a 2 ia 2 ]a l k a 3 lc i j k l

=  0 by inspection ( A . I l l )

This proves that after an arbitrary rotation around the 2 — axis there is no 

change in the C25 elastic constant.

According to Equations A .75 and A.76. C '26 after an arbitrary rotation would

be:

, 7  /

^26 =  92212 =  ^ ifo j& lk ^ N ijk l

— fl2 l 0 2 1 ^ 1i a 2 lC m i  +  Q.21 <2.21 Q.11 <722^1112 

+  <̂21a21̂ 12<22lCn21 +  G21̂ 2lQl2G22Cii22

+  Q.21®22Ql 1̂ 21̂ -1211 +  <̂2lO'22<̂ll^ ‘22̂ 1212

+  Q21a 22<3i 202lC i221 +  a 21 Q22<2l2G22Ci222

+  G22G21Gl l G2lC2111 +  a 22G21Gl l G22C2112
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+  &22a2lO'12a2\C2\2\ +  a220-2lal2&22C2l22

+  G22G22G11G21C2211 +  G22G22Glla22c2212

+ G22G22Gl2G2lC2221 +  G22G22G12G22C2222 (A.112)

With the incorporation of Equations A.77. A.78. and A.82:

— c22i2 — (021G21O11G21 +  ^22022012022) Cnn

+  (G21O21O12O22 +  O22O22O11G21) C1122

+  (G21G22G11G22 +  G01G02G12G21 A  G22G21G11G22 +  G22G21G12G21) C1212

= (— cos3 9 sin 9 +  cos 9 sin3 cnn 

+ (cos3 9 sin 9 —  cos 9 sin3 C1122 

+  2 (cos3 9 sin 9 — cos 9 sin3 0) ci212

= ( - cos3 0 sin 0 + cos 0 sin3 0) (cm i -  cu22 -  2C1212) (A.113)

From Equation A.78, C1122 =  qm  — 2c12i2:

^26 =  C2212 = 0 (A. 114)

This proves that after an arbitrary rotation around the 2 — axis there is no 

change in the C26 elastic constant.

According to Equations A.75 and A.76, C'3A after an arbitrary rotation would

be:

C34 C3323 G3 j a^j 02/; G3; Cijki

= 0 b y  inspection (A. 115)

This proves that after an arbitrary rotation around the 2 -  axis there is no 

change in the C34 elastic constant.
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According to Equations A.75 and A.76, C'zs after an arbitrary rotation would

be:

^35 3̂313 Q'Zi&’ij&lkQ'ZlC'ijkl

=  0 by inspection (A .116)

This proves that after an arbitrary rotation around the z — axis there is no 

change in the C35 elastic constant.

According to Equations ATS and A.76, C'z6 after an arbitrary rotation would

be:

^36 =  *-"3312 =  Q'ZiQ'2jQ'lkQ‘2lCijkl

=  033*233011(22103311 +  033(23301102203312 

+  033O33O12O21C3321 +  03303301202203322 (A .117)

W ith  the incorporation of Equation A .79, and w ith C3312 =  0 and C3321 =  0:

^ 3 6  =  O3312 =  (033033011021 +  033033012022) C1133

=  (cos0 s in0 — cos0 sin0) C1133 

=  0 (A .118)

This proves that after an arbitrary rotation around the z — axis there is no 

change in the C36 elastic constant.

According to Equations ATS and A.76, C '45 after an arbitrary rotation would

be:

C45 — O2313 Q'2i@/ZjQ'lk&ZlCijkL

—  O21033 Oi 1033Ci3i3 +  021033012 03301323

+  02203301103302313 +  02203301203302323 (A .119)
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W ith  the incorporation of Equation A.81, and w ith c1 3 2 3 =  0 and C2 3 1 3  =  0:

c2313 — (0 2 l0 3 3 fll lf l3 3 + f l2 2 a 3 3 a i2 a 3 3 )c i3 i3

=  (cos3 9 sin 9 — cos3 9 sin 9̂ j c1313 

=  0 (A .120)

This proves tha t after an arbitrary rotation around the 2 — axis  there is no 

change in the C45 elastic constant.

According to Equations A .75 and A.76. C'm after an arbitrary rotation would

be:

C 46 =  c2312 =  a 2ia3jO-lkO-2lCijkl

=  0 by inspection (A .121)

This proves that after an arb itrary rotation around the 2 — axis  there is no 

change in the C46 elastic constant.

According to Equations A .75 and A.76. C '56 after an arbitrary rotation would

be:

C56 =  1̂312 — Q'\iQ>ZjQj\kQ'2lCijkl

=  0 by inspection (A .122)

This proves that after an arb itrary rotation around the 2 — axis there is no 

change in the C56 elastic constant.

In conclusion, from Equations A .86, A .89, A .91, A .94, A .96, A .97, A .99, 

A.101, A. 104, A .105, A .106, A.109, A.110, A . l l l ,  A.114, A.115, A.116,

A .118, A .120, A .121, and A .122, one can see that after an arb itrary rotation

about the 2 — axis there is no change in the elastic constants of the hexago-
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nal medium. This implies that hexagonal symmetry is equivalent to transverse 

isotropy w ith a vertical axis of symmetry.

A .6 Orthorhombic case: 9 elastic constants

The elastic constants for an orthorhombic solid is:

C rj —

c 11 C i2
C22

C13 0 0 0  ■

C23 0 0 0

C33 0 0 0

C44 0 0

C55 0

Cee _

(A .123)

For r f  =  [1 0 0], the Christoffel m atrix (according to Appendix B) is:

Cn 0 
0 C*66 
0 0

0
0

C50

. 1

1T1 1 
"■

Tt

a 2

<NII A 2

. ^3 1 CO 1

This implies:

(A .124)

PUP[ 1 0 0] =  C-11 (A .125)

Pus[o 1 0] — Cee (A .126)

p4 [ q 0 1] =  ^55 (A .127)

For i t  =  [0 1 0], the Christoffel m atrix (according to Appendix B) is:

100co

•

A 1 A 1
0 c 22 0 A 2 =  pv2 a 2

1

00_
. 1 .  -^3 . .  ‘̂ 3
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This implies:

Pv~s\\ o o] =  ^66 (A. 129)

Pv%[ o 1 0] =  C22 (A .130)

P^sio o i] -  C44 (A. 131)

For f t  =  [0 0 1], the Christoffel m atrix (according to Appendix B) is:

Coo 0 0 
0 C44 0
0 0 C33

This implies:

A i

A 0
-4 i

.4.2 =  p u ~ -4-2

. 4̂-3 . "4-3 .

(A .132)

PUS'[ 1 0 0] ~  C55 (A. 133)

PUS[ 0 1 0] =  a 44 (A. 134)

Pv p [0 0 1] =  C33 (A .135)

For i t  =  ^ 5 ^ 0 . the Christoffel matrix (according to Appendix B) is:

2 ( C l l  +  C 66) \  (C12 +  C 66j 
\  (C12 +  C 66 ) \  (C22 +  C 66) 

0 0

0
0

2 (C44 +  C55)

T i A i

4-2 =  p u 2 4 2

. 4 3  . . 4 3

This implies:

(A.136)
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' v /2  ~  -/2
- (Cn + c 22 + 2c 66) + -J - (Cn -  C22)2 +  (C12 + c66y

(A. 137)

Pv\ r , J -  7 (Cn +  C22 +  2 C 66) -  - j -  (C n  -  C22)2 +  (C12 +  C 66)2 
**i/2 j “  V 4

(A. 138)

Pv<s[0 0 1] =  9 (£44 +  C55) (A. 139)

Equation A .137 can be transformed into the following form:

C12 — —Cfi6—
\ --5- 0'y/2 U

C22 +  C q q  —  2 p u 2 2-4-  a U  n 'V2 ~,/2 U
(A .140)

The corresponding error in Equation A. 140 is:

dCi2 — SCqg +  ~^5Cq6 +  8Cn +  25[ pi/ 2 

/p [*7 f *75 0 ]

p IA —  a-—  n

-1/2

- 2  PK C22 +  C q q  — 2 p v

1
+  2 U C«6 +  iC 22 +  2{ R;2_ 0 j

- 2 p v 2

1/2

Cn +  C66

1 r/2v f  ^ n l !

Cn +  C66 .

\  - 1 /2

p «-4= 0

ph f e * 7 5 ° ] J  r 22+ Ce6 ~ 2p^  ^  0 ]J (A -141)

For i t  =  75 0 ^  , the Christoffel m atrix (according to Appendix B) is:

\  (Cn +  C55) 0 |  (C13 +  C55)
0 \  (C44 +  C66) 0

\  (C l3 +  C55) 0 \  (C33 +  C55)

A \ A i
X 2

C
lII a 2

C
O

1 1 C
O

I..
..

(A. 142)
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This implies:

Pu.
'■/2 U ~n/2

-  (C n +  C 33 +  2C 55) +  - y  -  (C n  -  C33)2 +  (C13 +  C 55) 2

(A .143)

(A. 144)PZ'sfo 1 0] ~  9 (^ 4 4  +  C 66)

(_i_ 0 «.=iv̂2 U ~v/2
— -  (C n  +  C33 +  2C 55) — -  J -  (C n  — C33)2 +  (C13 +  C55)2

(A .145)

Equation A. 143 can be transformed into the following form:

C 13 =  - C s55“
\

C n  +  C55 — 2 pzA 5j_  0'y/2 U v'S
C33 +  C55 — 2/)lA r

0%/2 \/2 
(A. 146)

The corresponding error in Equation A. 146 is:

dC i3  =  £Cs5 + -^$ C 5 5  +  6C11 +  2 6 ^ p i / ^ _ j_  Q ^ C n  +  C55

\  - V 2  /  \  1/2

0
C33 +  C !5 -  2 p V p [ ^  „

1
2

+ 7 7 I ^C 55 +  <5C 33 +  2d ( 0 C n  +  C55

-1/2

■” » * ] )  (C33 +  C55“ 2p^ * » - * ] j  ( A ' 1 4 7 :

For i t  = n l l
U V5 v/2

, the Christoffel m atrix (according to Appendix B) is:

\  (C55 +  C66) 0 0 A \ -4i
0 \  (C22 +  C44) |  (C23 +  C44) A<i =  pv2 A 2
0 |  (C23 +  C44) |  (C33 +  C44) . -̂ -3 . *̂ -3

(A. 148)
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This implies:

PUS[ 1 0 0] — 9 (Coo +  Cqq) (A .149)

PVr
1 1

—  T (C22 +  C33 4- 2C44) 4- -  J -  (C22 —  C33) 4- (C23 4- C44I

(A. 150)

1 1
Pz/Cfn ____i1 — 7 (Q22 4- C33 4- 2C44) - - W - ( C 22 -  C33) 4- (C23 4- C.

0
4 4 ;

(A .151)

Equation A. 150 can be transformed into the following form:

C23 =  - c 4 4 "
\

C22 4- C44 — 2pu2 0 a 1 « 1 \/2 \/2
C33 4-  C44 — 2 p u 2

n ~  1 ~  10 ~75 ~75
(A .152)

The corresponding error in Equation A. 152 is:

SC22 — SC44 4- -  ( 5C44 4- 5C22 4- 2s (p v2 r , I I  C22 4- C44

- 1/2 /

p[o -72 ~75J
( C33 4- C'44 — 2 p ^ rQ—2 pv2

+ ib - C „  +  iC 33 +  2o ( p ^ [o^ ^ :

1/2

■2 ^ [ 0 ^
v/2 ~ 4 2 i /  \

1/2 ,
1 I C33 4- C44 — 2pz/2

p  0

73

C22 4- C44 

-■ i-

- 1/2

;a .!53)

A .7 M onoclinic case: 13 elastic constants

The elastic constants for a monoclinic solid is:
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C13 0 C15 0 '

C03 0 C25 0
C33 0 C35 0

C44 0 C46
C55 0

For #  =  [10  0], the Christoffel m atrix (according to Appendix B) is:

C11 0  C15 A i

1 1

0  C * 6 6  0 A -2 =  pv2 . 4 2

.  c 1 5  0  C s s  . 1 CO 1 1 C
O

1

This implies:

Pup [&i oo] — ^ (Cn + C55) +  y  -  (Cn -  C55)“ +  C :5

PUS[ 0 1 0] =  ^66

Pus[o 0 «i] =  9 (Cn +  C55) -  y -  (Cu -  C55)“ +  C15 

For #  =  [010],  the Christoffel m atrix (according to Appendix B) is:

Cqq 0 C46

11 11

0 C22 0 A 2 0=  pv- -4 2
C46 0 C44 1C

O1 . -̂ 3
This implies:

Pus[&i 0 0] — 9 (Cn +  Cee) — y  -  (C44 — Cqq)2 +  C46

Pup{ 0 1 0 ] =  C 22

(A .154)

(A. 155)

(A .156) 

(A .157) 

(A .158)

(A .159)

(A. 160) 

(A .161)
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PU"s[0 0 * 1] — 9 (^44 +  C6&) +  \ -  (C'44 -  Cee)2 +  C46

For #  =  [001 ] ,  the Christoffel m atrix (according to Appendix B) is:

■ C 55 0  C 35  '

11 rTI
0  C 4 4  0 4-2 II X to

a 2

_ C 3 5  0 C 33 1 C
O 1 1 C
O 1

This implies:

(A .162)

(A .163)

PUS[xl 0 0] -  9 (^33 +  C55) — J -  (C33 -  C55)2 +  C35

P ^ o  1 01 — Ct44

(A. 164) 

(A .165)

Pup{0 0 «i] ~  9 (^33 +  C55) +  J -  (C33 — C55)2 +  C35 (A .166)

For #  =  \Aj= 0], the Christoffel m atrix  (according to Appendix B) is:

! ( C l l + C 6 6 )  2 ^ 12 +  ^ 66)  2 ^ 46 '  -4+ ‘ '  -4 i  '

5  {C12 +  C6e) 5  {C22 +  C§§) 1 (C 2 5  +  C5q)
5 C 4 6  5  (C 2 5  +  Co§) |  (C 4 4  +  C 5 5 )

-4-2 =  pv2 -4-2
-4.3 . .  A3

(A .167)

However, unlike the previous directions of propagation, there are no short 

solutions to the eigenvalue problem to give us useful equations for the determi­

nation of the phase velocities.

For #  =  -j= 0 , the Christoffel m atrix (according to Appendix B) is:

5(611 +  2C15
+ C 55)

0

2 (6*13 +  Cl5
+C35 +  655)

0

\ { C a 4 +  2C46 
+ ^ 66)

0

9 (6*13 +  Clo 
+C35 +  C55) 

0

5(633 +  655)
+ 2 6 3 5

1

A \

-42 =  pu2 4-2

-43 1 C
O

(A.168)
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This implies:

PUS[0 1 0] =  ^46 +  ^  (C'44 +  Cqq) . (A .169)

However, the other 2 polarizations cannot be easily determined. The previous 

equation implies that C46 can be determined once C44 and Cqq are determined. 

For f t  =  [0 ^  7̂= , the Christoffel m atrix (according to Appendix B) is:

A\ A\

to =  pv2 to

1 C
O

1 .  '^3

r  2 (^55  +  C 6 6 )  5 ( C 25 +  C 4e ) |  (C 3 5  +  C 46)

|  (^2 5  +  C 46) 5 (C 22 +  C 44) I  (C 23 +  C aa)

2 ( C 25 +  C 4 6 )  5  (C 2 3  +  C 4 4 ) \  (C 3 3  +  C 44)

(A .170)

However, unlike the previous directions of propagation, there are no short 

solutions to  the eigenvalue problem to give us useful equations for the determi­

nation of the phase velocities.
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A ppendix B 

Christoffel Symbols

B .l  Theory

fj/ CijklTLjTlf;  (B.l)

is used where Tu are the Christoffel equations, djki are the elastic stiffnesses, 

and r i j  and n * represent various components of the direction vector i f  (Musgrave, 

1970).

So when expanded for r n

T ii =  C n n ^ i^ i +  CiuiTii ri2 +  Cn3in in 3 (B .2)

+  Cl211^2nl +  ^1221̂ 2^2 +  ^1231^2^3

+  C iz i iU z T l i  +  C i32 in37l2 +  Ci33;Ln 37l3

or in Voigt notation

Tn =  C n n \  +  +  C o z T i l (B.3)

+  2C'i6n,in2 +  2C i5n1n3 +  2Cz&ti2Uz 

S im ilarly r 12, Ti3, 1^2 , r 23, and T33 are listed for completeness.

r  12 =  Cni2^ini + Cii22tiin2 +  Cn32nin3 (B.4)

331
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4  c 1 2 1 2 n 2 n l  4  c1222^2^2 +  Oi232722723

+  <̂ 1312̂ 3̂ 1 +  c1322^3^2 +  Ci332723723

332

r  12 — Ci6^i C2&TI2 4  C45 7̂ .3 + {C\ 2  y Cqq) 77.177,2 (B.o)

+  (C l4 4  Coe) ^-1^3 +  (C 25 +  C 46 ) ^2^3

Ti3 =  Cni3ni7li +  Cii23n l n2 +  Cii3372i723 (B-6)

+  Ci213^2^1 +  ^1223^2^2 4  C\2ZZn2nZ

+  Ci3!3n 3n i 4  01323^372,2 +  01333723723

r  13 — C io 72̂  +  C46722 +  C35723 +  (C14 +  C56) 72x722 (B -7 )

+  (C l3 +  C55) 72i  723 4  (C36 +  C45) 72 2 723

r 22 =  C2H 2^ l 72l  4  02122^1^2 4  02132^ 1^3  (B-8)

+  02212722721 4- 02222^2^2 4  C22Z2n2^Z

+  C23i272372x +  C2322723722 +  02332?23723

r  22 — C e e ^ \  +  C22720 +  £44723 (B -9 )

4 - 2 C 2672i ?22 4  204672x723 4  2 C 24722?23

r 23 — 02xx372l 72i  4  C2x2372i 722 4  C2i 3372x723 (B .1 0 )

4 " C2213722 72i 4  C2223 ?22 722 4  C2233722 723

+  093x3723721 +  C232372-3722 4  C 2 Z Z Z n Z r ^Z
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r 23 — Cs6n i  +  £ 2 4 ^ 2  **■ ^34^3 +  { C 25 +  C 46 ) 7̂ 17̂ 2 

+  (C36 +  C45) T I 1 T I 3  +  (C23 +  C44) U 2 U z

T33 =  Cni3n in i +  Czi23niri2 +  Czizzninz

+  C3213W2W1 T  C3223n 2 ^ 2  +  C3233n 2 rt'3

+  c3313w3^1 +  Czz2ZnZr>'2 +  C3333n3n3

r 33 — C ^ n \  +  C*44^2 Y  C ’ 3 3 n 3

+  2C457I17I2 +  2(735723 723 +  2C347I2723

B.2 Expanded Christ offel term s for a few 
ample directions

For #  =  [1 0 0]

Tn  =  Cim 

T l2 =  Cm2

T i3  =  C1113

F22 =  C211 2  

T23 =  C2113 

T 33 =  C3113

For # = [ 0 1 0 ]  

Tn — C1221

(B.12)

(B.13)

ex-
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T l2  =  C1222 

Tl3 =  C1223 

r 22 =  C2222 

T23 =  C2223 

^33 — C3223

For i t  =  [0 0 1] 

T n  =  C1331 

T i2  =  C1332 

T i 3 =  C1333

r 22 =  C2332 

T23 =  C2333 

F33 =  C3333

For f t  =

r u =

T i2 =

Tl3 =

A- _L o' 
V2 75 U

2C1111 +  2Cu21 “*■ l C1211 +  k c122l

\ Cni2 +  5C1122 +  5C1212 +  2̂ 1222

2 C1113 +  2 CH23 +  2 C l213 +  5C1223

T22 =  5C2112 +  5C2122 +  5C2212 +  5C2222

T23 =  5C2113 +  5C2123 +  5̂ 2213 +  5C2223

F33 =  |C3U 3 +  5C3123 +  5C3213 +  5C3223

F o r  ^  =  [ 7 5  7 5  0

T i l  =  | c n u  — | c i i 2 i  — | c 12H +  5C1221
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r \ 2 =  3C1112 — 3C1122 — | c 1212 + 2 Cl222

r i 3 =  2C iH 3 — 3C1123 — 2C1213 + | c1223

T22 =  3C2112 — 3C2122 — 3C2212 4-
1
3C2222

T 23 =  3C2113 — 3C2123 ~ 3C2213 + 3C2223

F33 =  3C3113 — 2 C3123 — 3C3213 + 5C3223

Q - L A .  
U V2 x/2.For f t  =

Til =  5 C1221 +  5 C1231 +  3 Ci 321 +  2C1331

T l2 =  2Cl222 2Cl232 2Cl322 ̂  2Cl332

3C1223 +  2Cl233 2Cl323 5C'l333

3C2222 +  3C2232 +  3C2322 +  3C2332

F i3 =  k

r 22 =
rv, = |

1
3C2223 +  2C2233 +  2C2323 +  3C2333

3C3333F33 — 3C3223 +  3C3233 +  3C3323 +  1

For i t  =  [0 ^  ^

F n  =  3C1221 — 3C1231 — 3C1321 4 - 3C1331

T l2  =  3C1222 — 3C1232 — 3C1322 +  3C1332

T l3  =  3C1223 — 3C1233 — 3C1323 +  5C1333

F22 =  3C2222 — 3C2232 -  3C2322 4 - 3C2332

r 23 =  3C2223 — i C2233 — 2C2323 +  3C2333

r 33 =  3C3223 “  3C3233 — 5C3323 +  3C3333

For i t

r  11 =  3C1111 +  3C1131 +  ^Ci3n +  5C1331

i n i
v/2 U x/2j
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r i 2  = | c n i 2 + 5C1132 + 2 C1312 + 2C1332

r i 3 = 2C1113 + 2 CH33 + 2 C1313 + 5 C1333

T22 = §C2112 + 5 C2132 + 2C2312 + | c2332

r 23 = 2C2113 + 2 C2133 -i- 2^2313 -r | c2333

r 33 = 5 C3113 + 2 C3133 + 2 C3313 + 5 C3333

For i t  

Tn

r  12

Tl3

r  22

r  23

T33

J_ 0 =1
V2l

§ C lll l — | c n 3 i  — 5C1311 +  5C1331

\C\1\2 ~  \C\IZ2 ~  |c 1312 +  |c 1332

5C1113 — |cn33 — |c i3 i3 +  5C1333

5C2112 — 5C2132 

5C2113 — 5C2133 

\czuz ~  2̂ 3133

2 C2312 - r  5 C2332 

2 C2313 +  5^2333 

2C3313 +  2C3333

For i t  

Tn

r  12 

r 13 

r  22 

r  23

F  33

■j 1__ i_'
,\/3  Vz \/2 .
1 2  2 1 2  1 
3 C1111 +  3 CH21 +  3 C1131 +  gCx221 +  3 C1231 +  3 C1331

1 2  2 1 2  1
=  3 C1112 +  3 C1122 +  3 C1132 +  3 C1222 +  3 C1232 +  3 C1332

1 2  2 1 2  1
=  3 C1113 +  3 C1123 +  3 C1X33 +  3 C1223 +  3^1233 +  3 C1333

1 2 0 1 2 1
=  3 C2112 +  3 C2122 +  |C2132 +  3 C2222 +  3 C2232 +  3^2332

1 2 0 1 2 1
3^2113 +  3 c2123 +  f c2133 +  3C2223 +  3 C2233 +  3 C2333

1 2  2 1 2  1 =  3C3113 +  3C3123 +  5C3133 +  3C3223 +  3C3233 +  3̂ 3333

For  i t  —  — — ——r o r  n ~  iVz Vz V2 .

T i l  =  3 C1111 — 0 C1121 — |C n 3 i +  3 C1221 +  |ci231 +  3 C1331
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T i 2 — 3 C1112 — § C ii22 ~  3 C1132 +  3 C1222 +  | c1232 ~r 5 C1332

  1 2 2 1 ^ 1
13 — 3 C1113 — 3 C1123 — 3 C1133 +  3 C1223 +  | c1233 +  3 C1333

r l  2 2 1 2 122 =  3C2112 — 3C2122 — 3C2132 +  3C2222 t  3C2232 + 3C2332

r l  2 2 1 2 1
23 =  3C2113 — 3 C2123 — 3 C2133 +  3 C2223 +  3 C2233 +  3 C2333

r l  ^ ^ 1 2 1
33 =  3 C3113 — 3 C3123 ~  1^3133 +  3 C3223 +  3 C3233 +  3 C3333

1
. v'S V3

3C1111

|c m2

For i t

r u 
r  12

T l3  =  3 C1113 — f

r l  2 2 1 2 122 =  3C2112 — 3C2122 +  3C2132 +  3C2222 — 3C2232 +  3̂ 2332

^23 =  3C2113 —

T33 =  ^3113 —

1
V2j

2 2 1 
' 3C1121 +  3 C1.131 +  3C1221

2 ^ i
■ 3C1122 +  |Cn32 +  3C1222

2 2 1 
q Cl 123 +  ^ C n 33 +  ^Ci223

2 1 1
3C1231 t  0 C1331

3̂ 1232 +  3C1332
2 1 3C1233 +  3C1333

2 , 2  , 1
3̂ 2123 +  3C2133 T  3C2223 fC2233 +  | c2333

2 2 1 ^ 1  3C3123 +  3C3133 +  3C3223— 3C3233 +  3C3333

For i t

T ii

r  12 

r  13

F  22

F  23 

F  33

J  1 -1
V S  \/3 y/2.

3C1111 +  | c n 2 i

3^1 1 1 2  +  3 ^1 1 2 2  —  3 C1132 +

f c1131 +  JC1221 

1

3C1113 +  3 C i 123

1 2 3C2112 +  3C2122

3C1222 
1.

1 2 V i
3C2113 +  3C2123 — | C2133 +  3C2223

1 23C3113 +  3C3123

§ C1231 +  5C1331
2 1 3C1232 +  3C1332
2 1 3C1233 +  3C1333

3 C2232 +  3C2332
9 1
3C2233 +  3C2333

2 ^ 9 1
3C3133 +  3C3223— 3 C3233 +  3C3333

3C1133 +  f  C1223 —

|C2132 +  5C2222 —
1.
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