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Abstract

Natural language inference, also known as NLI, aims to determine the logical relation-

ship between two sentences, such as Entailment, Contradiction, and Neutral. NLI is

important to natural language processing, because it involves logical reasoning and is

a key problem in artificial intelligence. In recent years, deep learning models have be-

come a prevailing approach to NLI. Those approaches can achieve high performance,

but lack interpretability and explainability.

In this work, we propose an Explainable Phrasal Reasoning (EPR) approach to

address the explainability for NLI by weakly supervised logical reasoning. The system

includes three main components. It first detects phrases as the semantic unit and

aligns corresponding phrases. Then, it predicts the NLI label for the aligned phrases,

and induces the sentence label by fuzzy logic formulas. Our EPR is almost everywhere

differentiable and thus the system can be trained end-to-end in a weakly supervised

manner. We annotated a corpus and developed a set of metrics to evaluate phrasal

reasoning. Results show that our EPR yields much more meaningful explanations in

terms of F scores than previous studies. To the best of our knowledge, we are the

first to develop a weakly supervised phrasal reasoning model for the NLI task.
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“Murphy’s Law doesn’t mean that something bad will happen.

It means that whatever can happen will happen”

- Interstellar
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Chapter 1

Introduction

1.1 Motivation

Deep learning with neural networks have become the most commonly used method

in many real-world applications, including image classification [28, 18], information

retrieval [26], machine translation [2], and machine reading comprehension [22, 12].

Thanks to the recent advance in large neural modeld and large annotated datasets,

deep learning models are so powerful that they have already beaten human perfor-

mance in certain tasks. Take machine reading comprehension (MRC) task as an

example. Neural MRC models based on BERT [12] are able to exceed human perfor-

mance on the SQuAD MRC dataset [49].

Besides the high performance that deep neural networks can achieve, the inter-

pretability of neural models is another important research [15], as the predictions

from such neural models are “unpredictable”, i.e., even the developers cannot explain

why the model makes a specific decision. Thus, lack of interpretability of neural

model may lead to a variety of issues related to security and bias [53]. Recently, the

European Commission proposed a European Union regulatory framework on artifi-

cial intelligence1. It aims to support the usage of AI while lowering the risks, by

considering interpretation as an essential component of AI systems.

In this thesis, we focus on the interpretation of the Natural Language Infer-

1https ://www.europarl . europa .eu/RegData/etudes/BRIE/2021/698792/EPRS BRI(2021)
698792 EN.pdf

1

https://www.europarl.europa.eu/RegData/etudes/BRIE/2021/698792/EPRS_BRI(2021)698792_EN.pdf
https://www.europarl.europa.eu/RegData/etudes/BRIE/2021/698792/EPRS_BRI(2021)698792_EN.pdf


ence (NLI) task. NLI aims to determine the logical relationship between two sen-

tences (called a premise and a hypothesis), and the target labels include Entailment,

Contradiction, and Neutral [5, 39]. Table 1.1 gives an example, where the hypothe-

sis contradicts the premise. NLI is important to natural language processing, because

it involves logical reasoning and is a key problem in artificial intelligence. Previous

work shows that NLI can be used in various downstream tasks, such as information

retrieval [26] and text summarization [34].

In recent years, deep learning has become a prevailing approach to NLI [5, 43, 56,

62]. Especially, pretrained language models with the Transformer architecture [54]

achieve state-of-the-art performance for the NLI task [48, 65]. However, such deep

learning models are black-box machinery and lack interpretability. In real applica-

tions, it is important to understand how these models make decisions [51].

Recently, several studies have addressed the explainability of NLI models. For

example, Camburu et al. [7] generate a textual explanation by sequence-to-sequence

supervised learning, in addition to NLI classification; such an approach is multi-

task learning of text classification and generation, which requires additional human

annotations but does not perform reasoning itself. MacCartney et al. [36] propose

a scoring model for aligning relative phrases; Parikh et al. [45] and Jiang et al. [24]

propose to obtain alignment by attention mechanisms; however, they only provide

correlation information, instead of logical reasoning. Other research incorporates

upward and downward monotonicity entailment reasoning for NLI [21, 9], but these

approaches are based on hand-crafted rules (e.g., every downward entailing some) and

are restricted to Entailment only; they cannot handle Contradiction or Neutral.

None of previous studies can perform expressible logical reasoning for the NLI task.

Nor have they quantitatively evaluated reasoning performance.
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Input:

Premise: Several men helping each other pull in a fishing net.

Hypothesis: There is one man holding the net.

Sentence-Level Prediction:

[ ] Entailment [✓] Contradiction [ ] Neutral

Phrase-Level Reasoning:

Entailment: pull in a fishing net VS holding the net

Contradiction: several men VS one man

Neutral: (None)

Unaligned phrase(s): helping each other

Table 1.1: The natural language inference (NLI) task and a desired reasoning mech-
anism.

1.2 Explainability For NLI

In this thesis, we address the explainability for NLI by weakly supervised logical

reasoning2. Intuitively, an NLI system with an explainable reasoning mechanism

should be equipped with the following functionalities:

1. The system should be able to detect corresponding phrases and tell their logical

relationship, e.g., several men contradicting one man, but pull in a fishing net

entailing holding the net in Table 1.1.

2. The system should be able to induce sentence labels from phrase-level reason-

ing. In the example, the two sentences are contradictory because there exists one

contradictory phrase pair.

3. More importantly, such reasoning should be trained in a weakly supervised man-

ner, i.e., the phrase-level predictions are trained from sentence labels only. Oth-

erwise, the reasoning mechanism degrades to multi-task learning, which requires

massive fine-grained human annotations.

To this end, we propose an Explainable Phrasal Reasoning (EPR) approach to

2Our phrase-level logical reasoning for the NLI task is restricted to three NLI labels: Entailment,
contradiction, neutral
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the NLI task. Our model uses heuristics to obtain phrases as semantic units and

aligns corresponding phrases by embedding similarity. Then, we predict the NLI la-

bels (namely, Entailment, Contradiction, and Neutral) for the aligned phrases.

Finally, the sentence prediction is induced from the phrasal NLI labels. For exam-

ple, two sentences are contradictory if there exists a contradictory phrase pair. Such

reasoning is accomplished in a fuzzy logic manner [63, 64]; thus, our model is differen-

tiable and the phrasal reasoning component can be trained with weak supervision of

sentence NLI labels. In this way, our EPR approach satisfies all the desired properties

mentioned above.

In our experiments, we developed a comprehensive methodology (data annotation

and evaluation metrics) to quantitatively evaluate reasoning performance, which has

not been accomplished in previous work. Since no previous work can provide express-

ible phrasal logic reasoning, we tried our best to extend previous studies and obtain

plausible baseline models. Results show that our EPR yields much more meaningful

explanations in terms of F scores against human annotation.

1.3 Thesis Statement

The objective of this thesis is to improve the interpretability of neural model for the

NLI task. We argue that neural model can provide phrase-level reasoning for its

sentence-level prediction. Our thesis contributions are summarized as follows:

1. We formulate a phrasal reasoning task for natural language inference (NLI), ad-

dressing the importance of interpretability of neural text understanding models.

2. We propose EPR that induces sentence-level NLI labels from explainable phrasal

reasoning by neural fuzzy logic. EPR is able to perform reasoning in a weakly

supervised way.

3. We created an annotated corpus and a set of metrics to evaluate phrasal reasoning.

We release the code and annotated data for future studies.

To the best of our knowledge, we are the first to develop a weakly supervised

4



phrasal reasoning model for the NLI task.

1.4 Thesis Organization

In this chapter, we introduce why explainability is important to neural network. We

also address the problem of the explainability for NLI models. As an overview for this

thesis, we show that our propsed EPR model has the best reasoning ability among

all baseline models. It also has impressive explainability that can even detect errors

in the dataset.

The remainder of the thesis contains four chapters.

In Chapter 2, we introduce the background knowledge on language modeling as

well as the related work on addressing NLI’s explainability.

In Chapter 3, we describe the proposed methodology regarding reasoning for NLI.

Our EPR model utilizes differentiable fuzzy logic so that the reasoning is trained in

a weakly supervised manner.

In Chapter 4, we conduct comprehensive experiments that include quantitative

performance on two NLI datasets and a case study.

In Chapter 5, we conclude the entire thesis, and show the limitation of EPR that

can be addressed in the future.
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Chapter 2

Background and Related Work

Natural language processing (NLP) is an important component of Artificial Intelli-

gence (AI). The goal of NLP is to make machine to understand and generate human

language, which involve natural language understanding (NLU) and natural language

generation (NLG). Our work focuses on NLU, as the reasoning problem is to endow

machine the ability to explain the process of how it understands natural language.

In this chapter, we introduce the background knowledge for our work. Section 2.1

describes recent studies on Natural Language Understanding including language mod-

eling and its applications. Section 2.2 introduces Natural Language Inference (NLI),

a specific task of NLU. Our work studies the reasoning problem of NLI. In Section 2.2,

we introduce recent studies for NLI and its reasoning. Our reasoning mechanism uti-

lizes old-school fuzzy logic and prevailing deep learning methods, and we introduce

neuro-symbolic approaches and fuzzy logic in Sections 2.3 and ??, respectively.

2.1 Natural Language Understanding

2.1.1 Language Modeling

A language model determines the probability over sequences of words, which models

grammatical correctness and fluency of word sequences. Language model is also able

to assign a probability to the next word given a sequence of words. Given a word

sequence “How are”, a language model estimates the probability of all possible words

6



(i.e., all words in a pre-defined English vocabulary) and the word “you” may have the

highest probability to be the next word, because “How are you” is the most commonly

used English phrase in our daily life.

Language modeling is the foundation of many NLP tasks regarding both NLU (e.g.,

sentiment analysis, text classification) and NLG (e.g., summarization, translation),

and is a core component of modern NLP systems [25].

Formally, a language model yields the probability of a sequence of words w1, · · · , wT

with length T , denoted by

P (w1, · · · , wT ) (2.1)

The probability of each word wt in the sentence is conditioned on the preceding word

sequence w1, · · · , wt−1 that are generally called context.

P (w1, · · · , wt) = P (wt | w1, · · · , wt−1)P (w1, · · · , wt−1) (2.2)

Thus, we can factorize the sequence probability from Equation 2.1 into

P (w1, · · · , wT ) = P (w1)P (w2 | w1) · · ·P (wT | w1, · · · , wT−1) (2.3)

However, the language model described above has an extremely large number of

parameters to learn if we directly parametrize each probability as a multinomial

distribution. Thus, approximation methods are needed. The N-gram model is an

approximation that was widely used before the Neural Net Language Model (NNLM).

In the N-gram model, we assume that the probability of the current word only depends

on the previous n− 1 word:

P (wt | w1, · · · , wt−1) ≈ P (wt | wt−n, · · · , wt−1) (2.4)

Although the N-gram model can reduce the size of parameters, it still has a funda-

mental problem which is the curse of dimensionality [4]. Because of the discreteness

nature of N-gram, the problem becomes more severe when we want to model the joint

distribution between many discrete words in a sentence [4]. For example, if we want

7
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CBOW Skip-gram

Figure 2.1: The model structures of CBOW and Skip-gram. The figure is adapted
from [41].

to model a 10-gram language model with a vocabulary of size 10000, there are 1050

free parameters.

The neural net language model (NNLM) is introduced to address the problem be-

cause of its property of continuity. Bengio et al. [4] propose the first NNLM by learning

a distributed representation for words, which is also known as a word embedding. Each

word embedding is a feature vector of real numbers, and it can further reduce the

size of parameters because word embeddings are usually dense and low-dimensional.

CBOW and Skip-gram [41] further improve the word representation by self-supervised

learning on the Google News corpus. As shown in Figure 2.1, CBOW is trained to

predict the current word based on the surrounding words, whereas Skip-gram predicts

the surrounding words given the current word. It shows some intriguing properties.

For example, both “China” and “France” are countries, and the similarity between

their word embeddings is close. Moreover, word embedding can show semantic rela-

tionships between words with such an equation: China−Beijing ≈ France−Paris,

since Beijing is the capital of China and Paris is the capital of France [41].

However, word embeddings from CBOW or Skip-gram only contain the local se-

8



mantics without considering the interaction with other words that appeared in the

same sentence or document. For example, the word “apple” can refer to a fruit ap-

ple or a company called Apple, where its semantics should be based on the context

surrounding it. Using the Recurrent Neural Network (RNN) [19, 10] is a natural

way to get the contextual word embeddings, since the same parameters are shared

across all time steps. Language model that combines RNN and the pre-trained word

embeddings is a common practice before Transformer [54] is proposed.

2.1.2 Transformer

The Transformer [54] is a predominant neural model architecture that is widely used

in many NLP tasks. It is originally proposed as a sequence-to-sequence model with

an encoder and a decoder, which is suitable for natural language generation tasks

such as machine translation. Specifically, a sequence of words is first encoded by

the encoder into a list of contextual word embeddings. The decoder then decodes

the embeddings into a probability distribution of the next possible words, which is

conditioned on the previously predicted words.

The encoder and decoder of the Transformer consist of a stack of N identical

blocks. Each encoder block has two key components, namely, a self-attention module

and a feed-forward neural network. A residual connection [18] is employed around

each module for building the deeply stacked blocks, followed by a layer normalization

module [1]. Compared with the encoder block, a decoder block has an additional

cross-attention module between the self-attention module and the feed-forward neural

network. The architecture of Transformer is shown in Figure 2.2. After applying a

linear and a softmax layer, the model can output a probability distribution of the

next word over the whole vocabulary.

What makes Transformer a successful language model is mainly because it utilizes

attention mechanisms. The attention used in the Transformer architecture is par-

ticularly called “Scaled Dot-Product Attention”. The input consists of the matrix

9
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Figure 2.2: The model structures of Transformer. The figure is adapted from [54].

representations of queries Q ∈ RM×Dk , keys K ∈ RN×Dk , and values V ∈ RN×Dv ,

where M and N are the lengths of queries and keys (or values); Dk and Dv denote

the dimensions of queries (or keys) and values. Formally, the attention is given by

Attention(Q,K, V ) = softmax
(︁QKT

√
Dk

)︁
V (2.5)

The dot product of queries and keys is scaled by 1√
Dk

because it can alleviate the

gradient vanishing issue caused by the softmax operation.

Pre-training based on Transformer provides the opportunity of not only fine-tuning

the model in a downstream task, but also using it in an off-the-shelf manner. Gener-

ally, the Transformer architecture can be used three different modes:

• Encoder–decoder mode: such as BART [30], which is typically useful for the

sequence-to-sequence generation tasks;

• Encoder-only mode: such as BERT [12], which outputs representations for the

input sequence and can be used for classification tasks with a subsequent linear

layer and softmax function; and
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• Decoder-only mode: such as GPT [6], which is typically used for sequence

generation such as language modeling.

In this thesis, we utilize Sentence-Transformer [50], which uses a pre-trained encoder-

only Transformer as the backbone, and is further fine-tuned using paraphrase datasets

to learn high-quality sentence-level embeddings.

2.1.3 Sentence Embedding

Sentence embedding represents the text semantics as real-valued vectors for a sen-

tence, which is usually used for the tasks such as information retrieval and semantic

similar comparison. Similar to word embeddings, the goal is to embed sentences into

a vector space so that semantically similar sentences are close in the vector space.

However, the difference is that sentences may vary in length, whereas a word is a

single token. To obtain the embedding of a sentence, an intuitive approach is to

average the word embeddings in the sentence. Although such a method of is efficient,

the performance may be unsatisfactory.

The most common approach is to encode the sentences using the pretrained BERT

model [12], and treat the output of the first token (the [CLS] token) as the embedding

of the input sentences. However, the performance of this approach is even worse

than averaging word embeddings [50]. This is because the [CLS] token is used for

Next Sentence Prediction (NSP) task in pre-training, which is learned to describe the

temporal relation between sentences in vector space. So it is not suitable to use it to

represent the semantics of a sentence directly.

Reimers and Gurevych [50] propose Sentence-Transformer, and improve the qual-

ity of sentence embeddings drastically. Specifically, they fine-tuned the pre-trained

Transformer model with the paraphrase or NLI datasets, based on the [CLS] token

or mean pooling of the last layer. As shown in Figure 2.3, two sentences from the

training data are fed into two BERT models with tied weights; after fine-tuning, only

one model needs be retained. The outputs u and v are the corresponding sentence

11



Sentence A Sentence B Sentence A Sentence B

BERT BERT BERT BERT

pooling pooling pooling pooling

u uv v

cosine(u, v)(u, v, |u-v|)

softmax

Tied weights

Figure 2.3: The architecture of SBERT, where BERT is used as the backbone Trans-
former model. The left figure is SBERT during fine-tuning, where two BERT models
have tied weights (also known as the Siamese network structure). The right figure is
the SBERT applied to similarity modeling. The figure is adapted from [50].

embeddings. They are then combined with their element-wise difference |u − v| to

form a single vector. When fine-tuning on paraphrase datasets, a feed-forward neural

net followed by a softmax function performs two-way classification, whereas for NLI

datasets, a three-way classifier is needed.

The fine-tuned BERT model is called the SBERT model, which can be used off the

shelf to provide sentence embeddings. The output sentence embeddings are computed

by the cosine function to compare the similarity of the corresponding two sentences.

We utilize SBERT at the phrase level to match the extracted phrases with similar

semantics. It is also used to provide phrasal embeddings that predict the NLI relations

for the matched phrase pairs.

2.2 Natural Language Inference Task

Natural Language Inference (NLI) task, also known as Recognizing Textual Entail-

ment (RTE), aims to determine whether the meaning of one sentence (hypothesis) can

12



be inferred from another (premise) [5]. A variety of techniques have been addressed on

NLI, including symbolic logic and neural networks. Although symbolic logic is able to

provide explicit reasoning for NLI, the ultimate performance is oftentimes lower. This

is because the knowledge coverage is restricted by manually designed logical rules, so

that the model is not possible to obtain a powerful generalization ability. On the

other hand, deep learning models benefit from crowd-sourced NLI datasets, such as

SNLI [5] and MultiNLI [57], constantly refreshing the state-of-the-art performance.

However, one drawback is that such a model is back-box machinery and cannot pro-

vide any explainability for its NLI prediction. Moreover, recent research [47] shows

that deep learning models tend to utilize dataset bias for prediction.

There are several studies addressing reasoning in NLI. MacCartney and Man-

ning [37] propose seven natural logic relations in addition to Entailment, Contradiction,

and Neutral, shown in Table 2.1. MacCartney and Manning [38] also distinguish up-

ward entailment (every mammal upward entailing some mammal) and downward

entailment (every mammal downward entailing every dog) as different categories.

Manually designed lexicons and rules are used to interpret Entailment in such a

finer-grained manner [21, 9]. Feng et al. [16] apply such natural logic to NLI rea-

soning in the word level; however, our experiments will show that their word-level

treatment is not an appropriate granularity, and that they fail to achieve meaningful

reasoning performance.

The above reasoning schema focuses more on the quantifiers of first-order logic

(FOL) [3]. However, the SNLI dataset [5] only contains less than 5% samples with ex-

plicit quantifiers, and the seven-category schema complicates reasoning in the weakly

supervised setting. Instead, we adopt three-category NLI labels following the SNLI

dataset. Our focus is entity-based reasoning, and the treatment of quantifiers is

absorbed into phrases.

We also notice that previous work lacks explicit evaluation of the reasoning per-

formance for NLI. For example, the SNLI dataset only provides sentence-level labels.

13



Relation Name Example Mapping

x ≡ y equivalence dad≡ father entailment

x ⊏ y forward entailment puppy⊏ dog entailment

x ⊐ y reverse entailment cat⊐ kitten neutral

x ∧ y negation human ∧ nonhuman contradiction

x | y alternation cat | dog contradiction

x ⌣ y cover animal⌣ nonhuman neutral

x # y independence cat # sleep neutral

Table 2.1: Seven natural logical relations [37], and the mapping to three-category
labels.

The HELP [60] and MED [59] datasets concern monotonicity inference problems,

where the label is also at the sentence level; they only consider Entailment, ignoring

Contradiction and Neutral. Thus, we propose a comprehensive framework for the

evaluation of NLI reasoning.

2.3 Neuro-Symbolic Approaches

In recent years, neuro-symbolic approaches have attracted increasing interest in the

AI and NLP communities for explaining and interpreting deep learning models. Typ-

ically, these approaches are trained by reinforcement learning or its relaxation, such

as attention and Gumbel-softmax [23], to reason about certain latent structures in a

downstream task.

For example, Lei et al. [29] and Liu et al. [33, 32] extract key phrases for a text

classification task. The key phrase extraction is learned jointly with the classification

to provide the meaningful rationale for the classification prediction, yet it is only

supervised by the classification task. Lu et al. [35] extract entities and relations for

document understanding. Specifically, the proposed OONP model reads the docu-

ment and parses the entities into the object-oriented data structure. This parsing

process can either be trained with supervised learning, reinforcement learning, or a
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combination of both. Liang et al. [31] and Mou et al. [42] perform SQL-like execution

based on input text for semantic parsing. They both train a symbolic executor with

reinforcement learning, combining with the neural network to understand the input

text. Xiong et al. [58] use a policy-based agent to hop over a knowledge graph for rea-

soning the relationships between entities. In this work, we address logical reasoning

for the NLI task, which is not tackled in previous neuro-symbolic studies.

Mahabadi et al. [40] apply fuzzy logic formulas to replace multi-layer perceptrons

for NLI. In this way, they manage to reduce the number of model parameters, but

their performance is lower. Also, they are unable to provide expressive reasoning

because their fuzzy logic works on sentence features. Our work is inspired by [40],

but we propose to apply fuzzy logic to the detected and aligned phrases, and are able

to provide reasoning in a symbolic (i.e., expressive) way. We also develop our own

fuzzy logic formulas, which are different from [40].

2.4 Chapter Summary

In this chapter, we introduced the background knowledge of natural language un-

derstanding. This includes N-gram approximation for statistical language model,

word embeddings, the widely used Transformer architecture which is capable of en-

coding and decoding natural language, and the pre-trained Sentence-Transformer for

providing sentence embeddings. We then introduced the task of Natural Language

Inference, with a focus on reasoning for NLI. We finally introduced relative work

regarding neuro-symbolic methods and fuzzy logic.

In the next chapter, we will present our neuro-symbolic EPR approach for NLI

reasoning, which combines systems from two worlds: a Transformer neural model

and fuzzy logic.
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Chapter 3

The EPR Approach

In this chapter, we will describe our EPR approach in detail, which is shown in

Figure 3.1. It has three main components: phrase detection and alignment, phrasal

NLI prediction, and sentence label induction. The first three sections describe each

component in detail. In the last section, we will explain how the EPR model is

trained, predicts at sentence-level and performs reasoning at phrase-level.

Phrase Detection 
and 

Alignment
Phrasal NLI Prediction Sentence Label Induction

Figure 3.1: An overview of our Explainable Phrasal Reasoning (EPR) model.

3.1 Phrase Detection and Alignment

In NLI, a data point consists of two sentences, a premise and a hypothesis. We

first extract content phrases from both input sentences. Compared with the word

level [45, 16], a phrase presents a meaningful semantic unit, which is important to

logical reasoning.

Specifically, we use SpaCy [20] to obtain the part-of-speech (POS) tag1 of every

word, and extract minimal noun phrases. In other words, no other noun phrase is

1See definitions in https://spacy.io/usage/linguistic-features
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nested within the extracted noun phrases.

If a noun phrase follows a preposition (with a fine-grained POS tag being IN), it

becomes a prepositional phrase. In addition, we extract verbs by the POS tag VERB. A

verb phrase may involve a particle with the fine-grained POS tag being RP. Then, we

treat it as a verb phrase (e.g., show off ). In order to handle negation, we extract the

pattern AUX not VERB [RP] as a verb phrase (e.g., could not help). This, however,

only counts less than 1% in the dataset, and does not affect our model much.

After the above phrases are extracted, we process the remaining words based on

Universal POS tags [46], which is shown in Table 3.1. Specifically, we treat remaining

content words (open class words) as individual phrases. Finally, the remaining non-

content words (in the categories of closed words and others) are discarded (e.g., “there

is”). This is appropriate, because they do not represent meaningful semantics or play

a role in reasoning. Empirically, our rule-based approach works well for the NLI

dataset. Our logical reasoning is at the granularity of the extracted phrases.

We align corresponding phrases in the two sentences based on the cosine similarity.

Let P = (p1, · · · , pM) and H = (h1, · · · , hN) be the premise and hypothesis, respec-

tively, where pm and hn are extracted phrases. We apply Sentence-BERT [50] to each

individual phrase and obtain the local phrase embeddings by p
(L)
m = SBERT(pm)

and h
(L)
n = SBERT(hn). We also apply Sentence-BERT to the entire premise and

hypothesis sentences to obtain the global phrase embeddings p
(G)
m and h

(G)
n by mean-

pooling the features of the time steps corresponding to the words in the phrase. Their

similarity is given by

sim(pm, hn) = γ cos(p(G)
m ,h(G)

n ) + (1 − γ) cos(p(L)
m ,h(L)

n ) (3.1)

where γ is the hyper-parameter to balance the lexical and contextual meaning of a

phrase. It is noted that Sentence-BERT is fine-tuned on paraphrase datasets, and

thus is suitable for similarity matching.

We obtain phrase alignment between the premise and hypothesis in a heuristic
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Figure 3.2: Phrase detection and alignment.

Open class words Closed class words Others

POS Definition Example POS Definition Example POS Definition Example

ADJ adjective wonderful ADP adposition during PUNCT punctuation .

ADV adverb well AUX auxiliary can SYM symbol :)

INTJ interjection hello CCONJ coordinating conjunction and X other asdf

NOUN noun paper DET determiner the

PROPN proper noun John NUM numeral 2022

VERB verb write PART particle ’s

PRON pronoun he

SCONJ subordinating conjunction while

Table 3.1: Universal POS tags. The table is adapted from [46].

way. For every phrase pm in the premise, we look for the most similar phrase hn from

the hypothesis by

n = argmaxn′ sim(pm,hn′) (3.2)

Likewise, for every phrase hn in the hypothesis, we look for the most similar phrase

pm from the premise. A phrase pair (pm, hn) is considered to be aligned if hn is

selected as the closest phrase to pm, and pm is the closest to hn. In this way, we can

ensure the quality of phrase alignment, and leave other phrases unaligned (which are

common in the NLI task). The process is illustrated in Figure 3.2.

18



3.2 Phrasal NLI Prediction

In this part, our model predicts the logical relationship of an aligned phrase pair

(p,h) among three target labels: Entailment, Contradiction, and Neutral, as

shown in Figure 3.3. While previous work [16] identifies finer-grained labels for NLI,

we do not follow their categorization, because it complicates the reasoning process

and makes weakly supervised training more difficult. Instead, we adopt three-label

categorization for phrases, which is also consistent with sentence NLI labels.

We represent a phrase, say, p in the premise, by a vector embedding, and we

consider two types of features: a local feature p(L) and a global feature p(G), re-

used from the phrase alignment component. They are concatenated as the phrase

representation p = [p(L);p(G)]. Likewise, the phrase representation for a hypothesis

phrase h is obtained in a similar way. Intuitively, local features force the model to

perform reasoning in a serious manner, but global features are important to sentence-

level prediction. Such intuition is also verified in an ablation study.

Then, we use a feed-forward neural network to predict the phrasal NLI label

(Entailment, Contradiction, and Neutral). This is given by the standard heuris-

tic matching [43] based on phrase embeddings, followed by a multi-layer perceptron

(MLP) and a three-way softmax layer:

[Pphrase(E|p, h);Pphrase(C|p, h);Pphrase(N|p, h)]

= softmax(MLP([p;h; |p− h|;p ◦ h])) (3.3)

where ◦ is element-wise product and a semicolon refers to column vector concate-

nation. E, C, and N refer to the Entailment, Contradiction, and Neutral labels,

respectively.

Such heuristic matching [43] is proposed to capture the relation between a premise

and hypothesis pair, by combining their sentence-level vector representation. Specif-

ically, element-wise difference measures the closeness, while element-wise product
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Example 1

Premise People are shopping for fruits.

Hypothesis People are shopping for fruits in the market .

Sentence NLI [ ] Entailment [ ] Contradiction [✓] Neutral

Example 2

Premise People are shopping for fruits in the market .

Hypothesis People are shopping for fruits.

Sentence NLI [✓] Entailment [ ] Contradiction [ ] Neutral

Table 3.2: Examples showing the importance of handling unaligned phrases (in high-
light).

measures the similarity between them. In our work, we use it in the phrasal level to

capture the relation between the aligned phrases.

A multi-layer perceptron (MLP) is a fully-connected feed-forward neural network,

which consists of at least three layers: an input layer, a hidden layer and an output

layer. In our work, we use the four-layer setting, i.e., an input layer, two hidden

layers, and an output layer. And there is a non-linear activation function (namely,

the Rectified Linear Unit, or ReLU) between each of the two layers. The input

layer takes the combined phrase-level embeddings. Suppose a phrase embedding is

k-dimensional, then the combined phrase-level (or heuristically matched) embeddings

is 4k-dimensional (see Equation 3.3). After the MLP, a softmax layer normalizes the

logits into probability distribution over E, C, and N.

It should be mentioned that a phrase may be unaligned, but plays an important role

in sentence NLI, as shown in Table 3.2. Thus, we would like to predict phrasal NLI

labels for unaligned phrases as well, but pair them with a special token (p⟨EMPTY⟩ or

h⟨EMPTY⟩), whose embedding is randomly initialized and learned by back-propagation.
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Figure 3.3: Phrase NLI prediction.

3.3 Sentence Label Induction

We observe that the sentence NLI label can be logically induced from phrasal NLI

labels. According to the definition of the NLI task, we develop the following induction

rules. Figure 3.4 shows the process of the induction from phrasal NLI labels to

sentence NLI label.

We utilize Fuzzy Logic [63, 64] to induce phrasal NLI labels to sentence NLI label.

Because fuzzy logic models an assertion and performs logic calculation by probability.

For example, a quantifier (e.g., “most”) and assertion (e.g., “ill”) are modeled by a

score in (0, 1); the score of a conjunction s(x1∧x2) is the product of s(x1) and s(x2). In

old-school fuzzy logic studies, the mapping from language to the score is usually given

by human-defined heuristics [63, 44], and may not be suited to the task of interest.

By contrast, we train neural networks in Section 3.2 to predict the probability of

phrasal logical relations (E, C and N), and induce the sentence NLI label by fuzzy

logic formulas. Thus, our approach takes advantage of both worlds of symbolism and

connectionism.

It should be noticed that Fuzzy Logic is not formal Logic, because formal Logic is

only applicable to a completely true statement. Whereas Fuzzy Logic can be thought

of as a relaxation of Logic, which allows us to perform reasoning with the probability

of a true statement.
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3.3.1 Entailment Rule

A premise entails a hypothesis, if every paired phrase has the label Entailment. Let

{(p(k), h(k))}Kk=1

⋃︁
{(p(k), h(k))}K′

k=K+1 be all phrase pairs. For k = 1, · · · , K, they are

aligned phrases; for k = K + 1, · · · , K ′, they are unaligned phrases paired with the

special token, i.e., p(k) = p⟨EMPTY⟩ or h(k) = h⟨EMPTY⟩. Then, we induce a sentence-

level Entailment score by

Ssentence(E|P,H) =
[︂ K′∏︂
k=1

Pphrase(E|p(k), h(k))
]︂ 1

K′
(3.4)

This works in a fuzzy logic fashion [63, 64], deciding whether the sentence-level label

should be Entailment considering the average of phrasal predictions. It should be

mentioned that, in traditional fuzzy logic, the conjunction is given by the product

of probabilities. We find that this gives a too small Entailment score compared

with Contradiction and Neutral scores, causing difficulties in end-to-end training.

Thus, we take the geometric mean and maintain all the scores in the same magnitude.

Here, we use the geometric mean, because it is biased towards low scores, i.e., if there

exists one phrase pair with a low Entailment score, then the chance of sentence label

being Entailment is also low. Unaligned pairs should be considered here, because an

unaligned phrase may indicate Entailment, shown in the second example of Table 3.2.

Notice that the resulting value in Equation (3.4) is not normalized with respect to

Contradiction and Neutral; thus, we call it a score (instead of probability), which

will be normalized afterwards.

3.3.2 Contradiction Rule

Two sentences are contradictory if there exists (at least) one paired phrase labeled as

Contradiction. The fuzzy logic version of this induction rule is given by

Ssentence(C|P,H) = max
k=1,··· ,K

Pphrase(C|p(k), h(k)) (3.5)

Here, the max operator is used in the induction, because of the contradiction rule is

an existential statement, i.e., there exist(s) · · · . Also, unaligned phrases are excluded
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Figure 3.4: Sentence label induction.

in calculating the sentence-level Contradiction score, because an unaligned phrase

indicates the corresponding information is missing in the other sentence and it cannot

be Contradiction (recall examples in Table 3.2).

3.3.3 Rule for Neutral

Two sentences are neutral if there exists (at least) one neutral phrase pair, but there

does not exist any contradictory phrase pair. The fuzzy logic formula is

Ssentence(N|P,H) =
[︁

max
k=1,··· ,K′

Pphrase(N|p(k), h(k))
]︁
·
[︁
1 − Ssentence(C|P,H)] (3.6)

The first factor determines whether there exists a Neutral phrase pair (including

unaligned phrase, illustrated in the first example in Table 3.2). The second factor

evaluates the negation of “at least one contradictory phrase,” as suggested in the

second clause of the Rule for Neutral.

Finally, we normalize the scores into probabilities by dividing the sum, as all the

scores are already positive, given by

Psentence(L|·) =
Ssentence(L|·)

Ssentence(E|·) + Ssentence(C|·) + Ssentence(N|·)
(3.7)

where L ∈ {E, C, N} is a label.

3.4 Training and Inference

We use cross-entropy loss to train our EPR model by minimizing − logPsentence(t|·),

where t ∈ {E, C, N} is the groundtruth sentence-level label.
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Our underlying logical reasoning component can be trained end-to-end by back-

propagation in a weakly supervised manner, because the fuzzy logic rules are almost

everywhere differentiable. While certain points in the max operators in (3.5) and

(3.6) may not be differentiable, max operators are common in max-margin learning

and the rectified linear unit (ReLU) activation functions, and do not cause trouble in

back-propagation.

Once our EPR model is trained, we can obtain both phrase-level and sentence-level

labels. This is accomplished by performing argmax on predicted probabilities (3.3)

and (3.7), respectively.

3.5 Chapter Summary

In this chapter, we explained the EPR approach that is capable of explaining the

model’s sentence-level NLI predictions with the phrase-level NLI rationale. EPR is

a stack of three components: The first component detects and aligns phrases, the

second component makes the phrasal NLI predictions based on the aligned phrases,

and the third component induces the phrasal NLI predictions to the final sentence-

level prediction that is supervised by the sentence-level NLI labels. Since the model is

almost everywhere differentiable, the phrase-level reasoning component can be trained

in a weakly supervised manner.

In the next chapter, we will conduct comprehensive experiments for evaluating the

performance and explainability of EPR.
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Chapter 4

Experiments

In this chapter, we will first introduce our experimental design, including annotating

data and developing evaluation metrics. Then, we present experimental results and

analysis. We finally provide a case study to show that EPR can perform meaningful

reasoning for the NLI task.

4.1 Dataset

We evaluate our EPR approach on the widely used benchmark SNLI dataset [5],

which consists of 550K training samples, 10K validation samples, and another 10K

test samples. Each data sample consists of two sentences (premise and hypothesis)

and a sentence-level groundtruth label.1

To evaluate reasoning performance, we need additional human annotation, as no

phrasal label is available for NLI reasoning. We performed annotation by three in-lab

researchers who are familiar with the NLI task. Our preliminary study shows low

agreement when the annotators are unfamiliar with the task; thus it is inappropriate

to recruit Mechanic Turkers for annotation.

We select corresponding phrases from both premise and hypothesis, and label them

as either Entailment, Contradiction, or Neutral. We may also select a phrase

from either a premise or a hypothesis and label it as Unaligned. The process can be

1A groundtruth label is for a data point, which consists of two sentences. We call it a sentence-
level label, as opposed to phrasal labels.
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repeated until all phrases are labeled for a data sample.

Due to the limit of time and resources, we randomly selected 100 samples for

annotation. The amount of annotation follows previous work on textual explanation

for SNLI [e-SNLI, 7], and is adequate to show statistical significance. Since our

annotation only concerns data samples, it is agnostic to any machine learning model.

We also developed an web annotation interface. For an annotator, the interface

consists of several components: a login page, the annotation pages, a navigation

panel, and a bookmark page.

We select several pairs of phrases and label them with the NLI relation, by clicking

the corresponding buttons (Entailment, Contradiction or Neutral). We may also

select a phrase from either a premise or a hypothesis and indicate it is unaligned by

clicking the Unaligned button. After all phrases are labeled, we need to click save,

and the information panel will show the result for the phrase-level annotation.

4.2 Development of Evaluation Metrics

For sentence-level NLI prediction, we still use accuracy to evaluate our approach,

following previous work [45, 8, 48].

To evaluate phrasal reasoning performance, we need new metrics, because expres-

sive phrasal reasoning is not addressed in any previous work. Specifically, we propose a

set of F -scores, which are a balanced measurement of precision and recall between hu-

man annotation and model output in terms of Entailment, Contradiction, Neutral,

and Unaligned.

4.2.1 Precision, Recall, and F-score

F-score is commonly used for evaluating a model’s performance on a dataset, which is

defined as the the harmonic mean of the model’s precision and recall. Considering a

binary classification task, computing precision and recall is based on the measurement

of four basic elements, which are true positive (TP): when the prediction matches the
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Predicted

Positive Negative

Actual
Positive TP FN

Negative FP TN

Table 4.1: Confusion matrix.

actual value that are both positive; false positive (FP): when the prediction is positive

but the actual value is negative; true negative (TN): when the prediction matches

the actual value that are both negative; false negative (FN): when the prediction is

negative but the actual value is positive. An confusion matrix is shown in Table 4.1.

Another measurement related to that four basic elements is accuracy, which is

defined by

Accuracy =
TP + TN

TP + TN + FP + FN
(4.1)

The numerator is the number of correct prediction, and the denominator is the number

of total prediction. We choose to use F-score (the combination of precision and recall)

is because accuracy is not a good measurement when the dataset is biased to whether

positive or negative. For example, a dataset contains 1000 samples, and 900 of them

are labeled as positive. So a model can get 90% of accuracy if it simply predicts

positive for all samples.

We adopt the measurements of precision and recall to our reasoning metric. Pre-

cision is about evaluating the precision of the model within the predicted positives,

i.e., how many of the predicted positives are actual positive. It is given by

Precision =
TP

TP + FP
(4.2)

Whereas recall calculates the number of the actual positives the model capture within

all actual positive samples in the dataset, which is given by

Recall =
TP

TP + FN
(4.3)
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Example annotation of entailment (in highlight):

Premise: A kid in red is playing in a garden.

Hypothesis: A child in red is watching TV in the bedroom.

# Example Output P
(P )
E P

(H)
E PE R

(P )
E R

(H)
E RE FE

1
P in a garden

0 0 0 0 0 0 0
H in the bedroom

Explanation:

Even though in occurs in the annotation, the word indexes are different. The reasoning is wrong.

2
P a kid in red

1 0 0 1 0 0 0
H watching TV

Explanation:

Mis-matched phrases in hypothesis. The reasoning is wrong.

3
P a kid | in red

1 1 1 1 1 1 1
H a child | in red

Explanation:

All word indexes match the annotation. The reasoning is correct.

Table 4.2: Examples illustrating the proposed metrics, where we consider the
Entailment category. “|” refers to a phrase segmentation.

A model may have high precision but low recall, or low precision but high recall, when

performing on a dataset. F-score takes both precision and recall into consideration

so that we have a balanced measurement of the model’s performance. The general

formula of the weighted Fα-score is given by

Fα = (1 + α2) × Precision× Recall

(α2 × Precision) + Recall
(4.4)

The factor α is chosen such that recall is considered α times as important as precision.

The standard F-score is equivalent to setting α to one, i.e., recall has the same

importance as precision. We use standard F-score in our work, which is given by

F =
2 × Precision× Recall

Precision + Recall
(4.5)
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4.2.2 Proposed Reasoning Metric

Consider one sample and the Entailment category (Table 4.2). We first count the

number of “hits” (true positives) between model output and annotation in terms of

word indexes, rather than words. This rules out hitting words in mis-aligned phrases

(Example 1, Table 4.2). Then, we calculate precision scores for the premise and

hypothesis, denoted by P
(P )
E and P

(H)
E , respectively. Their geometric mean PE =

(P
(P )
E P

(H)
E )1/2 is considered as the precision for Entailment. Here, the geometric

mean rules out incorrect reasoning that hits either the premise or the hypothesis,

but not both (Example 2, Table 4.2). Further, we compute the recall score RE in

a similar way, and finally obtain the F -score by FE = 2PERE

PE+RE
. Likewise, FC and FN

are calculated for Contradiction and Neutral. In addition, we also compute the

F -score for unaligned phrases in premise and hypothesis, denoted by FUP and FUH,

respectively.

When calculating our F -scores for a corpus, we use micro-average, i.e., the precision

and recall ratios are calculated in the corpus level. This is more stable, especially

considering the varying lengths of sentences. Moreover, we compare model output

against three annotators and perform an arithmetic average, further reducing the

variance caused by ambiguity.

It should be emphasized that our metrics evaluate phrase detection and alignment

in an implicit manner. A poor phrase detector and aligner will result in a low reason-

ing score (shown in our ablation study), but we do not calculate phrase detection and

alignment accuracy explicitly. This helps us cope with the ambiguity of the phrase

granularity (Example 3, Table 4.2).

Table 4.3 shows annotation statistics and inter-annotator agreement. As seen,

more words are annotated as Entailment, whereas fewer are Contradiction and

Neutral. This is understandable, because the two sentences (and thus many phrases)

are typically highly related regardless of the sentence-level label, whereas a contra-
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Entailment Contradiction Neutral
Unaligned Hypothesis

Premise Hypothesis

Existence (%) 92.33 29.67 29.67 70.00 32.67

Word labels (count) 446.17 100.83 112.33 538 108

Word labels (%) 34.18 7.72 8.61 41.22 8.27

Lower bound (F score) 63.07 18.55 21.41 56.43 24.31

Human performance (F score) 84.71 71.01 55.12 82.46 61.80

Table 4.3: Annotation statistics. The existence measures how often a sentence pair
contains a certain label. The lower bound shows the F score of predicting a particular
label for all words in the premise and the hypothesis.

dictory/neutral sentence pair only contains one or a few contradictory/neutral phrase

pair. Interestingly, the premise contains more unaligned words, whereas the hypoth-

esis contains fewer, which also demonstrates that NLI datasets may be biased [17].

Nevertheless, our EPR model does not make sentence-level predictions by using such

bias, because our model is interpretable with explicitly predicted phrasal labels.

We then calculate the “lower-bound” performance by predicting all phrases in the

targeted label (Entailment, Contradiction, Neutral, etc.). This is not the perfor-

mance of a single approach because the F scores are given by respective predicted

labels. It in fact demonstrates the difficulty of each label’s F score. For example, we

achieve 63.07% FE for Entailment, but only ˜20% for Contradition and Neutral.

We also see that humans generally achieve high agreement with each other, which

can be thought of “upper-bound” performance. On the contrary, model performance

is relatively low (Table 4.4). This shows that our task and metrics are well-defined,

yet phrasal reasoning is a challenging task for machine learning models.

Here, the lower and upper bounds are not theoretically guaranteed. They are not

strict, but estimate the range of the metric given a reasonable model.
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Figure 4.1: Coefficient of global features versus sentence accuracy.

Figure 4.2: Coefficient of global features versus phrasal reasoning performance.
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4.3 Training Settings

We chose the pre-trained model all-mpnet-base-v22 from the Sentence-BERT study [50]

and obtained 768-dimensional local and global phrase embeddings. Our MLP had the

same dimension as the embeddings, i.e., 768D for the local and global variants, or

1536D for the concatenation variant.

Our alignment model has a hyper-parameter λ (coefficient of global features); we

conduct experiment on selecting the best λ from a set of candidates: {0, 0.2, 0.4, 0.6, 0.8, 1.0},

as shown in Figure 4.1 and Figure 4.2. It was set to 0.6, which yields the highest

phrasal reasoning performance (we use arithmetic mean F-score for the selection of

λ) and decent sentence-level performance on SNLI and Multi-NLI.

During training, the pre-trained language model (LM) is either finetuned or un-

finetuned. Fine-tuning yields higher sentence-level accuracy, whereas un-finetuned

LM is more efficient for in-depth analyses. We train with a batch size of 256. We

used the Adam optimizer [27] with a learning rate of 5e-5, β1 = 0.9, β2 = 0.999,

learning rate warmup over the first 10 percents of the total steps, and linear decay

of the learning rate. The model is trained up to 3 epochs, following the common

practice [13]. Our main model variants were trained 5 times with different parameter

initializations, and we report the mean and standard deviation.

4.4 Main Results

To the best of our knowledge, phrasal reasoning for NLI is not tackled in previous

literature. Therefore, we propose plausible extensions to previous studies as our

baselines.

We consider the study of Neural Natural Logic [NNL, 16] as the first baseline. It

adopts an attention mechanism so that each word in the hypothesis is softly aligned

with the words in the premise. Then, each word in the hypothesis is predicted with

2https://www.sbert.net/docs/pretrained models.html
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Model Sent Acc FE FC FN FUP FUH GM AM

Human – 84.71 71.01 55.12 82.46 61.80 70.07 71.02

Non-reasoning

Mahabadi et al. [40]† 85.1 – – – – – – –

LSTM [56]† 86.1 – – – – – – –

Finetuned Transformer [48]† 89.9 – – – – – – –

Baselines

NNL [16]‡ 79.91 62.72 17.49 1.50 66.22 0.00 0.00 29.59

STP 81.44 71.34 36.84 31.09 76.61 51.80 50.37 53.54

Ours

EPR (Local, LM unfinetuned) 76.33±0.48 83.11±0.29 38.73±0.85 44.63±0.88 76.61 51.80 56.39±0.43 58.98±0.34

EPR (Local, LM finetuned) 79.36±0.13 82.44±0.26 44.10±1.32 44.69±3.22 76.61 51.80 57.77±0.85 59.93±0.67

EPR (Concat, LM unfinetuned) 84.53±0.19 73.29±0.68 37.95±1.16 40.56±1.10 76.61 51.80 53.73±0.39 56.04±0.33

EPR (Concat, LM finetuned) 87.56±0.15 69.91±1.21 39.97±2.12 43.31±2.78 76.61 51.80 54.46±1.35 56.32±1.13

Table 4.4: Main results. †Quoted from respective papers. ‡Obtained from the check-
point sent by the authors. Other results are obtained by our experiments. GM and
AM are the geometric and arithmetic means of the F scores.

one of the seven natural logic relations proposed by [37]. We consider the maximum

attention score as the alignment, and map their seven natural logic relations to our

three-category NLI labels (Table 2.1).

Table 4.4 shows that NNL cannot perform meaningful phrasal reasoning, although

our metrics have already excluded explicit evaluation of phrases. The low performance

is because their soft attention leads to a large number of mis-alignments, whereas

their seven-category logical relations are too fine-grained and cause complications in

weakly supervised reasoning. In addition, NNL does not allow unaligned words in

the hypothesis, showing that such a model is incapable for NLI reasoning.

By contrast, our EPR model extracts phrases of meaningful semantic units, be-

ing an appropriate granularity of logical reasoning. Moreover, we work with three-

category NLI labels following the sentence-level NLI task formulation. This actually

restricts the model capacity, forcing the model to perform serious phrasal reasoning.

In addition, we include another intuitive BERT-based competing model for com-

parison. We first apply our own heuristics of phrase detection and alignment (thus,
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the model will have the same FUP and FUH scores); then, we directly train the phrasal

NLI predictor by sentence-level labels. We call this STP (Sentence label Training

Phrases).

As seen, STP provides some meaningful phrasal reasoning results, because the

training can smooth out the noise of phrasal labels, which are directly set as the

sentence-level labels. But still, its performance is significantly lower than our EPR.

Among our EPR variants, we see that finetuning generally outperforms fixing lan-

guage models. However, the benefit of finetung is more considarable in sentence-level

accuracy than phrasal reasoning.

Moreover, the EPR with local phrase embeddings achieves the highest reasoning

performance, and EPR with concatenated features achieve a good balance between

sentence-level accuracy and reasoning. Our EPR variants were ran 5 times with

different intializations, and standard deviations are also reported in Table 3.3. As

seen, our improvement compared with the best baseline is around 8 times of the

standard deviation in mean F scores, which is a large margin. Suppose the F scores

are Gaussian distributed,3 the improvement is also statistically significant (p-value

<1e-5 comparing our worse variant with the best competing model by one-sided

test).

We further compare our EPR with non-reasoning models, which are unable to pro-

vide phrasal explainations but may or may not achieve high sentence accuracy. Specif-

ically, Mahabadi et al. [40] apply fuzzy logic to sentence embeddings. They manage

to reduce the number of model parameters, but their model is non-interpretable.

4.5 Ablation Study

We conducted an ablation study to verify the effect of every component in our EPR

model. We consider three ablated models: (1) Random chunker, which splits the

3When the score has a low standard deviation, a Gaussian distribution is a reasonable assumption
because its probability of exceeding the range of F scores is extremely low.
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Model Features Sent Acc FE FC FN FUP FUH GM AM

Full model

Local 76.33±0.48 83.11±0.29 38.73±0.85 44.63±0.88 76.61 51.80 56.39±0.43 58.98±0.34

Global 84.03±0.12 70.84±0.60 35.12±0.90 36.37±1.52 76.61 51.80 51.41±0.62 54.15±0.41

Concat 84.53±0.19 73.29±0.68 37.95±1.16 40.56±1.10 76.61 51.80 53.73±0.39 56.04±0.33

Random chunker

Local 72.44 63.21 22.65 32.04 65.94 36.13 40.53 43.99

Global 82.81 58.09 30.64 27.49 65.94 36.13 41.05 43.66

Concat 83.09 58.75 32.41 31.14 65.94 36.13 42.66 44.87

Random alignment

Local 68.52 59.32 21.79 26.20 51.43 16.50 31.02 35.05

Global 81.99 53.85 35.10 31.39 51.43 16.50 34.71 37.66

Concat 82.49 57.22 34.83 30.91 51.43 16.50 34.97 38.18

Mean induction

Local 79.61 77.38 37.14 36.13 76.61 51.80 52.84 55.81

Global 83.82 55.08 29.92 24.70 76.61 51.80 43.82 47.62

Concat 84.96 57.12 31.93 31.41 76.61 51.80 46.92 49.77

Table 4.5: Results of our ablation studies.

sentence randomly based on the number of chunks detected by our system; (2) Ran-

dom aligner, which randomly aligns phrases but keeps the number of aligned phrases

unchanged; and (3) Mean induction, which induces the sentence NLI label by the

geometric mean of phrase NLI prediction. In each ablated model, only one compo-

nent is changed, and other components remain the same as our full EPR model; thus,

our comparisons are strictly controlled for drawing scientific conclusions. Due to the

large number of settings, each variant was run only once; we do not view this as a

concern because the performance gap is large. Also, the underlying language model

is un-finetuned, as it yields slightly lower performance but is much more efficient.

In addition, we consider local phrase embedding features, global features, and their

concatenation in each of the ablated models.

As seen in Table 4.5, the random chunker and aligner yield poor phrasal reasoning

performance, showing that working with meaningful semantic units and having their

relationship are important to logical reasoning. This also verifies that our metrics are

able to evaluate phrase detection and alignment in an implicit manner.

Interestingly, local features yield higher reasoning performance, but global and

concatenated features yield higher sentence accuracy. This is because global fea-
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      People shopping for vegetables at an outdoor market.

(d)

      People shopping for veggies and fruit at a market.

      An elderly couple in heavy coats are looking at black and white photos displayed on a wall.

(e)

      Octogenarians admiring the old photographs that decorated the wall.

      Three young boys enjoying a day at the beach.

(a)

      The boys are in the beach.

      A man playing fetch with two brown dogs.

(b)

      The dogs are asleep.

      Walkers on a concrete boardwalk under a blue sky.

(c)

      Walkers under a blue sky near the beach.

Entailment

Contradiction

Neutral

Unaligned

Groundtruth: Entailment   Prediction: Neutral

Groundtruth: Entailment   Prediction: Entailment Groundtruth: Contradiction   Prediction: Contradiction

Groundtruth: Neutral   Prediction: Neutral

Groundtruth: Entailment   Prediction: Neutral

Figure 4.3: Examples of explainable phrasal reasoning predicted by our EPR model.
Words in one color block are a detected phrase; a dotted line shows the alignment of
two phrases; and the color represents the predicted phrasal NLI label. In Example
(d) and (e), EPR’s prediction suggests provided label in SNLI is incorrect.

tures provide aggregated information of the entire sentence, but also allow bypassing

meaningful reasoning. In the variant of the mean induction, for example, the phrasal

predictor can simply learn to predict the sentence-level label with global sentence

information; then, the mean induction is an ensemble of multiple predictors. In this

way, it achieves the highest sentence accuracy (0.43 points higher than our full model),

but is 6 points lower in reasoning performance.

This reminds us of the debate between old schools of AI [52]. Recent deep learn-

ing models take the connectionists’ view, and generally outperform symbolists’ ap-

proaches in terms of the ultimate prediction, but they lack expressible explanations.

Combining neural and symbolic methods becomes a hot direction in recent AI re-

search [31, 14, 61]. In general, our EPR model with global features achieves high

performance in both reasoning and ultimate prediction for the NLI task.
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4.6 Case Study

We present case studies in Figure 4.3. We see that our EPR indeed performs im-

pressive reasoning for the NLI task, which is learned in a weakly supervised manner.

In Example (a), the two sentences are predicted Entailment because three young

boys entails the boys and at the beach entails in the beach, whereas unaligned phrases

enjoying and a day are allowed in the premise for Entailment. In Example (b),

playing contradicts asleep, and the two sentences are also predicted Contradiction.

Likewise, Example (c) is predicted Neutral because the aligned phrases on a concrete

boardwalk and near the beach are neutral.

In our study, we also find several interesting examples where EPR’s reasoning

provides clues suggesting that the target labels may be incorrect in the SNLI dataset.

In Example (d), the target label is Entailment. However, our EPR model determines

that the two sentences should be Neutral because fruit is unaligned in the hypothesis.

Indeed, we believe our model’s reasoning and prediction make more sense than the

provided target label, because people shopping for vegetables may or may not shop

for fruit. In Example (e), our model predicts Neutral for looking and admiring, as

well as for at black and white photos and the old photographs. Thus, the two sentences

are predicted Neurtral, as opposed to the provided label Contradiction. We believe

our model’s reasoning and prediction are correct, because people looking at something

may or may not admire it; a black-and-white photo may or may not be an old photo

either (as it could be a black-and-white artistic photo).

4.7 Additional Experiment on MNLI

We provide additional results on the Multi-NLI (MNLI) dataset [57], which is much

noisier compared with SNLI. We nevertheless conducted additional experiments on

MNLI to provide further evidence of our EPR approach. MNLI contains two sections

of test sets: the matched and mismatched sections. For the matched section, we
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aim to show statistically significance following Section 4.4. Whereas the results on

mismatched section shows the robustness of our method.

4.7.1 Dataset and Annotation

MNLI consists of 393K training samples, 20K validation samples and another 20K test

samples (10K for matched and 10K for mismatched). It has the same format as SNLI

dataset, but samples come from multiple domains and are more diverse. We follow

Section 4.1 and use the same protocol to create the phrasal reasoning annotation

for MNLI dataset based on 100 randomly selected samples. However, we found that

MNLI is much noisier than SNLI; particularly, the sentences labeled as Neutral in

MNLI share few relevant phrases. For example, the two sentences do not have much

in common in the sample “Premise: If you still want to join, it might be worked.”

and “Hypothesis: Your membership is the only way that this could work”. Moreover,

inter-human agreement is low in terms of the Neutral category. Therefore, we believe

the corpus quality is low for Neutral. To ensure meaningful evaluation, we ignored

the evaluation of Neutral in this experiment, although our reasoning approach is

not changed. The remaining 60 samples containing Entailment and Contradiction

serve as the MNLI phrasal reasoning corpus. Following the annotation analysis for

SNLI in Table 4.3, we show annotation statistics and inter-annotator agreement for

the matched and mismatched dataset section in Table 4.6 and Table 4.7, respectively.

4.7.2 Results on MNLI

We consider the EPR variant with concatenated local and global features, since the

SNLI experiment shows it achieves a good balance between sentence-level accuracy

and reasoning. Our models were run 5 times with different intializations, and inference

on the MNLI matched test set to report mean and standard deviation. While the

model was run only one time on the MNLI mismatched test set to show the robustness

of our approach.
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Entailment Contradiction
Unaligned Unaligned

Premise Hypothesis

Existence (%) 42.33 24 29.67 12.33

Word labels (count) 202.67 86.83 133.67 28.33

Word labels (%) 44.89 19.23 29.61 6.28

Lower bound (F score) 64.70 34.98 42.91 12.36

Human performance (F score) 85.15 73.44 73.18 46.31

Table 4.6: Annotation statistics for MNLI-matched. The existence measures how
often a sentence pair contains a certain label. The lower bound shows the F score of
predicting a particular label for all words in the premise and the hypothesis.

Entailment Contradiction
Unaligned Unaligned

Premise Hypothesis

Existence (%) 46.67 24.33 29.67 23

Word labels (count) 229 64 117.67 67

Word labels (%) 48.04 13.22 24.69 14.06

Lower bound (F score) 70.99 26.04 38.98 25.97

Human performance (F score) 82.54 69.74 68.94 54.29

Table 4.7: Annotation statistics for MNLI-mismatched.
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Model Sent Acc FE FC FUP FUH GM AM

Human – 85.15 73.44 73.18 46.31 67.85 69.52

Non-reasoning methods

Mahabadi et al. [40]† 73.8 – – – – – –

Multi-task BiLSTM + Attn [55]† 72.2 – – – – – –

Finetuned Transformer [48]† 82.1 – – – – – –

Reasoning methods

NNL [16]‡ 61.28 50.33 32.00 49.78 0.00 0.00 33.03

STP 64.46 58.01 34.79 64.32 37.57 46.99 48.67

EPR (Concat, LM finetuned) 79.65±0.19 61.76±0.32 52.09±0.41 64.32 37.57 52.80±0.07 53.93±0.07

Table 4.8: Results on MNLI. †Quoted from respective papers. ‡Our replication.

Model Sent Acc FE FC FUP FUH GM AM

Human – 82.54 69.74 68.94 54.29

Non-reasoning methods

Mahabadi et al. [40]† 73.7 – – – – – –

Multi-task BiLSTM + Attn [55]† 72.1 – – – – – –

Finetuned Transformer [48]† 81.4 – – – – – –

Reasoning methods

NNL [16]‡ 61.38 63.34 16.37 45.93 0.00 0.00 31.41

STP 65.07 70.04 34.04 64.65 52.23 53.27 55.24

EPR (Concat, LM finetuned) 79.81 67.03 39.12 64.65 52.23 54.55 55.76

Table 4.9: Results on MNLI (mis-matched). †Quoted from respective papers. ‡Our
replication.

As seen in Table 4.8, our EPR approach is again worse than humans, but largely

improves the reasoning performance compared with NNL and STP baselines. Its

sentence-level prediction is also comparable to (although slightly lower than) fine-

tuning Transformers. Again, the improvement is also statistically significant (p-value

<1e-5 comparing our worse variant with the best competing model by one-sided test),

which is highly consistent with SNLI experiments.

Results on MNLI-mismatched in Table 4.9 further verify that our approach is
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robust. Our EPR model has the best overall phrase-level reasoning ability, as well as

the best sentence-level accuracy among all the baselines. However, we found that the

Entailment F-score of our EPR model is slightly lower than the best baseline STP.

This is because the corpus is biased to the annotated phrases in the Entailment

category (Table 4.7 shows that entailed words count almost half of the words in

corpus). The lower bound F-score is very high, and even higher than the performance

of the baselines and our EPR model. This indicates that simply making use of the

corpus’ bias toward Entailment can achieve the highest reasoning performance in

Entailment among all reasoning methods. However, we believe the EPR model

does not take such bias because of the nature of fuzzy logic formulas. Reasoning

in Contradiction category is more difficult because the Contradiction words only

account for 13.22% of the words in corpus, but the EPR model has the highest

Contradiction F-score, which shows the robustness of our method.

4.8 Chapter Summary

In this chapter, we presented an evaluation metric based on F-score and the dataset

annotation process for the NLI reasoning. We annotated the reasoning datasets for

two widely used NLI benchmark datasets: SNLI and MNLI. The experiments show

that, compared with the baselines, EPR boosts the reasoning performance on both

NLI datasets. EPR’s sentence-level performance is comparable to a fine-tuned Trans-

former model, but the latter is not capable of reasoning. We also conducted an

ablation study to verify the effectiveness of each EPR component. The results of

different model variants using local and global embeddings provide insights into the

neuro-symbolic method, based on which we observe that introducing symbolic knowl-

edge to a neural network may slightly hurt the model’s generalization ability, but

helps explainability and interpretability.
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Chapter 5

Conclusion

5.1 Thesis Summary

Natural Language Inference (NLI) is a fundamental task in natural language process-

ing. There are a large number of studies that propose new methods for improving the

performance of the NLI task. However, such improvement is mostly because of the

success of the large pre-train language models. Although there are some studies ad-

dressing the reasoning for NLI, they lack an explicit evaluation metrics for evaluating

the reasoning ability for their proposed systems.

The thesis proposes an explainable phrasal reasoning (EPR) model for natural

language inference (NLI). Our EPR first detects and aligns meaningful semantic units

(roughly speaking, phrases) as the granularity of reasoning. Then, EPR predicts

phrasal NLI labels and induces them to the sentence level by fuzzy logic; our reasoning

component can be trained in a weakly supervised manner, as it is almost everywhere

differentiable.

To evaluate our approach, we proposed an experimental design, including data

annotation, evaluation metrics, and plausible baselines. Results show that phrasal

reasoning for NLI is a meaningfully defined task, as humans can achieve high agree-

ments. Our EPR achieves decent sentence-level accuracy but much higher reasoning

performance than all competing models.

Case studies provide qualitative evidence that EPR indeed performs meaningful
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reasoning for the NLI task; based on EPR’s predicted explanation, we are able to

detect incorrect target labels in the original SNLI dataset.

5.2 Limitations and Future Work

Our method performs phrase detection and alignment by heuristics. These rules

and heuristics work well empirically in our experiments, although they can be further

improved, for example, by considering syntactic features. Unsupervised methods may

also be applied for phrase detection [11]. However, our main focus is neural fuzzy

logic for weakly supervised reasoning. This largely differs from previous work based

on manually designed lexicons and rules [21, 9].

Our long-term goal is to develop a weakly supervised, end-to-end trained neuro-

symbolic system that can extract semantic units and perform reasoning for a given

downstream NLP task.

Currently, we manually define the fuzzy logic induction formulas, based on our

knowledge of phrase-level NLI reasoning. It is also possible to let the system extract

or learn the fuzzy logic formulas automatically from a given NLP task. Therefore, our

ultimate desired reasoning system is capable of fully automatic self-reasoning. And

this thesis is an important milestone toward the long-term goal.
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