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ABSTRACT

Fatigue cracking is one of the major integrity threats to oil and gasrgpeHaving a reliable

trajectory of fatigue crack growth once detected is very crucial for decision making regarding
integrity threamaragement. Ifine Inspection (ILI) tools, and other nafestructive methods are

used to assess different damage levselech as measuring fatigue crack sizes in pipelines.
Furthermore, fracture mechanibased models, such as linear elastic fracture mechanics (LEFM)
basePari sé6 | aw, is wused for prediction of futur

manaement in oil and gas pipelines.

Neither fracture mechanidsased models nor crack measurements can be solely used to make a
perfect fatigue crack growth (FCG) related integrity threats management decisions. However, the
information contained in both smes can be fused to make better FCG predictions to support
integrity management decisionss suchstochastic filtering specifically Particle Filter (PF), an

iterative Bayesian approach, can be used for extraction of information about unknown model
parameers like thematerial properties and crack sizes at certain time of interest by using data
measured up to and including that point of ti
future trajectory based on the updated information from thlbaREdestimation process. Asich,

a methodology to couple the Parti-baked FGGi |t er

prediction, is developed in this study as a tool for pipelines with a fatigue crack.

In the Paris lawthe range of Stress Intensitydtar (SIF), the other important parameter besides
the material fatigue crack resistance properties, are usually estimated using industry standard codes
such as API 579 or BS 7910. In this study, the fatigue crack driving parameter SIF calculation

using extended finite element methoXKEM), as well as conventional finite element method



(FEM) implemented in Abaqus@®vas dealt in detail along with various factors, like mesh size,
mesh/element type, number of contour request and enrichment radius at thigpffrack. The

SIF estimation results were compared with the aforementioned industry models for cracked
pipelines and analytical solutions for compact tension (CT) specimens. This aims to explore the
capability of XFEM for SIF estimation in cracked pipel# and also to assess the accuracy of the
industry models (e.g., APl 579). An indirect method of estimating fatigue crack growth (FCG)
trajectory incorporating the SIF estimated using XFEM is then demonsfiatdubth a CT
specimen and pipeline &eon tested in the literaturd=-CG trajectory, which is very sensitive to

the fatigue parameters and the SIF, was successfully estimated reasonably well.

Instead of using the API 579 model, directly for stochastic filtebaged FCG prediction process,
a singe surrogate model using Gaussian Process Regré&itdit)was developed and used. The
GPRmodel, trained using validated SIF data points based on the various numerical and analytical

models, was built for quick, reliable and computationally less expeB#ivestimation.

To this end, a PIBased fatigue crack growth prediction methodology for pipelines was developed

to leverage measurement data and known phsised model, e.g., Paris law. This methodology

was implemented as a python tool, to (1) joiefyimate fatigue model parameters and crack sizes,

and (2) predict future trajectory of the fatigue crack growth in pipelines. This tool was applied to
case studies using synthetic data of noisy crack size measurements in a pipeline for the purpose of

demanstration.
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CHAPTER 1: INTRODUCTION
1.1 Background

Pipelines are known to be the safest and efficient medium of transporting oil and gas from
development areas to consumers. About 97% of the Canadian natural gas and crude oil production
is transported by transmission pipelines as per Canadian Energy PAssdomation (CEPA)1]

and similar statistics can be found for mantyeotcountriesThe high percentage clearly indicates

the vitality of oil and gas pipes to both the consumers and pipeline operators.

Canada’s Pipeline Infrastructure

There are an estimated

of pipelines in Canada.

250,000 km 25,000 km 117,000 km 450,000 km

of gathering lines of feeder lines of large-diameter transmission lines of local distribution lines

About half are >18"
About one third are <10"

The National Energy Board currently regulates more than 73,000 km
of pipeline throughout Canada.

Figurel-1: Canadab6s Pip[l€line Infrastruct

As shown inFigurel1-1 the Canadian pipeline infrastructure comprises four main pipeline system

viz. gatherindines( 452 0), f eeder | i n e4s8,@and|ca distilbotiosltnéson | i r
( 1 £6e20p3]. Thefirst Canadian pipeline was a 25 kilometer long-@t@st natural gas pipe built

in 1853 and with discovery of abundant source of crude oil and ngtsdhe pipeline network
expandedn the 19509 3]. After years of service, pipelines can suffer from different types of

defects which posesdifferent kinds of integrity threats like corrosion, fatigue cracking, stress



corrosion cracking (SCC), mechanical damageg., dent) and othersas shown irFigure 1-2.
Presence of crack like defects anywhere in the ipipélody, welds, dent, and corrosion site makes
the pipeline vulnerable to different kinds of threats. Pipeline operating situations like liile start
stop, pigging, product injection and unexpected -slamtn can cause pressure fluctuatipfls

These factors together make fatigue crack grow in oil and gas pipelines.

() (d)
Figurel-2: Photos of ruptured pipelines due to different type of defects: (a) fatigue cr@gking

(b) stress corrosion crackiipg], (¢) mechanical damage (deff), and (d) other (penetration)

(8]



1.2 Problem Statement and Motivation

A defectfree pipeline usuallgan havedatigue life much longer than the service life of most oil

and gas pipelind®]. However, pipelines are very likely to have anomalies and consequently have
significantly reduced fatigue life causing integrity threat. Presence of defects in pipgslines
inevitable resulting in cracks that can eventually propagate and cause sudden failure. Once a crack
is detected in a pipeline by the operat@ performinginline inspection ILI) or any othemnon
destructive testing, takirnignely maintenance to control theack growthor subsequent inspection
schedulingcan be beneficialAs such, tracking and reliably predicting the crack groagha
function ofthe operation time or load cycles can provatgport to assist decisianaking for

integrity managemenlkf the model that describes the fatigue life (e.gN8urve) is accurate, and

no uncertainty exists in the stress cycles, fatiguepliéglictionis deterministicSimilarly, if an
accuratefacture mechaniebased model that can describe the damage evolutiarfuection of

time exists and the initial crack measurement is accurate or free of noise, fatigue crack growth can
be predicted deterministically. However, in practice, neither of these two are true. The fatigue life
and the crack growth prediction is dealging due to the imperfect model or unknown model
parameters and uncertainties involved in the load history. Furthermore, crack size measurements

can be noisy due to the noisy inheritance of tHenminspection (ILI) tooused

Though neither of fraagre mechanicbased models nor crack measurements can be solely used to
perfectly predict fatigue crack propagation, the information contained in both sources can be fused
to better predict the futur@ne of many approaches to deal with such problenaslisd Bayesian
methods. In a Bayesian method, a prior distribution of the noisy crack size is combined with the
likelihood of the crack size data collected using ILI tools to build a postermpability
distribution. For example, stochastic filteringn iterative Bayesian approach, can be used for
extractingnformation about unknown model parameters and crack states at certain time of interest
by using data measured up to and including t
e st i ma heetrde valwerof the state for a system or process based on noisy observations
available, and the updated model can be further used for better predietibgae crack growth
propagation being a stochastic process is influenced by varieties of ungelit@nmaterial

properties, load, and environmental factors. Therefore, accurate estimation of current state of crack



size and fatigue model parameters, e.g., for the®awsas considered in this study as the fatigue

crack growth model, is very crucitr reliable prediction of fatigue crack growth trajectory.

1.3 Obijectives

Thetwo main objectives of this studyareas follows:

i. To develop a fatigue crack growth (FC&inulationmethodin pipelines using extended
finite element metho@XFEM) when crack gie measurement data is absent
ii. To develop a FCG trajectory prediction tawhen a sequence of crack size measurement

data is availabléll the current state

1.4 Methodology

The extended finite element methd®FEM) implemented inAbaqus®is used to explor¢he

fatigue crack growtrsimulation with special focus orthe calculation of fatigue crack driving
parameterd.e., Stress Intensity Factor (SIF). The numerical simulation results for SIF are used to
verify the weltknown model in API 579i.e., the lodkup table for SIF calculation. Surrogate
models for efficient calculation or interpolation of SIF are developed using Gaussian process
regression. To the end, a tool based on stochastic filtering is developed using crack size
measurement data and a fatigmackgrowth model for joint estimation of crack size and fatigue
crack growth model parameters, as well as future crack growth trajectory prediction. To
demonstrate the application of the tool developed, a few case susglies synthetic data

consideriny different measurement noise levels are presented.

To sum up, n order to achieve the aforementioned objestihe following research tasks are

followed

1. Literature review on relevant works on fatigue crack growth quantificatiatheobody of
steelpipdines
2. Investigationof numericalmethods foifatigue crack growth prediction armdlculation of

fatigue crack driving parameters., Stress Intensity Factor (SIF)



3. Verification of analyticalmodelfor calculation ofSIF prescribed in API 57910] against
Finite Element Methods (FEMand relatively new eXtended Finite ElemeMethods
(XFEM).

4. Development of surrogate model to mimic thus validated analytiodelfor estimation of
SIF.

5. Development of stochastic filtdrased tool for pipeline fatigue crack size estimation by
integratingcradk size datacollectedfrom ILI with fatigue crack growtipredictionmodel,
i.e. Paris Law.

6. Demonstrationof the use of stochastic filtebasedtool for joint estimation ofmodel
parameters and current fatigue crack size, and usptatednformation(i.e., current crack
size and updated model parametéos)prediction of future crack growth trajectory along
with the reliabilityquantification of prediction.

1.5 Organization of the Thesis

This thesis contains six chapters as follows:

Chapter lintroducesfatigue crack mblems in oil and gas pipelines subjected to fluctuating
internal pressure cyclic loakkading to the need of reliable quantification of fatigue crack growth
trajectory. Followed by the objectives of this study #mimethodology to achievthe proposed

goals this chapter ends with the picture of overall flow of the thesis through different chapters

Chapter Zomprises of a summary olevant studies aesearch investigations carried out with

regards to the fatigue related issues ielgpgelines.

Chapter 3xplores the fatigue crack growth simulation using existing techniques bAlilaous®
with special emphasis on the estimation of fatigue driving parameters. firalents a detailed
discussion on various analytical modelsreuntly practised in the pipeline industry, like API
579 and BS 791fr estimating SIF usenh fatiguecrackgrowth analysis. The midels are then
compared withwo different numerical methods viz. Finite Element MetffedM) and eXtended
Finite ElementMethod(XFEM).



Chapter 4discusseshe use ¢ surrogatemodelingtechniquelike Gaussian Process Regression
(GPR) for reliable, fast and computationally less expensigstimationof the fatigue driving

parameterSIF.

Chapter 5 introduces stochastic filtey methods fothe jointestimation offatigue crack growth
model parameters and current fatigue crack swen fatigue crack size measurement data is
available Furthermore, probabilistic prediction of future fatigue crack growth trajectory based on

the estimated current crack size and model parametdascissded in detail

Chapter 6 summarizes the entire work with conclusion of the research followed by

recommendation for future works.



CHAPTER 2: LITERATURE REVIEW

This chapter presents a literatuexiew, aiming to provide the relevant research background in
various aspects related to the thesis reseé&icstly, different types of pipeline integrity threats

are introduced and works related to management of the threats are discussed. Fatigugei€racki
one of the major integrity thresato the pipelines Various approaches for fatigue design of
pipelines and fatigue crack integrity threat management once the crack is detected are discussed.
Fracture mechanidsased method for fatigue crack grovedsessmeris widely used in pipeline
industry, relevant details and works are discusseiffeE2nt methods foestimation of fatigue

crack driving parameters like analytical models, and numerical models are discussed. Followed by
a review onalternate apmrach using surrogate modelgr reliable estimation of fatigue crack
driving parametersa concise review osurrogate models also presented. Finallg, briefreview

on using Bayesian approach for probabilistic estimation of fatgack growth modglarameters

and/or crack size® assistimonitoling the fatigue crack growth in pipelines is presented

2.1 Introduction to Pipeline Integrity Threats and Management

Pipelines are susceptible to various integrity threats due to operating condition, engitonme
material propest changes and thirdparty influence to mention a few. Pipeline integrity
management remains top priority of a pipeline operator because of the factors like financial, social
responsibilities, and government regulations amongst marysoBipeline integrity threats are
factorsthat alters theperation of pipeline resulting otcurrence of any kind of incidentsSSME-
B31.8S52018 [11] classifies pipeline integrity threats into three main categories viz. (a) time
dependent, (b) resident, and (c) random or time indeperRmicularly if the operational mode

in whichthe pipelines are subged to significant pressure cyclgsessure differential, and rates

of change of pressure fluctuations, fatigue is recommended to be considered as integrity threats.

2.1.1 Time Dependent Integrity Threats

Time dependent integrity threatse the kind of hazds or threats that grow with time and requires
periodic inspedbn to monitortheir growth. They include cracking due tofatigue or stress
corrosion (SCQC)and metal loss due snvironmentally assisted corrosionerosion[12].



2.1.1.1Cracking

Cracking can be considered as one of the major integrity threats and can develop in pipeline at any

stage during manufacturing, fabrication, iadfation and throughout operational I[f&3].

Fatigue cracking can be considered as local damage accumulation due to presence of
microstructural voids in the materials causing stress raiserd be visible when the accumulated
damage is large enougbefectfree pipelinesantypicaly survive the threat caused by fatigue

well beyond its expected life. Kiefner et al. (2004)] summarizedhat thepresence of large,
longitudinally oriented diects, aggressiveness of the pressure cycles at the defect site and the rate
of crack growth inherent in the material in its particular environment athteemain factors
influencing the fatigue in a pipeline. Many incidents in pipelines related guéiliave been
reported in the pastwo incidens related tofatiguecrack within shallow dents occurred in 2009

as per a report from National Energy Board, Carjdéh Presence of prexiting surface or
embedded defects in offshorepglines which are under fluctuating loadings due to waves,
currents and ground motignare very susceptible to fatigue failuf@6]. Fatigue damage
accumulatio has been a greater concern for liquid pipelines than gas pipelines due to aggressive
pressure fluctuationd.7]. Semiga et al. (2016) presented a method of defining which gas pipeline
segments can reasonably be considered to be at risk of fatigue damage. Various limit curves were
defined based on the wall thickness, grade, initial defect sizsyseecycling severity as factors
beyond which the pipelines would be at risk of fatigue danpage Presence of defects $uas

wrinkle, which otherwise may not pose an immediate thozat lead to fatigue crack initiation,

propagation and ruptudue to pressure fluctuation and stress concentrftign

Stress corrosion cracking (SCC) refers to service failure in engineering materials ocawegriag d
slow, environmental induced crack propagaf{ia@]. The environment around pipe., high pH

or near neutral ig, coatingdisband, pipe surface temperature and the stresses caused due to
operatingpressureand various other factqgrare the main cause behind SCX]. High pH SCC

and near neutral pH SCC were first identified in 1960s and I@8psctivelyj21]. Both high pH

and near neutral SCC are characterized by colonies of many longitudinal surface cracks in the
body of the pipeline that link up to form long shallow flaws. The main difference being inter

granular fractee mode in the high pH SCC and tragranular in near neutrgbH SCC[22]. Also



high pH SCC is associated with very less evidence of corrosion of the crid&ckmibe outer pipe
surface on the contrary near neutral pH SCC is often accompanied by corrosion of the crack walls
and the outer pipe surfag®?]. Near reutral pH SCC, a major integrity threat and cdosseveral
pipeline failureswas first identified in a pipeline of Canadian pipeline operator TransCanada
Pipelines Ltd., subsequently by many other pipeline operators in the U.S.A., Asia, Australia,
Europe[23].

2.1.1.2Metal Loss

Metal loss are caused due to erosion and corrpsibich posesa major integrity threat to
pipelines. Corrosion is the most common form of defects and affected by surrounding
environment.Erosion defects can also be causdensand particles contained in oil and gasme

in contact with pipe wallf24]. Ossai et al. (201225] presented a review on effects of corrosion

on pipelines, risk assessment methodologies and mitigation framework. Furthermore, authors
demonstrate the use of previous field data to predict the effects of corrosion in the fdfjire
Equipment used in pipeline industiy amajor victim of eromn; thussomenumerical erosion
modebk werebased on experimental and response from existingradels[26]. Note that the
combination of erosion and cosgion (EC) causes excessive material loss compared to that due
to individual effect§27].

2.1.2 Time Independent Integrity Threats

Time independent integritthreats are random in nature areh occur at anytime and can be

controlled to some extent by surveys, communication and protective melasijres

2.1.2.1Mechanical Damage

Mechanicaldamage is defined as localized damage to the pipe resulting from contact. Dents,
gouges and combined dentgouges are very common typef mechanical damage that can be
observed in pipelines. Dents are the depressions in the pipe that causes chamgeviattive and
gouges are the surface damage in pipelines caused by contact with foreiga [@8jedtor
example, dentare caused due to impact from indenting objects like rock, excaettomvhile
gouges can be formed due to excavator tooth. Differenses of mechanical damage have varied

severity rock induced damage typically results in delayed failure whetkasecaused from

9



equipment are more likely to fail immediat¢Bg]. Existing BG/EPRG model (old) améwDent
Gouge models for assessing dents containing gougresoompareah [30]. The BG/EPRG model

is a fracture mechanics basewdel for dent gouge assessment which is based on the relation
between fractie toughness and plasticity of the pipe mateRarthermorethe new model was
based on BG/EPRG model but presented using a failure assessment diagram (FAD) and takes
effect of the micrecracking and residlisstress occurring around the goud®)]. That study
concluded thatheold modelgavebest predictions of full scale test data and new nwdsmore
conservative for failure frequency estinoattibecause of the minimal development in model
research compared to inspection technolofdék. Providing extra cover over has been reported
to lower the chances of damage from digdig]. Wang et al. (2014)32] presented results @m
enhanced approach for identification and characterization of top sils dased on unique
criterions like geometry, strain amgagnetic flux leakageMFL) tool signal,whoseeffectiveness

was verified with the field examinations.

2.1.2.20thers

Damage caused due to third party actigitigke drilling, piling, and ploughing, maaofacturing

defects, equipment failure can be considered as the other sources of time independent integrity
threats.There are different technologies to assist the detection of such daRilage.optics
technologyis suitable for early detection of threatisd acoustic sensing technology for detection,
location, and classification of impact and leaks as reportg@n El-Hussein et al. (201934]
demonstratethe potential of using low frequency guided wave basedinite element and ball

bearing drop fild test for monitoring damage caused due to vandalism.

2.2 Approachesto Tackle Fatigue Threat for Pipeline Design andintegrity Management

Fatigue life of a component comprises of three distinct phases: crack initiation, stable crack
propagationandunstable crack propagation or fracture. The crack initiation phakeswp for
majority of the fatigue life. This happens at the microstructural level and may not be visible. The
stable crack growth phase is visible and more of concerns to the pipeline pasatbcan
eventually grow to a critical size and cause saddscturefailure. It is at this stable crack growth

phase where quantification and mitigation of tireat plays a vital role in the overall fatigue crack

10



integrity threat management of pipelinEgyure2-1 shows a typical laboratory specimen subjected

to fatigue testing and shows all three phases of the fatigue damage.

brittle fracture

rupture zone

ratchet marks

crack origin

Figure2-1: Laboratory specimen used for fatigue testing showing fatigue crack initiation,
propagation and fractuie9

2.2.1 Fatigue Design of Pipelines

Fatigue data of a material has been presentedMy |1 ot s ever since Wohl el
axles subjected to rotating bending sties}. There are different design methodolodesed on

stress life i.e. N plot method, strain life i.¢:N plot method fracture mechanics based or damage
tolerantbasednethodq36]. The SN plot method isised extensively amgécommended by many

standards likeDNV RP-C203[37] for fatigue design of steel oil and gas pipelinésr a test

specimen made up of a specific material, the number of loading cycles (N) requiasiitce it

at a given stress range (Spresented in the form ot plots,seea typical SN plot as shown in

Figure 2-2. The stress range is the difference between maximum and minimum istithes

specimen.
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Figure2-2: Typical SN plot[9]

Eq.(2i 1) can be used testimate the fatigue life (Nt the applied stress rangka pipeline using

S-N curve

N = (2i 1)

where Ds is the applied stress randeands are parameters describing the intercept and slope of

the SN curverespectively

Semiga et al. (2016)9] published aworke nt i t | ed AFati gue Consi der
Transmi ssion Pi panlekamgesod estinmiihg fatigue sivesnof teree different
pipelineswith no defectsThe three pipelines were assumed to be made up of X42, X52 and X80
gradeswith thesame diameter and wall thickness of 609.6 mm and 5.08 mm respeatiwes!l

as the sme maximum allowable@peratingoressuréd MAOP) at 72% of specified minimum yield

stress (SMYS). Based on the valuesg ahds from DNV RPR-C203[37], the fatigue lives of the

pipe body for three different grades of pipek were estimated to be 409335, 173835 and 30979

cycles at MAOPThesevalues are much higher than the service life of the most gas pipelines

Kanuf et al. (2007)38] presented a revieand a comparative stuay different codes of practc

for fatigue life assessment of pipdse different standards compared we&dermen codéIN
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2413,English coddGE/TD/1/4,European codEN 13480, IIW, Eurocode 3, DNV R€203. The
S-N plots from each code were compared for seamédssiric resistance welded (ERW) and
submerged arc welding (SAW) pipelindhe authoremphasized the reliability of ti&N plots
from DIN 2413 as these were obtained fratarge number of tests of pipes representing a wide

variety of dimensions, steel grades, production process and internal pressure fatigue.

Coffin et al. (1955)39] establishedhat plastic strain life daté/-N plots) could be utilized for
fatigue life prediction similar to -8l plots[36]. Gholami et al. (2020)32] performed a strain
based fatigue life analysis of pipeline with the external defect under cyclic internal préssure
fatigue life catulation model usethere inwasfrom Smith et al. (1970)40] whichwas alsobased
onthef-N method.

The fracturemechanicshasedfatigue design methodology is widelysed for fatigue crack
integrity threat management as it allows quantification of crack size with the loading cycles and is
discussed in detaith the next section.

2.2.2 Fatigue Crack Integrity Threat Management in Pipelines

Fatigue crack integrity threat managemstdrtswith the proper identification of the cracks.
Pipeline operators use different kgaf in-line inspectionll) toolsdepending upon the objective

of the run. It could be for crack, metal loss, and mechanical damage detection. For ,jhistance
tools based omagnetic flux leakages (MFLgre mainlyused for metal loss inspectiowhile
ultrasonic tools (UT) an@lectromagnetic acoustic transducers (EMAT) are used for different
types of corrosion and crack detection. Each tool have their own advantages and disagaantages

detailed discussion on this can be foun{lif.

Once a crack is detected, quantifyihg crack size with time can provide valuable insight in any

kind of <c¢crack related integrity[4]iboneaf suchmanage
equations that quantifies the crack growth rate in the stable crack growth phase of fatigue life and
given by Eq(2i 2):
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da m
N C( K) (21 2)

where,da/ dNis the rate of fatigue crack growth per loading cy€landmare fatigue properties
of material; D Kis the range of SIF when a struauis stressed fronthe minimum to the

maximum load.

Parisdé | aw is widely used i n pi gizewiththedoadingdust r
cycl es. Performance of Parisbé | aw to accur at
depends othe factors like SIFC, m, and load. AP1 57910 and BS 791042] provides analytical
solutiors for estimation of SIF for various crack geometries and valu€safdm. Jaske et al.

(2006)[43] demonstratethat theuse of fracturenechanicsbased approach for estimating fatigue

crack growth in jpelinesbhasedoPar i sé | aw and recommend to inc
as it could lead to excessively noanservative predictions of fatigue life. Silva et al. (2q0%%)
estimatedhef at i gue | i fe of a together withithersalytioas Solatignfd?Par i s 0
estimation of SIF proposed using pipeline section subjected to cyclic indentingho@iandm

values estimated from thdat obtained from fatigue tessbn CT specimen Tiku et al. (2020)

[45] presented values ddtigue properties froma large set of full scale teson different grade

pipes and concluddtiatthese values of fatigue properties combined with AP1 579 model for SIF
estimation & bea less conservative araketter preditor of the fatigue crack growth. There are

many efforts being made to quantify the fatigue crack growth and framtgaieanicdhasedatigue

driving parametes such as SIF. In the nesection,relevantbut brief background orfracture
mechanicss presengd.

2.2.2.1Fracture MechanicsBased Approach

Fracture mechanics approach for structural design adds crack size and roédseracture
toughnesgor a materia[ 36]. Fracture toughness measures the ability of a material to resist crack
formation and propagation. Commonly used fracture toughness parameters are strain energy
release rate (G), stress intensity fagty, J-Integral, crack tip opening displacement (CTOD) or

indirect parametermeasured byhe Charpy A notch CVN) impact testor other testsFracture

14



mechanicsased approach can be broadly classified into two categories: Linear Elastic Fracture
Mechanis (LEFM) and Elastidlastic Fracture Mechanics (EPFM).

(1) Linear Elastic Fracture Mechanics (LEFM)

Linear elastic fracture mechanics (LEFM) is the domain of fracture mechanics with the assumption
thatthe crack contained ia partis a flat surfacen alinear elastic stress field and the energy
released duringhis rapid crack propagation is a basic material propgit}. The strain energy
released upon crack extension is the driving force for fracture in cracked material under linear
elastic conditions. This loss of elastic potential energy with the crack extension of unit area is the

strain energy reles rate G) [36].

The stress intensity factor (SIF) is a linear elastic fractneehanicsbased paramet that
completely defines the crack tip condition. The critical value of SIF is called the fracture
toughness. It is a single toughness parameter that can describe the stress and strain field in the
vicinity of the crack tip and has a general form as shimwEq.(2i 3) [46]:

K :YS\/Tﬁ (21 3)

where,Y is a dimensionless constant function depending on the geometry of the structure and mode
of loading as shown ifigure2-3,S is the characteristic r&ss(e.g., characteristics stress for a

CT specimen is the remotely applied tensile lpadylais thecharacteristic crack dimensiohhe
subscripts represent the valuekah each loading modeiz. mode | (opening), mode Il @plane

shear mode) anahode Il (out of plane shear mode)
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Figure2-3: Fracturenodeq47]

The strain energy release ra® @nd stress intensity factor are related as shown i(2E4).
=— (21 4)
where E & =f@ plane stress anB'= E/(1L %) for plane strain condiion€i s t he Young

modulus of elasticityangdli s t he Poi ssonds ratio.

(2) Elastic-Plastic Fracture Mechanics

Elastic plastic fracture mechanics (EPFM) covers the high toughness structural materials
undergoing large plastic deformation before fractdsmtegral, crack tip opening displacement

(CTOD) and RCurve methods are some of the EPFM based parameters for crack dB8&]ysis

J-Integral is thechange in potential energy of the body with crack extension. Itis a contour integral

taken around the crack tip which results in energy release rate as giver{2hgxq.

J= 35 [1@; = (%] ds} (21 5)
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where w is thestrain energy per unit volume;is the traction vector along the contour as shown

in Figure2-4; uis the displacement vectatsis the incremental length along the contour.

X

ds

Figure2-4: Arbitrary contour around a crack tip

The total magnitude of-Integral consists of elastic and fully plastic part. For linear elastic and

nortlinear elastic materials in 2D plankintegral andG are equivalent. Thereforé;Integral is
related to the SIFsa) = K*°/E'; whereE6=E( Youngds modul us of el ast]

condition andE'= E/ (1 /*)for plane strain conditioand isthePoi ssonds rati o.

2.2.2.2Numerical Methods for Various Types ofCrack Growth Modeling

In order to quantify the damage levels numerical models can provide a very fast and inexpensive
alternaive over experimentaapproachto understand damage process like crgadwth. The
concept of fracture mechanics discussed in the previous section is the fundamentals for numerical
modelingof the crack analysis. In this section, various works and further concepts related to
numericalmodelingof various types of crack growth pipelinesarediscussed in detail.

(1) QuastStatic Crack Growth Modeling

When the loading condition is slow enough where equilibrium assumption can be made at every
loading step such phenomenon can be termed assjatisicondition. For instancey humerical
modelingof burst pressure testing of pipelines the load is applied in small increments to provide
static loading condition at each step whilst crack growth, this can be astptasicondition.
Cohesive zone model (CZM) is a very popular mdtlof numericaimodelingof crack growth

[48]. In CZM it is assumed that a local fracture occurs in the zone where stress has reached it
limiting value causing stress to fall to zero at some displacement afterjetdsTraction

separation law (TSL) is a constitee relation thatdefinesthe CZM. TSL basically definethe

17



relation betweerohesive traction acting on the crack surfaoe®sistcrack propagation and the
corresponding separations of surfaces across an extended cf{dék tipelection of TSL depends
on the material type either brittle or ductifegure2-5 (a) shows a typical TSL curve fatbrittle
materialand he area under the TSL curve is the critgtehinenergy release t@(Gc) [50]. Figure
2-5 (b) shows a typical stresdrain response curve faductile material with damage properties.
Hillerborg et al. (1976) used CZMith brittle TSL for concretdracturemodelingusing FEM[51]
andthiswork was first of its kindWells et al. (2001) used CZM to model fracture in gaisile
materialusing FEM with unstructured mesh that allowed introduction of displacenuemps

based on concept of partition of unity. XFEM[52].

CZM is widely used for crackropagation analysis in pipelines. Shim et al. (2011) demonstrated
theuse of CZM to simulate ductile crack growdehaviorof a throughwall cracked pipewhere

the values of bending momenkintegral compared well withhe experimental result§53].
Chanda et al. (2015) used CZM based FEM model to sheBffects of temperature on fracture
behaviorof pipeline steel. Furtherme, based on a temperature dependent Gi&lvameters i.e.
maximum traction and fracture energy for a pipeline steel, dynamic frachasreimulated if54].
Wang et al. (2016) developed a method to estimate parameters required for CZMumaxim
traction and cohesive energy based on sstain curve of the material. The predicted dynamic
fracturebehaviormodeledusing FEM was reported to have good agreement with previous works
for X70 and X80 grade pipeline st¢&k].

Extended Finite Element method (XFEM), first introduced by Belytschko €1389)[56], has

also been gaining popularity for engineering problems with discontinuity such as cracked
pipelines. In XFEM cracks can bmeodeledindependent othe actual structure which provides
flexibility of no reemeshing or minimal reneshing. XFEM model can alleviate the need of focused
meshing and minimal fmeshing is requiredComprehensive studies have been performed at the
University of Alberta usingull scale pipe test and laboratory specimens to calibrate different
damage initiation criterion like maximum principal stress, maximum principal s&kgbo et al.

(2019) [57] used XFEM to evaluate tensile strain capacity (TSC) after calibrating damage
parameters based on experimental results and concluded that with appropriate damage parameters
XFEM can reasonably reproduce fsltale experimentaksts and can be used for parametric

study. Lin et al. (2017)58] calibrated fracture criterion to model crack propagation in XFEM
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models using their previous experimental study on steel pipes with circumferential cracks
subjected to eccentric tensile load on pressurized pgsipecimen. Lin et al. (20283ported
validated damage parameters based on maximum principal stress and fractur@4&he@kpdi

et al. (2020) used maximum principal strain and fracture energy as damage parameters to estimate
burst pressure of pipeline with satisfactory results compared to the experimental and highlighted
need of more full scale burst test for better calibration of the damage pardgteXd-EM has

been succesully validated and used as a promising tool for ggtaic crack growtimodeling

focusing more on the global structural response quantities (e.g., burst pressure) rather than local
ones (e.g., SIR-integral).

Damage Initiation Point

F N

Damage Initiation Point
&) Regular l Respaonse if no damage
= response =
o o
33 @ Response after
© § damage initiation
= o (Damage

Evolution)
GC
Separation,5 Strain,
(a) (b)

Figure2-5: (a) Typical traction separation law for brittle material, andyfpical stressstrain

curve for material with specified damage properties

(2) Fatigue Crack Growth Modeling

Numericalmodelingof fatigue phenomenon, whidnvolvesa large number ofoad repetitions
can be prohibitively computationally expensiv@irect cyclic approach for fatigue damage
modelingis based on the assumption that after a number of repetitive cycles, the response of
elastieplastic structure may lead to a stabilized state in which sts#ggin relationship in each
successive cycle is treame as in the previous origrect cyclic algorithm is implemented in
Abaqus® which uses a modified Newton method in conjunction with a Fourier reptesenta
the solution and the residual vector to obtain the stabilized cyclic response dlG€ctly
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In Abaqus® only low cycle fatigue (LCF) analysis can be performed with XFEM. Low cycle
fatigue (LCF)is associated with higher stress levels producingielasd plastic deformation in

the structure and fatigue life is usually less than 10000 cycles. Whieigtasycle fatigue (HCF

are associated with relatively lower stress level producing elastic deformation in the structure and
having fatigue life higar than 10000 cycld§1]. Selection of either LCF or HCF analysis depends

on expected level of deformation in the component either elasétastepladic. LCF analysis
implemented in Abaqus®FEM relates fatigue crack growth ratette fracture energy release

rate (or strain energy release ratd)the crak tips in the enriched elements as showikigure

2-6. The fatigue crack initiates when the energy release rate is above some threshold values and
governed byeq. (21 6):

N
oo 0 (2i6)

where N is thenumber of cyclesg and c,are material properties governing the crack initiation

and DG is the energy release ratetta¢ corresponding load cycle.

The fatigue crack growth is goverhby Paris law in energy terms given by E4j.7):

da _ ¢ .
aN [ (21 7)
where da/ dNis the rate of fatigue crack growth per lazgitycle; ¢, and c, arefatigue properties

of material; G is the range of relative energy release sahen a structure is stressed from

minimum to maximum load.

Based on the relatiobetween energy release ra) @nd stress intensity factor (SIF) given by

Eq. (2 8) [46]). The fatigue properties,and c,are related to Paris law paramet€randm given

by Eq. (21 9) and Eq.(2i 10) respectively
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=— (21 8)

where E & =f@ plane stress anB'= E/(1L ) for plane strain conditon€i s t he Young

modulus of elasticityangli s t he Poi ssonds ratio.
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Figure2-6: Fatigue crack growttvith Paris law regime implemented in Abaqus®

Zhang et al(2016)[16] used XFEM forlow cycle fatigue analysis of offshore pipeline with

embedded senelliptical cracksubjected to cyclic tension load comparison between FCG
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results from XFEM LCF analysis and that carried out using BS7910 methodinvegeod
agreement for the pipeline case studi@€]. Xiao et al.(2020) [62] performed fatigue crack
initiation and growh investigation on steel pipeline, containing 3D coplanar andcoplanar
semielliptical surface and elliptical embedded cracks, using XFEM. The authors concluded the
reliability of the resultsn terms offatigue crack growth rate and fatigue life, frofREM upon

comparison with the available experimental results found in open litefatfjre

Variousapproacheand research works carried aottackle the fatigue cracking threat in pipeline
from fatigue crack inifition phase to propagation phase was discussed. Capabilities of XFEM
implemented in Abaqus® fanodelingquaststatic crack growth and LCF crack growth analysis
were discussed. In this study, HCF crack growth analysis in oil and gas pipelines subjected to
internal pressure cyclingvhich are usually lower than the maximum operating pressure which
could cause thenaterial to yield that closely resembles the actual operating condition using
XFEM is presented.

2.3 Fatigue Crack Driving Parameter Estimation basedon Fracture Mechanics

Fatigue crack driving parameters can be estimatederically either through conventional FEM

or XFEM. To explicitly model cracks in conventional FEM, singular finite elements are used to
represent the asymptotic displacement fig¢ltha crack tip. Thus, this requires a conforming mesh

to ensure a smooth and accurate interpolation of the solution over the crack surfaces, as well as
focused mesh to ensure accunagesentation close to the crack tip or front. Consequently, re

meshimg is required for growing cracks or crack analysis with different crack sizes.

As an extension of the conventional FEM, XFEM is based on the concept of partition of the unity
and was first introduced elytschko et al(1999)[56]. The displacement fields in XFEM, as
given inEq. (2i 11), is approximatedby introducing local enrichment to the elements that are cut
by the crack. The nodes of those elements are enriched by introducing an additiondé getesf

of freedom (DOFs) with both crack tip enrichment and covask enrichmenalong with their

traditional DOFs denoted by, in Eq. (21 11):
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.. .. Loav . 0 .. a .
u= a uN + g BNHY + aNe &R 6 + N acdrd (2111
il All Nodes ji Type #2 kffype#1 G 1 2 -+ m Type#3 | Gk

where, u; is the nodal displacementater;b, , ¢, and ¢, are additional degrees of freedom for

enriched nodes as indicatedrigure2-7; Ni, N;, Nk andNm are the shape functiondyx) is the

Heaviside (jump) function across the crack surface given b{2EtR); F, is theasymptotic crack

tip function, andTy is the number of asymptotic crack tip functiofis = 4 for linear elastic
materials)given by Eq(2i 13):

_J 1 &kx*)n2 C
H(X)_{-l ;Q(()the)pwise (2112

where,x is a sample point in the FE domaii,is the point on crack closestxand n is the unit

normal at the crack tip.
e - . . . :
F :gﬁsmg ~r coséq,\ﬁ siy sncEC«’f sing ceg (2i 13)

where(r,q) is a polar coordinate system witire origin at the crack tip.

For example, irFigure2-7, a 2D finite element domain is discretized intgl4rid. Nodes with
red dots Type #) represent nodes at the crack mouth, nodes with blue Tyie ¢2 represent
nodes that are cut by the crack body and nodes watigerdotsType #3 represent nodes at the

crack tip.Note thatsis theunit tangent to the crack tip ands the unit normal to the crack tip
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Figure2-7: Schematic diagram of finite element domaini@ment in XFEM

Asit can be seen in E@T 11) the displacement field in XFEM is approximated by some additional
enrichment functions compared to the conventional finite element formulation. The first term is
sameas the standard FE formulation, while the second term accounts for jump in displacement
caused due to discontinuity (referred taessscrack enrichmenf)and the last two term captures

the singularity around the crack tip (referred to as crack tiplengat). Due to such enrichment

in XFEM, finite element meshing can represent discontinuity inside elements through local
enrichment functions and additional nodal DOFs (i.e., independent of FE mesh). As sueh, no re
meshing is needed for growing cracks walgsis of cracks of different crack sizése term crack

tip is used for 2D cracks as shown above and referred to as crack front for 3D cracks dealt in later
sections.The solution technique of conventional FEM and XFEM are similar. In commercially
available FE analysis software package Abagus®@h FEM andXFEM problens can be solved
usingdirectlinear equation solvear iterative solvewith Newtonor quasiNewtontechniqueFor

further details on different solution algorithm readers can ref@Clo

As seen in Eq(2i 2), the fatigue crack growth rate is related to the range of stress of intensity
factor. The range of stress intensity factoK is defined as the difference in the vaud SIF
when a structure is subjectedtbee maximum andhe minimum load. Abaqus®an beused for

determiningSIF as usedn this study. SIF is extracted in Abaqus® usihtntegral, which is
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defined in terms of strain energy release r@g4gs crack teds to advancg(]. As explained

earlier,for linear elastic and nelinear elastic materials in 2D plane, the strain energy release rate
is related to the stress intensity factodasK?/E'; whereE® S{EYoungoés moduyl us of
for plane stress condition arfl' = E/ (1 +/*)for plane strain conditiony isthePoi ssonés r af

However, for a 3D numerical model extraction of SIF frofimtégral is slightly different and
achieved using the relati@s shown in Eq2i 14). For further details on this readers can refer to
the Abaqus® user manudlQ].

1
J=—K'B'K .
& (2i 14)

where, K :[K, KKy ]T are stress intensity factors along normal (mode 1), shear (mode II) and

tangential (mode III) directions ariélis prelogarithmic energy factor matrix, which is diagonal

for homogeneous isotropic materjiél).

Fakkoussi et al.63] and Coelho et al. (2017%4] reportedthe comparative study of the fatigue
crack driving parameter SIF values obtained using XFEM, FEM and analytical methods. The
authors concluded the robustness and reliability of the XA#Ma et al. (2021) used XFEM to
estimate SIF in a core region of tteactor pressure vessel considered lasllow cylinder with
different defect or crack sig@vhen subjected to thermal shodkhe SIF estimated using XFEM

was verified against the values obtained using weight function formula (WFF) and were found to
give good resultd65]. Olamide et al. (2020) usembnventional FEM to estimate SIF for a pipe
segment with serrelliptical circumferential crack. The results obtained were compared with other

analytical, numerical resultgith reasonablygood agreementq].

A brief background on formulation of XFEM and implementat@nnumerical method of
computing SIFn Abaqus® for estimatiolf SIF was presented above. SIF estimatigated
worksusing XFEM and FEMarried out by other reseerswerealsopresentedin this study,
comprehensive details related to reliable estimation of SIF using XFEM compared to FEM and

Analytical method are presented. To be specific, selection of finite element types, mesh size,
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different meshing strategiend enrichment radius (singularity calculation radius) are discussed in

detail.

2.4 Surrogate Modeling for Fatigue Crack Driving Parameter Estimation

Surrogate modelslso known as metamodelsare approximation models that mimic tehavior

of the simlation model as closely as possible while being computationally cheap. It is constructed
based oimodelingthe response of the simulator to a limited number of intelligently chosen data
points.Surrogate models are used for estimating system responsepgadteng decision making

in engineering processes with a focus on pointwise estimatipiwell-known surrogate models
include polynomial response surface, linear or nonlinear regression, kriging (i.e., Gaussian process
regression), polynomial chaos exysion, radial basis function, support vector magharel

artificial neural networkData driven surrogate modeastablistrelationship betweeimput vector

and ouput response with an errquantifying deviation of target output and prediction as given

by Eq.(2i 15):

y=f(x) & (2i 15)

where,y is the response;is the available data anglis an error

In order to measurée performance of a surrogate model, the error term quantifying the deviation

of target output and the predictions are generally quantified using statistical performance function.
Coefficient of determinatiorfR?) and the root mean sgred error RMSE are the common

metrics used to measure thefpemance of a surrogate model. Coefficient of determinatiRf)

measures the proportion of the variance in the variability of the dependent variables that is

accountedor in the model between the prediction and target and given b{2IEkf):

SS
RP =1 s ;
S$ot (2| 16)

where, S§,. is the sum of squaderesiduals and given by E@i 17) and SS is the total sum of
squares given by E@2i 18):
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S%es = a. ( y - f( X))z (2| 17)
i=1
where,x is the available sample datais the target, and (x) is the prediction
SS.=a(y -y (2i 18)
i=1

where, yis the average of the target values

Root mean squared err@®NISE is the mean squared root of tB&,..and is given by E(2i 19):

RMSE= \/%a( y - (%) (2i 19)

Higher the value of theoefficient of determinatiofR?) , the better the model prediction.

Alternatively, bwer the value dRMSE the better the model prediction.

Some initial effortson using surrogatenodelng can be found in the pipeline engineering for
pipeline reliability analysidy Yanget al. (2013 [69] ; Hassanien et a{2016 [69]. Xie et al.
(2018) used polynomial surfacetifity method to fit the data pointé SIF obtained using 3D FE
model of a pipe with semi elliptical crack front on the external surface and reported to have good
goodness of fif70]. Salemi et al. (2020lsoused polynomial surface fitting and GPR to build
surrogate models to @dict SIF forpipelines witha semielliptical outer surface crack, trained
using data points from 3D FE modelsoghin et al. (2020) used response surfacelelingbased
on radial basis functioms a surrogatmodel to predict SIF and crack path trainesing three
dimensional3D) finite element modelsf a laboratory specimeilhe authors concluded use of
3D FE models anthe surrogate model provided an accuraagtime tradeoff that extended its
application to component level probabilistic life aseemst [71]. Surrogate modelsaim to
reproduce the underlying relation between input and output based onnhegtdataset obtained

from highfidelity models but at very less computational expdiige
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In the following sectionshe publishedvorks and efforts made by various researshelated to
GPR andothersurrogate models for prediction of fatigue crack driving parameters likeJSIF,

Integral are discussed.

2.4.1 Gaussian Process Regressidar SIF Estimation

A Gaussian ProcesegressionNGPR)is a nonparametric, kerndbased probabilistic modéd
approximate the underlying relationship between inputs and output respsngaé# bediscussed

in detailsin Chapter4. Specific to fatigue life analysis of pipelines, Keparate et al. (201Zh)
used adaptive Gaussian process 1&gjom as an alternative to conventional FEM in ANSYS to
predict the SIF. Furtherly, Keprate et &2017h [74] compared differentmetamodeling
approaches to predict the SIF of segtiiptical cracks in plates and recommended the GPR as the
best surrogate model for predicting SSIRdGPR waschosen as it could quantify the uncertainty
in the predicted valuesSalemi et al. (2020)75] alsoemployed GPR aa surrogate model to
predict SIF valuesf a flawed pipeline Selection of appropriate kernel or-gariance function
and sensitivity towards length scale parametéePRmodelingis discussed75]. Additionally,
GPR models were reported to perform bad when extrapolating thesvahd recommended on

having as many boundary points as posgibt.

Leser et al. (201) [7€6] usedSIF from finite element models of a singtdge notched specimen

with two holes created using FRANC3D with thirty different crack initiation locatiorsuiiol

GPR model to estimate SH#hd coupled itvith crack growth algorithm foremaining useful life

(RUL) estimation The GPR modelwa s b ui Istikitleamd nige adr n | i brary
programming languadé’6].

2.4.2 Others

An artificial neural network (ANN#@s peMaureen et al. (1989 defined as a computing system
made up of number of simple, highly interconnected processing elements, which process
information by their dynamic statesponse to external inputiang et al. (2020) proposed an
approach based on machine learning technique to estiktategral, an elastic plastic fracture

parameter, for surface cracked pipelinBgep multilayer perceptron ANN models based on
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training dataset from FE models were developed emmntluded to have bettaccuracy compared

against closedorm solution[77].

Keprate et al. (2017) proposed using gradient boosting regression to predict SIF values of a crack
propagating in small bore pipe and was rég to have reasonable accuracy and reduced
computation time[78]. Hoffman et al. (2016) userespase surface polynomials, ordinary
krigging and interpolation to estimate stress intensity factor influence coefficient in a flawed
reactor pressure vessel and reported to have good performance for interpolated values only when

compared with the benchmarélstion[79].

2.5 Bayesian Approach for Fatigue CrackGrowth Estimation

P a r awsa8 dekcribedarlieris a physicsdbasedmodel that describes the Fateycrack growth

(FCG). Crack sizes obtained using measuresmnth agrom ILI, in-ditch measurement or any

other techniquean be utilized for estimation of tii@igue modeparameers such a€ andm. If

the crack size measurement data is error free, the model parameter estimation is a straight forward
task. However, in reality there is always measurement uncertainty and the {iiaggdsmethod

has its own limitationsn accuracy Different kinds of ILI tools such as Magnetic flux leakage
(MFL), Ultrasonic (UT) tools, Electromagnetic acoustic transducers (EMAT pegaused in the
pipelineindustrywith their respective capabilities, limitations and accuf&®cy. Xie et al. (2018)
proposed an integrated approach for pipeline FCG prediction with large crack sizing uncertainty,
which integrates physiesbased model and the ILI datsing Bayesian methadThe study
demonstrated promising results using the approach and concluded that the FCG prediction can be
more accurate with the improvement in the accuracy of the IL[Tabl

A Bayesian approach provides a method to express degree of belief on a certarassemn
the collected information such as I LI measur e
law for FCG[81]. ThisishecausBay es 6 t heorem descr i lfjpesterig he pr c
based on therevious knowledge (prior) and likelihood of its occurrerice given set of
observationsTo be specific, ifdis the model parameter, whiéh used todescribe a physical
process,t canbe estimated from a giveretsof observation¥. The updated estimate of the
parameter considering the observat®wof the actual physical procesasgcording to Bayesian
approach would be given Iisqg. (2i 20):
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P] %= % (2i 20)

where P(d| Xis the posterioprobability density functionRDF) ofd, L(X|d)is the likelihood
of making the observations given the parametey P(d) is the prior PDFof d, and P(X) is

marginal density function of or also known as normalizing constant to make integral of posterior
PDF to be one.

In this study, epistemic uncertainty or reddeilincertainty in the estimation &itigue model
parameters and crack size is dealt. This can be achieved by improving the knowledge about the

process based on the observed data.

The uncertainty in tools are inherent due to various factors like sigedieirence and cannot be
reduced to zero but can be reduced to levels where the desired accuracy can be Ashsexcidl.
Fang et al. (201 resented a detailed literature review on commonly used ILI tools, for e.g. UT,
MFL, EMAT, including technical priciples, signal analysis, defect sizing method and inspection
reliability [82]. Pipeline Research Council Internation@RC) reportedthatthe industry EMAT

ILI performance validation result shows the probability of sizing of 80% at 95% confidi@nce
crack depthswhich meet the tool performance specificeiti The results are in lin@ith that
obtained byEnbridge from a EMAT performance validation program anCanadian &s
transmission pipeling83]. The field results were used to determine the crack depth and length
sizing accuracyln a program to test the perfoance ofEMAT ILI tools performed at PRCI ILI

test facility by Katz et al. (201¢rack depth sizing accuracy £15% of pipe wall thickness with

an 80% confidenceras reportedHowever, the crack lengthreported bYMAT tool were longer
than field meas@ment 84].

However leveraging the power of crack size measurdrdata and the existing FCG models can
be a promising solution tnprove the confidence in the crack size measurements andke
better prediction of the fatigue crack growth, which is beneficial for predictive maintenance of

pipelines against fatigueracks.In the following section different methods of implementing

30



Bayesian approaels to reduce the epistemic uncertainty in model parameter and crack size

estimation is discusseimhcluding the relevant works from other researchers

Stochastic filteringas an iterative Bayesian approach, can be used for extraction of information
about unknown model parameters and crack states at certain time of interest by using data
measured up to and including that ptoedtf orf tth
true value of the state for a system or process based on noisy observations available, and the
updated model can be further used for better predicte$ormance of the stochastic filtering

method is usually measured by the stability of éisimatedmeanvalues andts confidence

interval (CI). CI of a mean is a range of mean values boutgddwer and upper limit. 95 % CI

is the most commonly used confidence level, it is the range of estimated mean between 2.5 an
97.5 percentile values.oF anormal distribution, 95% CI i21.96 times thestandard deviation.

Narrowver the CI higher the confidence in mean or the estimation is reliable.

2.5.1 Particle Filter (PF) for FCG Model Parameter and Crack SizeEstimation

Particle filtering (PF), as a ® samplingbased filtering method where distributions are
approximated by a discrete set of weighed particles representing probabilistic information, is a
promising tool for stochastic estimation of st@ey., crack sizegnd model parametiCadini et

al. (2009) employed PF for structural prognostic problems and to estimate the distribution of
structur al compon @BatWaxn gr ermaiani.nd 210ilf5t iumed PF
for diagnostics and prognostics of a singtack near fastener hole specimen. Performance of PF

was reported to be superior even though the computational cost wasdhighthor also proposed

a modification in the prediction step of PF to save on computational exgégckeRobinson et

al. (2016) presented comparative study between interval technique, a deterministit, metho

two stochastic notinear prognosis method87]. Liu et al. (2017) coupleBFand Pari sé | a
predid fatigue crack growth model parameters and crack size. The coupled method was reported

to produce accurate results of monitoring degradation of gear and residual fatifft.liféang

et al.(2017)used deterministic resampling PF for crack size and crack growth model parameter
estimation in dgecrack specimeng9]. Besides fatigue crack growth, PF has been employed in

robot tracking, lithiurAon batteies, rolling bearings and so ¢#0]. Note that in thesestimation
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problemswhen model parameters are unknown and assumed to be time invariant, the parameters

are jointly estimated by augmenting the parameters to the state [g&¢tor

2.5.2 Others

There exists various stochastic filtering approaches, such as Kalman filter (KF), extended Kalman
filter (EKF), and unscented Kalman filter. Kalman filter (KF), a pioneer meithtite estimation
problem, provides optimal solution for linear problems with Gaussian noise. Furthermore,
extended Kalman filter (EKF) and unscented Kalman filter (UKF) are more sophisticated version
of KF built to deal with nodinear system with Gaussi noise assumptions and reported to have

poor performance for highly ndimear systeni89].

Ray et al. (1996) useEKF for real time computation of tHatigue rate andfatigue damage
accumulation imluminum alloy specimen and verified the results against the experimental data
and also pointed out that EKF can be used for crack size following normal distributipf8zpn
Moussas et al. (2005) compared Adaptive Lainiotis Filter (ALF), a rmadtel partitioning
algoiithm, with EKF for FCG monitoring and identification and reported ALF to have superior
performance over EKF for both parameter identification and residual fatigue life estifitalion

Cobb et al. (2008tudieda fatigue cack growth estimatioproblem by utilizingdata fromenergy

based wave propagation model from ultrasonicstastheme asur e ment model and
the system model in Kalman FilteTheyreportedthat their approacprovided highly accurate

crack s&ze estimates compared to those observed from either methods| @dpné/ang et al.
(2016)presented a comparative study for joint estimation of crack size and Paris law parameters
of an aircraft fuselage paneting both EKF and UKFand concluded that EKF provided results
within comparable accuracy to UKF but at less computatiexpens¢95]. Wang et al. (2019)
proposed a coupldeKF-linearization method which provided satisfactory results for fatigue crack
growth model parameter estimation, and future crack growth trajectory pred€t@mmaicraft
fuselage pandlB6]. Besides fatigue cr&ogrowth, UKF has been employedather engineering
problems, e.g.parameter estimation of resistapacitor building energy mode[§7] and

complex nodinear finite element mode[99].

Stochastic filtering technique is widely used for diagnosis and prognosis of threats caused by

fatigue craking in various structures as discussed above. Despite being a powerful and robust tool
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for FCG model parameter and crack size estimatioh many works in the field of oil and gas
pipelines for FCG monitoring can be found. However, utilizing Bayesigmoaph basedn
stochastic filtering methods can help make better predictions even with the limitedmafrdata
and is discussed further in Chaptesfihis thesis
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CHAPTER 3: CRACK PROPAGATION MODELING AND STRESS INTESITY
FACTOR ESTIMATION FOR FATIGUE CRACK GROW TH ANALYSIS

3.1 Introduction

This chaptepresents comprehensidetaik of numeri@al methods omodelingdifferent types of
crack propagation using conventional FEM and XFEMmericalmodelingtechniques has been
proven to be a reliable alternate to full lsceests for pipelineto model different kinds of crack
propagation mechanisrirst, a brief introduction and previous works relevant to crackleling
using FEM and XFEM ipresentedQuaststatic crack propagation analysis based on cohesive
zonemodeling (CZM) with traction separation law (TSL) is a popular methodrfodelingcrack
propagation in numericahodelingtechniques like FEM and XFENBurst pressure estimation of

a pipelines with internal and external surface cracks using XFEM implemenddgus® with
damagemodeling based on maximum principal stress and fracture energy is presented
demonstrate the capabilities and robustness of XFEM for -gtetst crack propagation

simulation

In order to model fatigue crack growth (FCG) relialdéneation ofstress intensity factoiS(F)

along with othematerial properties plays a crucial roknalytical models for simple crack
geometries are available in literatur€sr complex and irregular crack geometries FEM with
focused meskwhich confirmsto the crack geometityas been widely useXFEM allows cracks

to bemodeledindependent of the mesh in crack domain and can be utilized for building robust
crack growth model by eliminating need ofmeshing or minimal reneshing. A comparison of

SIF estmated using FEM and XFEM along with various factors like mesh size, mesh design,
number of contours, and enrichment radius (singularity calculation radius) is presented.
Furthermore, the numerical methods are also used to estimate SIF for differergemackries

on pipeline bodyand compared with the analytical model available in API 579 and reasonable
agreement is found. In the firgéction,a methodology to estimate FCG using SIF estimated from
XFEM and relevant values of fatigue model parametepsaisented with the help of case studies
on a compact tension (CT) specimen and a pipeline.
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3.2 Crack Modeling

For pipelines,existence of fatigue and/or S@Eacksposesa major integrity threat and has been
a major concerrmespecially inagedpipelines. Perfoming full-scale experiments on pipeline to
studycrack propagationndervarious pipe configurations and loading conditions is of significant
value, but it is limited to knowledge of particular cases under restricted scefaresand cost
associated wh the fullscale testor evenreducedscalespecimens has motivated researchers
use alternate methodtsedon numerical techniquesuch as FEM and XFEM order to study
the different types of crack growth mechanidssing appropriate numerical tegfues allows
researchers to deal with pipelines subjected to complex loadingo@madary conditions.
Furthermore, parametric and sensitivity studies become much more feasible which otherwise
would have been prohibitively time consuming and expensive tigiizgcalepipelinesor even
reducedscalespecimens.

Finite Element (FE) methoane of the leading numerical methods used in various engineering
fields, is widely adopted for evaluating fracture mechahased crack driving parameters and
crack growthpredictionunder monotonically increasing loading or cyclic fatigue loadbfj.

With the use of appropriateodelingstrategy and analysis method, FEMsiewn to beaviable

tool for simulatingcracks in metallic pipgs.0(. Several researchers have discussed about the use
of meshing strategy like spider web, wedge elements at the crack tip and number of contours for
reliable and accute estimation of SIF101-103]. A detailed review on use of FE models for
fatigue crack analysis in pipes which summarizes the stimliesingon the factors influesing

the mechanism of crack growth, such as geometry and loading, can be found in L(R6éPa).

[99]. Brancoet al. (2015)[104 used aFE model withadaptive reaneshing techniquend
appropriate sized mesh to estimate fatigue crackndyiparameter like SIF and coupladwith

fatigue crack growtlmodelsuch aghe Paris law taupdatecrack dimensiomntil predetermined

crack dimension was achieved to model fatigue crack grdvidhmodels are an alternative to the
experimental methobut still has cumbersommaodelingprocedure such as mesh design, mesh
confirming to the crackemeshingand al so requires usero6s expert

for the SIF estimation or crack growth under gtstatic loading and fatigue loadjn
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In contrastExtended Finite Element method (XFEM), first introduced by Belytschko @t289)

[5€], has gained popularity for engineering problems with discontinuity such as cracked pipelines.
In XFEM, cracks can benodeledindependent of the actusiructure providinglexibility of no
re-meshing or minimal reneshing. XFEM model can allate the need of focused meshing and
minimal remeshing is requiredven though XFEM has such potential for numerical simulation,

it has not been widely used in fatigue growth analgsid fatigue crack driving parameter

estimation of pipelines in the apéteratureexcept for fewworks by[63, 64] as discussed earlier

In thefollowing secions of this chapter(a) Case study demonstrating capabilities of XFEM to
model a quasstatic crack propgation in pipeline is discussed, (ba€e study demonstrating
fatigue crack propagation in a compact tension (CT) specandrpipelines using an afhate
method i.e. indirect method is presentetth special focus on the fatigue driving parameter, SIF
For all the numericasimulations,the commercially available finite element analysis software
Abaqus®19.0 is used this study.

3.3 QuastkStatic Crack Growth Simulation

The crack defects in pipelines subjected to internal pressure can propagate in the radial direction
(along the wall thickness) afait the longitudinal direction(along the pipeline axis)rhe crack
propagation below critical sizewhen subjected to monotonically increasing loadally grow in

a stable fashionUnder such condition equilibrium can be assumed at each incremental load step

and this type of crack growth can be taken as egta$ic in nature

A case study showing capéties of XFEM implemented in Abaqus® for quasatic crack
growth in pipeline to estimate burst pressuue, wherecrack grows through wall thickness of

pipeline is presented in the following section.

3.3.1 Pipeline Section

Failure behavior of axially flawed pipelineswas studied by Brazilian State Oil Company
(Petrobras) 109, using a series dull-scale burst test on eftdppedAPl 5L X60 gradepipe
specimensDotta et al.(2004) [105 performed crack growth analysis for pigesving internal
and external cracks with semi elliptical crack friaikenfrom the experimental studysing plane
strain finiteelement modeldn this studytwo pipelineswith internal and external crack®m the
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same experimental and numerical study presenteld(f] are modeledto demonstrate the
capabilities of XFEM implemented in Abaqud@r crack growth analysis underonotonically
increasingnternal pressutel' he geometridgoroperties of the pipe and cracks atenmarisedn

Table3-1. The yidd strength is 483 MPa atideultimate tensile strength¥®7MPa.T he Young o s
modulus of elasticity) and P oi(® are21@®08MRaant 0.3respectivelyThe true

uniaxial stresstrain response of the API 5L X60 stegkd in Abaqus@s shown inFigure3-1.

The end capare20 mm thickand made up of steel having saEhand3s as pipe

Table 3-1 Geometric properties of pipe aasial cracks
Outer Wall Length, L Internal Crack External Crack
Diameter, | Thickness (mm5 Depth,a | Length, Depth,a | Length,
OD (mm) WT (mm) (mm) 2¢ (mm) (mm) 2c (mm)
508 15.8 3000 7 140 7 140

700 A
600 A
500 A
400 -
300 A
200 A

True Stress, 0 (MPa)

100 A

0 _
0.00 0.05 0.10 0.15
True Strain, £

Figure3-1: Uniaxial stressstrain response of API 5L X60 steel used in Dotta et al. (7004

3.3.1.1Numerical modeling details

Two FE models offull-scale pipes with the geometric properties as givenTable 3-1 are
developedn Abaqus® In order to modethe crack propagation XFENMhplemented in Abaqus®
is usedThe XFEM modelprocess begins with creating geometry of pipe as in conventional FEM

and a crack feature is added to the geoyradtthe pipe making it independent of any mesh created
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in the pipe Following themodelingstrategy used by Okodi et al. (2026)], three dimensional
(3D) deformable solid elements with reduced integrai@3D8R)are used to modehé pipe and
end capsin order to save the computational expengdging symmetry of the pipe along the
longitudinal direction only half of the pipe length isiodeled Symmetric boundary condition

along longitudinal directin, i.e. zsymmetry(u, =u, =u, ©)on all faces of the circumference

of the pipe is applieds shown irFigure3-2 (a). The end plate and the pipe are connected using
tie constraint Theboundary condibn at thecappedend of the pipearepinned and only rotation

about longitudinal axis isallowed(u,=u, =u, &, U 0) as shown inFigure 3-2 (b).

Furthermorethe modekonstituteswo regionsviz. the crackdomain andhenon-crack domain,
which allows usingdifferent fineness level of mests shown irFigure3-3. The crack domain is

a solid stripof size 20 mmx 15.8 mmx 140 mmwhere mesh size df53mm x 0.55mm x 2 mm

is usedalongcircumferential, thickness and longitudirthiections respectivelyThe meshing is
shown inFigure3-3 (b) and (c)for internal surfacandexternal surface craskespectivelyThe

crack domai and norcrack domain are connected using tie conssaliriis method oflomain
splitting is usedin many studieg[48, 59]) for crack propagatiosimulation as it makes the
modeling more robust and efficientWhereasthe remainder of the pé and endcaps have
relatively coarser mesloverall mesh size of approximately 36 mm in pipe body and 8 mm in end
cap is usednternal surface of the pipe is subjected to internal pressure load applied in very small

increments

XFEM implemented in Abag® allows users to specify different damage initiation and evolution
criteria. Since the study of sensitivity of different damage criteria are outside the scope of this
work, in this study maximum principal stress (MPs) is used as the damage initiagoiorcnd
fracture energy as damage evolution criterion with cohesive rmodelingbased linear traction
separation law. Maximum principal strain (MPe) damage initiation criterion has been already used
by Okodi et al. (2020) for the exact same burstqunesestimation problem. In order to check the
results and performance of XFEM based on different damage initiation criteria MPs is used in
here. The damagmodelingproperties are given iffable 3-2. Zhang et al. Z016) [16] used
maximum principal stress as damage initiation criteria in XFEM for X65 grade steel pipeline and
recommended using the true ultimate tensile gtreabtained from the tensile test as MiRence,

the value of maximum principal stress is adopted to be equal to true ultimate tensile strength from
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the available test data. Whereas the value of fracture energy is adopted from Okodi et al. (2020)

[59] as the pipe materials are from same X60 grade steel.

(b)
Figure3-2: Typical 3D XFEM model showing boundary conditions used in the pipeline for

estimdion of burst pressure (a)axis symmetry condition at the half length, and (b) boundary

condition at the capped end of pipe
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Non-crack Domain

(b) (©)
Figure3-3: Overall view of a typical 3D XFEM model for baiggressure estimation with mesh
(a) closeup view of crack domain with mesh and internal crack, and (c)-cipséew ofthe
crack domain with mesh and external crack (Note: Highlighted red solid curves are the XFEM

crack feature)

Table3-2 Damagemodelingproperties
Maximum Principal Stress (MPa) 692.6
Fracture Energy (N/mm) 150
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3.3.1.2Results and Discussion

The internal pressure lodd applied to the internal surface tife pipe and increased quasi
statically b cause the element at the outermost end of the crack tip to fracture comfdetthg

to the bursftfailure. The corresponding internal pressure is considasestpressuren this study.

In order to estimatthe burst pressure tie pipelineusingXEM i n AbaqusE OSTATU
variable is tracked, value of 1 represents complete fracture of the eléngeme 3-4 shows the

status of the enriched elemenits the pipeline the red color of the elements with
STATUSXFEM=1 represermmg complete fracturelo be specificFigure3-4 (a) shows the status

of the enriched elements that represent the imitiatnalcrack geometry anigure3-4 (b) shows

the status of the enriched elemeattimternal pressureorresponding to the burst pressieefinal

crack morphology of the initial internal cracimilarly, Figure 3-4 (c) shows the status of the
enriched elements that represent the initial external crack geometFygamd3-4 (d) shows the

status of the enriched elemeatsnternal pressure corresponding to the burst pressurénal

crack morphologyof the initial external surface crackigure 3-5 (a) shows the internal crack

growth with the increasing internal pressure using experimental and FEM resul{s @fgnand

XFEM. The crack size after 11.98 mm from experimental resudtsnot presented anaas

repoted to have propagatemstably if105. As mentioneearlier the elements were considered

to be completely fractured wheseeFgard3tbéc). AAf var.i
approximately same pressure (bysstssure)all elements ahead of the crack tiptlae deepest
locationare completely fractured.fter that,the crack propagation is unstabled represented by

solid red line irFigure3-5 (a). Howeve, with the increasing pressustements ahead of the crack

tip are fractured partiallfseeFigure3-5 (b)) andrepresented by dashed red lind-igure3-5 (a).

The crack growth estimated from XFEM closely matches to that from ex@aahresults even

though the exact burst pressure are slightly off, as discussed in the following section. Also, the
experimental results for external crack growth was not presenfé@ihand hence left out here.

Table 3-3 summarizes burst pressure estimated usmagimum principal stress and fracture
energy as damage parameters in XFEM. The results are compared to the burst pressure obtained
by experiment and finite element method from Dotta et al. (20043. Dotta et al. (2004)
performed noflinear FE analysis using WARP3D FE analysis code assuming plain strain
condition achieved by using a single thickness layer 3D eight node trilinear hexahedral elements

[109. The burst pressure estimated for same crack geometry using different methods are in
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reasonalyl good agreement with each other. XFEM estimated burst pre$sunaternal and
external cracks ar@boutl.9 %ard 5.4 %less than that from experimental resulthe reason for

this discrepancys dueto the specification of the damage initiation and propagatiteria As
mentioned earlier XFEM implemented in Abaqus® allows users to specify different damage
modelng criterion. However, selection of appropriate set of parameters and calibration of these

values are field of studyeinginvestigatedy different researchefs9].

Table3-3 Burst Pressure Comparison for API 5L X60 Grade Steel Pipeline

Burst Pressure(MPa)
Crack Location and Experimental FEM
Geometry XFEM (Dotta et al., 2004 (Dotta et al., 2004

[109)) [109))
Internal

(7 mm x 140 mm) 26.978 27.5 27.8
External

(7 mm x 140 mm) 23.65 25.0 26.9
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(d)
Figure3-4: Longitudinal view of the crack domain showirtgtsis of enriced elementslue to
(a) initial internalcrack, (b) internal crackat burst pressure, (c) initial external crack, and (d)

external crack at burst pressure
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Figure3-5: (a) Comparison of internal crack growth with internal pressure using various
methods (b) status of enriched element ahead of the crack tip showing partial fracture, and (c)

status of eriched element ahead of the crack tip showing full fracture

3.4 Fatigue Crack Growth Modeling

The limitation of existing fatigue analysis cotle perform LCF onlyas discussed in section

2.2.2.2 computational expers and modeling complexity using conventiondinite element
analysis of component subjected to cyclic load lead to find an alternative method for fatigue
analysis A fracture mechanics based assessment of the fatigue crack growth rate with respect to
loadng cycles is relatetb the crack driving parameters like stress intensity factor (SIF) and crack
growth resisting material propertieRaris law is one of such equations that quantifies the crack

growth rate in the stable crack grbmphase of fatiguef andgiven byEq. (3i 1):
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da m
N C( K) (3i 1)

where,da/ dNis the rate of fatigue crack growth per loading cyClandm are fdigue properties

of material; D Kis the range of SIF when a structure is stressed from minimum to maximum load.

Thefracture mechanics based assessment has been gaining popularity and incorporated in industry
practiced standards likAPl 579 [10] and BS 791(J42]. These standards provides analytical
expression for estimation of SIFDue to less conservative estimate of SIF using API1 579 model
compared to BS 7910, supported by many studiéls is used in this study for comparison and

other purposes disssed in the following sectionsh& values of thenaterial propertie€ andm

are recommended twe calculated experimentally in both standards, as they greatly depehd

factors likeload ratio, and environmefit06, 107]. In order to assess the fatigue crack growth in
pipelines using Paris Law the values@fand m mentioned in API 579 (Clause 9F.5.3.8)¢

ferritic and austenitic steels in air or other raggressive service environment at temperatures up

to 100 C and vyield strengths less than or equal to 600 MPa, are 8218
(unit:mm/ Cycle MPa/_mlj and 3.00 respectivelyimilarly, these values in BS 7910 (Clause
8.2.3.3), for steels (ferritic, austenitic or duplex ferdicstenitic) with yield strengths less than or
equal to 700 MPa operating in air or other fa@yressive environments at temperatures up to 100

“C, are 3.988107"3 (unit:mm/ Cycle MP& mry and 2.88 respectilye for load ratio less than

0.5. In addition,5.860¢<102 (unit:mm/ Cycle MP& mryand 2.88 for load ratio greater than or
equal to 0.5.

FE Model of a component with XFEMawk feature is created in Abauand static analysis is
performed. From the generated outputdiléhe XFEM analysisfatigue crack driving parameters

are extracted. Numerical estimation of fatigue crack driving parameters such as Stress Intensity
Facto (SIF) and dntegralas explained in sectidh3and is used for estimating number of cycles
required to extend crack by some predefined length, at least one element length ahead of crack tip.
AnEulerdiscreti e d f or m o fisuseld & arRlgtical ssldtionlofehe differential equation

due to complex formulation of the range of SIF is not always viable. The discretized form provides

accurate results for engineering purpcases given by Eq(3i 2):
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a =C( X.,)" ®Da (3i 2)

where, g is the crack size at current time steK, ,is the range of SIF at the preuis time step

(k-1) when a structure is stressed from minimum to maximum IDads the number of load
cyclesCandmar e Par i s0 | a Wotenwhkreusinguliacretzeddotnmeof ddferential

equations smaller the value BN better the accuracy.

A flowchart to model fatigue crack growth using an indirect method is showigime 3-6. A

brief descriptiorof themethod is as follows: start with a FE model gfipe along with the crack
geometry Selection and use of appropriate RBdelingmethod i.e. either conventional FEM or
XFEM is discussed in details in following sectiofgtigue crak driving parameter like SIF is
extracted after analyzingnd post praessingthe modelUse of analytical method for calculating

SIF is equally applicabli this method.For a lineatelastic material once the SIF corresponding

to the maximum load is evaluated it can be used to calculate the corresponding value at the
minimum load and hence the range of SIF. If the calculated range of SIF is greater than the critical
value of SIFit signifies that the unstable fatigue crack growth has started and the process is
terminated. If not, number of cycles required to grow a crackrnbipcremental size is evaluated
using the discretized equation given bg. (3i 2). The relation can be used either by fixing the
difference between number of load cycl@N) corresponding tdhe increment incrack size

(Da) or vice versaThe crack geometry is then updated and checked if the critical crack size is
reached or not. If yes, the process is terminalsd a new FE analysis is performed with the
updated crackepmetry and repeated until critical values of either crack size or SIF is rebched.

a previous studyy the authof10§, demonstration and potential of estimating FCG for CT

specimen and pipeline section has been presented.

In thefollowing sectionsdifferent SIF estimation methods like analytical and numerical methods
are discussedThe section ends with demstration of the methodology using different case

studies.
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FE Model
(Pipe and Crack)

Solve
Aa=C(AK)"x AN or AN =

Aa
C(AK)"

l

Update crack geometry and
count cycle number
a, =a,_, +Aa
N =2AN

Figure3-6: Flowchart showing the indirect method of fatigue crack growth

3.4.1 SIF Estimation Methodsand Comparison

Estimation of SIFplays a vital ole in assessing the state of the structure ahead of thetigrack
crack front. As shown in the previous section one of the important parametacdeiingfatigue
crack growth is theange ofSIF. Accurate SIF estimation is crucial as it has expoakrglation
with the crack growth as shown by K@i 1). In thissectionanalytical method and two different

numerical methodr SIF estimatiorare discussed in detail.

3.4.1.1API 579 Model: Background and Formulation

API5791/ASME FFS1[109 provides an analytical of solution for estimation of SIF for different
pipe and crack geometrieAPl 579 model for calculation of SIF is developed based on the
influence coefficient approacthich basically employs the principle of superposition to a cracked

body subjected to polynomial stress distribution and using Tayiessxpansion to get the fourth
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order polynomial. The influence coefficients are obtained fooBr2700 finite element analyses
[4€], with a typical meshing strategy used as showRigure 3-8. Furthermore, a sixtbegree
polynomial ft to the finite element results of SIF estimatfoom Franc2D software was used to
obtain he influence coefficientgl10]. Additionally, the 8-order polynomial was fitted to the
FEM results excludingibse at the free surface and theakies at the surfacgereestimated by
extrapolating the polynomial fithis was done becautige results at the surface wemreliable
andhighly sensitive tanesh size, theoretically the value of SIF at the free surface of a 3D body is
zero[46]. Further details about how the API1 579 model was developed can beariduid.

The values of SIF for a longitudinal crack with a sethptical crack front on the outer surface of
a pressurized cylinder, as showrFigure3-7 as per APl 574/ASME FFS1[109, is given by
Eqg. (3i 3):

Figure3-7. Longitudinal section (left) and cross section (right) of pipeline with sdimptical

crack front on the external surface and subjected to internal pressure load

_ pR? ¢ da 0 & 0 K Qa4‘°a
K, = &G, 2 ’
26, iz 0% g 8@ = 500 gae—f (313)

where,p is the internal pressuré is the internal radiusR, is the external radiugQ is a crack

geometry parameter an@,- G, are influence coefficients and valid fd¢t/R @.0,
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0.0312%t a c ¢zand0.2¢ a/t ¢0.8. The coefficientsG, and G are tabulated in Table 9B.13
of AP1579[10]. WhereasG,, G,, andG, are calculated based @ and G, given by equations
presented there. The equations for influence coefficientss;, G,, and Q can be foundn

ANNEX-C.

TN

|
|
|
Figure3-8: Typical meshing strategy used in FE models used for developing the AP1 579 model
for SIF estimatio 110

3.4.1.2Numerical methodsfor SIF estimation

In the next sectigrSIFestimation using conventional FEM and XFEM models are demonstrated.
Firstly, a compact tension (CT) specimeith a straight crack front is presented. Sensitivity of the
mesh size, selection of element type, number of contour integral request and other factors are dealt
in detail. Finally, a pipeline section having sestliptical (curved) crack front is preseiut

Various factors such mesh size, element type, number of contour integral request and effect of

curved crack front in SIF estimation are dealt in detail.
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(1) CT Specimen

One of the nine CT specimens subjected to fatigue testing in Silva et al. [20]Lidesignated

as CTC5 in that study) is used for demonstrating SIF estimation method using FEM in Abaqus®.
CTCS5 specimen is chosen in this study because aleobpecimens have approximately same
geometric properties. Additionally, testing details and other information are clearly mentioned for

this specimen in Silva et al. (201/¥4]. The geometric details, material properties, loading and

boundary conditions are used from the literatjis4 directly such thatthe numerical model

closely replicatethe experimental model presentdtgure3-9 shows the geometric details of the

CT specimen. The CT specimens were cut out from a pipeline section of API 5L X@%laed

3-4 summarizes the material properties of the pipeline steel.

L W=35 9 B=8.5

O

Crack depth, q

5.6

14.35

h=42
2.1 d

3.92 12.08
}Q—D|1—i

| 56 d=14.35

(@)

Table3-4 Material Properties

(b)

Figure3-9: (a) Geometi details of the CT specimefiat view (left) and sectional view (right)

and (b) CT specimen used in experimerd (Note: All dimensions are imm)

Youngbs m¢viPa) |l us 200000
Yield stress(MPa) 571
Ultimate stress(MPa) 709
Ultimate strain (%) 9.1
C ((mm/ cycly/( MPa/ mii) 1.504x1016
m 4.14
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(a) Modeling Strategy

A 3D model of CT specimeis createdas in Abaqus®5IF can be requested 8D models only
while using XFEM, in order to make a faomparison betweeronventional FEM and XFEM as
discussed in the following secti®iBoth conventional FEM and XFEM modelsecreated for the

CT specimenlescribed abové&igure3-10shows typical 3D finite element model of CT specimen

used in this studyThe lower clamp hole is pinned in all directian =u, =u, ©).The upper

clamp hole is pinned along longitudinal and transverse direftipr u, $)and subjected to
concentrated load of 10 KN alortge normal directior(P, =10KN). As mentioned inf44];

material property ofte CT specimen is assumed to be linear elastic, isotropic and homogeneous.

The SIF hagroportionalrelation with the loadvence;the range of SIKDK) is calculated once

the value for maximum loadP,,) is calcuated Even thoughmodelingcracks in conventional

FEM is a tedious job, the accuracy is higher due to less approximation compared tacd¥&©EM
additionaldegreesof-freedom (DOF}o theconventional DOFas given in Eq(2i 11). The cracks
studied here are sharp and the strain field becomes singular at the crack tip, including singularity
in the model for smaltrain analysis improves the accuracy of the contour integral as well as
stress and straif$0]. In orderto get as accurate result as possible, different kinds of meshing
strategies and finite element types are used and compaeedstimated value of SIF is compared

to that prescribed by ASTM E647 which given by E&jj4):

« =P 2w
BJYW (1- a/W)

§0.886 #64/W I334W?) IATHW) SHW) (g,

where,DP =P P

min 1

B is the width of the CT specimea,is the crack depth measured from

center of clamp holedV s the effective length of CT spienen.
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Figure3-10: 3D finite element model with boundary conditions

(b) Mesh Designfor FEM and XFEM Models

In conventional FEM mesh should confirm to the crack geomigigyre3-11 shows the meshing
strategies used in conventional FEM model. Spidel type mesh having wedge elements with
reduced integration (C3D6R) as showrkrigure3-11(b) is used in the first contouggion. Using

this type of strategy improves the accuracy of the results by considering the singularity at the crack
tip as recommended if60]. In all other region hexahedral elements with reduced integration
(C3D8R) is usedAlso, a spider web type mesthitkvregular hexahedral elements with reduced
integration (C3D8R) all over is used as showRigure3-11(c) in order to make comparison with

the results obtained using XFEM. Reduced integration scheme is usacetorscomputational

expenses.

Figure3-12 shows the meshing strategies used in the XFEM model. StmifdtM, two meshing
strategies are deployed in XFEM models too. First, a general meshing strategy suclcthakshe

can bemodeledndependent of the mesh as showrFigure3-12 (b). The other meshing strategy

is similar to that used in conventional FEM as showrigure3-12 (c). The C3D8R elements are
used in entire XFEM model. XFEM implemented in Abaqus® 6.19 does not support wedge
elements (C3D6R) yet. It should be noted that crack camooeledndependent of mesh even if
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an unfocused type of meshing strategy is used. Hemtee mesh size around the crack tip should
be sufficiently small to capture the response accurafél}. Which in turn increases

computational time but the tedioosdelingtime is reduced remarkably.

(b) (c)

Figure3-11: (a) Overall mesh design in the CT specimen using conventional FEM method, (b)

Mesh type #1 and element type used in the crack tip zone (red circle en@ajr) Mesh type
#2 and element type used in the crack tip zoredirele in (a)). Note: Red lines in (b) and (c) is

crack
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(b) (c)
Figure3-12: (a) Overall mesh design in the CT specimen using XFEM methodj€bh type #1
and elementype used in the cradkp zone (ed circle in (a), and (c) Mesh type #2 and element

type used in the crack tip zomed circle in (a)). Note: Red lines in (b) and (c) is crack

(b) Results and Discussion

To get converged SIF valuéisst a mesh size convergence study is performddch is one of

very important factor that helps in selecting appropriate mesh wizieh in turn increases
efficiency of a finite element model. SIF values estimated using conventional FEM with wedge
elements, as shown ifrigure 3-11 (b), is used as the base model since it has been reported to
produce reliable results for various crack geometries in different strudtiiiés117. The mesh
fineness increases from #1 to #4 by a factowaf. For example, number of elements along
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thickness and around the crack tip are 4 and 16 respectively in model with mesh size #1 and those

in model with mesh size #2 are 8 and 32 respectively.

Ideally, the catour integral around the crack tip should be path independent but due to numerical
approximationsthey are notHowever,extraction of SIF valuess also of concern. As such, the
sensitivity of number of contours is firstly analyzed, considering megh#8y as this mesh level
provides sufficient accuracy as is explained |d&egure3-13 (a) and (b) showthe values of SIF

at the surface and mithickness of the CT specimeespectively. It shows different numbof
contour integral (solid lines with dot markingequested around the crack tip and the average
values of SIF (dashed lines) after ignoring the first two contours as per recommendggidn in

for the case witla/W= 0.4. For e.g. red solid line witlotimarking represents SIF values obtained
from a model where total five contour integrals were requested, and each dot corresponds to SIF
value from that contour number. First two contours are ignored due to numerical issues which
gives unrealistic valued SIF. TheaverageSIF valuedor different number of contouese within

+1% ofeach otherSimilar plot for different values ad/Wcan be found iNNEX-A.
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!
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Contour Number Contour Number

(a) (b)
Figure3-13: Contour integral values around the créipkn CT specimen foa/\W= 0.4,
requesting different number of contours in Abag§a) at the surfageand(b) at the mid

thickness

In Figure3-13, the average values of coefficient of variation (@¥surface and mithickness of
CT specimen are 0.266 % and 0.220 % respecti@lis the ratio of standard deviation to the

mean. Here, CV isalculated based on tlstandard deviation and mewaalue of SIF from each
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model with different number of contouesquested i.e. 5, 10, 15, and Z@erefore, in order to get
areliable estimate of SIF, average value of at least five number of contours after ignoring first two
contours i.e. remaining three should ddequateRequesting more number of contour integrals

can be computationally expensive. Hence, in all of the models five contours are requested and
extracted from output filé.odb) using a post processing Pytham3 script. Also,mesh size #3

is used to anafe the sensitivity of number of contours, as this mesh size provides aftfrade

between accuracy and computational expenses which is explained further in the following sections.

Figure 3-14 shows the SIF values alg the thickness of the CT specimen wath= 0.4 when
estimated using conventional FEM with wedge elements of different mesh sizes. It also contains
SIF values calculated based on K8§i.4), which is based on twoirdensional plane strain
assumption and has a constant value throughout the thidkirie$sSimilar plots for different

values ofa/Wcan be found iANNEX-A.
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a/W=0.400,Mesh size #4

1350 1 — a/W=0.400,ASTM E647

0 0.25t 0.5t 0.75t t
Location along crack front
Figure3-14: SIF values along thickness of the CT specimen using conventional FEM with

wedge elements fa/\W= 0.4

Figure 3-15 shows the values of SIF #te surface, finite distance inside the surface and mid
thickness of the CT specimen for different values/®¥ for all mesh sizes usedhe values of
SIF at the miethickness of the specimen is less sensitive to the mesh fineness but that at the surface

is very sensitive to the mesh fineness. Tdekaviorcan beexplained based on the computation
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algorithm. At the free surface SIF is typically computed over a domain that is one element thick.
Also, the theoretical value of Slén the free surface of a thrdemensional body is zero.
Therefore, with mesh refinemethie value will continually decrea§€6]. The theoretical value of

SIF at the surface is of little practical impance because crack propagation is governed by the
SIF (crack driving force) over a finite distance inside the suifaée Here, the finite distance

inside the surface is 0.258 mm which is the finite element node location immediately inside the
surface element node in the model with mesh size #4, having 32 number of elements along the
thickness of the CT specimen aisdthe finest mesh used hefiéhe values of SIF at the finite
distance inside the surface for mesh size #1, #2 and #3 are calculated using linear interpolation

method.

® Surface-FEM ‘
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X Depth-FEM
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Figure3-15: SIF values at the suig, finite distance inside the surface and-thidkness of the

CT specimen for differemhesh sizes fovalues ofa/W

Thecoefficient of variation (CV) for average values of SIF at the surface, finite distance inside the
surface and mithickness of the T specimen calculated using different mesh sizes as mentioned
above are 4.994 %, 2.369 %, and 0.277 % respectiVbg/wedge element size using mesh size

#3 around the crack tip, i.e. the first contour region, has radius of 0.125 mm and 0.258 mm thick;
based on number of elements around the crack tip the remaining dimension can be calculated.
Here, the mesh seeding around the area of interest in the models are done based on number of

elements. Also, the radius of contour region increases by 0.125 mnafapkxthe radius of fifth
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contour region is 0.625 mm. As it can be observed, mesh size #3 can provide a reliable estimate
of SIF values for different values afW. Therefore, the results from mesh size #3 is used as the
base results for making comparisaith the results obtained using various meshing strategies and

sensitivity of the number of contour integral request as mentioned.above

The SIF values estimated using the base model as described in previous section are compared with
the SIF values estimad using other meshing strategy used in FEM and XFEM mot&sSIF

values estimated using FEM models with meshing strategy as shofigure 3-11 (c) are
compared directly to the results obtained using XFEM widishing strategy as shownRigure
3-12(c). The enrichment radius or singularity calculation radius in XFEM models equal to at least
one element length ahead of the crack tip produces stable and reliable Témiksirichment

radius for the mesh size #3 is 0.125 nkinst, in order to check the robustness of XFEM, SIF
values are estimated using XFEM and showFigure3-16, with a general mesh strategy as shown

in Figure 3-12 (b). Fineness of mesh is similar to that used for conventional FEM as mentioned
previously. The values of SIF at depth is more sensitive but that at surface shows similar trend to
thatobserved with conventiohREM. The mesh size of elements around the crack tip used in this
study is in the range of 0.2615% of the CT specimen thickness, mesh size #3 corresponds to
0.25% of thickness.
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1400 — a/W=0.400,ASTM E647

0 0.25t 0.5t 0.75t t
Location along crack front

Figure3-16: SIF valuesalong thickness of the CT specimen using XFEM with general meshing
strategy fora/WW= 0.4
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Finally, a comparison between different meshing strategies used in both conventional FEM and
XFEM with the mesh size #8 done, se&igure3-17. FEM-Wed, FEMHex, XFEM-Gen and
XFEM-Hex in Figure 3-17 corresponds to meshing strategies showRigure 3-11 (b), Figure
3-11(c), Figure3-12(b) andFigure3-12 (c) respectivelyThe SIF values estimated using different
meshing strategies for different valuesfiVat surfacefinite distance inside the surface and-mid
thickness of the CT specimen is showirigure3-18. The values of SIF estimated using different
meshing strategies are compared with the finest base model, i.e. focusedrategi as shown

in Figure 3-11 (b). The values are within +3% of that estimated using focused mesh strategy.
Hence, if a general meshing strategy is used in XFEM sufficiently fine mesh around the crack tip
is requred to get a reliable estimate of SIF. Mesh convergence result plolifféoent values of

a/Wusinggeneral meshing strategy in XFEM can be found inXRBIEX-A.
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Figure3-17: SIF values along thickness of the CT using different meshing strategies in XFEM
and FEM models foa/W= 0.4
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Figure3-18: SIF values for different values afW (a) surface md midthickness of the CT

specimenand(b) finite distance inside the surface and 4thatkness of the CT specime

(2) Pipeline Section

In this section, a pressurized pipeline section with sdliptical surface crack along longitudinal

direction studiedri [11]] is used for validation of both FEM and XFEM modéelsh e Young 6 s
modulus of elasticityf) and P o i 3&ae04600 MPPaandid@&spettively Figure3-19

shows the geometrical featurestioé pipeline sectiofa hollow cylinder) and longitudinal crack.

The wall thicknesst), internal radiugR) and length () are 19.00 mm, 1139.75 mm and 6000.00
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mm respectively. The pipeline section has a longitudinal crack with-eléptical crack frat
having deptta and lengt2c. Various combination of crack geometries with constént0.5 and
varyinga/t is used in this study similar to that[ih11] for estimation of SIF when subjected to

monotonic internal pressure of 3.5 MPa.

Figure3-19: Geometric details of the hollow cylinder with longitudinal crack in the outer surface

(a) Modeling Strategy

Both conventional FEM and XFEM models are developed forpipeline section (hollow

cyclinder)using Abaqu®. Figure 3-20 shows a typical 3D finite element model of fhipeline

section Either ends of the pipeline section are pinfgd=u, =u, 6). A monotonically

increasing maximum pressure load of 3.5 MPa is apiethe internal surface of the pipeline
section. In order to reduce complexity in meshing, the pipeline section is divided into three sub
parts and tied together with surface based constraint tie as shBwgniia3-21. Similar technique

has been successfully used iif. The three sujparts are viz. Main pipe body, transition pipe
body and crack location part as showrFigure3-21 (b), (c), and (d) resztively. The value of

angle subtended at the certer1.875 . The length of subpart transition pipe body is three times
the length of crack i.e6¢c and that of the main crack location part is 1.5 times the lerigitack

i.e. 3c. The length of pipeline section in the models are taken to be 1000 mm,[ad Hérl?2]

L/2c2 10 should be enough to neglect teagth effect on the SIF.

61



Figure3-20: 3D finite element model with boundary conditions and load in the hollow cylinder

(©) (d)

Figure3-21: 3D parts created in the models and tied together with surface based tie constraints

(red arrow shows location of each gpdirt being constraint to the other) (a) Main pipe body
(Coarse Mesh), (b) zoomed in view of main pipe body at the condtreation,and(c)
Transition pipe body (Medium size mesand (d) Crack location part with the crack (finest
mesh size)
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Main pipe bady (Subpart 1)

Transition pipe body
(Subpart 2)

Crack location part
(Subpart 3)

Figure3-22. Typical section of 3D models of the pipeline section showing gearakfieatures

of each sukparts

(b) Mesh Designfor FEM and XFEM Models

A very similar meshing strategy as discussegr@vioussection0 for CT specimen is used for the
pipeline section as welkigure3-23 shows the detail of the meshing strategy used in the pipeline
section. Spider web type mesh having wedge elements with reduced integration (C3D6R) as shown
in Figure3-23 (e) isused in the first contour region. In all other region hexahedral elements with
reduced integration (C3D8R) is usédspider web type mesh with regular hexahedral elements
with reduced integration (C3D8R also used in the entire model as shawhRigure3-23 (f) in

order to make comparison with the results obtained using XFEM.
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(d) (e) ()
Figure3-23: Typical meshing strategy used iEM models (a) overall meshing in the pipe, (b)

mesh in the transition pipe body part, (c) mesh in the crack location part, (d) mesh along the
semtelliptical crack front, (e) focused mesh with wedge type element in FEM paodi(f)
focused mesh with hekadral type element used in FEM and XFEM models

(c) Resultsand Discussion

A mesh convergence study of FEM models with six out of twelve crack configurations with
different values o&/t and constant value @ff/c=0.5 similar to that if111] is carried out in this

study. Table 3-5 summarizes different crack geometry configurations used in this study for FEM
and XFEM model verification. Four different mesh sizes, mesh sibeifi§y coarsestnd #4being

finest mesh sizeThe lavel of fineness around the crack tip and along the crack front increases by
a factor oftwo from mesh size #1 to mesh size #3. For example, element size along the crack front
in mesh size#1 is 1 mm and that in mesh size #3 is 0.25 mm and element siddteranack tip

in mesh size #1 is 1 mm and that in mesh size #3 is 0.25 mm. The element size along the crack
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front is same in mesh size #3 and mesh size #4 but that around the crack tip in mesh size #4 is

0.125 mm. This change in fineness is done to Bagemputational expenses.

Table3-5 Crack geometry used for FEM and XFEM model verification

Crack # a (mm) c (mm) alt
1 5 10 0.263
2 11 22 0.579
3 15.8 31.6 0.832
4 16.5 33 0.868
5 17.18 34.36 0.904
6 17.3 34.6 0.911

Figure3-24shows SIF values along the crack front calculated from FEM model with focused mesh
as shown irFigure3-23 (e) fora/t=0.868. Similar plot for ifferent values o&/t can be found in
ANNEX-A. Figure3-25 shows the values of SIF #ite surface, finite distance inside the surface

and at the depth of the pipeline sew for different values od/t. A very similar kind of trend in

the values of SIF at surface and depth can be observed as mentipredaduassection(b) for CT
specimenfor similar reasons. The value of S#f the surface is of little practical importance
because crack propagation is governed by the SIF (crack driving force) over a finite distance inside
the surface as mentioned in sectfbp[46]. SIF values for mesh size #1 and mesh size #2 at finite

distance under the surface ife= 0.52Z are calcuhted byinterpolation techniquegs the number

of elements along the crack front are lessitthat in mesh size #3 and ##&eMmean value o€V

of average values of SIF at the surface, finite distance under the surface and depth of the pipeline
section using difrent mesh sizes mentioned abawe 1.566 %, 0.873 %, and 0.339 %
respectivelyThe CV of SIF at different location along the crack front shows a convieeedior

As it can be observead Figure3-24, that SIF stimated using model with mesh size #3 can provide

a reliable estimate of SIF. Hence, FEM model with mesh size #3 is used as base model for

comparison with other meshing strategies.
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Figure3-24: SIF value along crack front calculated using FEM with focused mesh having
wedge elements fa/t=0.868
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Figure3-25: SIF values at the surface, finite distance inside the surface depth of the pipeline

section for dfferent values o&/t

The SIF values estimated using the base model as described in previous section are compared with
the SIF values estimated using other meshing strategy used in FEM and XFEM IRgueés.
3-26 shows comparison of SIF values using different meshing strategies in FEM and XFEM
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models. The SIF values estimated using FEM models shows a shedathioralong the crack

front but those using XFEM shows an oscillatinghaviorespecially towards the déptThis
behaviorcan be explained based on the difference in the technique useddetingcracks in

FEM and XFEM. In FEMcracks aremodeledby confirming to the mesh i.e. mesh actually
represent the crack. Whereas, in XFEM cracksnamdeledindependenof the mesh and for a
curved crack front the nodes might not necessarily coincide with the crack geometry and due to
interpolation approximations of the values between the nodes such oschiafiagormight be
observed. However, the trend of valuemnal the crack front are very similar and are in reasonable

agreement using different mesh strategies in FEM and XFEM
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— a/t=0.868 mm-FEM-HEX
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Figure3-26: SIF values along crack front calculated using diffene@shing strategiaga XFEM
and FEM models foa/t=0.868

Figure 3-27 shows the values of SIF #te surface, finite distance inside the surface and at the
depth of the pipeline section for different valuesufThe values of SIF eghated using various
meshing strategy in FEM and XFEM are within +3% of that estimated using focused mesh strategy
except for surface values using XFEM where it is just below +5.5%. As stated, earlier the values
of SIF at the surface are of less practisanificance. Hence, SIF values estimated using

appropriate mesh size and technique in both XFEM and FEM are reliable.

67



g ® Surface-XFEM
1800 . g x  Depth-XFEM
—~ 1600 - ® Surface-FEM,Hex
E x  Depth-FEM,Hex
1400 ” e Surface-FEM,Wed
£ 1200 - x  Depth-FEM-Wed
S .
= 1000 -
w2
800 1 %
600 {8
0.4 0.6 0.8
a’t
()
" » A Next to Surface-XFEM
1800 1 s x *1  x  Depth-XFEM
~ 1600 - » Next to Surface-FEM,Hex
E x  Depth-FEM,Hex
1400 A » > Next to Surface-FEM,Wed
i
E 1200 4 . x  Depth-FEM,Wed
= 1000 -
v
800 1%
600 1-* i i i
0.4 0.6 0.8
a/t
(b)

Figure3-27. SIF values for different values aft (a) surface and deptf the pipeline section,

and (b) finite distance inside the surface and depth of the pipeline section

3.4.1.3Comparison of SIF estimation using different methods

In previoussection,meshing strategies and other factors like nhumber of contour request to get
reliable estimate of SIF values for straight crack front and sdliptical crack front were

discussed in detail. Based updre tstrategies discussed abdyk¥- values for three different
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pipeline sections igstimated to further validate numerical modellprgcedure Pipeline and
Hazardous Materials Safety Administration (PHMSA) is a regulatory based in United States of
America that regulates safe transportation of energy to the public. Any incident/accidents related
transportation of energy are required®reported and such reports are made available to public.
Using such publically available data, three pipeline sections reported to have incident related to
fatigue crack in pipe body were selected arfel \&lues for these pipelines wearaculated using

FEM, XFEM and API 579 modaliven by Eq.(3i 3). Table3-6 lists various information related

to threepipelinesfrom PHMSA database reported to have incident related to éatigack in pipe

body. It lists wall thickness (W®r t), internal radiusR), t/R;, operating pressure at the time of
incident (OP), maximum operating pressure (MOP) and specified minimum vyield strength
(SMYS).

Table 3-6 Pipelines reported to have incident related to fatigue crack in pipe body in PHMSA
database

Operator WT, t . _ OoP MOP SMYS
S:N. Name mm) | K@M VR ey | (MPa) | (MPa)
1 Phillips 66 1 ¢ 350 | 146,05 | 0043 | 9570 | 13.000 | 413.685
Pipeline lic
West Txas
> | GulfPipeline | 7.925 | 322.275 | 0025 | 3.089 | 5500 | 358.527
Co.
3 Colonial 1 7 137 | 450063 | 0016 | 2179 | 4.000 | 358527
Pipeline Co

Q) Results and Discussion

Both FEM and XFEM models witmodelingstrategies discussed in sectid.1.2were built for
the three pipelinegl- #3 with vaious crack geometries listed Trable 3-7 with respective/R
and subjected to respeaiWIOPs. For eachipeline,25 (5a/c x 5 a/t) data are pruced.The
values ofa/c anda/t are selected such that the results could be compared to that calculated using

API1 579 model.
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Table3-7 Pipe and crack geometry configuration

t/Ri alc alt
0.016 (PHILLIPS)
0.025 (WEST) 0.125,0.25,05,1, 2 0.2,0.4,0.6,0.8,0.9
0.043 (COLONIAL)

A comparison between SIF values at the surface and depth using FEM, XFEM and API1 579 models
for three pipeline section f@a/c = 0.5 is shown irFigure3-28. A similar plot for different values

of a/cfor each pipeline section can be foundAIKNEX-A. Note that, the SIF values corresponds
to values at finite depth from the surface of the pigesection fof =1.7 . The results obtained

using XFEM are in good agreement with FEM and API 579 models. This can be explained based
on the fact that API 579 models were generated by fittihgdder polynomial to the results
obtainal using FEM analysis having 20 node brick elemghi$§] with meshing strategy same as

in this study. Additionally, the'® order polynomial was fitted to the FEM results excluding those

at the free surface and the values of SIF at the surface are estimated by extgapwdatin
polynomial fit. The meshing strategy used in APl 579 mbdéding is as shown ifigure3-8.

Table 3-8 summarizes average values of difference between SIF valuesatadcusing XFEM

vs. FEM and API 579 for different valuesaft anda/t listed above given by E@3i 5):

d= SIFXFEM - SIFFEM/API x100% .
SIFFEM/API (315)

where, SIF.,, is SIF value obtained using XFEM ai&lF.,,, -, is SIF value obtained using FEM
and AP1 579 model.

The values of SIF at the surface estimated using XFEM are in average highe3.8% than
FEM and those at the depth are witkih328%. The results from XFEM when compared to the
API1 579 model are overall less conservative at depth and surface. The values ofa#IF b8

was linearly extrapolated for API 579 model for comparison.
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Figure3-28: SIF values at finite depth from surface and depthk ©C") for a/c=0.5 (a) Pipeline

#1, (b) Pipeline #2, and (c) Pipeline #3
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Table3-8 Comparison bsveen SIF values calculated using XFEM vs. FEM and API 579

Pineline XFEM compared to FEM XFEM compared to API 579
P Surface (%) Depth (%) Surface (%) Depth (%)
Phillips 66
Pipeline LLC 3.870 0.288 2.014 -3.951
West Texas Gulf) -, ,gg 10.399 0147 3,532
Pipeline Co
Colonial Pipeine! 3375 11.328 1.174 3.562

3.4.2 Implementation of Indirect Method of FCG Modeling

Comprehensive detailsn various methodéncluding XFEM for estimation of one of the main
parameters required for fatigue crack propagat®iR, was presented in previous sectibmthe

following section SIF calculated usingrified XFEM modelling procedure s coupl ed wi t h
law as explained in sectioB.4 to demonstrate implementation of indirenethod of FCG
modelingusing CT specimen and pipelisection are presentedcase studies

3.4.2.1Demonstration of Indirect FCG Modeling in CT Specimen

In this section, the CTpgcimen as described in sect{@yis used to demonstrate the indirect FCG
modeling A 3D XFEM modelwith the meshing anthodelingstrategy discussed in the section

(1) is used for estimation of SIF at the surface and mid thickness of the Gmepec

Figure 3-29 shows the FCG generated using the indirect method as explained in the previous
section. The experimental result data is taken from Silva et al. (2011). The experimental result is
for a through crek, i.e. the entire cross section at particular crack depth is cracked. The FCG
generated using indirect method is based on the SIF value at particular point of interest-like mid
thickness and surface. Due to highketxiality at the midhicknessthe vdue of SIF is high relative

to the surface, also riged in the previous sectiolence, an average of the FCG estimated at the
surface, mid thickness provides more realistic FCG curveand matches closelto the

experimental results.
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Figure3-29: Fatigue crack growth cunaf CT specimembtained using hdirect method

3.4.2.2Demonstration of Indirect FCG Modeling in Pipeline Section
(1) Model Description and Details

Tiku et al. (2020)proposedhe fatigue craclgrowth equation paramete&andm. The values

were based on thapgeline material fatigue crack growth database developed using 185 fatigue
crack growth rate tests on 45 pipeline materials ranging in grade from X46 to X70 and in vintage
from 1937 to 201445]. The FCG datavasgeneratedising propose@ andmvalues coupled with

API1 579 model for SIF estimation. This was compared against FCG data obtained wetioods

like BS 7910, API 579, andxperimentsin this section one of the pipes studied in Tiku et al.
(2020 whose FCG curve, using proposed value€ ahdm, is presented with all the necessary
details is selected to demonstrate and compare the indirectriédéingprocedure.

X46 grade pipeline with geometric and material properties listéchble 3-9 and Table 3-10.

Initial cracks having semi elliptical crack front with crack geometries showiralohe 3-9 are
machined. The pipelines are subjected to maximum internal pressuespaording to 55% of
SMYS and minimum internal prag® corresponding to 5% of SMYS, i.e. stress ratio is 0.1. The
values of internal pressure are not mentioned explicitly. However, the maximum internal pressure

is estimated to be 5.5 MPa and minimum indpressure is estimated to be 0.55 MdBsed upon
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the provided data_ength of the pipe is adopted to be 4064 mm, making it greater than 10 times

the outer diameter, on order to make the effect of end conditions nedligiblePinned boundary

condition is applied at both enflg =u, =u, . Similar to Tiku et al. (2020)49] the crack

growth along axial dire@in is assumed to be negligible and kept constant.

XFEM models are created using the strategies discussed in @¢tieigure3-30shows aypical

XFEM model of the peline for estimation of SIF and FC®he general meshing strateigyused

in the main crack domain region with an objective to check the performance of the XFEM with
nonrconfirming mesh for crackiodeling The meh size in the crack domainapproximatéy 1

mmx 0.2 mmx 1 mm along the circumferentiahicknessandlongitudinaldirection respectively

The crack depth used ihea XFEM model ranges from 2.667 mm to 5.397 mm, and crack length

is held constant at 250 mm

Table3-9 Geometric details of pipe and crack

Outer Wall Initial Crack Initial Crack Length ,
Pipe ID Diameter, OD | Thickness, Depth, a, 26,
(mm) WT (mm) (mm) (mm)
A 406.4 6.35 40 % of WT = 254 250

Table3-10 Material properties

Specified Minimum C
Grade Yield Strength , m
SMyS (Mg o) | (mnvcyc( MPa/ miT
X46 317.15 3.03E14 3.24
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(b)

() (d)

Figure3-30: Typical XFEM model of Pipeline section for FCG estimation using indirect method

(a) overall view, and (bjverallclose up view at the crack locatiaand (c) mesh view along the
pipe wall thickness, and (d) mesh view aldihg axial direction(Highlightedred geometry is

the crack)

(2) Result and Discussion

FCGcurvegenerated using indirect method for the pipeline section with the initial crack gepmetry
crack depth of 40 % of WT i.e. 2.54 mmm,shown inFigure3-31. However, the data FCG data
available in[45] is reported starting from slightllyigher value i.e. 2.677 mmhich might be due

to experimental measuremeuaindition This valueof crack depth wsadopted for XFEM models

The results obtained using indirect method and that froka &t al. (2020)45] are in good
agreement with each othdn Tiku et al. (2020)[45] the FCG was obtained using fatey
parameters from experiment and SIF was estimated using API 579. mitdelactors like mesh

size and discrepancies in the internal pressure data could be the reason for minor differences.
However, more experimental datarequiredfor further validaton of the methodlt is worth
mentioning that reasonable results are obtained for both straight crack front as shown in section
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3.4.2.1for CT specimen and curved crack front as demonstrated is this sectioprohhising

results hints towards the potentiditheindirect method to be used as FCG estimation tool.

5.5 1
—8— XFEM FCG

5.0 4 —#- API_PRCI (Tiku et al.)

0 500 1000 1500 2000 2500
Cycle

Figure3-31: Fatigue crack growth curve oipeline sectiorwith initial crackobtained usingr+

direct method

3.5 Summary

In this chaptercomprehensive details about numerical methods for «giasc and fatigue crack
propagation in steel pipelines is presentefiuence of damagmodelingpropertiesused inquast

static crack propagatioanalysisfor estimation of burst pressuresing XFEM implemented in
Abaqus® is discusse¥arious factors like meshing strategy, mesh size, number of contours, and
enrichment radius for estimation of SIF is dealt in detail using case studies on CT specimen and
pipelinesection An alternate method i.e. indirect method, for FCG estimation from SIF estimated

using XFEM and coupled with discrete form of

Calibration of damagenodelingproperties with full scaléestsis recommended to accurately
predict the burst pressure of pipe using gtstatic analysis. This is a field of investigation and
many researchereputting their eférts on it.FEM requires a crack confirming mesh and wedge
type of elements for better accuracy. Mesh size of 0.125 w25 mm along the crack front and
around the crack tip produces reliable values of BIKFEM crack can benodeledndependent

of the crack geometry with a general meshing strategy, but a mesh structure confirming to the
shape of crack geometry providestter accuracy. Mesh size of 0.125 mr.25 mm produces

good results wheuasingfocused type meshVhen general meshing stratagyusedhe mesh size
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of 0.02 mm around the crack g required, which igboutone fifth of that required when using
focused type meshingtrategy. Mesh size 0.125 min0.25 mm along crack frons sufficient.

Five number of contours around the crack tip and calculating the average after ignoring first two
contours provides a reliable estimaiée appropriatenrichmentadius around the crack tip is
estimatedo be at least one element size ahead of the ti@okhichis 0.125 mmin this study

The estimated Sl#zaluescompared to those from the API 579 model for different pipelines are in
very good agreement, which proeglfurther confidence in use of XFENIhe FCG estirated

using indirect methogroduced results with good agreement in other publigkpérimental work.
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CHAPTER 4: SURROGATE MODELING FOR FATIGUE CRACK DRIVING
PARAMETER ESTIMATION

4.1 Introduction

In this chapter,a surrgate model for reliable, fast and computationally less expensive way of
estimating SIF is presented. Dgtaints for building surrogate model will be generated from API
579 model, as it has been verified using FEM and XFEM model in previous section el toro
provide reasonably accurate values of SIF. Furthermore, API 579 model for SIF estimation was
developed based on a large set of finite element models and hence codersaangeof pipe and

crack geometry.

4.2 Motivation for Building Surrogate Model f or SIF Estimation

Surrogate models are approximation models that mimibéhaviorof the simulation model as

closely as possible while being computationally cheap. It is constructed bassodelingthe

response of the simulator to a limited numbentdlligently chosen data poinSurrogate models

are used for estimating system response and supporting decision making in engineering processes
with a focus on pointwise estimatip/].

Several surrogate models have been used in the literature t@testime growth of cracks in
offshore pipelines, including linear regression, polynomial regression, nonlinear models (e.g.,
Artificial neural network: ANN), kernebased models (e.g., Gaussian Process: GP), and sparse
kernel based models (e.g., Supportteeenachines: SVM])117]. For onshore pipelines, which

are typically thinwalled and larger diameter pipelines, polynomial regression is the most
commonly used approagh6, 11(. The results of this approach are ingdddn the commonly
used industry standards such alsi igFiftinzwlso f OAP |
Part 9, 2016)In a comparative study, between ANN, SVM, and GPR for estimation of SIF of
pipeline with crack on the outer surface the arghmmoncluded that all three methods provided
flexible ways of model fitting over wide variety of inpytsLg. However, & mentioned earlier
Gaussian Process gession is a neparametric, kerndbased probabilistic model to approximate

the underlyng relationship between inpand output responsestead of relying on a functional
relationship GPR is also capable of uncertainty quantification making it azacttte choice aa

surrogate model
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As discussed in previous chapter in sec8ah1.] the APl 579 model for calculating SIF due to

semielliptical crack on the outer surface of pipe subjected to intereakpre is made utilizing

the influence coefficients, - G,. The coefficients5, and G are tabulated in Table 9B.13 of API

579 [10]. NeverthelessG,,G,, andG,are calculated based dB, and G given by equations

presented ther Linear interpolation between the tabulated values are allowed but extrapolation is
not. The prametergequired for extracting the coefficients @&, a/c, anda/t which have8, 7

and 5 distinct tabulated valuesspectivelyfor eachG, and G, . Hence, the table contains 280 data

points of eachG, and G i.e. 560data points are preseftere,t/R is a ratio of pipe wall thickness

to the internal radius/cis a ratio of crack depth to the half crack length, afidls the ratio of

crack eepth to the pipe wall thickness.

In order to get the SIF values at the tabulated values of parant®era/c, and a/t, it is
straightforward. However, when SIF at intermediate values of these parameters need to be
estimated, multile linear interpolation is required based on the table and execution time increases
significantly, which partly depends on the implementation. For example, loading the table data
into python repeatedly can be time consuming. When performing operationstdikeastic
filtering as discussed in the following chapter, involving calculation of SIF for various
combinations of pipe and crack geometry, load etc., the computational expense plays a vital role.
Also, to automate the SIF extraction using a single modsead of a pieceiise model consisting

of multiple submodels in API 579, a surrogate model was developlkds, developed surrogate
model waseventually integrated with P&n d P a foi FE®@ trajecony prediction in the next

chapter.

4.3 Gaussian Praess Regression (GPRr SIF Estimation

4.3.1 Introduction

Gaussian Process (GP) is a collection of an infinite number of correlated random variables, any
finite number of which has multivariate normal distributions. A GP is fully specified by a mean

vector and covariance matrix as shown by E4j.1):
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f~N(sPr’ %r) (4|1)

where,e . and E,, are the prior mean veabr and prior co-variance matrixof the GPf ,

respectively

Gaussian ProcesseBression(GPR) is a nonparametric, kerngbased probabilistic model to
approximate the underlying relationship between inputs and target resgamsgder a training

dataset wth input parameterg, and target responge. If the prediction required ig (x) for a

given sebf input parameters, the conditional probability distribution of the required predictio
is modeledn GPR as a Gaussian distributiéeading to a GP as shown by Kd4j. 2):

PO XY X) ~NEp,, %) (47 2)

where, ¢ ,,and £, are the posterior mean and covariancé (&) . The essential ingredients of

GPR is presented below, without providing a comprehensive overview of this method. For details,

readers of interest can refer{id.g.

GPR model can be defined usiinigction-space view and/or weight space vi@wvposterior mean
and variance calculation. The weight space view is given b{4E8) making it analogous to the
standard linear model with ndmear function of thenputs[119.

f(x)=F(x)"w (41 3)

where X is the input parameter,(x) is a mapping function ana is the weight vector.

4.3.2 Kernel Functions

The covariance between the data points is defined usaspicalledkernel functions. These €o
variance functionsmeasure the correlation between different input data points using some special
functional relation. Each of these kernel functions has Ryaexmeters théduild a functional relation with

the digance between input points. For instance, whisra scalar, the hypgrarameters basically comprise
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of a length scald)(that takes into account the closeness of the input points betveeetxd a scale factor

(8,) which governstie average distance of function value or deviation from its mean, and another scale

factor (S,) which accounts for noise in the observed dataset. A typical kernel function has the form as

shown in Eq(4i 4):
KXX;Q:s,,l,8)= SfxxJ)) K+ 2 (4i 4)

where, x, andx are input data pointss,,|, § are hypeiparameters represented @andl is an

identity matrix.

4 .3.3 Formulation

In order to build a GP model the observed response or points are treated as samples, which are
assumed to be drawn from Gaussian process to be fitted, and thus are used as training points. Some
portion of observed datset isused while training or fitting the model and the remaining are known

as testing points. These testing points are used for checking the goodness of fit of model before
deploying it. As GP is a collection of random variables, any finite number of which has
multivariate normal distribution. The joint distribution of the training and testing points according

to the prior probability distribution is given by Edi 5):

. K(X o Xp) K (X0 Xo)
P(ITR?’ITS)N‘M[[#TR:‘?’[ I I (41 5)
s P\ KX 6. X ) KX, X

where, Y, is the training outpul;sis the testing output/n;is the mean of training outputiig
is the mean of testing outpuX; is the training inputX.is the testing inpyandK (.) are the co
variance matrices or the kernel functions. If therergggraining points andstesting points the

co-variance matrix will haven;® n.s dimension.

81



For predicting values of testing points or other points, the sample are drawn from the posterior

distribution formed by conditioning on the observations as shown b{/E&):
P(Yrs |XIS=XIR=YIR) - NU"IS|IR-ZIS!IR) (4'|' 6)

where, Mg, and S gz are the mean and a@riance of the posterior distribution given by .

7) and Eq.(4i 8) respectively.

Myrr= 1% K (X 15 X T}FK(X X T)il-(Y TR~ /7; (417)

Sigrr K(Xg X7 K(X 716X RK(X 72X ko KX X0 ) (41 8)

4.3.3.1Hyper-parameter Tuning

An optimum set of parameters,,|, gis required for designing an appropriate kernel function

that can closely define the underlying relation between the data points. In GPR, usually the set of
hyperparameters that maximizes the Jogrginallikelihood of the posterior is selected as the

optimum set of values. The log marginal likelihood can be estimated usiiidi B).
_ _ 1y 1 N
logP(Y: | Xir)= 109 N(Yig |70, Ky = > Yir Kr Yor _2'|Og| K —2-Iog(2p (419)

where, Y is the training outputX, is the training input/n,is the prior mean of training output,

K;ris the kernel function of the training inputs with thgerparameters to be tuned.
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4.3.4 Implementation of GPR Modeling

In this section detailed methodology of implementation of Gaussian Process Regression (GPR) for
estimating the influence coefficients and hence the SIF values is discussed. A brief intraxfuction
Gaussian Process Regression modulesdikitlearn [12( library in Python programming

languagd121] and appropriate model parameter selection is discusbedesults and discussion
on implemetation of GPR for SIF estimation based on tabulated values of coeffi€grsd G

arethen presented.

4.3.4.1Introduction to scikit-learn library for Gaussian Process Regression Meting

The theoretical background of th@aussian Process wasepented in the previous section.
Specifically, formulae for estimation of mean andvemiance of the fitted joirtGaussian
distribution conditioned on the training data is of special interest. As tgs#ions help in
estimating the mean and variarafethe output based on the input, which is a classic regression
problem. As suchscikitlearn library has aGaussianProcessRegressadasswhich takes in
various input parameters and produce output fschmean, standard deviatiph2d . The
algorithm used for implementation of GPRsaikit-learnlibrary isAlgorithm 2.1 fromRasmussen

et al. (2006]119. In this study scikdearn versiorD.23.1 is used.

Undersklean.gaussian_procesaodule theGaussianProcessRegressbass is implemented
module in python simply means a collection of logical codes written to solve a problem, which
can be imported inside other python function. Furthermore, a class is a meandlioigodata and
functionality together. Once imported tBaussianProcessRegresggrclasscanbe used to fit or

train a GPR model using the training data points, make predictions, draw samples from prior and
fitted posterior distribution. Thkey input parameters for this class dernel alpha, optimizer,
n_restarts_optimizer, normalize_Whekernelinput is thefunctionwhich specifies the covariance
function of the GPThe alphais the value added to the diagonal of the kernel matrix, to ensure
postive definiteness of the egariance matrixand default value is*. Theoptimizerinput is used

for specifyingthe optimizing algorithm for hypgrarameters of the kernel function, as default the
L-BFGSB algorithm is used and serves the purpose obthidy. Then_restarts_optimizeallows

to specify the number of time to restart the optimizing algorithm such thataoginal likelihood

is maximized and to avoid local maximEhe normalize_yallows usersto specify if the target
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values tabe normalizd or not i.e. scale the output values to standard normal distribution, having

zero mean and unit variange2(q.

Once the input parameters apecified thé&aussianProcessRegresspo{asscan be used to train

a GPR model by usinfit () method where the training datset can be specified method in

Python is a function which allows users to perform certain operation. Once trained arditigd

fit () method i.e. a posterior distribution igfthed as explained isection4.3.3 After which
predict () method can be used to estimate the posterior mean and variance as explained before.
There ardew other methods likeample ) which can be used to draw number of samples from
both prior and posterior distributionehescore () methodreturns the coefficient of determination

of the prediction$12(.

4.3.4.2GPR Model Parameter Selection

GPR is a supervised machine learning algorithm and its performance depends on different factors
like selection of appropriate kernel function as discusagliee Surrogate models atesically
machine learning algorithms that relies on dMachine learninglgorithm which usedata set,

i.e. input or labels and corresponding output or feattmeseate some functional relationship or

mapping function bgveen input and output falls under supsed machine learning category.

It is very commorpractisein supervised machine learnitmsplit up a given data set into training

and testing subsefEhe subset of data used to fit the model is training datahenone to evaluate

the fitness of model is testing daliaorder to make the model robust some portion of the sktta

say 20%, is kept unea such that performance of the model using these unseen data is measured
Common trainingtesting splits are@6-20%, 67%-33% and 50%0%[127. In order to further
improve the generalization of the moddk training subset itsei$ split into number of subsets

One of such subset is used as validation set for testing the performanmgedfitted using other
subset. This testing or validation is done before the final testing using the initially hedd out

unseen testing data.

In this study appropriate kernel function is selected using grid search algorithm implemented in
scikitlearnlibrary [120. A grid of different kernefunctions radial basis functiorRBF), squared

exponential $Q), Matern 3/2 and Matern 5/2, is created. The grid search algorithm returns the
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GPR model built with kernel function having the best performance metri®ivalue.In order to

split the datasahto random training and testing setsikit-learn library functiontrain_test_split

() is used. Furthermore, repeatediold cross validation procedure implementedsaikit-learn

library functionRepeateFold () is usedto further improve the generalization of the model as

explained earlierk represents the number of folds or subsets to be created from the training data

set.Figure4-1 shows a typical training and testingtalaet splitting scheme usingfddd cross

validation procedure with fivéolds.

Split 1
Split 2
Split 3
Split 4

Split 5

All Data
Training data Test data
Foldl || Fold2 || Fold3 || Fold4 || Fold5 |\
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
> Finding Parameters
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Fold1 || Fold2 || Fold3 || Fold4 || Fold5 |/

Final evaluation {

Test data

Figure4-1: Typical k-fold cross validation training and testing data set split schenjatick
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4.3.4.3GPR Model Development andDeployment

In this section,detailed procedure of developing a GPR model to estimate valugsansfd G

from the tabulated vaks, measuring the performance of the model and saving it for future use or

deployment is discussed.

(2) Hlustration of GPR model development with one dimensional input

The coefficientsG, and G tabulated in Table 9B.13 of API 579 are fuons oft/R;, a/c, anda/t
which requires the GPR model to be a three dimensional input niodetler to demonstrate the
concept of GPR a simple owmensional input problem is first present&igure 4-2 shows
samples drawn from GP fitted using training data set i.e. from posterior. The trainirgetiata
consisted of all the tabulated valuesadtffand corresponding values G for a particular value
of t/R;, a/c Due to limited number gboints traintest split and cross validation is not performed
for this one dimensional demonstration probldintan be observed that the fitted model using

RBF kernel function for varying/t produced a very good model with more certainty in the

predictons.
4 1 =»- Predicted Mean i 4.0 4 —*- Predicted Mean P
x APl 579 Tabulated % APl 579 Tabulated ,7(
31 uzx2o X 3.5 1 u*20 ,’
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Figure4-2: One dimensional GPR moddted using RBF kerndbr estimatingGo at depthfor
different values o&/t att/R=0.01 anda/c=0.0625(a) mean and confidence interval of samples

drawn from prior, and (b) mean and confidence interval of samples drawn from posterior
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Figure 4-3 shows samples drawn from GP fitted using training data set i.e. from posterior. The
training dataset consisted of blhe tabulated values afc and corresponding values & for a
particular value of/R;, a/t . It can be observed that the fitted model usiadial basis function
(RBF) kernel function for varying/c produced a good model hilie confidence interval widened

when the spacing between inputs increased.

Figure 4-4 shows samples drawn from GP fitted using training data set i.e. from posterior. The
training dataset consisted of all the tallated values of/Ri and corresponding values Gf for a
particular value of/t, a/c. RBF kernel used for fitting the model for varyit/§ is poor even
though the confidence interval in the posterior is reduced considerablyun€haainty remains

constant except for the first and last inputs.

In addition when a fitted model is used for making predictions beyond the training data points the
corfidence interval widense. extrapolation uncertainty increases farther the inpuat bbserved

data. Figure4-5 shows predictions made at points beyond the training data set.
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Figure4-3: One dimensional GPR mod#ted using RBF kerel for estimatingGo at depthfor
different values oé/c att/R =0.01 anda/t =0.2 (a) mean and confidence interval of samples

drawn from prior, and (b) mean and confidence interval of samples drawn from posterior
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Figure4-4: One dimensional GPR model for estimatfagat depthfor different values of/R at

a/c=0.0625anda/t =0.2 (a) mean and confidence interval of samples drawn from prior, and (b)

A particular kernel function with a set of hygesrameter might be appropriate for one set of input

mean and confidence interval of samplesah from posterior

and output but not necessarily for other siet@rder to solve this pldem and build an optimum

model, the grid search algorithm akdold cross validation algorithms, as discussed in section

4.3.4.2 are employed.
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Figure4-5: One dimensional GPR model for estimat{dg(a) mean ad confidence interval of

samples drawn from posterior with extrapolation for vargfgand (b) mean and confidence

interval of samples drawn from posterior with extrapolation for varging
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(2) llustration of GPR model development with three dimensionalnput

In this section details about GPR model development using all three mfuédc, andt/R

simultaneously to estimate valuesgfand G, . A split of 80 % trainng - 20 % testing of data set

is done randomly usingcikitlearnd gain_test_split ( Junction. In order to reduce complexity in

implementatiorfour separate models f&, and G, at depth and surfa@e developed-or each

G, and G, the training and testing daset contains 224 pointsid 56 points respectively

A grid of different kernel functions created as summarizedTiable 4-1. The basic structure of
kernel function is as given IBg. (41 4), formedby adding a basic kerndike radial basis function
(RBF), rational quadratic (R), Matern 3/2, Matern 5/2¢ the white noise kernel which accounts
for uncertainty in the training datall numerical values within the kernel functions are initial
guesss, whichare tuned or optimized while fitting the GPR model by minimizing thenegginal
likelihood. As mentioned in sectioh3.4.1 GaussianProcessRegressoii§ Jused to perform all

of these operations

Table 4-1 Grid of Kernel Functions
S.N Kernel Function

1? x RBF(=(m,, M, /&))+0.00F
1’3 RQ(l 0.01a % 0004
17 x Mat3/2(=(m,,, M., 4))+0.00%
17 x Mat5/2(=(m,,, M., 4))+0.00%
5 1?x [RBF(=(m,, @, /) + RQI=(m,, @, 4%))]+0.00%

Note: € represents mean of c oThe kem@ dunatian rRgtionaln p u t

ArIW|IN|PF

Quadratic (RQ) implemented stikit-learn library allows user to provide only scalar vaueq.
So, the smallest distance between irfiiatis providedas this kernel provided the best fit when

tested with simple ondimensional problem.

As mentioned in sectiod.3.4.2 in order combine the grid search algorithm anfibld cross

validation to build a general GPR mod&tidSearchCV ( Junction implemented iscikitlearn
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library is used. The function takes in the basic GPR mgdélof kernels given ifable 4-1, and
RepeatedKFold (With five-fold and repeated fiveémes.

Matern 3/2 kernel is the best fitting kernel function for all the models with optimized hyper
parameters. All of the models have excellent coefficient ofahétation &) value of more than
0.99.The logmarginal likelihood values are positive indicating that observance of posterior is
highly likely and supports the good fit of model. The total duration of model building including
grid searching over five ddrent kernel functions, repeateddtd crossvalidationwith five-fold

and five repetition ranges from 12.609 seconds to 18.75 seconds.

Table4-2 Model fitting and performance summary

Coefficient of | Trainin

Log- Determination o-

Model Best Kernel Fundion Marginal (R Testing

Likelihood Train | Test Duratio

n (sec.)

ngth 13 Matern(l $1.16,0.107,0.8373, =1.5) 6. 30.984 | 0.992 | 0.995| 17.078

DS}:l)th 1?3 Matern(l $1.31,0.108,0.854}, =1.5) 0.t 37.006 0.992 | 0.995| 18.75
Go ) _

Surface 1?3 Matern(l $2.95,0.513,1.4 =1.5) 0.6 129.94 0.997 | 0.996| 18.27

G | s Matern(l 41.89,04351.15, =15) 6&| 100.978 | 0.996 | 0.991| 12.609

Surface

Figure4-6 andFigure4-7 shows scatter plot for true and gieted values of5, and G at surface

and depth respectively. A good fit of model can be observed.
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(a) (b)
Figure4-6: Scatter plot for true training and testing values versus predretiethg and testing

valuesof influence coefficients at depth) Go, and(b) G1

(a) (b)
Figure4-7: Scatter plot for true training and testing values versus predicted training and testing

values of ifluence coefficients at surface @), and (b)G1

(3) Model deployment

Once the model is developed as explained in the previous section it is saved and stored with all the
required components such as kernel or covariance matrix using Rytkte[121] library. The

use of saved model or deployment in discussédemext chapter

A comparison of computational time for estimation@fand G using the fittedSPRmodel and

regular APl 579 modds made G, and G were calculated atepth and surface fdr0O00points
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