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Abstract

Improved procedures for dosimetric verification of intensity-modulated 

radiotherapy (IMRT) treatments using an amorphous silicon flat-panel electronic portal 

imaging device (EPID) are described in this work. The two pre-treatment verification 

techniques compare either 2-D or 3-D dose distributions based on EPID measurements to 

corresponding distributions calculated by a treatment planning system (TPS). Accurate 

measurement of the incident fluence of an IMRT field with the EPID is the foundation of 

both procedures. Fluence profiles are extracted from EPID images by deconvolution 

with scatter kernels that characterize signal spread in the EPID. The kernels are derived 

using Monte Carlo simulations o f dose deposition in the EPID and empirical fitting 

methods. In the 2-D verification, the EPID-measured fluences are convolved with a 

kernel describing dose deposition in a water phantom, and cross-calibrated with ion 

chamber measurements. The beam-by-beam 2-D verifications of three step-and-shoot 

IMRT treatments using the EPID are in good agreement with those performed with film, 

with a mean percent difference o f 0.3 ± 1.0 % (24 fields). For the 3-D verification 

technique, EPID-measured 2-D fluence modulation profiles for each field are used as 

input for the TPS, which then generates 3-D dose distributions. The EPID-based doses 

for three IMRT plans suggested that the planned TPS doses underestimated the mean 

dose in the critical structures o f the spinal cord and the parotids by approximately 4 Gy 

(11 -  14 %). Radiobiological modeling calculations indicate that such underestimates 

may lead to clinically significant under-predictions of normal tissue complication rates.
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This thesis also includes investigations regarding the application and development 

of radiobiological models, since their use may be particularly beneficial for IMRT. A 

convenient computational tool was developed that furnishes current modeling predictions 

of tumor control probability (TCP) and normal tissue complication probability (NTCP) 

for 3-D dose distributions. In a more fundamental modeling study, potential difficulties 

in the interpretation of fits to clinical data resulting from the inherent population 

heterogeneity of such data are explored. The incorporation of the dynamic processes of 

repair, repopulation, and resensitization in TCP models is also investigated with respect 

to the description of fractionation effects.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Acknowledgements

I am truly grateful for the help and support of many people while completing this 

thesis. First, a huge debt is owed to those with whom I worked most closely on the 

various thesis-related projects. The supervision and guidance of Dr. Gino Fallone is very 

appreciated. His remarkable breadth of knowledge in medical physics and his ambitious 

efforts to investigate at the frontiers of this field so that further advancements in 

radiotherapy may be realized are admired. I also thank him for his tireless efforts in 

helping me procure scholarship support during my tenure at the University of Alberta, 

which is certainly not an insignificant contribution to a graduate student’s success. I also 

greatly respect and learned much from Dr. Satyapal Rathee, and thank him for both his 

invaluable instruction and his subtle forms of encouragement during the EPID-related 

work. My friend Dr. Stephen Steciw was my full partner in the EPID work (the “Stec- 

like” half of “BS” Research). I thank him not only for his many ideas, but also for his 

great enthusiasm, which made working together so enjoyable. For the radiobiological 

modeling projects, I had the pleasure of working with Pavel Stavrev and Nadia Stavreva, 

who I consider mentors in this area of study. I always will appreciate Pavel’s up-beat 

(“Zen’Mike) and passionate approach to not only research, but also life in general. I also 

would like to acknowledge the efforts of my thesis and supervisory committee members, 

Drs. Sloboda, Hooper, and Sydora, as well as my external thesis reviewer, Dr. G.P. 

Raaphorst, for helpful suggestions and thoughtful consideration and review of my thesis.

The Medical Physics department at the Cross Cancer Institute has been a 

tremendous place to work and leam during my Ph.D. years. Everyone in the department 

has been very willing to help and teach whenever necessary. At the risk of forgetting 

many other contributions, I’d like to give a special mention to the following. Dr. 

Sloboda, and his graduate students (my friends) Charlie and Geetha, as well as Brad 

Murray, are thanked for being valuable resources of EPID knowledge. Colin Field also 

generously made available his expertise with the Helax-TMS treatment planning system 

(particularly necessary for the 3-D verification project). I am grateful for Debbi 

Howorko’s efficient secretarial help, and for her welcome when I first arrived in 

Edmonton. A Iso c racial t o m y enjoyment a 11 he C ross w ere t he i nteractions w ith m y

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



talented fellow graduate students, several of which I count as both colleagues and friends. 

In this regard, I especially want to thank Charles, Charlie, Alasdair, Isabelle, Geetha, Teo, 

and Deluan.

The funding support through various scholarships of the University of Alberta, the 

Department of Oncology, the Alberta Cancer Board, and the Alberta Heritage Foundation 

for Medical Research are also gratefully acknowledged. This support, which exemplifies 

the commitment of these organizations to research excellence in Alberta, made it possible 

to pursue my doctorate without being burdened by financial worries.

As important as all the professional and financial assistance received, was the 

personal support o f those people who are most important in my life, my friends and 

family. Especially ... Thank you Mom and Dad for your consistent love and support, and 

for always being proud of me -  even though it may have embarrassed me at times when I 

was younger, it always meant a lot to me. Also thanks to my four wonderful older sisters 

-  Janet, Karen, Norma, and Margaret -  your love and thoughtfulness has always been a 

great constant in my life.

To the most important person in my life, my beautiful (in so many ways) wife 

Heather, I can not find adequate words to say how much I appreciate you and all the 

things that you do for me. Finding you is the greatest “accomplishment” of my life, and 

your love is my greatest treasure. I will love you always.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Table of Contents

Chapter 1: Introduction............................................................................. 1
A. Intensity-Modulated Radiotherapy (IMRT)................................................................ 1
B. Verification of IMRT Treatments............................................................................... 5

i. Characteristics of IMRT Necessitating Verification Procedures...............................5
ii. General Description of IMRT Verification Procedures............................................ 7
iii. Overview of the use of Film and EPIDs as IMRT Dosimeters...............................9
iv. Overview of Proposed 2-D and 3-D IMRT Verification Procedures....................10

a. Review of EPID calibration.................................................................................. 10
b. Proposed EPID-based 2-D IMRT Verification Technique.................................12
c. Proposed EPID-based 3-D IMRT Verification.Technique.................................12

C. The Role of Radiobiological Modeling in IMRT....................................................... 14
i. Inverse Optimization of IMRT treatments.................................................................15
ii. Adaptation of treatments............................................................................................17
iii. Individualization of treatments................................................................................ 17
iv. Confounding Issues of Radiobiological Modeling.................................................18
v. Overview of Radiobiological Investigations in this W ork..................................... 19

D. Overview of Thesis Structure.....................................................................................20
E. References.................................................................................................................... 21

Chapter 2: EPID-based IMRT Verification -  Methods------------------- 32
A. Basic Experimental Details.......................................................................................... 32

i. EPID Measurements.................................................................................................. 32
ii. Fluence Measurements using a Diamond Detector................................................ 33

B. Physical Structure of the Varian aS500 EPID.............................................................34
C. Image Acquisition using the Varian aS500 EPID.......................................................35

i. General Description................................................................................................... 35
ii. Image Acquisition using “IMRT’ Mode................................................................. 36
iii. Effect of Buffer Deadtimes and Potential Ghosting Effects on EPID Images.... 37
iv. Accuracy of IMRT Mode for Step-and-shoot IMRT............................................. 43
v. Flood- and Dark-field Image Corrections................................................................46
vi. Correction of Fluence Profile Distortions caused by the Flood-field Correction 
.........................................................................................................................................47

D. Pencil-beam Kernels Describing Blurring in the EPID............................................. 50
i. Monte-Carlo Dose-deposition Kernels..................................................................... 50
ii. Empirically-derived Optical Spread Kernels...........................................................53
iii. Original 15 MV EPID Kernels used in 2-D verifications....................................54
iv. 6  MV EPID Kernel used in 3-D Verifications........................................................55
v. “New” 15 MV EPID Kernel used in 3-D Verifications......................................... 60

E. IMRT Verification using 2-D Beam's Eye View Dose Distributions...................... 62
i. Overview of the Method............................................................................................ 62
ii. Calculation of 2-D BEV Doses with the EPID........................................................64

F. IMRT Verification using 3-D Dose Distributions in a Patient’s CT Anatomy 67

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



i. Calculation of 3-D Doses from EPID Measurements o f Incident Fluence............67
ii. Normalization of Dose Distributions Calculated by the TPS.................................69
iii. TPS Dose Calculations with a “Point- Source” M odel.........................................70

G. Summary........................................................................................................................ 71
H. References......................................................................................................................72

Chapter 3: EPID-based IMRT Verification -  Results............................75
A. Pencil Beam Kernels used to Extract Fluence Profiles from EPID images.............. 75
B. Comparisons o f EPID-derived Fluence Profiles and Measured Diamond Detector 
Fluences...............................................................................................................................79

i. Open fields and IMRT Segments...............................................................................79
ii. Sensitivity o f EPID profiles to the amount of backscatter used in the EPID model 
.......................................................................................................................................... 84
iii. Effect on EPID profiles of the short-range exponential term in K back_gtare........87
iv. Sensitivity of the EPID profiles to different regions of the EPID kernel............. 89

C. EPID phantom scatter factors: measured vs. kernel-based predictions.................... 92
D. Dose calibration: step-window doses...........................................................................94
E. 2-D Verification Results................................................................................................97

i. Comparison between ion chamber and EPID relative dose profiles...................... 97
ii. Comparisons between TPS, film, and EPID doses for open-fields....................100
iii. 2-D IMRT Verifications for three patient treatment plans.................................. 102

F. 3-D Verification Results.............................................................................................. 106
i. Comparisons of 2-D dose distributions: D EPIDjju , DEPJDjiu/pnt, Depjd, and

DTPS..............................................................................................................................106
a. Open fields and IMRT- segment field................................................................107
b. Multi-segment IMRT fields...............................................................................111

ii. Comparison of 3-D EPID doses with TLD Measurements................................ 111
iii. 3-D IMRT Verification of clinical IMRT treatment plans................................ 113
iv. Radiobiological significance of 3-D verification results....................................116

G. Comparison and summary o f 2-D and 3-D IMRT verification procedures 117
H. References................................................................................................................... 119

Chapter 4: TCP-NTCP Estimation Module_____________________121
A. Introduction.................................................................................................................. 121
B. Methods........................................................................................................................ 122

i. Radiobiological Models............................................................................................122
a. Lyman (Sigmoidal Dose Response) NTCP model.............................................124
b. Critical Volume (CV) NTCP model...................................................................125
c. TCP model based on Poisson statistics...............................................................126
d. TCP model incorporating radiobiological data..................................................127

ii. Parameter Databases................................................................................................ 128
a. Lyman databases.................................................................................................. 129
b. Critical Volume (“population”) databases......................................................... 130
c. Poisson TCP databases.........................................................................................130

iii. Program Architecture.............................................................................................131

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



a. Input...................................................................................................................... 131
b. Parameter Selection/Retrieval............................................................................. 131
c. Calculation of the NTCP / TCPs......................................................................... 132
d. Calculation of the probability distribution o f the expected number of 
complications............................................................................................................133
e. Display and output............................................................................................... 133

C. Results and Discussion................................................................................................ 135
i. Retrospective analysis of treatments for a cohort of patients................................ 135
ii. Testing of the sensitivity of model predictions to parameter values....................138

D. Conclusion...................................................................................................................139
E. References....................................................................................................................139

Chapter 5: Investigations of Current Radiobiological Models-------- 143
A. Theoretical Background: Cell Survival and Dose Response Relationships........... 143

i. Linear Quadratic Cell Survival Model.....................................................................143
ii. Tumor and Normal Tissue Dose Response Models..............................................148

a. Phenomenological Expressions........................................................................... 148
b. Mechanistic Models.............................................................................................150

iii. Expressions relating D50 and yso to Radiobiological Parameter Values............. 152
B. Evaluation of a TCP model incorporating population heterogeneity......................158

i. Introduction................................................................................................................158
ii. Theory....................................................................................................................... 160
iii. Methods...................................................................................................................164

a. Generation of Pseudo-data...................................................................................164
b. Fitting Techniques: Maximum-Likelihood and p-values................................ 167

iv. Results...................................................................................................................... 169
a. Evaluation of the Validity o f the RH Approximation: Comparison o f TCPrh , 
TCP id and TCP3D..................................................................................................... 169
b. Fits to Pseudo-Data Consisting of One Fractionation Regime.........................172
c. Fits to Pseudo-Data Consisting of Three Fractionation Regimes......................178

v. Discussion and Conclusion......................................................................................180
C. Application of Robust TCP Models Incorporating Tumor Dynamics to Describe 
Fractionation Effects........................................................................................................ 182

i. Introduction................................................................................................................182
ii. Theory....................................................................................................................... 183

a. Repopulation: Limitations o f the Poisson or Binomial TCP models............... 183
b. Zaider-Minerbo TCP model: A Robust Method of Including Repopulation 
....................................................................................................................................185
c. Repair....................................................................................................................187
d. Reoxygenation: Incorporation of time-dependent radiosensitivity...................187

iii. Methods...................................................................................................................188
a. Experimental Data................................................................................................ 188
b. Fitting Technique................................................................................................. 189

iv. Results...................................................................................................................... 190
a. Repair and Repopulation......................................................................................190
b. Resensitization..................................................................................................... 194

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



v. Conclusion.............................................................................................................196
D. References................................................................................................................. 197

Chapter 6: Conclusion............................................................................204
References........................................................................................................................209

Bibliography.........................................................................   210

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List of Tables
Table 3.1. Best-fit parameters for fits of a function that is the sum of four exponentials 

to the various kernels used in this work........................................................................78

Table 3.2. Dependence of the fits of EPID fluence profiles to diamond profiles for 4 x 4 
and 20 x 20 cm2 6 MV open fields on the thickness of water backscatter material 
used in the EPID model (for EGSnrc simulations). The quality of the fits is 
characterized by the ratio of the S S r o i  and AIra;[J values (described in the text) 
calculated for each “backscatter” kernel (without Kback_^are) to the analogous values 
obtained using the “best” KEPtD kernel (no backscatter, w ith ^ fleA /are). Ratio 
values less than one indicate a relatively better fit...................................................... 86

Table 3 3 . Dependence of the fits of EPID fluence profiles to diamond profiles on the 
first exponential term in Kback-Siare ■ The quality o f the fits is characterized by the 
ratio of the S S r o i  and A lrails values for a Kback-giare kernel using C; =  1037.1 cm'1 {i.e . 

short-range delta function) to those values with a kernel with C/ = 37.1 cm'1 88

Table 3.4. Sensitivity o f the fits of 6 MV EPID fluence profiles to diamond profiles on 
the different parameters {a; ... <37) in the quadruple-exponential function (Eq. (3.1)) 
used to describe the shape of K e p id -  The quality o f the fits is characterized by the 
ratio of the S S r o i  and Afraw values for a kernel with one of the parameters modified,
to the values obtained with the original (parO) best-fit parameters: (23.6 cm'1, 3.66 x 
10'3, 3.98 cm'1, 2.37 x lO'4, 0.840 cm'1, 1.47 x 10'5, 0.128 cm'1)............................... 90

Table 3.5: Comparison between measured and simulated values for the 15 MV EPID- 
phantom scatter factors for a range of square field sizes. Simulated values are 
calculated by convolution of an open beam primary fluence with the K EPID kernel. 
.........................................................................................................................................94

Table 3.6. Absolute doses measured with an ion chamber at 10 cm depth in water for 
each of the 4 x 4 cm2 sub-fields comprising the “step-window” field (240 MUs 
total). The errors for the “water tank” doses are the deviations in the mean of two 
sets of measurements taken on different days..............................................................95

Table 3.7. Numerical comparison between doses measured with the TPS, film, and the 
EPID corresponding to the images in Fig. 3.16. Values for the mean and standard 
deviation o f the % differences between the three methods o f determining dose are 
provided for the 1 0 x 1 0  cm2 and 2 x 2  cm2 fields, both when excluding (0.5 cm 
inside each nominal field edge) and when including (0.5 cm outside each field 
edge) the penumbra region of the fields..................................................................... 101

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Table 3.8. Results from 2-D IMRT verifications of three clinical IMRT treatment plans 
based on comparison of TPS doses to measured film or EPID doses. The BEV 
doses are expressed as percentages of the maximum dose in the EPID distribution. 
The dose difference statistics (mean and standard deviation) are calculated for pixels 
lying within a ROI defined just outside the perimeter of each IMRT field. The given 
errors are the standard deviation in the mean and standard deviation for each set of 
values............................................................................................................................. 103

Table 3.9. Comparison of the 2-D EPID-based verification results when using the 
jfis.wi kernel instead of a'15UI I to describe scattering processes in the EPID... 105
k £P1D\ a  EPID \l/ien' 11 O ld

Table 3.10. The impact of image processing on the results of 2-D EPID-based 
verifications. The ‘"unprocessed” verification assumed that Depid is simply 
proportional to the raw EPID image, whereas the “processed” verification involved 
first executing image processing steps (cf. Eqs. (2.6), (2.14), (2.17)) that include 
deconvolution and convolution o f the raw image...................................................... 106

Table 3.11. Statistical comparison of different methods of calculating dose at 10 cm 
depth in a water phantom: DEP[Df[u (EPID TPS convolution), DTPS (TPS

TPS convolution), DEPIDflulpnt (EPID T mod, TPS convolution with a “point” 
source), and Depid (EPID TPS-independent convolution). Mean dose
differences and standard deviations as percentages o f the maximum Depid dose are 
calculated for t wo R OIs ( regions o f  i nterest) a nd a n umber o f  d ifferent fields for 
photon beam energies of (a) 6 MV and (b) 15 MV................................................... 108

Table 3.12. Comparisons of different methods o f calculating the 2-D dose (10 cm depth, 
water phantom) for the multi-segment IMRT fields comprising three clinical EMRT 
treatment plans. Statistics are calculated for ROI2, which includes the entire field 
and the penumbra..........................................................................................................I l l

Table 3.13. Measured TLD doses (± 3 %) compared to TPS-calculated doses using 
fluences modeled by the TPS (DrPS) and EPID-measured fluences (DEPIDjju and

DEPidjiu i pnt ) f°r an IMRT treatment o f an anthropomorphic head and neck
phantom........................................................................................................................112

Table 3.14. 3-D IMRT verification results: comparison of TPS ( DJPS) and EPID-based 
( DEP!dj]u or Depidjiu!pm) 3-D dose distributions for three clinical IMRT treatment 
plans..............................................................................................................................113

Table 3.15. Comparison of radiobiological modeling predictions of the NTCP based on 
TPS (Dtps) and EPID-based ( DEPIDflu orDEPlDflu,pn!) 3-D dose distributions for
three clinical IMRT treatment plans.......................................................................... 117

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Table 4.1. A list of the parameters and their description for each of the models used in 
the module. Abbreviations: FSU = functional sub-unit, CV=Critical Volume, LQ = 
linear-quadratic.............................................................................................................123

Table 5.1. Expressions relating the position and slope parameters, Dso and /so, for dose 
response curves calculated using the binomial TCP, Poisson TCP, Critical Element 
NTCP, or Critical Volume NTCP models to the radiobiological parameters for each 
of these models. The expressions are valid assuming that cell survival is described 
by the time-independent LQ model (Eq. (5.2)), and that all dose points in the dose 
response curves correspond to the same number of fractions, n...............................156

Table 5.2. Radiobiological parameters used to generate the pseudo-data sets employed in 
the fitting exercises designed to test the RH heterogeneity model..........................166

Table 53 . The effect of different variables on the statistically acceptable range of fit 
values for the heterogeneity factor ju extracted from fits to pseudo-data generated for 
three fractionation regimes. The variables investigated are the model {TCPid or 
TCPrh) used to fit the pseudo-data, and the characteristics of the pseudo-data: the 
number of patients per dose point (npat), the number of data points (ndpts), and the 
inherent strength of the j#-mechanism....................................................................... 180

Table 5.4. Best-fit parameter values corresponding to the fits shown in Fig. 5.17....... 191

Table 53 . Best-fit parameter values corresponding to the fits shown in Fig. 5.18.......195

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List of Figures

Figure 1.1. Illustration of the concept of segmental IMRT (SMLC). The images 1-6 
represent individual static sub-fields (or segments). The weighted summation of the 
sub-fields (with respective weights of 0.250, 0.159, 0.125, 0.164, 0.130, and 0.171)
produces the intensity-modulated field shown.............................................................. 3

Figure 1.2. Flowchart of the inverse IMRT planning process.".........................................4

Figure 13. Paradigm for individualization of radiotherapy based on radiobiological 
assays and models........................................................................................................ 18

Figure 2.1. The acquisition time per image frame plotted as a function of the total 
number o f frames acquired in an image for (a) 15 MV/100 MU/min, and (b) 6 
MV/100 MU/min. The squares and circles represent the time/frame before and after 
(respectively) correcting the acquisition time for buffer delays. The vertical lines 
correspond to the numbers of frames at which buffer delays occur........................... 38

Figure 2.2. EPID pixel value (i.e. EPID,olai) per MU plotted as a function of the number 
of frames used to acquire an image (15 MV/100 MU/min). Eq. (2.2) is used to 
correct the dose response for buffer delays (closed circles). The solid line depicts 
the application of an additional correction for “ghosting” effects described in Ref. 
[10]. T h e d a t a i n ( a ) a n d ( b ) i s t h e s a m e :  t hegraph in  (a) shows only thedata 
nearest the first buffer delay at 64 frames (vertical line), while (b) covers a wider 
range of n.frame values..................................................................................................... 40

Figure 23 . The 2-D difference images (EPlDlotal -  EPlD^’aJsum) expressed as a percentage 
o f the maximum pixel value va.EPiD t̂f sum, and the corresponding histogram for
pixels within the ROI (delineated by the line in the dose difference image) are 
shown for linac dose rates of (a) 600 MU/min and (b) 100 MU/min. The left and 
right columns for each dose rate depict the effect on the differences of increasing the 
number of MUs used to acquire the EPiDtota( image.................................................... 45

Figure 2.4. Simplified model o f the geometry of the aS500 EPID used in the EGSnrc 
Monte Carlo simulations used to derive K dose. The cross-section of each o f the five 
layers was 30 x 30 cm2 (383 x 383 pixels).................................................................. 52

Figure 2.5. Incident photon beam spectra used for EGSnrc simulations. The spectra are 
results of BEAMnrc simulations for Varian linac (a) 6 MV and (b) 15 MV photon 
beams published by Sheikh-Bagheri and Rogers.3..................................................... 53

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 2.6. The change in K ^ 'le derived from EGSnrc simulation when a 6.5 mm air 
gap layer is placed between the extrinsic build-up and copper plate layers in the 
EPID model depicted in Fig. 2.4...................................................................................56

Figure 2.7. The change in derived from EGSnrc simulation for different thicknesses
(0, 1, 2, or 4 cm) of the backscatter layer in the EPID model (layer 5 in Fig. 2.4).... 
.........................................................................................................................................57

Figure 2.8. In-plane 15 MV EPID profile of a 20 x 20 cm2 open field. The dashed line is 
used to highlight the asymmetry between the penumbras on the left and right sides 
of the field. It is believed that the metal R-arm below the EPID contributes 
additional backscatter to pixels at the top of the EPID array (corresponding to the 
right side of the profile).................................................................................................60

Figure 2.9. Flowchart of the 2-D IMRT verification process........................................... 63

Figure 2.10. Illustration of the steps involved in calculating the BEV dose distribution at 
10 cm depth in a water phantom from an EPID image, (a) The raw EPID image of 
the step-window calibration field is converted to a dose image in arbitrary dose-pixel 
units via the shown processing steps (cf. Eqs. (2.6), (2.12), (2.14), and (2.17)). This 
dose image is cross-calibrated with step-window absolute doses measured with an 
ion chamber to generate a calibration curve that yields the linear calibration 
coefficient, kcai . (b) The same image processing steps used in (a) are utilized to 
convert a raw EPID image of an IMRT field to a dose image in arbitrary dose-pixel 
units. Using kcai (Eq. (2.17)), this image is then converted to an absolute dose 
image.............................................................................................................................. 65

Figure 2.11. EPID image of the step-window calibration field used to calculate the dose 
calibration coefficient kcai. There are twelve 4 x 4  cm2 sub-fields corresponding to 
irradiations of 10 MUs (bottom left) to 120 MUs (top right) in 10 MU increments.. 
 66

Figure 2.12. Flowchart o f the 3-D verification process.....................................................68

Figure 3.1. (a) 6 MV, (b) “new” 15 MV, and (c) “old” 15 MV pencil-beam kernels used 
to describe blurring in the EPID: the dose kernel {Kdose) is generated from Monte- 
Carlo simulations, the back-glare kernel {Kback-giare) is derived empirically, and the 
total EPID kernel {Kepid) is die convolution o f the dose and back-glare kernels. A 
comparison of the three total EPID kernels is shown in (d)....................................... 76

Figure 3.2. (a) Kfl00d.Phamom kernel used to generate the simulated flood-field Iji0od-sim, and 
(b) KBEVphantom kernel used to convert photon fluence to BEV dose for both 6 and 15 
MV..................................................................................................................................77

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 3.3. Comparison of cross-plane profiles through an open 10x10 cm“ 6 MV field 
derived from in-air diamond detector measurements, raw EPID images (EPIDP\) 
before deconvolution, and EPID images after the deconvolution to extract incident 
fluence ( p )..................................................................................................................80

Figure 3.4. Comparison of diamond and EPID-derived fluence profiles for (a) 2 x 2 and 
4 x 4  cm2 and (b) 10 x 10 and 20 x 20 cm2 open 6 MV fields...................................81

Figure 3.5. Same as Fig. 3.4, except for 15 MV. As illustrated, the differences in the 
profiles between using the “new” or “old” EPID kernels in the deconvolution are 
negligible........................................................................................................................81

Figure 3.6. (a) Image of the IMRT segment field corresponding to the profiles shown in 
Fig. 3.7(a & b). The profiles are taken along the dashed line, and the numbers 
identify the regions of the segment described in the text and indicated in Fig. 3.7. 
(b) Image of the multi-leaf collimated segment field corresponding to the profile 
(along the dashed line) in Fig. 3.7 (c)...........................................................................82

Figure 3.7. Comparison of diamond and EPID fluence profiles for multi-leaf collimated 
fields, (a) 6 MV and (b) 15 MV profiles along the dashed line through field shown 
in Fig. 3.6(a). (c) 6 MV profiles along the dashed line through field shown in Fig. 
3.6(b)...............................................................................................................................83

Figure 3.8. Diamond and EPID (non-optimal) profiles through a 20 x 20 cm2 field, (a) 
The ROI (region of interest) used to calculate S S r o i  (Eq. (3.2)) includes the four 
regions demarcated by the four pairs of vertical lines, (b) A,rani is the mean value of 
the differences between each of the four sets of horizontal lines, which are located at 
the tops and bases of the field edges.............................................................................85

Figure 3.9. The effect o f the amount of backscatter used in the EGSnrc model of the 
EPID on EPID 6 MV fluence profiles for 4 x 4 and 20 x 20 cm2 fields. The three 
EPID profiles were generated with three different deconvolution kernels (K dose) 
corresponding to 0.5,1.5, and 2.5 cm o f water backscatter........................................87

Figure 3.10. Dependence of 4 x 4 and 20 x 20 cm2 EPID profiles on the first exponential 
term (C/) in Kback.giare • (a) 6 MV: use o f C/ = 1037.1 cm'1 {i.e. short-range delta 
function) instead of C; = 37.1 cm'1 primarily affects the height of the long-range tail 
for the 20 x 20 field, (b) 15 MV: use of C; = 1037.1 cm'1 results in a short-range 
over-deconvolution for both the 4 x 4  and 20 x 20 fields........................................... 89

Figure 3.11. Effect on the shape of the EPID kernel described by the quadruple- 
exponential fit function (Kft, in Eq. (3.1)) when one of the parameters (aj, a3, as, or 
a?) is (a) decreased or (b) increased from its optimal fit value (aw, a30, aso, or aid).. 
.........................................................................................................................................91

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 3.12. Effect on the 4 x 4 and 20 x 20 6 MV EPID profiles when altering the 
shape of the EPID kernel by changing one of the parameters (a/, a?, as, or a?) in Kf„ 
from its optimal value (see Fig. 3.11 above)................................................................91

Figure 3.13: A comparison of the EPID dose-pixel value relationship when measured 
using a single irradiation of the multi-segmented “step-window” pattern, individual 
irradiations of an MLC-collimated 4 x 4  cm2 field corresponding to different MUs, 
and a single 100 MU irradiation of a 10 x 10 cm2 field (without MLC). The linear 
fits t o t he “ step-window” ( solid 1 ine) a nd “individual 4 x4” d ata ( dashed 1 ine) a re 
virtually indistinguishable; the linear calibration coefficients ( kcal) are as shown. 
..........................................................................................................................................97

Figure 3.14. (a) Comparison of ion chamber (IC-10) and EPID-based (after
deconvolution / convolution) profiles through a 2 x 2 cm2 open field at 10 cm depth 
in water. After blurring the EPID profile by Kjao (Eq. 3.5) to compensate for the 
geometric blurring inherent in the IC-10 profile, there is very good agreement 
between the IC-10 and EPID profiles, (b) Comparison of the Kjao from Eq. 3.5 to 
the kernel shape predicted from simple geometric considerations............................. 99

Figure 3.15. Comparison of ion chamber and EPID-based (both with and without the 
additional blurring of Ktao) profiles at 10 cm depth in water, (a) 20 x 20 cm2 open 
field profiles, (b) profile through the multi-leaf collimated segment field depicted in 
Fig. 3.6(b)...................................................................................................................... 100

Figure 3.16. Images of the absolute percent difference (as a percent of the maximum 
EPID dose) between dose measurements made with the TPS, film, and the EPID for 
a (a) 10 x 10 cm2 and a (b) 2 x 2 cm2 open field........................................................ 101

Figure 3.17. Dose profiles (centre of the field, cross-plane) derived from the EPID, film, 
and TPS for a (a) 1 Ox 10 cm2 and a (b) 2 x 2 cm2 open field...................................102

Figure 3.18. Dose differences (as a percent of the maximum EPID dose) between the 
EPID, film, and TPS for the profiles o f a (a) 10 x 10 cm2 and a (b) 2 x 2 cm2 open 
field shown in Figure 3.17........................................................................................... 102

Figure 3.19. (a) Dose distributions for an IMRT field based on EPID and film
measurements and TPS calculations, (b) Dose difference distributions fo r |TPS- 
Film|, |Film-EPID|, and |TPS-EPID|. (c) Dose difference histogram corresponding 
to each dose difference image directly above it in (b). The histograms are calculated 
for the ROI demarcated by the dashed line around the IMRT field in (b). Doses and 
dose differences are expressed as a percentage o f the maximum dose in the EPID 
image..............................................................................................................................104

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 3.20. (a) Dose profiles along the dashed line through the IMRT field in Fig. 
3.19(a) for EPID and film measurements and TPS calculations, (b) Dose difference 
profiles corresponding to the profiles in (a), expressed as a percentage of the

Figure 3.21. Results for a 1 x 10 cm2 field and a 6 MV beam: (a) 2-D dose difference 
maps (absolute values of the differences are shown) and (b) cross-plane profile 
through the center o f  the field. T he  doses and dose differences are expressed as 
percentages of the maximum Dep,d dose. The DTPS dose deviates significantly

Figure 3.22. Example output from the software developed for the analysis of 3-D IMRT 
verifications, (a) Original TPS dose distribution, Drps. The thicker black line 
delineates the left parotid gland. The other lines are isodose lines, with the thinner 
black line representing the 70 Gy line (prescription dose = 74 Gy), (b) Dose 
differences between TPS and EPID-based 3-D doses, DEPIDflu -  DTPS . The thinner
white lines are the 4 Gy isodose contours for the dose difference, (c) Dose 
difference frequency distribution (top) and associated statistics, and the DVHs 
(bottom) for the selected volume of interest (left parotid) for the DTPS and DEPIDj]U
distributions.................................................................................................................114

Figure 3.23. Comparison of DVHs derived from TPS ( DTPS) and EPID-based ( Depidj1u 
or DEPIDjiu/pnt) dose distributions generated during 3-D IMRT verifications of 
patient 3’s treatment plan........................................................................................... 114

Figure 4.1. Example output from the program for a case where the user has chosen to 
display and analyze DDVHs for the bladder, rectum, spinal cord, and a prostate 
tumor............................................................................................................................. 134

Figure 4.2. Program output after analysis of lung DVHs generated from the 
retrospective treatment planning of a cohort of 16 breast-cancer patients using two 
different treatment techniques. DVH #1 (solid line) is the cumulative DVH 
(averaged over the 16 patients) for a “5-field” technique, while DVH #2 (dotted line) 
is the corresponding DVH for a “wide-tangent” technique. For each set of DVHs, 
radiobiological model predictions of the mean NTCP are displayed for a number of 
different parameter sets available in the literature..................................................... 136

Figure 43 . Program output displaying the distribution of the number of complications 
predicted from the DVHs for the mandible for a group of 10 patients based on two 
sets o f radiobiological predictions based on the Emami et al.xl data: (a) Lyman 
model, Burman et al.n  parameters (b) “population” Critical Volume model, Stavrev

maximum EPID dose. 104

from the other three doses based on EPID measurements. 110

et al. 8 parameters. 137

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 4.4. Program output displaying TCP predictions for the same DDVH for four sets 
of user-specified parameters: (i) a  = 0.30 Gy'1, = 0.03 Gy'2, N  = le6, X = 0.05
days'1, n = 25 fractions; (ii) same as (i), but with slightly decreased cellular 
radiosensitivity, a  = 0.27 Gy'1, /? = 0.027 Gy'“; (iii) same as (i), but with the rate of 
repopulation doubled, X = 0.10 days'1; (iv) a  = 0.17 Gy'1, /? = 0.017 Gy'2, N  = le3, X
= 0.05 days'1, n -  25 fractions.....................................................................................139

Figure 5.1. Probability curves as calculated with the Poisson, logit, and probit models
defined in Eq. (5.11) and using identical parameter values of D5 0  = 50 Gy and y$o =
3 Gy.............................................................................................................................. 150

Figure 5.2. Dependence of Dso on the number of fractions (n), as predicted by the 
expressions in Table 5.1 for the CV NTCP model and the Poisson TCP model. The 
two NTCP curves illustrate the effect of changing the alfi ratio, while the two TCP 
curves show the impact of repopulation (X = 0 —*• no repopulation.) The other 
parameter values for each of the four curves are given in the text........................... 158

Figure 53 . Effect of patient-to-patient variation in a  on the shape of TCP curves. The 
population model in Eq. (5.40) was used to generate curves corresponding to 
increasing values o f oa {i.e. increasing heterogeneity). The other parameter values 
were k=  13.8, a  = 0.30 Gy'1, /? = 0.03 Gy'2, X = 0.10 days'1, and Tiag = 0 (and crK- = 
0, <?x = 0). The curve labeled <ra = 0 was generated using the individual TCP model 
(Eq. (5.38)) and the same parameter values for K oc,fi, X, and T!ag..........................161

Figure 5.4. Comparison of population model predictions of TCPrh , TCP id, and TCP3D 
for a population characterized by parameter values of k = 16, a  = 0.30, /? = 0.03, X = 
0.10, Tiag = 25, cra = 0.075, crv= 2, and = 0.05 for a treatment of n = 30 fractions 
in T= 39 days.............................................................................................................. 170

Figure 5.5. The maximum difference between TCPrh and TCP id , ATCP, as a function 
of (a) <sa and (b) fi . Curves are generated for three sets of radiobiological 
parameters c orresponding to d  ifferent v alues o f  a  a nd/or D$o v alues. The d ash- 
dotted line demarcating the ATCP = 5%  level is used for reference purposes 170

Figure 5.6. The difference between the slope (fyo) o f the TCPrh and TCP id curves, A 6 5 0 , 
as a function of (a) cxa and (b) u. Curves are generated for three sets of 
radiobiological parameters corresponding to different values of a  and/or D$o values. 
For reference, the O5 0  values for the TCP id curves range from 1.5 to 6.7 %/Gy for // 
values i ncreasing from 1.51 o 8 for t he first s et; t he c orresponding r anges for t he 
second and third sets are 1.9 -  6.6 and 1.5 -  6.4 %/Gy, respectively...................... 172

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 5.7. Fits (lines) of the RH model to pseudo-data (circles) generated for one 
fractionation regime and using parameter set (a) #1 and (b) #4, the latter set 
assuming greater (3 strength. The numbers in the legend correspond to the assumed 
(pseudo-data) or fitted values of the parameters pi, K'/a, and (i/a. As shown, fits 
with very different values for the heterogeneity parameter pi can fit the pseudo-data 
well. (The fit lines are nearly indistinguishable visually)........................................ 173

Figure 5.8. Best-fit values of pi obtained from fits to a large number o f pseudo-data sets, 
(a) Histogram showing the frequency of observing given values of pi. (b) Histogram 
of pi divided into three sub-groups corresponding to three different ranges of best-fit 
p /a  values. This illustrates the correlation between the pi and p /a  fit parameters. 
.......................................................................................................................................175

Figure 5.9. Histograms of the best-fit parameter values of (a) pi and (b) p/a, from fits to 
a large number of pseudo-data sets. Each histogram is divided into three sub-groups 
corresponding to three different ranges o f best-fit K'/a values. This illustrates the 
correlation between a :'/a  and the other two fit parameters....................................... 175

Figure 5.10. Fits (lines) of the RH model to pseudo-data (circles) based on parameter 
values (set #2) that describe a population without heterogeneity. The numbers in the 
legend correspond to fit values o f pp K’/a, and p/a. Fits suggesting considerable 
population heterogeneity -  e.g. C P s  of 20, 30, or 40 % -  all describe this data set 
well (fit lines are nearly indistinguishable)................................................................ 177

Figure 5.11. TCP curves generated for two parameter sets corresponding to different 
levels of heterogeneity and P  strength, for each of two different fractionation 
regimes. The curves illustrate that if  fitting to a clinical data set without sufficient 
diversity with respect to the number of fractions, the inability to distinguish between 
the pi and p /a  fit parameters would lead to large uncertainties when predicting the 
TCP for a different fractionation regime.................................................................. 178

Figure 5.12. Example of a fit using the RH model assuming a CV of pi = 2.0 to pseudo
data generated for three fractionation regimes (n = 15, 30, 45) that inherently 
contains heterogeneity characterized by pi = 4.0. The p- value of the fit is 0.19. The 
numbers in the legend correspond to the parameter values pp K/a, p/a, ?Ja, and T[ag. 
.......................................................................................................................................179

Figure 5.13. Fits to pseudo-data (three fractionation regimes, pi = 4.0) with a smaller 
number of dose points. Statistically acceptable (p-value > 0.05) fits to this data can 
be found with pi values as low as 0.9 and as high as 8.0. The numbers in the legend 
correspond to the parameters pp k/o, p/a, ?Ja, and Tiag.......................................... 180

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 5.14. Comparison of simulated surviving clonogen distribution and 
corresponding predictions of binomial statistics for radiobiological parameter values 
of N =  104, a  = 0.30, (5 = 0.03, and X = 0.17, and a treatment o f 25 fractions of 1.7 
Gy delivered in 32 days, (a) TCP immediately after treatment: simulated = 0.53, 
Binomial = 0.43. (b) TCP 2 weeks after treatment: simulated = 0.53, Binomial TCP 
= 0...................................................................................................................................184

Figure 5.15. Comparison of Zaider-Minerbo and Binomial TCP model predictions for 
parameter values of N  = 104, a  = 0.30, P  = 0.03, n = 25, T = 32 and (a) X = 0 or (b) 
X = 0.35.......................................................................................................................... 186

Figure 5.16. Magnitude of the error in the TCP based on Binomial statistics. The 
difference between the reference Zaider-Minerbo TCP, TCPzm and the Binomial 
TCP, TCP Bin, i s p lotted a s a function o f  X f  or v arious v alues o f  N. TCPzm a nd 
TCP Bin are evaluated at the predicted Dso dose for the TCP Bin curve......................187

Figure 5.17. Fits (lines) of TCP models to six fractionation regimes (n as indicated in the 
legend) of the Fischer-Moulder data (symbols), (a) Binomial TCP /LQ survival: 
complete sub-lethal repair, no repopulation, (b) Binomial TCP / LQ-1R survival: 
partial sub-lethal repair, no repopulation, (c) Zaider-Minerbo (ZM) TCP / LQ-IR 
survival: partial sub-lethal repair, with repopulation, (d) Zaider-Minerbo TCP / 
single-hit (SH) survival: no repair, with repopulation...............................................192

Figure 5.18. Fits (lines) with the Zaider-Minerbo (ZM) TCP model to all seven 
fractionation regimes of the Fischer-Moulder data (symbols), (a) Without 
resensitization (a  constant) and LQ cell survival, (b) With resensitization using 
time-dependent expression for a  (Eq. (5.57)) and LQ cell survival, (c) With 
resensitization and single-hit cell survival (J3 = 0). (d) Radiosensitivity a  as a 
function of time corresponding to plots in (a), (b), and (c). The radiosensitivity 
parameters for fit (b), the only one which can describe the inverse fractionation 
effect manifest between the three and five fraction data, are ao = 0.085 Gy'1, am = 
0.136 Gy'!, cj = 0 days'1, and c? = 0.076 days'2..........................................................196

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List of Abbreviations

BED biologically effective dose

BEV beam’s eye view

CCI Cross Cancer Institute

CE critical element (NTCP model)

CT computed tomography

CV critical volume (NTCP model)

DDVH differential dose-volume histogram

DMLC dynamic multi-leaf collimation

DNA deoxyribonucleic acid

DQE detective quantum efficiency

DVH dose-volume histogram

EBRT external beam radiotherapy

EGSnrc Electron Gamma Shower (a Monte Carlo Radiation Transport
Code), version developed by the NRC (National Research Council 
o f Canada)

EPID electronic portal imaging device

FSU functional sub-unit

GMD generalized mean dose

IGAR image guided adaptive radiotherapy

IMRT intensity-modulated radiotherapy

LPL lethal-potentially lethal (cell survival model)

LQ linear-quadratic (cell survival model)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



LQ-IR linear-quadratic incomplete repair (cell survival model)

MLC multi-leaf collimator

MRI magnetic resonance imaging

MU monitor unit

NTCP normal tissue complication probability

PET positron emission tomography

PLL potentially lethal lesion

RH Roberts and Hendry (reference to authors of a TCP model)

ROI region of interest

RT radiotherapy

SDD source-to-detector distance

SH single hit (cell survival model)

SMLC segmental multi-leaf collimation

TCP tumor control probability

TFT thin-film transistor

TLD thermoluminescent dosimeter

TPS treatment planning system

VOI volume of interest

ZM Zaider and Minerbo (reference to authors o f a TCP model)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 1: Introduction1

This thesis work describes investigations related to intensity-modulated 

radiotherapy (EMRT), an advanced technique of external beam radiotherapy. The work 

can be divided into two main project areas. The first involves development of methods 

for verifying the dosimetric accuracy of IMRT treatments based on use of an amorphous 

silicon electronic portal imaging device (EPID). The methods described aim to increase 

both the convenience and clinical relevance of IMRT verification procedures. The 

second part of this thesis work studies the application and utility of current 

radiobiological models. Reliable radiobiological models hold the promise of not only 

more accurate evaluation of treatment outcomes, but also improved optimization and 

customization of patient treatments. The potential benefit of incorporation of 

radiobiological knowledge in the radiotherapy treatment planning process is particularly 

great for IMRT. In this thesis, radiobiological models are used to predict the biological 

outcomes of IMRT dose distributions, and more specifically, to assess the biological 

consequences of the dosimetric uncertainties quantified by IMRT verification procedures.

This introductory chapter will briefly present contextual information of relevance 

to the thesis work, which is discussed in detail in the following chapters.

A. Intensity-Modulated Radiotherapy (IMRT)
External beam radiotherapy (EBRT) is one of the primary treatment modalities 

for localized cancers. Unfortunately, in delivering radiation dose to a tumor, surrounding 

normal tissues are also irradiated, which can lead to unacceptable treatment side-effects. 

These normal tissue complications generally restrict the dose that can be safely delivered 

to the tumor, which may in turn limit the likelihood of tumor control. The efficacy of 

radiotherapy thus relies crucially on the geometric accuracy of the dose delivery.1 IMRT 

is a technique that facilitates a greater conformation of dose to a tumor target, while 

distributing normal tissue dose away from critical organs.

r Versions of the material throughout this thesis has been accepted for publication/published in Refs. [116- 
121]. See Section 1.D at the end of this chapter for further details.

1
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IMRT represents a departure from conventional radiotherapy (RT) delivery 

techniques in both the mechanics of dose delivery, and in the procedures of treatment 

planning. With conventional EBRT techniques, the size and shape of the radiation beam 

from a linear accelerator (linac) treatment unit (or alternatively, but now less commonly, 

a Cobalt treatment unit) is determined by the settings of a pair of collimating jaws. These 

conventional radiation beams are thus rectangular in shape, and nearly uniform in 

intensity. To achieve a suitable dose distribution (i.e. sufficiently high tumor dose, and 

low normal tissue dose), the task of treatment planning for conventional RT treatments 

entails optimization of the number, the angles of incidence, the sizes, and the relative 

weights of the radiation beams, and the selection of appropriate beam-modifying devices 

(e.g. wedges). Typically, a forward treatment planning process is employed for the 

optimization of these treatment parameters: the planner uses an iterative procedure 

involving adjustment of parameters and re-calculation of the resulting dose distribution.

As implied by its name, in its most literal interpretation IMRT simply refers to the 

use of beams with a non-uniform intensity. There are a number of methods of realizing 

beam modulation.2,3 These include the use of scanned beams,4 multi-leaf collimators 

(MLCs) with conventional linacs, physical compensators, or tomotherapy machines.5,6 

Currently, the most common kind of IMRT employs a linac-based MLC, and this is the 

type of IMRT of interest for this thesis work. An MLC is a collimating device attached 

to or (more often) within a linac treatment head that consists of many independently 

moving, narrow collimating leaves. The resolution of the dose delivery perpendicular to 

the direction of leaf travel is determined by the width of the leaves. As an example, the 

Varian Millennium 120 MLC (Varian Medical Systems, Palo Alto, CA) model used in 

this work has 60 pairs of leaves, with the central 40 pairs and outer 20 pairs having 

widths of 0.5 cm and 1.0 cm (measured at isocenter), respectively.

The many independent leaves of an MLC provide a flexible means of generating 

irregularly shaped, intensity-modulated beams. In dynamic multi-leaf collimation 

(DMLC), the MLC leaves move while the radiation beam is on. In this “sliding window 

technique,” each pair of leaves defines an opening that moves across the width of the 

field,7 with the shape and intensity-modulation of a given field being thus determined by 

the size of the openings (or “windows”) between all the different pairs of leaves as a

2
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function of time.2 At our institute (Cross Cancer Institute, Edmonton, AB), segmental 

multi-leaf collimation (SMLC) is used in clinical practice; we describe improved 

verification procedures for this type of IMRT in Chapters 2 and 3. In the case of SMLC, 

which is also referred to as “step-and-shoot” IMRT, a single intensity-modulated field is 

realized by delivery of a number of static, MLC-defined sub-fields (Fig 1.1) at a given 

beam angle. The distinguishing feature of SMLC is that the radiation beam is off while 

the MLC leaves are moving into the new positions defining the next sub-field.

1 2  3  4

5 6  w eighted  sum

Figure 1.1. Illustration o f the concept o f segmental IMRT (SMLC). The images 1-6 represent 
individual static sub-fields (or segments). The weighted summation o f the sub-fields (with 
respective weights o f 0.250, 0.159, 0.125, 0.164, 0.130, and 0.171) produces the intensity- 
modulated field shown.

Use o f intensity-modulated beams can, in theory, be combined with a forward 

treatment planning process {e.g. Refs.[8-10]), as used for conventional RT treatments. 

However, because o f the large degree of freedom in designing the modulation profile of 

each beam, it is impossible to produce a truly optimal dose distribution using forward 

planning. Instead, the term IMRT generally implies the use o f intensity-modulation in 

conjunction with inverse treatment planning. In the inverse planning process, depicted 

schematically in Fig. 1.2,'1 computers are used to optimize the fluence intensity profile of 

each beam. In the case o f MLC-based IMRT, the optimized fluences are then converted 

to corresponding MLC leaf positions. To steer the optimization routine, the user

3
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specifies quantitative treatment objectives, usually in the form of the prescribed dose to 

the tumor, and a limited number of dose-volume constraints for the relevant normal 

tissues. To reduce the computational complexity of the computer optimization, the user 

manually selects the number and angles of the incident beams, rather than including these 

parameters as part of the optimization process.

Delineate target and critical structure volumes on CT anatomy Human
Input

Define treatment objectives:
Rx target dose, D-V constraints for normal tissues

Dose 
► Calculation 

Algorithm

Computer

Optimization
Algorithm

NOTreatment objectives met? OR 
User stopped optimization?

YES
Optimized Treatment Plan

NO
Human

Evaluation

( t r e a t )

Clinically Acceptable?

~^Tyes

Use optimization ranking function 
to evaluate the relative quality of the current treatment plan

Search & Iterate: Search parameter space for beam intensity 
modulations that more optimally meet specified treatment 

objectives; adjust treatment parameters accordingly

Calculate 3-D dose distribution
at dose calculation pts sampled w/in defined volumes, 

for the parameters of the current treatment plan iteration

Figure 1.2. Flowchart of the inverse IMRT planning process.11

The advent of IMRT as a clinical reality is quite recent. IMRT’s modem 

development was spurred by the availability of treatment planning systems capable of 

calculating dose distributions with respect to the three-dimensional (3-D) anatomical data

4
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sets provided by CT (computed tomography), and the introduction of convenient and 

flexible computer-controlled methods of achieving beam modulation2 (such as MLCs). 

Although the concept of using an MLC device for dose conformation dates back 

approximately 40 years,12 the fundamentals of modem IMRT were mainly elucidated in 

works published in the late 1980’s and early 1990’s.13'20 The clinical introduction of 

IMRT was somewhat later, in the late 1990’s;21-24 and was at first limited to a very few 

institutions.

IMRT enjoys the greatest advantage over conventional delivery techniques when 

the tumor target is irregularly shaped and/or proximal to or surrounding a critical normal 

tissue structure for which it is vital that the dose does not exceed a specified tolerance 

level. For this reason, IMRT was first used for treatment of prostate cancers, where 

nearby critical structures include the rectum and the bladder, and for head and neck 

cancers, where the spinal cord and parotid glands require sparing. IMRT has also found 

application in the treatment of breast and lung cancers. The Cross Cancer Institute was 

the first Canadian center to clinically implement inverse-planned IMRT in 2000, and has 

used IMRT in the treatment of head and neck and Qater) lung cancers.

B. Verification of IMRT Treatments
L Characteristics of IMRT Necessitating Verification Procedures

Since effective radiation therapy relies on the accuracy of dose delivery, quality 

assurance procedures used to detect dosimetric errors are of critical importance. The 

unique characteristics of IMRT place even more stringent demands on verification 

procedures, and make them even more essential.

The potential clinical benefits of IMRT can only be fully realized if the 

technological capability to precisely deliver dose is matched by an equivalent facility to 

ensure that the planned dose is delivered to the patient during a treatment. 

Fundamentally, the purpose of most verification procedures is to confirm that the 3-D 

dose distribution calculated by a treatment planning system (TPS) is adequately 

representative of the patient dose. The radiotherapy process involves the following: (1) 

treatment planning to generate both a dose distribution, as calculated by a TPS, and 

treatment parameters, including beam angles, sizes, weights, monitor units (MUs) for
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each beam, MLC-controller files, etc.\ (2) transfer of the beam parameters to the 

treatment unit; and, (3) delivery of the actual treatment. Thus, differences between the 

TPS-calculated dose and the dose actually delivered to the patient may result from 

inaccuracies in the dose calculation algorithm, from systematic procedural errors, or from 

problems with the mechanical delivery of the treatment. Errors from each of these 

sources are more likely in the case of IMRT treatments, than with conventional EBRT 

ones.

Conventional EBRT treatments are characterized by a relatively uniform dose 

distribution in the tumor, and low dose gradients elsewhere. The dose calculations for 

such distributions are generally quite reliable. Thus, if verification of a treatment of this 

type is considered necessary, use of a single (or few) point-dose measurement(s) is 

usually deemed sufficient. Since the dose changes in a predictable, well-understood 

manner, when there is agreement between measurement and TPS calculation at one (or a 

few) appropriate point(s) (e.g. isocenter), adequate agreement at other points in the 

patient volume is generally assumed.

IMRT treatments, in contrast, are distinguished by more heterogeneous dose 

distributions and large dose gradients, as required to achieve enhanced tumor dose 

conformation and critical structure dose avoidance. However, concomitant with the 

added benefit of these large dose gradients is an added danger. If the true position of a 

large dose-gradient in the delivered dose distribution is shifted with respect to the 

location predicted by a TPS dose calculation, an anatomical region intended to receive a 

high dose may actually receive a low dose, or vice versa. Clearly, single point-dose 

measurements are inadequate in verifying the distinctly non-uniform dose distributions of 

IMRT. Since agreement between planned and delivered doses at one point may indicate 

very little about the agreement at other points, it is necessary for measurements to more 

fully characterize the spatial distribution of the dose. This is especially true because dose 

calculations are inherently less reliable in the case of IMRT. One main reason is that it is 

difficult for TPS algorithms to correctly model the dose in regions of charged-particle 

disequilibrium, such as those where large dose gradients are present The absence of 

lateral charged particle equilibrium also occurs in the small sub-fields that typically 

comprise step-and-shoot IMRT fields. Another common source of error in TPS
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calculations is the simplified modeling of the MLC that typically fails to accurately 

account for inter-leaf MLC leakage effects, which include those due to the tongue-and- 

groove geometry present in some MLCs, and the transmission through the rounded-leaf 

geometry of some MLCs. Such MLC leakage and transmission effects may not always 

be insignificant for a given IMRT field.25,26 For instance, at a junction between a set of 

closed leaf pairs, the TPS may under-predict the dose considerably. One function of a 

dosimetric IMRT verification procedure may thus be to ensure that either these 

overdosage regions do not lie in critical treatment areas (e.g. within critical normal 

structures), or that they are insignificant when averaged out between all fields of the 

IMRT treatment.

The greater complexity in both the procedure and in the delivery of IMRT 

treatments may also introduce additional sources of error. Systematic errors in the 

transfer of MLC leaf sequence files from the treatment planning computer to the record 

and verify system is an example of a potential procedural error. Since its mechanical 

design and computer control system make the MLC a complex device, occasional failures 

in the proper functioning of the MLC would not be unexpected27 and could potentially be 

a source of significant dosimetric errors.

i t  General Description of IMRT Verification Procedures

Several of the procedures developed to ensure accurate and safe IMRT deliveries 

are described in Refs. [21,22,28]. Routine quality assurance tests specifically verifying 

the mechanical accuracy of the MLC leaf movements during beam delivery represent one 

of the most common types of IMRT verification procedure.29'37 Typically with such 

tests, the delivery of an MLC test pattern is imaged using film or an electronic portal 

imaging device (EPED). The positions of the MLC leaves on the image are then 

compared to the expected positions, as described in the MLC controller file. Procedures 

involving the comparison of measured doses to TPS doses represent another type of 

IMRT verification test. Such dosimetric verifications may be used to directly assess the 

combined effect on IMRT dose distributions of various sources of errors (e.g. procedural 

errors, MLC delivery malfunctions, and TPS dose calculation inaccuracies).
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Dosimetric comparisons can be divided into two main classes: two-dimensional 

(2-D) and three-dimensional (3-D) tests. A conventional 2-D technique is measurement 

(beam-by-beam) of the beam’s-eye-view (BEV) dose distribution for each planned IMRT 

field at a single depth in a homogeneous (e.g. water) phantom." Typical 3-D procedures 

involve the delivery of an entire IMRT treatment to an anthropomorphic 3-D 

phantom.21,38,39 There are a few different ways to measure the cumulative (i.e. from all 

beams) dose distribution within the phantom. Conventional dosimeters for this task are 

thermo-luminescent dosimeters (TLDs),21,38 placed in a variety of locations in the 

phantom, and radiographic film, positioned in a spiral orientation40,41 to facilitate 

measurement of doses in more than one plane. MRI (magnetic resonance imaging) gel 

dosimetry42"48 is an alternative (though not commonly used) technique capable of 

providing a complete 3-D dose distribution. Here a 3-D phantom is filled with a gel that 

acts as a chemical dosimeter. Absorption of dose induces chemical changes in the gel 

which alter the gel’s relaxation parameters. After irradiation, the gel is imaged with MRI 

to determine relaxation rates throughout the gel, to allow a reconstruction of a 3-D dose 

image.

In comparison to 2-D tests, a main advantage of 3-D tests is that they provide a 

more complete and direct assessment of the accuracy of the TPS predictions of the 

complex IMRT dose distributions. They also allow the cumulative effect of dose errors 

from all beams to be quantified, which is not the case for beam-by-beam 2-D 

comparisons. Although this is generally advantageous, if significant discrepancies 

between measured and predicted dose distributions are suggested by a 3-D verification, it 

may be difficult to identify the source of the errors. To isolate the errors it may then 

become necessary to resort to a beam-by-beam 2-D verification. A principal 

disadvantage of 3-D tests is that they are very labor-intensive, and for this reason, are 

generally not practical if verifications are to be done for each patient’s IMRT treatment 

plan.

At our institute (CCI, Edmonton), the treatment plan of each IMRT patient has 

been verified using a film-based, beam-by-beam 2-D BEV verification. In this work, we 

developed an analogous EPED-based 2-D technique that has since replaced the previous 

film-based method in clinical practice. We also developed a complementary 3-D IMRT
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verification technique utilizing EPID measurements. Since a major feature of both 

techniques is that they are EPID-baseci rather than film-based, we first briefly discuss the 

use of film and EPEDs as dosimeters in IMRT applications in Section B.iii. We then 

proceed to a short overview of our 2-D and 3-D techniques in Section B.iv.

Hi. Overview o f the use o f  Film and EPIDs as IM RT Dosimeters

As a result of its fine spatial resolution and two-dimensional nature, radiographic
/4 Q  C O

film has been the traditional choice for many IMRT verification applications. ' ' 

Film, however, does suffer from several drawbacks. First, the energy dependence and 

non-linearity of the dose response of film can complicate accurate dose calibration. Film 

dosimetry can also be unreliable because of the sensitivity to processor conditions (e.g. 

temperature, chemical state of the developer and fixer solutions) and the variability in 

dose response between film batches. The use of film is also labor-intensive, requiring 

wet-processing and scanning of each film. The storage and archiving of film is also 

inconvenient.

Electronic portal imaging devices (EPIDs) were developed to be digital 

replacements for radiographic film in conventional portal imaging used for geometric 

verification of patient treatments. Another obvious potential role for EPIDs is as 

convenient 2-D dosimeters. Unfortunately, early generation liquid ion-chamber and 

camera-based fluoroscopic EPIDs generally produced images of inferior contrast and 

spatial resolution to those obtained using film.55 Despite this, significant research effort 

has demonstrated the potential utility of these two types of EPIDs for IMRT procedures 

such as quality assurance of MLC leaf positioning31,32'57'61 and dosimetric verification of 

IMRT treatments.62'66 The third and most recent class of commercial EPIDs uses flat- 

panel photo-diode arrays to detect the optical photons produced as a result of x-ray dose 

deposition in a scintillating screen. Compared to the liquid ion-chamber and fluoroscopic 

EPIDs, these indirect detection flat-panel imagers exhibit higher detective quantum 

efficiencies (DQEs). Their improved spatial resolution makes flat-panel EPIDs 

especially well suited for IMRT applications. A recently published work67 has also 

described design details and a prototype of another kind of EPID -  a high-DQE EPID
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based on use of a thick cesium iodide (CsI(Tl)) scintillator. This type of EPID is not 

presently commercially available.

The Varian aS500 EPID used in this study is an example of an amorphous silicon 

flat-panel EPID. Because of the recent commercial introduction of this type of EPID, 

there had only been a few reports in the literature about their use for IMRT applications 

prior68 to the work described in this thesis. Other more recent works in this area include 

those in Refs. [37,69,70].

iv. Overview o f  Proposed 2-D and 3-D IM RT Verification Procedures

a. Review o f EPID calibration

The use of any EPID for dosimetric purposes first requires implementation of a 

suitable procedure establishing a relationship between pixel intensity and either fluence 

or dose distributions. Calibration of an EPID is more complex than for many other 

dosimeters. For example, simple cross-calibration of pixel response with dose 

measurements made with an ion chamber in a homogeneous water phantom (or in air) is 

generally not sufficient. The physical structure of an EPID is complex, consisting of 

multiple layers of different materials above and below the detector layer of the EPID. 

These various material layers constitute an “EPID-phantom” having dose-deposition 

properties that differ significantly from those of a simple water phantom. The 

relationship between dose and EPID response is further complicated by “optical glare,” 

which for an indirect flat-panel EPID is caused by the spreading of optical photons 

generated in the scintillating screen before reaching the photodiode array.

There are two general reported approaches for EPID calibration. One of them is 

an empirical method proposed by Chang et al.71 that is based on the measurement of 

EPID phantom-scatter factors. In general, phantom-scatter factors are used in dose 

calculations to account for the increase in dose at a reference point with increasing field 

size that results from the greater dose originating from scatter within a phantom when 

more of a phantom is irradiated.72 The field-size-dependent EPID phantom-scatter 

factors described by Chang et al. relate EPID pixel values to ion chamber measurements 

in a water phantom at the center of an open beam. Unfortunately, the use of a single 

phantom scatter factor for all points in a field would limit the accuracy of this type of
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calibration at off-axis points. Changes in the EPID pixel/ion chamber relationship away 

from a beam’s central axis result from changes in the relative contribution of scatter to 

the total signal, and also potentially from a relative over-response of the EPID to the 

softer off-axis beam. Thus, a calibration employing one phantom scatter factor per field 

is not ideally suited for verification of IMRT beams comprised of irregularly-shaped sub

fields with superposing field edges. An improved empirical approach is to calculate 

unique scatter factors for all points inside a field. In principle, these off-axis scatter 

factors can be estimated from measured central-axis scatter factor values using (for e.g.) 

Day’s method.73'75 However, such an approach still has limited applicability near field 

edges,73 which for IMRT may be problematic.

A second, more flexible EPID calibration approach is based on convolution 

methods and scatter kernels. The convolution method is used either to convert a 2-D 

EPID pixel distribution to a dose distribution in a homogeneous phantom, or a known 

primary fluence into a portal dose distribution that is compared with the EPID image. 

The mathematical form of these scatter kernels can be derived either by Monte Carlo 

modeling of the underlying physical scattering processes, or empirically, by adjusting the 

kernels to obtain the best possible agreement between EPID doses obtained using the 

convolution method and measured ion chamber doses. Kernel-based techniques have 

been implemented to calibrate the dose-response of liquid-ion76,77 and fluoroscopic65,78,79 

EPIDs. Recently, McCurdy et al. have applied their two-step kernel-based calibration 

procedure80 to indirect flat-panel portal detectors.81 With this approach, the scattered (in 

patient) energy fluence is predicted at the detector plane, and then used to calculate the 

dose distribution within the portal detector, through superposition with the dose 

deposition and optical glare kernels unique to the portal detector. In our 2-D and 3-D 

IMRT verification techniques we will use the EPID to measure the incident fluence of 

delivered IMRT fields by in essence reversing this approach. This is done by 

deconvolving a portal dose distribution with respect to dose deposition and glare kernels. 

The use of deconvolution techniques to extract incident fluence is conceptually 

straightforward, and in comparison to a strictly empirical method, should be more 

accurate near field edges.
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b. Proposed EPID-based 2-D IMRT Verification Technique

Our beam-by-beam, 2-D, EPID-based IMRT verification method is enabled by 

implementation of a two-staged kernel-based calibration procedure. The first step is the 

deconvolution step, where the raw EPID image is deconvolved directly to incident 

fluence using a scatter kernel composed of two elements: a dose-deposition kernel 

specific for the geometry of the Varian aS500 EPID generated using the EGSnrc82 

(National Research Council (NRC) Canada, Ottawa) Monte Carlo radiation transport 

code; and an empirically-derived kernel accounting for optical photon blurring, as well as 

any deficiencies in the Monte-Carlo based dose kernel. This deconvolution to primary 

fluence obviates an EPID-independent fluence estimate: we have verified the accuracy of 

fluences measured with the EPID by making direct comparisons of the deconvolved 

EPID fluence profiles with those measured using a diamond detector (PTW Freiburg, 

Germany). The second step of our calibration procedure is a convolution of the primary 

fluence with dose-deposition kernels generated using EGSnrc for the depth of 10 cm in a 

water phantom. To establish an absolute dose calibration relationship, the processed (i.e. 

deconvolved-convolved) EPID distribution of a calibration field is correlated to 

corresponding measurements of absolute dose made in a water phantom with an ion 

chamber. For verification purposes, an EPID-based absolute BEV dose distribution is 

produced for each IMRT field and then compared to the analogous 2-D dose distribution 

calculated by our treatment planning system. As alluded to previously, this type of 2-D 

dosimetric verification is intended to quantify procedural, MLC leaf movement, and TPS 

dose calculation errors.

c. Proposed EPID-based 3-D IMRT Verification Technique

A limitation of the 2-D verification method is that it is not evident how the errors 

quantified in a 2-D dose at a single depth in a water phantom relate to the cumulative 

errors in a 3-D dose distribution in the patient from all beams in an IMRT plan. This 

limitation makes it difficult to assess the potential clinical significance of dosimetric 

errors, particularly errors that appear small in the 2-D dose distribution but might be 

additive in the 3-D dose distribution. This motivated the development of our “3-D”, 

EPID-based IMRT verification technique.
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A number of researchers have investigated techniques of 3-D dose reconstruction 

using EPED measurements of exit fluence acquired during a treatment session with the 

patient in the beam.66,68,83'85 Unlike these techniques, the one we describe is a more 

rudimentary pre-treatment {i.e. no patient) 3-D verification technique that exploits our 

method of measuring primary fluence with the EPID. A somewhat similar pre-treatment 

verification technique, but using film, has recently been described by Renner et al. In 

their work, for each IMRT field, a 2-D dose distribution was measured using film placed 

below a 3 mm copper build-up plate. These 2-D distributions were then used as the 

primary fluence input for calculations of the 3-D dose employing an in-house pencil- 

beam superposition algorithm. The verification was a comparison of these doses to 

corresponding doses calculated by a commercial treatment planning system.

With our technique, EPID images are acquired of each IMRT field and its 

corresponding open field. IMRT-field and open-field 2-D fluences are then extracted 

using our kemel-based deconvolution technique to eliminate blurring of the fluence 

caused by scattering within the EPID and the water-build up placed on its surface. The 

ratio of IMRT-field to open-field fluences provides a 2-D relative fluence modulation 

profile for each IMRT field. These 2-D modulation profiles are then used as input to our 

commercial TPS, which then generates a 3-D dose distribution using the patient’s CT 

data. The verification consists of comparing this 3-D dose distribution, obtained using 

measured fluence modulations, to the original inverse-planned 3-D dose distribution 

calculated by the same TPS, using TPS-optimized fluence modulations. Discrepancies 

between these two dose distributions are quantified and displayed along with the 3-D 

patient anatomy. Thus, unlike our 2-D technique, the 3-D dose differences are 

cumulative and arise from all the fields of an IMRT treatment.

Many of the same sources of error are probed with our 3-D technique as are with 

our 2-D technique. For example, since the EPID-measured fluences will contain inter

leaf leakage effects, errors in the TPS doses using TPS-optimized fluences due to the 

TPS’s failure to account for such leakage can be identified. The 3-D verification should 

also identify errors resulting from inaccuracies of the TPS’s modeling of very small sub

fields: in the case of the EPID-based 3-D doses, the TPS is no longer required to model 

the small sub-fields because the fluence modulation input is based on an EPID
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measurement of the entire IMRT field. It is however noted that, since the TPS performs 

the dose calculation step for both the EPED-based and the original (measurement- 

independent) TPS-based doses, only the fluence modeling step of the TPS calculations 

will be verified in our 3-D method. In theory, an independent verification of the 

convolution/superposition step of the TPS’s dose calculation would also be valuable. In 

practice, however, there are reasons why use of the commercial TPS to perform both dose 

calculations may in many circumstances be more convenient and preferable to use of an 

independent (e.g. pencil beam) algorithm to calculate dose from the EPID fluences. A 

clinical TPS is subject to a thorough commissioning process. Commissioning of an 

independent algorithm requires considerable effort, and in general it may be difficult to 

implement an algorithm that improves upon the accuracy of a commercial TPS. 

Commercial TPS dose algorithms are also routinely updated and improved by the TPS 

vendors. The flexibility of a commercial TPS may also be advantageous -  e.g. it may be 

easier with a commercial TPS to calculate the overall dose distribution from a treatment 

plan combining IMRT with a conventional RT technique using other beam-modifying 

devices such as compensators or wedges.

The 3-D verification provides dose-volume statistics for specific clinical volumes 

of interest, which can be used as input for radiobiological modeling calculations of 

normal tissue complication probability (NTCP) and tumor control probability (TCP). 

Thus, a tremendous advantage of the 3-D technique is that it makes feasible a very direct 

evaluation of the potential clinical impact of dosimetric uncertainties in IMRT treatments.

C. The Role of Radiobiological Modeling in IMRT
Ultimately, optimizing radiotherapy treatments requires not only better 

knowledge of the dose delivered, but also of the biological outcome of that dose. This is 

the purpose of radiobiological dose-response models. In the following sections, potential 

benefits of such models in treatment planning are discussed, and a brief overview of the 

radiobiological modeling work contained in this thesis is given.
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i. Inverse Optimization of IMRT treatments
The computer algorithms performing the inverse IMRT optimization require a 

mathematical ranking function to steer the search for the beam intensity modulations that 

best meet the clinical objectives of the treatment. Currently, commercial EMRT inverse 

planning algorithms almost exclusively rely on the use of so-called physical dose-volume 

metrics87 to rank prospective treatment plan iterations. Commonly, a physical ranking

function, Fphys (D) , will consist of two parts: Fphy} (D) = Fobjeaht (D) + Fconstroin, (D) . The

“objective” piece typically formulates the treatment goal with respect to the tumor dose 

distribution. An example of an objective function that is frequently minimized in 

optimization algorithms is,

yy^-Dj, (i.i)
ierumor

where D, is the dose calculated at point z, and is the user-specified prescription dose. 

This objective function is based on the philosophy that, for a given integral tumor dose, a 

homogeneous tumor dose distribution yields the highest probability of tumor control. 

The “constraint” function is used to penalize dose distributions that violate the user- 

specified dose-volume constraints for the critical normal tissue structures.

There are limitations to the use of physical ranking functions.2,88 The physical 

dose or dose-volume metrics are presumed surrogates for the actual biological 

consequence of a given dose distribution. However, these metrics may not always 

accurately reflect the true dose responses of tumors and normal tissues. Even though the 

basic philosophy of Eq. (1.1) can be supported on radiobiological considerations,89 this 

objective function may be too simplistic in the case of the highly heterogeneous dose 

distributions of IMRT. As an illustration, two tumor dose distributions may give the

same value for the Fobjeaive (D) in Eq. (1.1), but one may represent a small, yet uniform

under-dosage of the tumor, while the second may be characterized by a cold spot that is 

small in volume but large in dose magnitude. The biological effects of the two 

distributions are likely to be very different. Further, Eq. (1.1) fails to account for the fact 

that highly heterogeneous tumor dose distributions may be beneficial if they allow the 

integral tumor dose to be escalated without increasing the dose to normal tissues,90 as is 

often the case with IMRT. Typical constraint functions also have limitations. Usually,
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only a few (e.g. two or three) dose-volume constraints can be specified for each normal 

tissue of interest. However, there is a multitude of dose-volume histograms (DVHs) that 

may equally well satisfy these few constraints, yet may correspond to drastically different 

complication rates. The converse is also true, very different DVHs may in fact lead to the 

same complication rate. Thus, use of a very large number of dose-volume constraints is 

not a solution, since this may unnecessarily restrict the search for the optimal dose 

distribution.

Philosophically at least, the incorporation of radiobiological dose-response 

models in the optimization functions provides a much more direct translation between 

dose distributions and their biological outcome. A useful ranking function could be, for 

instance, one that maximizes the probability of achieving tumor control without any 

normal tissue complications. There has been some research into the application of 

biological optimization of conformal treatments.91' 102 When employing “pure” biological 

optimization based solely on dose-response calculations, often very large tumor dose 

heterogeneities result in the optimized dose distributions.103 This is still generally 

deemed clinically unacceptable, since very large tumor doses may needlessly damage 

normal tissue embedded within the tumor.91 An alternative approach is to use an 

optimization function that combines dose-response model predictions with physical 

constraints based on clinical experience. Some recent research has reported some 

encouraging results when adopting such a biophysical (or hybrid) approach:9152*98,102 

dose distributions with reasonable levels of heterogeneity that are also of comparable or 

in some cases better clinical quality (as judged using conventional dosimetric criteria) 

than those obtained from pure physical optimization.

There is considerable reluctance towards implementation of biological or 

biophysical optimization algorithms. The first reason is that physical optimization has 

been well-established in clinical practice, and has been effective in producing clinically 

acceptable, though likely not theoretically optimal, treatment plans. The second reason is 

the large uncertainties that currently plague radiobiological modeling calculations (see 

Section C.iv). The ability of radiobiological models to properly rank competing 

treatment plans has been questioned in a number of works.104,105 It is hoped that further
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development of radiobiological models will enhance their reliability, and make their 

application more viable.

iL Adaptation o f  treatments

Radiobiological models have a great potential role in adapting treatments to 

treatment conditions or patient characteristics that differ from those assumed when a 

treatment plan is generated. This can be illustrated with a few brief examples. If one or a 

few fractions of a treatment are missed by a patient, radiobiological models should be 

employed to properly adjust subsequent treatments, e.g. for the effects of tumor 

repopulation.106 A patient’s radiobiological characteristics may also change during the 

course of treatment. In conjunction with implementation of an image-guided adaptive 

therapy (IGAR) protocol, it is possible that future developments will allow images 

acquired during treatment to track changes in, for example, tumor volume or tumor 

hypoxia. Again, radiobiological models in this case would be indispensable in 

determining how best to adjust the treatment plan. Finally, models could also be used to 

account for dose delivery inaccuracies, such as those detected by daily images acquired 

during a tomotherapy-based treatment. Corrections for such errors that do not utilize 

dose-response models may be error-prone. Accurate corrections in general may require 

detailed knowledge of dose-volume relationships of tissues. In correcting for dose errors, 

dose-response models may also be needed to account for differences in the treatment 

effect between a dose delivered on one day and the same amount of dose delivered at a 

later time.107

Hi. Individualization of treatments

One of the most natural potential applications of radiobiological modeling is in 

the patient-specific customization of treatment plans. The paradigm is shown in Fig. 1.3. 

Radiobiological assays would be used to extract parameters describing the specific 

characteristics (e.g. normal tissue and tumor radiosensitivities, proliferation rate) of an 

individual patient. Incorporating these parameters into appropriate radiobiological 

models furnishes individual predictions of tumor control and normal tissue probabilities. 

The predictions are useful, if not explicitly in the inverse IMRT optimization, at least in
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helping to suggest appropriate modifications to standard treatment prescriptions or even 

perhaps the unsuitability of a given type of treatment for a specific patient. Recent works 

that investigate the potential advantages of using TCP models that exploit patient-specific 

data from radiobiological assays include those of Buffa et al.,m  and Mackay and 

Hendry.109

I I  Patient-specific |  ! Individual |  |. Individualized
Radiobiological model parameters |* TCP/NTCP 1* treatment plan /

Assay |  Jr ^   ̂ ^  £  X) |  Y predictions 1 Y dose prescription

Figure 13. Paradigm for individualization of radiotherapy based on radiobiological assays and 
models.

fv. Confounding Issues o f Radiobiological Modeling

Clearly the potential role for radiobiological modeling in radiotherapy treatment 

planning is significant. The advantages are even greater specifically for IMRT planning, 

since the effects of the very heterogeneous dose distributions of IMRT are difficult to 

quantify without the use of dose-response models. Presently, however, the direct use of 

models in such active roles as optimization, adaptation, or individualization is rare 

because of the deemed unreliability of current model predictions. The reasons stem from 

the quality of the data on which model parameter estimates are based, and ambiguities in 

interpretation of these estimates. Compounding the problem, even the level of 

uncertainty in parameter estimates is often ill-defined.110,111

Population-based (as opposed to individual) radiobiological parameter values are 

extracted by fitting to clinical dose-response data. Unfortunately, there has been a dearth 

of such clinical data, and the data that existed until recently generally had large statistical 

or unknown uncertainties. This situation has been recently improving because of the use 

of 3-D treatment planning systems and the archiving of their 3-D dose distribution 

calculations. Nonetheless, clinical data in general has insufficient diversity to 

discriminate different model parameters. For example, if, as is often the case, the patients 

represented in a data set have been treated with similar fractionation protocols, it would 

not be possible to deduce a meaningful value for a parameter descriptive of tumor 

repopulation effects. The similarity of dose-volume histograms (DVHs) in a data set may
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also limit the biological relevance of fitted values for parameters describing tissue dose- 

volume characteristics. Practically, fits to clinical data are often chiefly 

phenomenological in nature, which limits the applicability of the fitting results to other 

patient populations or treatment protocols that differ from the ones represented in the 

original data set.

It is interesting that the converse is also true: the diversity of clinical data also 

complicates interpretation of radiobiological fitting exercises. There may be considerable 

variation in radiation response characteristics between individual patients in the 

population represented by a clinical data set. As discussed in Section 5.B, parameter 

estimates (e.g. of the radiosensitivity parameters a  and fi) can be skewed from their true 

values if this inherent population heterogeneity is not taken into account in the dose- 

response model used to fit the data.112 Failure to account for population heterogeneity 

may also lead to unrealistically low estimates of the uncertainties in fitted parameter 

values. The development of population-based dose-response models is quite recent.

There are also difficulties when attempting to use patient-specific parameter 

values in individual (as opposed to population) dose-response models to facilitate the sort 

of treatment customization discussed in Section C.iii. First, as discussed by Mackay and 

Hendry,109 uncertainties in radiobiological assay data may reduce or even reverse any 

prospective gains in the rates of tumor control with assay-based individualization of dose 

prescriptions. Also, the correlation between in vitro radiobiological assay results and the 

in vivo response of a patient is not well established.113'114 For example, in vitro and in 

vivo estimates for a given radiobiological parameter often differ substantially. It is an 

unresolved issue to what extent this is due to intrinsic differences between in vitro and in 

vivo dose response characteristics, or a result of ambiguities or errors in the extraction of 

parameter values.

v. Overview of Radiobiological Investigations in this Work

The radiobiological modeling work in this thesis comprises several smaller 

projects, rather than one large investigation. We first developed (Chapter 4) a practical 

computational tool that calculates radiobiological predictions of TCP and NTCP from 

dose-volume histogram information that characterizes treatment plan dose distributions.
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The tool attempts to encapsulate and make accessible the current radiobiological 

modeling knowledge as it pertains to treatment planning. It is used in conjunction with 

the EPID project to evaluate the potential clinical consequence of dosimetric 

uncertainties in IMRT, as measured by our 3-D IMRT verification technique.

The projects described in Chapter 5 represent more fundamental radiobiological 

investigations that help further refine radiobiological models and understand their 

appropriate use. Though not explicitly focused on IMRT, they are certainly relevant 

because of the many potential applications of radiobiological modeling to IMRT. The 

first of these works derives explicit expressions relating phenomenological parameters 

describing dose-response curves to radiobiological parameters found in mechanistic 

models. Another larger study uses a recently proposed population TCP model to explore 

some of the complications inherent in attempts to extract biologically meaningful 

parameter estimates when fitting to clinical dose-response data. In a third project, we 

investigate the importance of incorporating dynamic cell processes such as repair, 

repopulation and resensitization in TCP models when describing or interpreting 

fractionation effects.

Further introduction to the radiobiological modeling projects is provided in the 

sections of the thesis describing each of these works.

D. Overview of Thesis Structure
The structure of the remainder of this thesis is as follows. The development of the 

EPID-based 2-D and 3-D IMRT verification procedures is detailed in Chapters 2 and 3, 

with Chapter 2 describing the methods and materials, and Chapter 3 presenting the 

results. The development of our 2-D EPID-based IMRT verification method has also 

already been published (in significantly modified form) in Medical Physics,115 while our 

3-D method is the subject of an article recently accepted for publication in the same 

journal.116 Chapter 4 describes the NTCP-TCP computational tool, and is, with a few 

minor modifications, identical to the article we published in the Journal o f Applied 

Clinical Medical Physics.]n The other radiobiological modeling investigations are, as 

mentioned previously, discussed in Chapter 5. They are also the foundation for a number
1 J O

of our manuscripts: an article in Physics in Medicine and Biology presented the
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derivation of expressions relating phenomenological and mechanistic model parameters; 

the s tudy o f  d ynamic c ell p rocesses i n T CP m odels w ith r espect t o fractionated d ose- 

response data is detailed in both an article published in 2003,119 and a second recently 

accepted manuscript120 (both in Medical Physics). Though no manuscript has yet been 

prepared, our examination of a population-based TCP model was presented at the annual 

conference of the AAPM (American Association of Medical Physics) in 2002.121 

Chapter 6 is a brief concluding chapter to the thesis.
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Chapter 2: EPID-based IMRT Verification -  
Methods

This is the first of two chapters describing the development of 2-D (beam’s eye 

view plane) and 3-D IMRT (intensity-modulated radiotherapy) dosimetric verification 

procedures using an EPID (electronic portal imaging device). In this chapter, relevant 

operational characteristics and the signal formation process of the Varian aS500 EPID are 

discussed, as are details of our method of using this EPID for fluence measurements. 

Much of these descriptions are common to both the 2-D and 3-D IMRT verification 

techniques. However, since the two projects were undertaken in two distinct stages, there 

are also some differences. Initially the 2-D technique was developed solely for 15 MV 

beams, since this was the only beam energy used with the existing clinical 2-D 

verification method using film. For the 3-D technique, developed later, we decided to 

include both 6 and 15 MV photon beams. As a result, the details of the development of 

the kernels characterizing blurring in the EPID are slightly different for the two cases -  

specifically, the approximation used to describe the back-scattering and optical scattering 

in the EPID. This is discussed in Sections 2.D.iii-2 J).v. In the last part of this chapter, 

the methods of calculation of 2-D and 3-D doses based on the EPID measurements of 

fluence are discussed.

A. Basic Experimental Details 
L EPID Measurements

Measurements were performed using 6 and 15 MV photon beams generated by a 

Varian (Varian Medical Systems, Palo Alto, CA) 21 EX medical linear accelerator (linac). 

Unless otherwise specified, the linear accelerator was operated with a nominal dose rate 

of 100 monitor units (MU) per minute (with 1 MU = 1 cGy at the depth of maximum 

dose, at isocenter). Images of radiation fields were acquired with the aS500 EPID 

(Varian Medical Systems, Palo Alto, CA) and its “IMRT” acquisition mode. All images 

were acquired without a patient or phantom in the beam path since the purpose of this 

work was to develop pre-treatment IMRT verification procedures. The detector {i.e.
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EPID) was placed at a nominal (specified by the pendant controller) source-to-detector- 

distance (SDD) of 105 cm, the smallest allowed by the R-arm that controls the EPID’s 

movement. Since the EPID imaging plane is -1.3 cm lower than the distance reported by 

the pendant, the actual SDD is -  106.3 cm. Use of the smallest SDD available allows the 

largest possible field sizes to be imaged. At this SDD, field sizes of up to approximately 

37.6 x 28.2 cm2 (measured at 100 cm from the source) can be imaged, since the active 

area of the detector is 40 x 30 cm2. At our clinic, the largest IMRT fields are about 26 

cm along the narrow dimension of the EPID (y-direction).

ii. Fluence Measurements using a Diamond Detector

To verify our EPED-based technique of measuring fluence profiles, EPID-based 

profiles were compared to profile measurements made with a diamond detector (PTW- 

Freiburg, Freiburg, Germany). The external shape of this detector is a cylinder 

approximately 20 mm in length and with a circular face of 7 mm in diameter.1 Its 

sensitive layer is approximately 1 mm from the front face and has a thickness of -  0.3
^  I

mm and a circular cross-sectional area of approximately 4.4 mm . Diamond detectors 

thus have excellent intrinsic spatial resolution, making them well-suited for profile 

measurements. Additional characteristics of this diamond detector can be found in Refs. 

[1,2]. Our in-air diamond profile measurements were taken at an SDD of 106.3 cm in an 

empty tank used for beam-scanning measurements (Scanditronix Wellhofer North 

America, Bartlett, TN). The beam-scanning system allows the movement of the detector 

to be controlled remotely within a scanning volume of 48 x 48 x 41 (depth) cm3. A brass 

build-up cap for the diamond detector was used to achieve (nearly) charged-particle 

equilibrium for these in-air measurements. The outer diameters of the 6 and 15 MV 

cylindrical build-up caps are 11 mm and 16 mm, respectively (inner diameter of the 

opening for the diamond detector is 7 mm). Although the build-up cap reduces the 

spatial resolution of the detector (due to volume averaging effects), its use is necessary to 

minimize contributions from electron contaminants in the photon beam, and it also 

increases the size of the detector signal. Without adequate build-up, the signal amplitude 

would also be more sensitive to changes in the energy spectrum at different locations in 

the incident beam. Those parts of the beam with a larger percentage of low-energy
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photons would produce a disproportionately larger signal, since the low-energy photons 

would be closer to electronic equilibrium in the detector (i.e. more “built-up”) than the 

higher energy photons.

As is conventional, it is assumed that the diamond detector profiles are 

representative of the incident fluence profiles, although strictly speaking, they are 

measurements of the dose deposited in the detector. The dose deposited will be 

proportional to the fluence if the energy spectrum is constant across the beam. Generally 

this is not the case, as the mean beam energy tends to decrease when moving further from 

the central beam axis.3 Nevertheless, because the response of the diamond detector is 

reasonably energy-independent (comparable to an ion chamber in this regard), spectral 

effects are not expected to cause large distortions in the fluence profiles measured with 

the diamond detector.

All scans were acquired with the diamond detector/build-up cap in a “horizontal” 

orientation, with the side of the detector/build-up cap facing the incident beam and the 

axis of the cylindrical build-up cap in the “in-plane” (i.e. y) direction. The response of 

the detector/cap combination is asymmetric in the in-plane direction because the active 

volume of the diamond detector is much closer to one end of the build-up cap along its 

length than the other. Thus, the edges of open fields seen in in-plane in-air profiles are 

(artificially) asymmetric. The response of the detector/cap is, however, symmetric when 

scanning in the “cross-plane” (i.e. x) direction, where the beam sees a circular cross- 

section. Thus, the profiles of open fields shown in Section 3.B (in the next chapter) were 

acquired from cross-plane scans. In retrospect, symmetric scans in both the in-plane and 

cross-plane directions could have been obtained by using the detector/cap in a “vertical” 

orientation, with the beam incident on the circular face of the build-up cap.

B. Physical Structure of the Varian aS500 EPID
The Varian aS500 EPID is an active matrix flat-panel imager used for 

megavoltage electronic portal imaging utilizing an “indirect” method of photon detection. 

The detector has a complex structure consisting of many different layers composed of a 

number of different materials. The layers can be grouped into four main regions: a 

build-up region lying above the phosphor, the phosphor (340 jim thick gadolinium oxy-

34

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



sulfide, Gd2C>2S:Tb), a 2-D amorphous silicon flat-panel photodiode array, and all 

materials lying below the photodiode array. Photons incident on the detector first interact 

with material in the build-up region, resulting in the production of charged particles. The 

main build-up layer in the EPID is a 1 mm copper sheet (-  1 cm water-equivalent4), 

which also filters out contaminant charged particles in the incident photon beam, and 

reduces the radiation scattered from the patient reaching the detector to achieve improved 

portal image quality. For our measurements, an additional 2 cm of solid water was 

placed on top of the EPID to establish full build-up for an incident 15 MV photon beam. 

For convenience the same amount of solid water was also used for 6 MV measurements, 

so that entering the linac vault was unnecessary' when switching between these two beam 

energies. In one stage of EPID signal formation, charged particles produced in the build

up region deposit dose in the phosphor screen. This stimulates the production of optical 

photons (emission peak at 540 nm), the latter stage of this “indirect” detection method. A 

fraction of the optical photons is then detected by the photodiode array fabricated on a 

glass substrate. The detector signal (i.e. summed pixel value) is linearly proportional to 

the number of optical photons produced, which is in turn proportional to the energy 

deposited in the phosphor. The linearity of the detector response (i.e. pixel value vs. 

delivered MUs) of this and similar amorphous silicon flat-panel systems has been 

discussed in Refs. [4-6]. The photodiode array of the aS500 contains 512 x 384 pixels 

covering the active area of 40 x 30 cm2 (pixel pitch = 0.0784 cm). The materials lying 

below the photodiode array include cables, supporting structure materials, and the metal 

“R-arm” used to move the EPID in and out of the beam. These materials contribute a 

backscatter component to the dose deposited in the phosphor layer.

C. Image Acquisition using the Varian aS500 EPID 
L General Description

In addition to a reverse-biased photodiode, each pixel also contains a thin-film 

transistor (TFT) used for electronically transferring the charge produced in the 

photodiode to the pre-amplifier using a grid of “gate” (row-selection) and “data” (charge 

transfer) wires. These components, and the associated “read-out” and “gate-driver” 

electronics, are used to read the charge produced by optical photons within the
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photodiode array. The “bias” wires are used to apply the reverse voltage on each 

photodiode. The photodiode array is read row-by-row by applying voltage to one “gate” 

line at a time. When a given “gate” line is activated, the TFTs for all 512 pixels in the 

corresponding row permit the charge stored in each photodiode to flow along the 512 

“data” lines connected along the columns of the array. The charge in each pixel is 

amplified, read by an electrometer, and converted to a number by a 14-bit analog-to- 

digital converter. A single image “frame” is acquired once all 384 rows have been read 

in this fashion.

The timing parameters used to control the read-out of the EPID array are uniquely 

specified for each acquisition mode (namely “standard,” “high-quality,” and “IMRT’) 

and for each beam energy/nominal dose rate combination of a linac.7 Read-out is 

triggered by “PVSync” pulses having a regular frequency that is determined from the 

linac pulse pattern. Even at the lowest linac dose rate of 100 MU/min, where pulse 

repetition times are 16.7 ms (6 MV) and 33.3 ms (15 MV) for the Varian 21EX 

accelerator, all 384 rows of the EPID can not be read between any two linac pulses. This 

means that different parts of the EPID image will register dose contributions from 

different linac pulses. As a representative example, if 70 rows can be read between each 

pair of linac pulses, and the number of pulses between consecutive reads of a given row 

is six, rows 1-70 will read dose from linac pulses 1-6, rows 71-140 from pulses 2-7, etc. 

Thus, in theory, pulse-to-pulse variations in the linac dose rate can lead to a band-like 

structure in the image, where different regions of the image have different intensities. 

However, in IMRT mode (discussed below), where an entire dose delivery is integrated, 

this is generally less problematic because dose-rate fluctuations are reduced due to 

averaging.

i t  Image Acquisition using “IMRT” Mode

The final image supplied by the Portal-Vision software is an average over a 

number of frames. Frame-averaging is performed by a “hardware adder” (capacity of 64 

frames) component of the acquisition electronics. The number of frames used to create 

an image depends on which image acquisition mode is used. Portal-Vision’s 

conventional portal imaging modes (“standard” and “high-quality”) typically use either
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two or four frames, the latter when better image quality is desired. In this study, a 

recently available “IMRT’ acquisition mode designed specifically for dosimetric (as 

opposed to imaging) applications was used for all measurements. With this IMRT mode, 

frames are acquired and stored in local memory continuously for the duration of the beam 

delivery, rather than for a small fraction of the delivery as for the conventional imaging 

modes. To preserve the linearity between pixel value and the dose delivered, the frame- 

averaged EPED image supplied by the Portal-Vision software, EP1DPV, is multiplied by 

the number of frames used to create the image, riframe, to produce an integrated dose 

image, EPID,oral :

to tal =  n fra m e  '  E P I D p y  - (2.1)

Though IMRT mode is employed to measure an entire dose delivery, as discussed 

by Chang et al.,s small parts of the dose delivery are not represented in the final image. 

First, at the start of delivery one “reset” frame (~ 0.1 sec) is used to reset the frame 

buffer, so that in the first image frame, the charge read corresponds to the same number 

of linac pulses for all rows. Reset frames are not included in the final frame-averaged 

image. Also, if the last radiation pulse of a dose delivery occurs with the EPED read-out 

somewhere in the middle of an image frame, this partially-completed image frame is 

discarded. Thus a small amount of dose at the end of delivery is also generally missed. 

As noted by Chang et al.,s the amount of dose missed from the start and end of the 

delivery is generally small. For a typical 100 MU dose delivery where the final image is 

an average of more than 400 image frames, the loss of at most two frames corresponds to 

less than 0.5% of the total dose delivered.

iii. Effect of Buffer Deadtimes and Potential Ghosting Effects on EPID Images

Potentially more problematic for absolute dosimetric applications is the dose 

missed because of the limited 64-frame capacity of the hardware adder. After 64 frames 

have been acquired, the EPED’s frame buffer must be cleared so that additional frames 

can be acquired: this process takes approximately 0.16 sec.8 After clearing the buffer, 

the EPED also uses a reset frame before resuming acquisition of the frames used to create 

the final image. The total buffer-related deadtime (including buffer clearing and the reset
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frame) and the frame acquisition rate for each linac energy/dose-rate combination were 

determined from the acquisition times (Tacq) and numbers of frames (statistics provided 

by the Portal-Vision software) from a series of images containing different numbers of 

image frames (i.e. with and without buffer delays). The acquisition time per frame (TacqI 

ft frame) is plotted as a function of riframe in a given image in Fig. 2.1 for image acquisition 

for both 15 MV and 6 MV beams at 100 MU/min. As illustrated, the uncorrected time 

per frame increases every 64 frames. After a buffer deadtime, T f̂fer, of 272 msec (15 

MV/100 MU/min) or 258 msec (6 MV/100 MU/min) is subtracted from the total 

acquisition time for every time the buffer requires clearing, the corrected time per frame, 

T/ramc, remains constant at approximately 133 msec (7.5 frames/see) and 93 msec (10.7 

frames/sec) for 15 MV/100 MU/min and 6 MV/100 MU/min, respectively. Our buffer 

deadtimes are consistent with the delay of ~ 270 msec reported by other authors8,9 for 

measurements at 300 MU/min. It is noted that a Portal-Vision software patch that 

corrects for the problem of buffer deadtime and is based on work of Manser et al. 9  is 

now available from Varian.
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Figure 2.1. The acquisition time per image frame plotted as a function of the total number 
of frames acquired in an image for (a) 15 MV/100 MU/min, and (b) 6 MV/100 MU/min.
The squares and circles represent the time/frame before and after (respectively) correcting 
the acquisition time for buffer delays. The vertical lines correspond to the numbers of 
frames at which buffer delays occur.
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Any dose delivered during a buffer deadtime will not be represented in the final 

image. For a simple open-field irradiation, where dose is being delivered continually at a 

nearly fixed rate, the amount of missed dose should be approximately proportional to the 

total buffer deadtime as a percentage of Tacq. Based on this assumption, a simple 

correction8 factor for the integrated EPID image, EPlDtotai , would be,

f
^ b u f fe r  ( ^ fr a m e  )

zacq

\  ̂ a c q  f t  buffer^buffer j

_  I 1 +  n buf f e r *  b uffer

y
frame frame j

where nbuffer is the number of buffer delays and is equal to the quotient of

(2.2)

^ n frame  ̂̂

64 ’v J

and the “buffer-corrected” EPIDtotal is given by EPIDtotal\buffer = EPIDlotal buffer (^ frame ) ‘ 

rp
For images with a large number of frames, the correction term — will

ft frameZframe

approach a constant value of — b“̂- r , equal to 4.3 % and 3.2 % for 6 MV/100 MU/min
6^ Zframe

and 15 MV/100 MU/min, respectively. Figure 2.2 shows the integrated pixel value 

( EPlDtolal) per MU delivered as a function of the number of frames in an image. The 

pixel values refer to the mean value of the central 50 x 50 pixels (3.9 x 3.9 cm2) in each 

image of a 10 x 10 cm2 field delivered with a 15 MV/100 MU/min beam. The drop in the 

uncorrected detector dose-response immediately after a buffer delay is evident in Fig. 

2.2(a). After applying the correction in Eq. (2.2), the pixel value per MU before and after 

the first buffer delay are in much better agreement. However, as illustrated in Fig. 2.2(b), 

after the first buffer delay, the corrected detector dose response (i.e. pixel value/MU) 

tends to increase with an increasing number of frames (i.e. increasing MUs), rather than 

remaining roughly constant as desired.
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Figure 2 2 . EPID pixel value (i.e. EPIDtolal) per MU plotted as a function of the number of frames used 
to acquire an image (15 MV/100 MU/min). Eq. (2.2) is used to correct the dose response for buffer 
delays (closed circles). The solid line depicts the application of an additional correction for “ghosting” 
effects described in Ref. [10]. The data in (a) and (b) is the same: the graph in (a) shows only the data 
nearest the first buffer delay at 64 frames (vertical line), while (b) covers a wider range of nframr values.

A potential explanation of this trend is a “ghosting” effect,10,11 where residual 

signal from preceding frames is manifest in subsequent frames. The main source of this 

residual signal is believed to originate from charge capture and release processes in the 

amorphous silicon photodiodes.11 Eventually, the corrected dose response does stabilize 

at a nearly constant value. The corrected dose response for the last four points shown in 

Fig. 2.2(b), which correspond to 50, 75, 100 and 200 MUs (or 215, 320, 424 and 838 

frames), agree within ~ 0.6 %, while the last two of these points agree within 0.1 %. 

Assuming that the “ghosting” explanation is valid, this stability suggests that an 

equilibrium in the capture and release processes is reached after approximately 70 MUs 

or 300 frames (for 15 MV/100 MU/min). This is quite consistent with the findings of 

McDermott et a/.,10 who found that the response of an amorphous silicon EPID stabilized 

to within ~ 0.5 % only after approximately 40 seconds of irradiation, which would 

correspond to 67 MUs at 100 MU/min in our example. McDermott et al. devised an 

empirical “ghosting” correction factor,

G(r) = 1 -  234.3 exp(-7.8r) -  0.036exp(-0.46r) -  0.026 exp(-0.034r), (23)
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where t is the time of irradiation in seconds, and the corrected EPED signal is 

EPIDlo[al\ghost = EPIDtotal / G(t). The solid line in Fig. 2.2 depicts the measured dose

response of the aS500 EPED corrected both for the buffer delay (Eq. (2.2)) and the 

“ghost” effect (Eq. (2.3)), i.e. EPlDwJ buff(r_shost = EPID,olarCbuffer(nfrane)lG (t). The

ghost correction significantly improves the stability of the EPED response, although it 

appears that the G(t) in Eq. (2.3) may be too small for the shorter irradiations 

corresponding to less than 100 frames. It is not unexpected that the appropriate ghosting 

correction would be slightly different for our measurements made with a Varian aS500 

EPED, since McDermott et al. derived their G{t) from measurements made with an Elekta 

iViewGT (Elekta Inc., Norcross, Georgia) EPID. A fit to our data shown in Fig. 2.2 

suggested a ghosting correction for the Varian aS500 (15 MV/100 MU/min) that can be 

described by the equation, G{t) = 1 -  0.062exp(-0.086r).

Also suggested by Fig. 2.2(b), is that the uncorrected {i.e. without use of Eq. (2.2) 

or Eq. (2.3)) dose response is reasonably stable for irradiations corresponding to the 

range from 100 to 300 frames. In this range, the uncorrected dose response actually is 

more constant in general than the dose response corrected for the buffer delays alone: the 

reduction in the pixel value/MU ratio due to the buffer deadtime is partially compensated 

by an increase in this ratio due to the apparent ghosting mechanism. Also, as the number 

of image frames increases, the change in the uncorrected dose response immediately after 

a buffer deadtime decreases. For example, immediately before and after the sixth such

buffer delay (at 384 frames), the correction bû er bû er changes from 2.7 % to 3.2 %:
n frame^frame

this implies that the uncorrected dose response changes by at most ~ 0.5 % due to the 

buffer deadtime for images composed of more than 400 frames, equivalent to an open- 

field delivery of -  100 MUs at 15 MV/100 MU/min.

Errors introduced by buffer deadtimes and ghosting into the integrated dose image 

are more difficult to predict for step-and-shoot IMRT fields. For example, since the 

shape of the field changes, and the dose delivery stops between segments when the leaves 

are moving, the effect of buffer deadtimes will depend on where they occur in the 

treatment delivery. Thus, a simple correction such as that given in Eq. (2.2) is no longer
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valid. This can be illustrated by considering a hypothetical 100-frame image of a two- 

segment IMRT field. If the buffer delay at 64 frames occurs during leaf movement, 

when the dose delivered should be nearly zero, the buffer delay will have no impact 

on EPlDtotal, and use of Eq. (2.2) would incorrectly over-predict the dose. If instead, the 

buffer delay occurs during segment 2, the buffer deadtime will cause the dose delivered 

during segment 2 to be under-represented in the final uncorrected EPlDtotal image. In 

theory, to restore a more accurate representation of the actual dose delivered, segment 2’s

T
contribution should be multiplied by a correction factor, 1+----------------- , where

n fram e(2 ) Tframe

njrameQ) is the number of frames acquired while segment 2 was delivered; segment l ’s 

contribution should be left uncorrected. More generally, a correction for step-and-shoot 

IMRT fields analogous to the correction in Eq. (2.2) for open-fields, would be to multiply 

EPIDtotal by a 2-D pixel correction map,

nbuffer (0 ̂ buffer

frame
Dv ( 0 I X  (o

n frame '̂ 'frt

where the sums are over the number of segments in the IMRT field, nbû er (i) is the

number of buffer delays occurring in segment i , and D^.(/) is the 2-D dose contribution of 

segment i . In practice, however, such a correction would be difficult. First, since one 

does not have access to the individual frames contained in the EPlDtotai image, the doses

of each segment Dry(z) would need to be estimated. Also, it is not simple to predict 

exactly where the buffer delays will occur with respect to the beam delivery. Knowledge 

of the exact time needed between each segment to move the MLC leaves to the new 

positions would require analysis of the dynamic log files generated by the linac’s control 

system.12 Thus, rather than attempting a complicated correction of this type to account 

for buffer delays, we instead chose to use acquisition parameters that would minimize 

potential errors. It is also noted that the ghosting correction suggested by McDermott et 

a/.10 was published after completion of most of the work published in this thesis. Since 

this correction was derived for continuous irradiation, it also would require modification 

for proper application to step-and-shoot IMRT delivery.
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iv. Accuracy o f  IM RT Mode fo r  Step-and-shoot IM RT

The use of a large number of frames, and thus a longer irradiation time for each 

segment, was found to improve the accuracy of the dose images of step-and-shoot IMRT 

fields obtained using IMRT acquisition mode. This is as expected for the following 

reasons. First, the impact of “ghosting” effects on EPlDtotai will be reduced. As shown 

in Fig. 2.2 for the case of open fields, the dose-response does approach a constant value 

for sufficiently long irradiations, as the ghosting effect stabilizes due to an equilibrium 

between charge capture and release. Also, since the time for leaf movements between 

segments is independent of the amount of dose delivered, the proportion of frames 

acquired when the radiation is off between segments will be reduced when the number of 

MUs (and hence the number of frames) is increased. As a result, the EPID will see a 

more nearly constant dose rate, which also stabilizes ghosting effects. Finally, when a 

large number of frames are acquired during all segments, distortions caused by a buffer 

delay to the relative contribution of a single segment to the cumulative image will be 

reduced.

We verified the improved accuracy achieved using an increased number of frames 

by comparing the single EPIDtotai image for the entire delivery of a twelve-segment 

IMRT field to the weighted summation of IMRT-mode images taken individually of each 

of the twelve segments. Each weighted image, EPlD™0 faf sum, was calculated using:

e n o S T -  = £ £ B n g r  (o  • * e >  • (0  - <M>

In Eq. (2.4), EPID**f™m (I) is the image of an individual segment i acquired using 

M lfegmen\i)  MUs; MUq is the number of MUs used to acquire the EPIDtotal image, and 

the weight wt(i) is the fraction of the total number of MUs for each segment /, as 

specified in the MLC controller file used for EPIDtota[ image acquisition. Assuming

proper operation of the MLC controller, the EPIDtota[ and EPID"0fJ sum images should 

be nearly identical except for the buffer dead-times and ghosting effects. Figure 2.3
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shows ( EPIDtotai -  EPlD^0 f j sum) images and the corresponding difference histograms 

for those pixels lying within the delineated ROI. The differences are expressed as a 

percentage of the maximum pixel value in the E.PID*0 fa[ sum image. In Fig. 2.3(a), the 

differences are calculated for two cases: when the EPlDtotai image is acquired using 100 

MUs (314 frames) and when a much larger 800 MUs (1025 frames) are delivered. 

Individual segment images (EPIDf'f™ " 1 (i) ) were each separately acquired using 50 MUs

(53 or 54 frames). With this number of MUs, the dose-response is within ~ 1 % of its • 

stable value, and the image is acquired before the occurrence of the first buffer deadtime. 

These measurements were made using a 15 MV beam, and a dose rate of 600 MU/min, 

which is the dose rate we had initially intended to use for our EPED measurements. As 

illustrated, the agreement between the single ( EPIDtotal) and the weighted-sum

( EPID™Jjta[ sum) images improves substantially when using the larger number of MUs: the

mean and standard deviation of ( EPIDtotal -EPID™faJ sum) within the ROI for the 100

MU case are -2.0 % and 2.1 %, respectively, while only -0.8 and 0.7 % for the 800 MU 

case. A similar set of dose difference comparisons for the same IMRT field is depicted in 

Fig. 2.3(b) for measurements using a 15 MV beam and the lowest available dose rate of 

100 MU/min. Single images of the entire IMRT field are acquired with 100 MUs (564 

frames) and 200 MUs (986 frames); images of the individual segments are again acquired 

using 50 MUs (218 frames). For this dose rate, good agreement between the EPIDtotal

and EPID™fafsum images is already obtained using 100 MUs: the mean and the standard

deviation in the ROI are -0.8 % and 0.5 %, respectively, roughly equivalent to the 

agreement observed using 800 MUs at the higher 600 MU/min dose rate.
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Figure 23. The 2-D difference images (EPIDtotal -  EPID̂ ‘J sum) expressed as a percentage of 

the maximum pixel value in EPID̂ fsum, and the corresponding histogram for pixels within the
ROI (delineated by the line in the dose difference image) are shown for linac dose rates o f (a)
600 MU/min and (b) 100 MU/min. The left and right columns for each dose rate depict the 
effect on the differences o f increasing the number of MUs used to acquire the EPlD,olai image.

Thus, the results in the previous and this section imply that, provided a sufficient 

number of image frames are acquired, use of the single uncorrected EPIDtotai image to 

determine the actual dose delivered with an IMRT field will at worst lead to relatively
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small errors. Figure 2.3(b) also indicates that the agreement between EPIDt01a[ 

andEPID^0 faf sum does improve further when using 200 MUs at 100 MU/min, as the

mean and standard deviation are reduced to -0.4 % and 0.3 %, respectively. However, 

this slight improvement in the agreement also comes at the cost of an approximate 

doubling of delivery time to more than 2 minutes per IMRT field. Since it is desirable to 

streamline the IMRT verification process as much as possible, we decided that a suitable 

compromise between speed and accuracy was to verify each IMRT field using 100 MUs 

at 100 MU/min. Though the time of delivery, the total number of frames, and the 

apparent accuracy are fairly similar between using 800 MU at 600 MU/min and 100 MU 

at 100 MU/min, we chose to use the lower 100 MU/min dose rate for all verification 

measurements primarily to reduce the total dose delivered to the EPID. This was to 

prevent any potentially unnecessary damage caused by excessive radiation exposure.

v. Flood- and Dark-field Image Corrections

A number of corrections are automatically applied by the Portal-Vision software 

to the EPID images. First, using a predetermined defect map of pixels with anomalously 

small signals, the software replaces the value of each of these defective pixels with an 

average of the values of neighboring pixels. The EPID images are also corrected using 

dark-field and flood-field images acquired during the routine calibration procedure of the

EPID. A dark-field image, epid dark, is acquired in the absence of radiation and is used to 

correct for the electrometer offset values for each pixel due to dark current To reduce 

statistical noise in these offsets values, the dark-field image is an average over a large

number (60) of image frames. The flood-field image, epid , is acquired in an open

radiation field covering the entire active area of the EPID, and is generated using 30 

image frames. To correct pixel values for differences between pixels in their dose- 

sensitivity, the pixel values of an uncorrected raw EPID image of a given radiation field,

epid uncorr, are divided by the pixel values of the flood-field. The corrected image

supplied by the Portal-Vision software, EPIDpv, can thus be expressed by the following

equation,7
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EPIDPV = EPIDuncorr -  E P ID fa fk

E P ID  flo o d  ~  E P lD d ark
FFmean

defect 
corrected

^FFmean ’ (2.5)

where kppmean is a scaling factor representing the mean pixel value of the flood-field 

image after it is dark-field corrected. Dark-field and flood-field images are acquired for 

each given beam energy/dose rate combination, since these images depend on the EPID’s 

timing parameters.

During normal clinical use of the EPID for portal imaging, the pixel sensitivities 

and dark currents usually change gradually over time. Typically, such small changes do 

not adversely affect image quality, and routine dark- and flood-field calibrations are thus 

performed relatively infrequently -  perhaps every month. However, for quantitative 

dosimetric applications, changes in pixel sensitivities and dark currents are more 

important. Thus, as a precaution to ensure the best possible accuracy, dark- and flood- 

field calibration procedures were performed before every set of our experimental 

measurements. For convenience, these calibration images were acquired with 2 cm of 

extra solid-water build-up placed on the detector and the (nominal) SDD set to 105 cm -  

the same set-up used for all subsequent EPID measurements.

vL Correction o f  Fluence Profile Distortions caused by the Flood-field Correction

For dosimetric applications, the flood-field image should ideally be generated 

using a spatially uniform energy fluence incident on the EPID. However, this is not the 

case for our calibration, since the flood-field image is generated using an open beam that 

contains the homs arising from a linac’s flattening filter. As a consequence, the 

automatic flood-field correction -  the division in Eq. (2.5) -  not only corrects the image 

for pixel-to-pixel differences in dose-response, but unfortunately also removes the 

sensitivity to the true “homed” shape of the input dose profile. If this is not taken into 

account, the flood-field correction will thus introduce spatial distortions in any dose 

distributions derived from EPID images.

There are different methods of attempting to prevent such distortions, while still 

correcting for pixel-to-pixel variations in sensitivity. One way is to use a more perfectly 

uniform input dose distribution. Typically this could be done by placing additional solid 

water on the EPID (e.g. Refs. [13,14]) so that the EPID is at an effective depth of
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measurement (usually about 10 cm water-equivalent) where the profile of the open beam 

is as flat as possible (i.e. the “horns” have been minimized). We chose not to use this 

approach for the following reasons. Firstly, for the purpose of streamlining our 

verification procedure, we wished to use the same amount of solid-water build-up for 

both the calibration and the verification images. Use of a large amount of build-up would 

cause excessive blurring of the EPID images of IMRT fields, and will make attempts to 

accurately extract the primary fluence from these images through deconvolution more 

error-prone. Secondly, since there is no depth at which the distribution is perfectly flat, 

we attempted to devise a more generic correction procedure.

Our correction procedure involves restoring the shape of the flood-field input by 

multiplying (pixel-by-pixel) the original EPID image, EP1DPV, by a “pseudo-simulated” 

EPID flood-field image containing no variability in pixel sensitivity, The

corrected (and integrated) EPID image is thus described by the equation,

EPIDcon (*> y ) = nfree ' EPID^ (*> >) * 1  flood-™ (*. >) - M

By doing this, the only remaining effect of the division in Eq. (2.5) will be to correct for 

pixel dose-response variations, as desired. The 2-D flood field I flood. sim is generated by

convolving (®) the flood-field fluence, vF;Iood, with a pencil-beam kernel, KmD, which

describes the blurring processes in the EPID:

1  flood-™ (*. = (*’ y) ® K epid (*> y) • (2*7)

The details of K mD are described in Section 2.D. The flood-field fluence distributions 

for both 6 and 15 MV photon beams were derived from dose calculations done using our 

treatment planning system (TPS) [Helax-TMS, Nucletron B.V., Veenendaal, The 

Netherlands]. For each energy, a beam’s eye view (BEV) dose distribution for a flood- 

field beam ( Dfi^-TPs) was calculated at a depth of 3 cm in a rectangular phantom

measuring 40 x 30 x 5.5 (depth) cm3. The phantom was modeled in the TPS to 

approximate the geometry of the EPED. Since our TPS only provides a very limited 

choice of phantom materials, the actual materials constituting the EPID structure could 

not be used, and the phantom was simply modeled as water. The depth of 3 cm is 

approximately the same effective water-equivalent depth of our EPID measurements. To
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c a l c u l a t e , the TPS flood-field dose distributions are deconvolved ( 0 '1) with a

EGSnrc-generated (EGSnrc, National Research Council (NRC) Canada, Ottawa)15 

pencil-beam kernel, K J]uo<I_phantuin, used to describe the pencil beam 2-D dose distribution

at 3 cm depth of this phantom:

V j i o o d ( x ’ y )  =  ^ [ flo o d -T P S cx,y)<8 >~1 K
flood -  phantom (x,y) . (2.8)

We later verified the above method of deriving by comparing to in-air

measurements of the flood-field relative fluences ( 'Pyj00(/|in,(U) made with an IC10 ion 

chamber (15 MV) or with a diamond detector (6 MV) in a Wellhofer scanning tank. For 

this purpose we generated a second set of simulated flood-field images, ,

calculated using the measured 'F /toorf|mmJ in Eq. (2.7), rather than the 'Py7oo</ calculated 

using Eq. (2.8). For comparison purposes, 1 ^ . ^  and 1 were each

normalized to the central pixel of their respective distributions, and the difference image, 

I ~  Iflood-sim ■> was then calculated. For the 15 MV images, the differences are

reasonably small. Within a ROI covering the central 28 x 28 cm2, the mean, minimum, 

and maximum differences are -0.5 %, -1.9 % and 1.7 % respectively, and the standard 

deviation is 0.6 %. In the same ROI, the corresponding differences for the 6 MV 

simulated flood-fields are 0.8 %, -1.6%, and 4.3 %, and the standard deviation is 1.4 %, 

indicating a somewhat worse agreement in the 6 MV case. However, it is probable that at 

least part of these larger discrepancies is in fact due to errors in the measured fluence for 

the 6 MV flood-field. The central in-plane profile in this measured fluence shows a 

relatively large asymmetry: if real, such an asymmetry would have been detected in the 

routine quality assurance scans of this linac, since it is larger than would be tolerated 

clinically.

For all the IMRT verification calculations, we used 7 ^ ^ ,  the simulated EPID

flood-field based on the fluence extracted from TPS calculations. For the 2-D 

verification (see Section 2.E) of one treatment plan (15 MV, eight fields), we repeated 

the analysis using I Jlood. sirrifneas. When using I instead of 7 ^ _ Jim, the mean

dose difference (TPS -  EPID) changed by a maximum of 0.14 % for any single field, and
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was an average of 0.01 ± 0.08 % different over the eight fields. Similarly, the maximum 

change in the standard deviation of the dose difference was only 0.10 %, and the average 

difference was 0.01 ± 0.05 %. This suggests that the choice of method of deriving the 

flood field fluence (measured or TPS-based) has a negligible impact on the verifications.

D. Pencil-beam Kernels Describing Blurring in the EPID
The foundation of both the 2-D and the 3-D IMRT pre-treatment verification 

procedures is the EPlD's ability to accurately measure the 2-D relative incident energy 

fluence distributions actually delivered by a radiation beam. However, the EPIDcorr in Eq.

(2.6) does not directly reflect the fluence distribution incident on the detector, but rather 

includes the blurring caused by spatial spreading of scattered x-ray photons in the build

up and phosphor layers, as well as optical photons in the phosphor layer. Our method 

thus requires deconvolution (i.e. “de-blurring”) using kernels describing x-ray and optical 

scattering that were derived using a “semi-empirical” approach employing Monte Carlo 

and empirical fitting techniques.

L Monte-Carlo Dose-deposition Kernels

The main source of blurring occurs in the dose-deposition stage of the formation 

of the EPID output signal. Mathematically, the dose, Dphosphor( x \y ') , deposited at a

point (x\y ')  at a given depth in the phosphor can be expressed quite generally as a 

superposition of the incident polyenergetic photon fluence,'¥p(x ,y ,pr,Er) , with a dose 

deposition pencil-beam kernel, Kdose (x \ y ’,x ,y , p r,Ey),

Dpho,pkor(x\y,) = J ^ d^ p(x ,y ,p r ,Er) E ^ f(* \y \* ,y ,p r,£ y)4xrfy. (2.9)
Ef  p r

In Eq. (2.9), Er , p r , and (x,y) describe the energy, direction, and spatial coordinates on

the phosphor surface, respectively, of the photons comprising the incident energy fluence. 

To extract the energy fluence from the dose, an inverse operation of the superposition in 

Eq. (2.9) could be attempted. In practice, however, such a task is computationally 

challenging. It also requires a priori assumptions about the energy spectrum and its 

dependence on off-axis location, as well as a full characterization of the kernel
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Kdose(x \ y \ x ,  y , p r,Er).  The latter would be difficult because of the many variables on

which the kernel potentially depends. Thus, to simplify calculations, we assumed that the 

full superposition can be approximated by a convolution operation,

Dphosphor (*’. / )  = /'*'/> O, y) Kdose (x - x \ y -  y') dxdy = (x, y) ® Kdose (x, y ) .

(2.10)

In the frequency domain convolution becomes a simple multiplication,

FTlDphosphor (*’. / ) ]  = FTVVp (*. y)] ■ FT[Kdose (x, y )) , (2.11)

where FT refers to the Fourier transform operation. The main assumption in this 

approach is that the kernel is spatially invariant: that the dose deposition depends only on 

the relative locations of the given points in the detector and fluence planes, and not on 

their absolute locations. Implicitly this assumes that: (1) the scattering properties of the 

detector are the same at all points in the detector, (2) the shape of the incident energy 

spectrum is the same for all points in the photon beam; and (3) the beam is normally 

incident on the detector (i.e. no kemel-tilting).

The form of was derived using the EGSnrc (National Research Council 

(NRC) Canada, Ottawa) Monte Carlo software package to simulate the dose deposition in 

the EPID phosphor caused by an incident pencil beam. Since full specifications detailing 

the dimensions and material compositions of all components of the EPID were not 

available, the simplified model of the EPID shown in Fig. 2.4 was used for our 

simulations. This model contains five prominent layers of the detector the extrinsic 

water build-up (2.0 cm thickness, p=1.0 g/cm3), the copper plate (0.1 cm, p=8.93 g/cm3), 

the phosphor (Gd202S, 0.034 cm, p=3.67 g/cm3), the glass substrate for the photodiode 

array (Si02, 0.11 cm, p=2.3 g/cm3), and a water backscatter layer, used to approximate 

the materials lying below the active detection layer in the EPID. The choice of 

backscatter thickness differed for 6 and 15 MV beams, and is discussed specifically in 

Sections 2.D.iii-2.D.v below. The model had a cross-section of 30 x 30 cm2, and the dose 

was scored in the phosphor layer, which was divided into 383 x 383 pixels each 

measuring 0.0784 x 0.0784 cm2. The scoring and set-up of the simulation geometry were 

simplified by using the DOSxyz code (NRC, Ottawa). The incident photon energy 

spectra used for the simulations were the Varian 6 and 15 MV photon beam central-axis
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spectra (Fig. 2.5) generated by Sheikh-Bagheri and Rogers,3 who used the BEAMnrc 

(NRC, Ottawa) Monte Carlo code to model the output from the heads of a number of 

commercial linacs for a 10 x 10 cm2 field. Changes in K dose resulting from variation in

the incident energy spectra with off-axis beam location and due to differences in the 

amount of head scatter with changing collimation were not investigated in this work. The
•y

normally-incident pseudo-pencil beam was pixel-sized, 0.0784 x 0.0784 cm , and 

centered on the EPID model’s cross-section. Simulations were performed with the 

photon and electron cutoffs set to 10 keV kinetic energy (ECUT = 0.521 MeV, PCUT =

0.010 MeV), and using the PRESTA-II electron-step and “exact” boundary-crossing 

algorithms.

^ p(x ,y )

1. 2.0 cm H20  (extra build-up)

2. 0.1 cm Cu (intrinsic build-up)

3. 0.034 cm Gd20 2S (phosphor)

4. 0.11 cm Si02 (glass substrate)

5. H20  (backscatter materials)

Figure 2.4. Simplified model of the geometry of the aS500 EPID used in the EGSnrc Monte 
Carlo simulations used to derive K^ . The cross-section of each of the five layers was 30 x 
30 cm2 (383 x 383 pixels).
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Figure 2.5. Incident photon beam spectra used for EGSnrc simulations. The spectra 
are results of BEAMnrc simulations for Varian linac (a) 6 MV and (b) 15 MV photon 
beams published by Sheikh-Bagheri and Rogers.3

i t  Empirically-derived Optical Spread Kernels

Additional blurring of the EPID image is caused by optical glare, the spreading of 

optical photons before reaching the photodiode array. Due to the linearity of this 

detector system, if it is assumed that this process can also be described with a spatially- 

invariant kernel, K glare, an overall blurring kernel, , can be then expressed as a

convolution of the glare and dose-deposition kernels, <8> K glare. We did not,

however, explicitly model optical spreading to generate Kg[are. Rather, to create the

overall EPID kernel, we instead convolved with an empirical function

designated

K epID ~  K d o u  ® ̂ back-glare * (2.12)

The empirical kernel is designed to not only describe any optical spreading, but also to 

account for any deficiencies in the modeling used to generate K ^ ,  particularly 

uncertainties in the modeling of the backscatter material. The corrected EPID 

image, EPlDcorr, calculated with Eq. (2.6), can thus be represented by the convolution of 

the incident fluence with this total kernel,
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corr (2.13)

The incident fluence can then be derived very simply using,

FT[EPIDcorr(x,y)]

M * OTD(*,y)] .

(2.14)

with IFT representing the inverse Fourier transform operation. For our calculations, all 

Fourier transform operations were performed using pre-packaged MATLAB (The 

Mathworks Inc., Natick, MA) routines, and were done using Cartesian coordinates and 

pixel spacing equal to the pixel pitch of the EPID (0.0784 cm). The empirical

is chosen as the one that results in the best agreement for open fields between EPID 

fluences obtained from Eqs. (2.6), (2.12), and (2.14) and corresponding beam profiles 

measured with a diamond detector.

As noted in the introduction to this chapter, the original 15 MV EPID kernel used 

for the 2-D verification analysis differs slightly in its development from the 6 and 15 MV 

kernels derived later for the 3-D verification project. The primary differences involve the 

thickness of backscatter used in the simplified EPID model, and the empirically-derived 

Kback-giare kernel. These differences are clarified in the following sections, which 

describe each of the kernels in more detail.

Hi. Original 15 M V  EPID Kernels used in 2-D verifications

In deriving the original 15 MV dose kernel for 2-D verifications, we used a 2.5 

cm thick water backscatter layer in our simplified EGSnrc EPID model, based on results 

reported by Kim et al. 16 To generate the kernel, 1.8 x 108 incident photon histories were 

used in the EGSnrc simulations, which resulted in a statistical uncertainty of 

approximately 5.5 % in the kernel amplitude for the pixel located 2 cm from the center of 

the pencil beamlet. We first investigated whether this dose kernel, K 1™ /, could alone

describe the blurring properties of the EPID, since there is some uncertainty if optical 

glare contributes noticeably to image blurring for flat-panel imaging systems. For 

example, the works of Munro and Bouius5 and Siebers et al. 17 have suggested a 

negligible glare contribution, while McCurdy et al. 4 found that the use of a glare kernel 

significantly improved the agreement between measured and simulated portal images.
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Since there were appreciable discrepancies between the diamond profiles and the EPID- 

based fluence profiles derived from Eq. (2.14) using K Epm = K ld5Jfev , our results

suggested that an additional kernel ( K^ _ glare) was necessary.

A double exponential form was used for K ^ _ glan,

KllZs'oreir) = expC-C.r) + C2 exp(-C3r ) , (2.15)

where r = yj&x2 + Ay2 is the radial distance from the center of this pencil-beam kernel,

and Ci, C2, and C? are fitting parameters. Values of C; = 37.1 cm'1, C2  = 0.00136, C? = 

2.46 cm'1 were obtained by fitting the EPID-based profile to the diamond profile in the 

tail region of a 10 x 10 cm open field. The spatial extent of this kernel was limited to a 

radius of 2.5 cm (i.e. K ^f_glare = 0 for r > 2.5 cm), since increasing this radius did not

improve the quality of the fit. These parameters also yielded good agreement for a 

similar comparison using a 4 x 4 cm2 field, but a slight under-deconvolution for a 20 x 20 

cm2 field. However, the slightly poorer agreement in the tail of the larger field was not 

considered particularly problematic. Since most of the segments comprising step-and- 

shoot IMRT fields are comprised of relatively small sub-fields, it was considered more 

important to fit the smaller fields. This was supported by the fact that these fit 

parameters provided very good agreement between EPID-derived and diamond profiles 

through a segment of a clinical IMRT field.

iv. 6  M V  EPID Kernel used in 3-D Verifications

In our initial attempts to generate the 6 MV EPID kernels, we used 2.5 cm of 

backscatter in our Monte Carlo simulations, as was done for the 15 MV case. We also 

initially tried using the same empirical kernel, i.e. _glare = K x̂ _ glare. However, the

resulting total EPID kernel produced poor agreement between the EPID and diamond 

fluence profiles. Specifically, for the smaller open fields, the EPID profiles showed 

evidence of over-deconvolution: near the base of the field’s penumbra, the EPID profile 

would dip, before rebounding to a higher level in the tail region. Using no empirical 

kernel, i.e. K ^ _ glarf = 1, much improved the agreement between the EPID and diamond
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profiles; however, for the smallest open fields tested ( 4 x 4  cm2 and 2 x 2  cm2), there still 

appeared to be slight over-deconvolution.

These results prompted a re-examination of the use of our simplified EPID model. 

Although the layers included in this model were expected to describe the majority o f the 

scattering in the EPID, the missing layers -  air gaps, the front and back covers, structural 

foam and plastic layers, glues, etc. -  may also contribute a non-negligible scattering 

component. In a recent work, von Wittenau et a/.18 used Monte Carlo simulations to 

study the different sources of blurring in a representative model of a flat-panel imaging 

system. They found that while the detector components (i.e. scintillator and electronics) 

accounted for the short-range (sub-millimeter) part of the blurring kernel, components 

upstream and downstream of the detector layers dominated the mid-range (millimeter-to- 

centimeter) and long-range (up to tens of centimeters) regions of the kernel, respectively: 

these latter parts of the kernel contribute significantly to the overall blurring in the image.

For our model, deficiencies in the “upstream” modeling may potentially be less 

serious because of the use of a large amount (2 cm) of extrinsic water build-up. Small, 

but appreciable, errors in the kernel can still be expected, however. This is illustrated in 

Fig. 2.6, which shows a statistically-significant change in the 6 MV dose kernels when an 

air gap layer of 6.5 mm thickness is inserted between the water build-up and the copper 

plate (see Fig 2.4). (For this example, no backscatter was used in either of these models.)

10
  no air gap
  with air gap

10

10s
■§
S

10

10 -10 10 15-15
radial distance from beamlet (cm)

Figure 2.6. The change in derived from EGSnrc simulation when a 6.5
mm air gap layer is placed between the extrinsic build-up and copper plate layers 
in the EPDD model depicted in Fig. 2.4.
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Much larger errors in the dose kernel can be expected from the simplified 

modeling of the backscatter, since it is unclear how well the 2.5 cm thick uniform layer of 

water in the original model approximates the different components made of various 

materials (including metals) that actually comprise the downstream EPID components. 

Thus, our revised approach to modeling the EPID was to attempt to optimize the 

thickness of the water backscatter layer to obtain the best agreement between the EPID 

and diamond profiles. A series of EGSnrc simulations were performed to generate K™,

kernels corresponding to backscatter thicknesses ranging from 0 (no backscatter) to 5.0 

cm, in 0.5 cm increments. As illustrated in Fig 2.7 and expected from the results of von 

Wittenau et al.,18 changing the thickness of backscatter primarily affects the longer-range 

part of the kernel. Unfortunately, none of these kernels (with K ^ _ glarr = 1, i.e. no

empirical kernel) yielded optimal profile agreement for all open fields considered - 2 x 2 ,  

4 x 4 ,  10 x 10, and 20 x 20 cm2. Of the backscatter thicknesses investigated, 1.5 cm and 

2.0 cm gave the best fits on average for this range of field sizes; however, the fits for 

individual field sizes were still less than optimal (see Section 3.B.ii), Large field sizes 

were fit better using larger amounts of backscatter, while the smaller field sizes suggested 

the use of very little or no backscatter.

10
0 cm
1 cm
2 cm 
4 cm10

4 cm10s
as

1
10

0 cm

10
15-15 -10 10

radial distance from beamlet (cm)

Figure 2.7. The change in derived from EGSnrc simulation for
different thicknesses (0, 1, 2, or 4 cm) of the backscatter layer in the EPID 
model (layer 5 in Fig. 2.4).
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The final kernel used for IMRT verifications was generated using the following 

method. First, simulations were performed (3 x 108 histories, 4.7 % statistical uncertainty 

at r -  2 cm) with an EPID model having no backscatter layer, i.e. only layers 1-4 in Fig 

2.4. No backscatter was used to ensure adequate fits for the smallest field sizes. We then 

convolved this kernel with an empirical kernel _g!are having a triple

exponential form,

^tack—glare (r ) = exP<~C\r ) + C 2 exp(-C3r) + C4 exp(-C5r ) , (2.16)

to create an overall kernel K ^ D that also described the blurring in large fields well. The 

fit parameters G> G> G> C4, and G  were extracted by fitting the EPID and diamond 

profiles in the tail regions of the 2 x 2, 4 x 4, 10 x 10, and 20 x 20 cm2 open fields 

simultaneously. There is never perfect agreement between the diamond and EPID 

profiles. For example, the penumbras of the EPID profiles have in general a slightly 

sharper slope because of the slight blurring of the in-air diamond measurements due to 

the brass cap placed over the diamond detector for build-up and to minimize dose from 

contaminant electrons. There is thus some degree of subjectivity in the fitting procedure. 

A “semi-automated” procedure was used: MATLAB computer code was written to help 

steer the fits, with visual evaluation of the fits of the profiles for both the open fields and 

the IMRT segment field used to help determine the final set of parameter values.

The final fit parameters used for K ^ _ glare are G  = 37.1 cm'1, C2  = 1.57 x 10'5, 

G  = 0.405 cm*1, G  = 1.40 x 10"6, and G  = 0.0153 cm'1. The value of G  = 37.1 cm'1 

characterizing the short-range exponential term used here for K ^ _ glare is the same value

of G  used previously for the K ' ^ /_glart kernel. The implicit hypothesis was that the first

exponential terms in Eqs. (2.15) and (2.16) describe the blurring due to optical glare: this 

blurring is expected to have a very short (sub-millimeter) range,18,19 and is not expected 

to be very dependent on the energy of the incident photon beam. However, a more 

explicit modeling of the optical blurring would be required to make this hypothesis more 

than purely speculative.

Without the use of backscatter in our EPID model, it is not surprising that the 

parameters used to characterize K ^ _ glare describe a kernel with a large long-range
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component. It is interesting to note that the “glare” kernel reported by McCurdy et al.4 

also had a relatively broad tail. Since it seems that these authors used a model of the 

EPID that also lacked backscatter, their kernel is likely also compensating primarily for 

deficiencies in the simplified modeling of the EPID, rather than actual optical photon 

processes. For comparison, our K ^ ^ s,arr kernel, derived in conjunction with an EPID 

model with 2.5 cm of water backscatter, has a long-range component that is much smaller 

than either McCurdy et al.’s kernel or our K ^ _ gbm .

An important observation is that the overall kernel could not be modeled 

adequately by simply approximating the “downstream” EPID components with a uniform 

water backscatter. This seems to suggest that if a more rigorous derivation of the kernel 

is desired, one that relies less on empirical corrections, a more thorough modeling of the 

EPID is necessary. Further, it is also noted that the scatter from the downstream 

components is not uniform across the EPID array: a disproportionate amount of scatter 

will reach the top of the array, due to the location of the metal R-arm below the EPID; the 

electronics located on the top and right sides of the EPID array may also contribute 

additional scatter. For example, this is manifest as an asymmetry in an in-plane EPID 

profile of a 20 x 20 cm2 open field (Fig. 2.8). Recently, Ko et al.,20 whose preliminary 

work16 had used the uniform 2.5 cm water backscatter layer for EGSnrc modeling of the 

EPID, investigated the problems associated with these backscatter non-uniformities. 

Their suggested solution requires inserting a lead plate between the glass substrate of the 

photodiode array and the support structures in the EPID when making measurements. 

Since the suggestion postdates the completion of the present work and also involves 

modification of the EPID (which is used clinically), it was not pursued in this study.

The two “kinks” seen at the top of the in-plane profile depicted in Fig. 2.8 are row 

artifacts of this image acquisition mode (IMRT mode, 15 MV/100 MU/min) that occur 

near row 139 and row 278 of the imager. The periodicity of the artifacts suggest that they 

are a consequence of the timing parameters of this mode, and are likely a function of the 

number of imager rows that can be scanned between consecutive PVSync pulses. A 

similar set of artifacts is also evident when using IMRT mode at 6 MV (100 MU/min). 

The 6 MV artifacts are smaller in magnitude, but affect more rows. Attempts were made 

to correct the EPID images for these artifacts by replacing the measured pixel values of
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the affected rows with pixel values interpolated from unaffected nearby rows. The 

proposed correction worked well for open fields. However, for IMRT fields, where there 

are many large gradients, it was difficult to devise an algorithm that reliably corrected for 

the artifact without also smoothing out the gradient regions. Since we considered the 

smoothing of these gradients (and consequent loss of spatial resolution) worse than the 

artifacts themselves, we did not implement any corrections for these artifacts.

1
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Figure 2.8. In-plane 15 MV EPID profile of a 20 x 20 cm2 open field. The dashed line is used 
to highlight the asymmetry between the penumbras on the left and right sides of the field. It is 
believed that the metal R-arm below the EPID contributes additional backscatter to pixels at the 
top of the EPID array (corresponding to the right side of the profile).

v. “New” 15 M V  EPID Kernel used in 3-D Verifications

The EGSnrc kernels for the 3-D verification project were generated using newer 

hardware (dual Intel Xeon 2.0 GHz and P4 2.4 GHz machines) and newer releases of the 

EGSnrc software than was available for the 2-D project (dual P3 0.6 GHz, Linux 

operating system). In addition to the new 6  MV kernels, the 15 MV kernels were also re

generated with the newer software/hardware platforms. Both Linux-based and (later) 

Window-based machines were used, where the latter ran the EGSnrcMP (where “MP” = 

multi-platform) version of the EGSnrc software. The kernels were found to be 

independent of which operating system platform was used, within statistical fluctuations. 

However, the newer 15 MV dose kernels were slightly different than those generated 

originally using the older version of the software, despite the fact that all user-defined 

parameters were the same in both cases. Specifically, using the same 2.5 cm of water
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backscatter in the original 15 MV simulations, the long-range component of the K x™ev 

kernel is slightly larger using the newer version of the EGSnrc software (see Section

3.A). By generating multiple versions of K ^ ev corresponding to different thicknesses of 

backscatter ranging from 0.5 to 4.0 cm in 0.5 cm increments, it was found that the old 

K 1™/ kernel was best approximated with a 1.5 cm thick backscatter layer when using the

newer software. No systematic attempt was made to identify the changes (if any) in the 

fundamental physics modeling in the EGSnrc code that caused this discrepancy.

Despite differing from the original kernel, the overall agreement for all field sizes 

between the EPID and diamond profiles was approximately equivalent using the newer 

K 1™/ (3 x 108 histories, statistical uncertainty of ~ 4.0 % at r  = 2 cm) with 2.5 cm water

backscatter, and the original form for K}j££.glere described above in Section 2.D.iii. 

However, the quality of the fits to the individual field sizes was not identical for the new 

and old K l™ev kernels. Specifically, the larger long-range component of the new kernel 

was better able to fit the larger 2 0  x 2 0  cm2 field than the original kernel, whereas the 

smaller field sizes were fit slightly better with the old kernel. Obviously, this implies that 

there is some uncertainty in the empirical derivation of the “optimal” kernel.

Unless otherwise specified, the results (reported in Chapter 3) for the 2-D 

verifications were all generated using the original, older version o O f ^ f ,  while the 

newer 3-D verifications used the newer version of this kernel, based on the newer 

EGSnrc software, but still with 2.5 cm of backscatter in the EPID model. We also re

analyzed the 2-D verification results for three clinical IMRT treatment plans using the 

newer version K 1̂  (see Chapter 3). Essentially this serves as one test of the sensitivity 

of the 2-D verification procedure to inaccuracies in the empirical determination of the 

kernel. Where distinction is necessary, the original and new 15 MV kernels will be

designated I and respectively.
I old  I new
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E. IMRT Verification using 2-D Beam’s Eye View Dose Distributions
L Overview o f  the Method

A schematic of the 2-D verification technique is illustrated in Fig. 2.9. In the 

treatment planning stage, the TPS is used to generate an inverse-planned IMRT treatment 

based on the patient’s CT anatomy, and specified dose prescription and dose-volume 

constraints. For the first step of the 2-D verification, the TPS-modeled IMRT beams are 

exported from the treatment plan for the patient CT data, and imported into a second 

treatment plan for a simple water phantom measuring 50 x 50 x 25 (depth) cm3, which 

has been modeled in the TPS. The TPS is then used to calculate the 2-D beam’s-eye- 

view (BEV) dose distribution at 10 cm depth for each IMRT field individually. In 

addition to the IMRT field, a 5x5 cm2 open field normally incident on the BEV water 

phantom is also modeled in the TPS in the same dose plan. This 5 x 5  cm2 open field is 

positioned near the comer of the phantom, so that there is minimal scatter contribution to 

the 5 x 5 field from the IMRT field (and vice versa). The 2-D dose values for the IMRT 

field are normalized to the dose at the center of the 5x5 field. Since the dose for a 5 x 5 

cm2 field at 10 cm depth in water is known from commissioning data, the IMRT dose 

distributions can then be converted to absolute doses (in cGy).

For linac delivery of the IMRT fields, the TPS-modeled step-and-shoot segments 

of each IMRT field are translated into instructions that can be read by the MLC 

controller, which are then transferred to the treatment unit’s computer. The second step 

of the verification is the measurement of a 2-D BEV dose distribution for each IMRT 

field delivery, as realized via these MLC controller files. A comparison of the measured 

2-D doses and the analogous doses calculated by the TPS completes the verification.

Previously at our clinic, the BEV doses had been measured using film placed at 

10 cm depth in a phantom consisting of slabs of solid water. The phantom measured 

approximately 25 x 25 x 25 cm3 and the source-to-film distance was 100 cm. The 

limitations of film-based techniques have been outlined in the Introduction (Section 

l.B.iii). For clinical 2-D IMRT verifications, dose measurements are now performed 

with the EPID using the methods described below.

The registration of film, EPID and TPS dose images was required to generate the 

film/EPED, TPS/film, and TPS/EPED dose difference comparisons presented in Sections
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3.E.ii and 3.E.iii. For this purpose, the film and TPS images were first re-sampled to the 

EPID pixel spacing using a MATLAB routine for bilinear inteipolation. A Fourier cross

correlation algorithm21 first implemented for our clinical film-based IMRT verifications 

was then used to perform the main part of the registration. Final small image shift 

adjustments (e.g. one or two pixels) were made, if necessary, based on minimization of 

the standard deviation of each dose difference distribution within a region of interest 

(ROI) in the image defined just outside the field edges. It is noted that this method of 

image registration will remove any systematic shifts between the linac’s dose delivery 

and the TPS coordinate system. However, this is not problematic, since such shifts 

should be detected and corrected during the routine quality assurance and maintenance 

procedures performed on each linac.

All TPS dose calculations discussed in this work (both 2-D and 3-D verifications) 

were performed using a well-known pencil-beam convolution dose algorithm22,23 that is 

employed in the commercial Helax-TMS (Nucletron B.V., Veenendaal, The Netherlands) 

system. This is the algorithm used clinically at our institute for calculation of the dose 

distributions of IMRT treatments.

Transfer beam parameters 
for IMRT fields

Export MLC leaf sequence 
files for the IMRT fields & 

generate corresponding 
MLC controller files

LINAC:
Deliver fields & Measure 
2-D BEV dose at 10 cm in 

water phantom for each field

TPS (BEV phantom):
Calculate 2-D BEV dose at 
10 cm in water phantom for 

each field

TPS (patient CT):
Inverse planning of IMRT treatment using 

patient CT data

2-D Verification:
Compare Measured and Calculated BEV 

doses for each field

Figure 2.9. Flowchart of the 2-D IMRT verification process.
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ii. Calculation of 2-D BEV Doses with the EPID

The process of calculating EPID-based doses (D epjd) is summarized by the

equation,

Depid (x, y ) = (*Pp ( x ,  y )  ® K BEVphantom (x, y )}  kcal , (2.17)

and depicted in Fig. 2.10. The EPID-measured incident fluence profile for each IMRT 

field, 'p (x, y ) , is first calculated using Eq. (2.14). This fluence is then convolved with a

dose-deposition kernel, KBEVphantom > t 0  yield a dose image (in arbitrary dose-pixel units) 

at 10 cm depth in a water phantom, as required for verification. To generate 

KBEVphantom•> EGSnrc was used to simulate and score the dose deposition at 10 cm depth
•5

when a pixel-sized photon pencil beam is normally incident on a 30 x 30 x 25 cm water 

phantom. The energy spectra and EGSnrc parameters for these simulations were the 

same as those previously described for the EPID kernels. The calibration factor, kcai , is 

used to convert the doses in arbitrary dose-pixel units to doses in absolute units of cGy.

To calculate the EPBD-calibration factor, kca[, an additional EPID image of a 

“step-window” calibration field is also acquired during each verification, in addition to 

the images of each of the IMRT fields. The step-window is a twelve-segment step-and- 

shoot field that delivers a 4 x 3 grid of 4 x 4 cm2 square sub-fields, as depicted in Fig. 

2.11. It was initially devised to expedite the generation of an H&D (Hurter and Driffield) 

curve, by providing a well-sampled twelve point calibration curve with the irradiation of 

only a single piece of film. Using a total linac delivery of 240 MUs, the squares 

correspond to irradiations of 10 to 120 MUs in 10 MU increments. The doses for each 

square are not quite linearly spaced because of differing percent contributions from 

scatter and MLC leakage radiation. Using the same procedure as discussed for the IMRT 

fields, the EPID “step-window” image is converted to a dose distribution, in arbitrary 

dose-pixel units, at 10 cm depth in a water phantom. The mean of the dose-pixel values 

in a 15 x 15 pixel (1.2 x 1.2 cm ) region in the centre o f each step-window square, 

DosePixEP/D(i') (where z = 1 to 12), is then calculated. In separate experiments, the 

absolute point dose at the center of each square, Doseion (z) , was also measured using an
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ion chamber placed at 10 cm depth in a water phantom. The dose-calibration factor. kcal, 

is the coefficient providing the best linear fit, Doseion = kcal ■ DosePixEP[D, to the twelve 

(.DosePixEP,n (/). Doselon (/)) points.

(a) Step-Window Calibration Field Image Processing
EPID intake (EPIDcorr) EPID kernel (Kmm) phantom kernel

(K bF\ ’phantom)back-glare kernelTPS flood-fieldraw EPID imase dose kernel

® jlit

Calibration CurveAbsolute Dose IMRT field

O  40
°  30

m coefficient -5£27e-05 cGy/pbm

Corn cted EPID Pixel (x -1e6)

(b) IMRT Field Image Processing

EPID image (EPIDcorr)
TPS flood-field

I/lamt-SM

EPID kernel (Kevin)
f  raw EPID image
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r ~ - \~  ~i

Ion-Chamber Dose 
Measurements
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Figure 2.10. Illustration o f the steps involved in calculating the BEV dose distribution at 10 cm depth in a 
water phantom from an EPID image, (a) The raw EPID image o f the step-window calibration field is 
converted to a dose image in arbitrary dose-pixel units via the shown processing steps (cf. Eqs. (2.6), (2.12), 
(2.14), and (2.17)). This dose image is cross-calibrated with step-window absolute doses measured with an 
ion chamber to generate a calibration curve that yields the linear calibration coefficient, kcai . (b) The same 
image processing steps used in (a) are utilized to convert a raw EPID image o f an IMRT field to a dose image 
in arbitrary dose-pixel units. Using kcai (Eq. (2.17)), this image is then converted to an absolute dose image.

+ Special thanks to my colleague Dr. Stephen Steciw for producing this figure.
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Figure 2.11. E P1D image o f  the step-window calibration field used to 
calculate the dose calibration coefficient kcat. There are twelve 4 x 4  cm' 
sub-fields corresponding to irradiations of 10 MUs (bottom left) to 120 
MUs (top right) in 10 MU increments.

The 15 MV step-window point-doses were first measured in a phantom consisting 

of slabs of solid water, as was done previously at our clinic for the clinical 2-D 

verifications using film. At a later time, we made step-window point-dose measurements 

for both 6  and 15 MV beam energies, using an IC-10 ion chamber (Scanditronix 

Wellhofer North America, Bartlett, TN) in a Wellhofer scanning tank filled with (liquid) 

water. For all such experiments, the absolute doses were calculated in the following 

manner. Ion chamber readings were recorded for each of the twelve step-window 

measurement points, and also for a 10 x 10 cm2 open field (all at 10 cm depth). Using the 

absolute dose for the 10 x 10 cm2 field from TG-5124 calibration results to calculate a 

conversion factor, the ion-chamber readings at the step-window points could be 

converted to absolute dose values. So that kcal could be corrected for day-to-day

fluctuations in the linac output, the relative output of the linac was measured both on the 

day the absolute ion chamber doses were measured and on the day an IMRT verification 

was performed. The linac outputs were measured using a routine QA (quality assurance) 

procedure, where readings taken with a PR-06C (Capintec Inc., Ramsey, NJ) ion chamber
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in a polystyrene cylindrical jig-phantom are cross-calibrated with previous TG-51 

measurements using a “jig-factor”.

F. IMRT Verification using 3-D Dose Distributions in a Patient’s CT 

Anatomy
i. Calculation o f 3-D Doses from EPID Measurements o f Incident Fluence

The 3-D IMRT verification process is illustrated in Fig. 2.12. For each field in 

the IMRT treatment plan, two EPID images ( EPIDcorr) are acquired: an “MLC” image

of the delivered step-and-shoot sequence of the IMRT field, and an image of the 

corresponding “open-field” defined solely by the secondary collimators, with these 

collimators located at the same positions as used for the first image. The 2-D relative 

fluence profile for each of these images is again calculated using Eq. (2.14). The 

measured 2-D fluence modulation, (x , y ) , for each IMRT field is then determined

from the “MLC”-to-“open-field” ratio of the relative incident fluences:

The measured 'Fmod (*, y) from Eq. (2.18) for each field is re-sampled on a larger 0.15 x

interpolation algorithm written in MATLAB. It is then formatted appropriately as a 

“compensator” file that can be read by the TPS. Use of this “virtual” compensator has 

the effect of replacing the modulation modeled by the TPS for the optimized step-and- 

shoot MLC sequence for each field with the modulation measured using the EPID. The

TPS, with the measured vFmod (x, y ) , is then used to re-calculate the cumulative (i.e. all 

beams together) 3-D dose distribution, D ^ j^ , with respect to the patient’s CT 

anatomy. Note that the beam energy, main collimator settings, and relative beam weights 

are all identical to those used to calculate the original planned dose distribution, , 

based on the TPS-optimized fluence modulations. A type of “3-D IMRT verification” is

(2.18)

0.15 cm2 grid (defined at 100 cm from the linac source) using a simple linear
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then furnished by comparing the new, measurement-dependent D g p j^  dose with the 

planned, measurement-independent DTPS.

I. Original TPS 3-D dose plan (patient CT) 
D tps

(TPS-optimized fluence modulation)

Export MLC leaf sequences for IMRT fields & generate 
MLC controller files

LINAC
Deliver and acquire EPID images for:
(1) IMRT(MLC) fields (2) Open fields

Eqs. (2.6), (2.14), & (2.18)

Modulation Matrices

T mod( x ,y )

Import as compensator files

TPS
recalculates 3-D dose distribution

XL EPID-based 3-D dose plan (patient CT)
D E P ID  flu  

(EPID-measured fluence modulation)

N >
3-D Verification: C om pare D t p c  (I) and D v .p m n »  ( I I ) B B 9 9 8 S

Output: D epidjiu - D tps  • 3-D distribution, histograms -

/ \
Figure 2.12. Flowchart of the 3-D verification process.

Registration of thtD EPIDflu and DTPS doses was accomplished with the following

technique. During the EPID measurements, an EPID image of an open 10 x 10 cm2 field 

is also acquired. The center of the radiation field with respect to the pixel coordinates of 

the EPID image is determined from the locations of the four edges of this symmetric,
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square field in the EPID image, as determined by standard edge detection techniques.

This allows the measured 'Fmod (x, y) matrix, and thus the imported compensator file, to

be properly aligned with the TPS coordinate system. This method of registration is 

effective, provided routine quality assurance of the linac ensures that the isocenter 

defined by the lasers used in the set-up of patients for treatment coincides with the center 

of the 1 0  x 1 0  cm2 radiation field.

ii. Normalization o f  Dose Distributions Calculated by the TPS

Our TPS internally calculates a patient dose distribution with respect to a standard 

reference dose, defined as the dose at the depth of maximum dose (</„.c) in a water 

phantom at 100 cm SSD for a 10 x 10 cm2 field. For output, the TPS then converts this 

un-normalized dose distribution, where all doses are relative to the fixed reference dose, 

to a normalized distribution, where all doses are expressed relative to a user-specified 

normalization point or volume in the patient plan, and a corresponding user-specified 

dose level. Consistent with the convention used at our clinic for IMRT plan 

normalization, XhtDEPIDjiu and DTPS doses were normalized such that the median dose

in the planning target volume (PTV)25 matched a specified prescription dose. However, 

use of this normalization forces the normalized median doses to be identical for the 

EPID-based and planned TPS doses: thus, any difference in the un-normalized (i.e. with 

respect to the reference dose) median dose between the two cases due to discrepancies 

between the measured and the TPS-optimized 'Fmod (jc, y) will be lost. To establish a 

common normalization for the two dose distributions and thus restore sensitivity to 

differences in the un-normalized median doses, the DEPIDfiu distribution was multiplied

by a normalization correction factor, Ncorr,

^ E P ID flu  N corr ' & EPIDflu • (2.19)

In theory, Ncorr is the ratio of the un-normalized median dose calculated for the 

uncorrected EPID-based distribution to that of the TPS-based distribution. In practice, 

there is no straightforward way to calculate this ratio, since the TPS can be used to report 

un-normalized doses (with respect to the standard dose) only for points of interest, and 

not for volumes of interest. Thus, to calculate Ncorr the EPID-based and TPS-based dose
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distributions were temporarily normalized to a single normalization point located at 

isocenter. The median normalized PTV doses using this new point normalization were 

then calculated, and are designated DEPIDjiuPV/ and DTPS Frv for the EPID-based and

TPS-based doses, respectively. The un-normalized doses at the normalization point for

the two dose distributions, unnormDEPlDflunonnpt and unnormDTPS normpt, were also

recorded, so that the normalized median doses could be corrected for differences in the 

un-normalized doses at the normalization point. The normalization correction factor, 

Ncorr, was then calculated from the following equation:
rv unnorm a

_ U EPIDflu,PTV ‘ EPIDflu,normpt „  ^
N corr —---------------------------------------------. (Z.ZU)

corr r \ unnorm r,
U TPS,PTV ' u TPS,normpt

iiL TPS Dose Calculations with a “Point- Source” Model

In its dose calculation algorithm, the TPS models beam penumbra by including an 

additional penumbra dose convolution kernel dependent on “beam-size” parameters, 

rather than explicitly modifying the energy fluence itself. However, EPID-measured 2D- 

fluences intrinsically describe the beam penumbra, as supported by the good agreement 

between open field fluence distributions measured with the EPID and those measured 

with a diamond detector (see Chapter 3). Therefore, EPED-derived fluence modulations 

(^mod) imported into the TPS already contain penumbral blurring at the treatment field 

edges. The TPS, however, treats the imported *Fmod as a virtual compensator and thus 

applies the penumbra dose kernel to calculate the EPID-based dose (D ^ } ^ ): this 

introduces an unnecessary additional blurring at the treatment field edges. Since the 

planned 'Pmod does not contain the penumbral blurring, this problem does not exist for 

the Dtps dose. To quantify the significance of this effect, EPID-based dose calculations 

were also performed with the “beam-size” parameters used in the penumbra kernel 

reduced from -0.5 cm to 0.001 cm, to effect a “point-source” that avoids additional 

penumbral blurring. EPID-based doses calculated using this “point-source” TPS model 

are designated as DEPIDflulpnt.
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G. Summary
This chapter provided the background material necessary to understand the 

development of our 2-D and 3-D EPID-based IMRT verification procedures. In the first 

sections of this chapter, relevant properties and image acquisition characteristics of the 

Varian aS500 EPID were described. Specifically, we discussed the recently available 

“IMRT” acquisition mode, which effectively allows the EPED to be used as an integrating 

dosimeter. The accuracy of the IMRT mode for measuring dose distributions from step- 

and-shoot IMRT fields was assessed, and issues of buffer deadtime and ghosting effects 

relevant to use of the IMRT mode were addressed. Also described was a correction we 

devised to account for distortions in the raw EPID image pixel intensity distributions 

caused by the flood-field correction that is automatically applied by the EPID’s Portal 

Vision software.

Our 2-D and 3-D IMRT verification procedures rely on the ability to accurately 

measure fluence distributions with the EPID. For this purpose, we developed a kernel- 

based deconvolution technique that converts the pixel intensity distribution of a raw 

EPID image to a 2-D incident fluence distribution using pencil-beam kernels describing 

image blurring processes in the EPID. The methods used to generate the necessary 

kernels were described in this chapter. These methods include Monte Carlo simulations 

of the dose deposition in the EPID, and empirical fitting techniques to account for both 

optical glare, and any deficiencies in the Monte Carlo-derived dose deposition kernels 

due to the simplified modeling of the EPID structure.

Finally, this chapter provided an overview of the processes of the 2-D and 3-D 

IMRT verification techniques. For the 2-D technique, the EPID-measured fluences are 

convolved with a kernel characterizing dose deposition in a water phantom, and then 

cross-calibrated with ion-chamber absolute dose measurements, to generate an EPID- 

based BEV dose distribution at 10 cm depth in water. The 2-D verification compares this 

EPID-based BEV dose distribution with the analogous distribution calculated by the TPS. 

In the case of the 3-D verification, the fluence modulation distribution of each field of an 

IMRT treatment plan is measured with the EPID. These measured modulations are 

imported back into the TPS, which is then used to re-calculate a cumulative 3-D dose
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distribution in a patient’s CT anatomy. To complete the 3-D verification, the 3-D dose 

distribution based on EPID-measured fluences is compared to the original planned 3-D 

distribution based on TPS-optimized fluences.

In the following chapter, results of 2-D and 3-D IMRT verifications are presented.
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Chapter 3: EPID-based IMRT Verification -  
Results

In this chapter, results for the EPED-based IMRT verification projects are 

presented. The various kernels used to extract fluence profiles from EPID images are 

presented first, followed by comparisons of these EPID-based profiles to analogous 

profiles measured using a diamond detector. In the main part of the chapter, separate 

sections report results from the 2-D and then, the 3-D IMRT verification projects.

A. Pencil Beam Kernels used to Extract Fluence Profiles from EPID 

images
The Monte-Carlo generated dose kernel ( Kdose), the empirically-derived back-

glare kernel (K back_g[are), and the resulting overall EPID kernel

(K rpid = Kdose ® Kback_g!are) used to describe the blurring processes in the EPID are

shown in Figure 3.1. The 3-D verification results were generated with the 6  MV and the 

“new” 15 MV kernels illustrated in Fig. 3.1(a) and (b), while Fig. 3.1(c) depicts the “old” 

15 MV kernels used to produce the 2-D verification results. In this and other figures 

displaying pencil-beam kernels, the kernels are normalized to unity on the pencil beam 

axis. As expected from the discussion in Section 2.D.iv, Fig. 3.1 illustrates that for the 6  

MV case, the empirical Kback_glare has a large long-range tail: at radial distances greater

than ~ 5 cm from the center of the kernel, the dominant contribution to the overall K EPID 

kernel is fromKback_g[are, and not . This relatively large long-range component in 

Ktack-glare compensates for the diminished long-range tails in Kdose due to the lack of

backscatter in the simplified EPID model in the EGSnrc simulations. In contrast, for the 

15 MV case where the EGSnrc model contained 2.5 cm of water backscatter, the 

empirical back-glare kernel mainly broadened the short and medium ranges (r < 2.5 cm) 

of the total EPID kernel. Overall, a much smaller empirical “correction” was necessary 

in the 15 MV case, indicating that the 2.5 cm of backscatter was more representative of
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the actual scattering properties of the EPID in the 15 MV case, than the use of no 

backscatter was in the 6  MV case.
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Figure 3.1. (a) 6 MV, (b) “new” 15 MV, and (c) “old” 15 MV pencil-beam kernels used to 
describe blurring in the EPID: the dose kernel (K̂ ) is generated from Monte-Carlo simulations, 
the back-glare kernel (Kback.glare) is derived empirically, and the total EPID kernel (KEpid) is the 
convolution of the dose and back-glare kernels. A comparison of the three total EPID kernels is 
shown in (d).

A comparison of the 6  MV and 15 MV (“old” and “new”) K EP1D kernels is 

shown in Fig 3.1(d). The 6  MV kernel is significantly narrower for radii below -  2 cm 

from the kernel center, but has an appreciably larger amplitude in the long-range tail (r > 

~ 6  cm). This is consistent with the following explanation. Since the near-range part of 

the kernel results mainly from the transport of electrons released in primary interactions, 

the 15 MV kernel is broader in this region because of the longer range of the higher-
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energy electrons produced from the 15 MV incident beam. However, photon backscatter 

cross-sections are larger for the lower energy 6  MV beam, explaining the larger long- 

range tail for the 6  MV case. The differences between the “new” and “old” 15 MV 

kernels are subtle, with the main difference being the slightly larger amplitude of the 

long-range tail of the “new” kernel.

The 6  and 15 MV Kji00d-phantom kernels needed to generate the simulated flood-

fields Ijiood-sim (Section 2.C.vi), and the KBEVphantom kernels which convert EPID-

derived incident photon fluences to 2-D BEV dose distributions are shown in Fig. 3.2(a) 

and 3.2(b), respectively. Both kernels characterize dose deposition in a uniform water 

phantom: Kflood-phantom at 3  cm depth in a 5.5 cm thick phantom, KBEVphantom at 10 cm

depth in a 25 cm thick phantom. For similar reasons as described above for the EPID 

kernels, the shape of the 6  MV kernels is narrower in the short-range and slightly broader 

in the long-range than the corresponding 15 MV kernels.

.0
10 6MV 

15 MV
6MV 
15 MV

•2
o

6MV-

6MV- 

15 MV-

6MV15 MV
o6MV

©CE .-6
10

15MV15 MV

f i t
-15

10
-10 -5 0 10 15 -15 -105

radial distance from beamlet (cm) radial distance from beamlet (cm)
Figure 3.2. (a) Kjiood.phtmtom kernel used to generate the simulated flood-field and (b)
KBEVphantom kernel used to convert photon fluence to BEV dose for both 6 and 15 MV.

To describe the overall shape of the K EPID, Kdose, Kflood-phantom . and 

KBEVPhantom kernels, each was fit to the following function, which is the sum of four 

exponential terms:

Kj-lt (r) = exp(-aj r) + a2 exp (~a3r) + a4 exp (~a5r) + a6 exp(-a7r ) . (3.1)
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The best-fit parameters (a/ ... ai) for each kernel are given in Table 3.1. To perform the 

fits, we implemented a computerized fitting routine based on a Monte Carlo search 

algorithm1 and minimization of a weighted sum-of-squares difference between the 

logarithm of the fitted and original kernels. As discussed in Section 2.D, the empirical 

kernel, Kbacf._glare, was assumed to be the sum of two (15 MV) or three (6  MV)

exponentials: these parameters are also reproduced in Table 3.1.

Kfll(r) = exp(-a[r) + a2 exp(-a3r) + a4 exp(-a5r) + a6 exp(-a7r)

ai 0-2 Cl3 a4 as a6 a7

Kernel (cm'1) (cm'1) (cm'1) (cm'1)

v M V
k EPID 23.6 3.66 

x 10*3
3.98 2.37 

x 10"4
0.840 1.47 

x 1 0 '5
0.128

W-15A/V
&-EP1D new 19.4 1 .1 2  

x 1 0 '2
3.62 1.19 

x 1 0 '3
1.46 5.12 

x 1 0 '5
0.311

r \5 M V
k EPID old 2 1 .1

1.82 
x 1 0 '2

5.13 2.60 
x 1 0 '3

1.90 4.05 
x 10*5

0.321

MV 
A dose 29.5 1.19 

x 1 0 '2
8.32 8.46 

x 1 0 -4
2 .2 2

5.84 
x 1 0 '5

0.538

k \5MV
dose new 2 2 .6

1.33 
x 1 0 '2

5.25 3.05 
x 10-4

1 .1 2
3.17 

x 1 0 '5
0.306

k \5MV
dose old 25.0 2.07 

x 1 0 '2
6 .2 0

3.72
xlO *4

1.39 2.63 
x 1 0 '5

0.324

w-6WV 
A back- glare 37.1 1.57 

x 1 0 '5
0.405 1.40

x lO ' 6
0.0153 N/A N/A

k \5MV 
"•back-glare 37.1 1.36 

x 1 0 '3
2.46 N/A N/A N/A N/A

MV 
^  flood-■phantom 21.7 6.80 

x 1 0 '2
6 .0 1

5.78 
x lO'4

1.50 3.06 
x 1 0 '5

0.368

y \5MV  
A flood- phantom 17.9 6.18 

x 1 0 '2
4.16 2.30 

x 1 0 '3
1.79 1 .8 8  

x 1 0 '5
0.328

r 6 MV
A BEVphantom 2 0 .1

5.72 
x 1 0 '2

5.27 4.07 
x 1 0 ^ 0.690 3.50 

x 1 0 '5
0.192

pr\5MV 
A BEVphantom 16.6 4.72 

x 1 0 '2
3.39 8.96 

x 1 0 ^ 0.947 3.89 
x 1 0 '5

0.218

Table 3.1. Best-fit parameters for fits of a function that is the sum of four exponentials to the various
kernels used in this work.
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The original, non-parametric forms of the K EPlD, Kdose, K flood_phantom, 

and BEVphantom kernels were used to generate the 2-D and 3-D verification results. The

parametric forms were given in Table 3.1 to supply a convenient mathematical 

description of these kernels that may be useful for other investigators, perhaps to compare 

with kernels they themselves derive. The parametric kernels are also used in the tests 

described in Section 3.B.iv that investigate the sensitivity of the shape of the EPID 

profiles to different parts of the KEPID kernel.

B. Comparisons of EPID-derived Fluence Profiles and Measured 

Diamond Detector Fluences
i. Open fields and IM R T Segments

In Fig. 3.3, a cross-plane profile for a 10 x 10 cm2 6  MV field fluence is shown for 

each of the following: an in-air measurement with a diamond detector, the raw,

uncorrected EPID image ( EPIDPV) of the field: and the EPID-derived relative fluence

that is extracted from this raw EPED image using the kernels characterized above in 

Section 3 A  in conjunction with the deconvolution technique summarized by Eqs. (2.6), 

(2.12), and (2.14) in Chapter 2. In comparison to the in-air diamond measurement, the 

raw EPID profile has a significantly larger amplitude in the tail of the profile, and a 

significant downward rounding towards the field edges in the open part of the field. In 

contrast, after deconvolution, the corrected EPED profile restores the shape of the profile 

in the open part of the field, which is nearly flat with a very slightly homed shape (from 

the flattening filter), and also matches the tail region of the field very well. The corrected 

EPED profile actually reproduces the expected shape of the incident photon fluence in the 

penumbra somewhat better than the diamond profile: the diamond profile has a 

comparatively shallower slope in the penumbra due to the additional blurring caused by 

the build-up cap used for the in-air measurements.
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Figure 3 3 . Comparison of cross-plane profiles through an open 1 0 x 1 0  cm" 6 MV field 
derived from in-air diamond detector measurements, raw EPID images (EPIDPV) before
deconvolution, and EPID images after the deconvolution to extract incident fluence ( ) .

Additional comparisons of diamond and corrected EPED fluence profiles are 

shown for a range of open fields of sizes 2 x 2 ,4  x 4,10 x 10, and 20 x 20 cm2 in Fig. 3.4 

for 6  MV, and in Fig. 3.5 for 15 MV. Each profile has been normalized to its own mean 

value of the central eleven pixels (0.9 cm). As illustrated, the diamond and EPED profiles 

agree very well for all field sizes, indicating that the final versions of the EPED kernels 

are able to describe the blurring properties of the EPID detector adequately for purposes 

of deconvolution. Fig. 3.5 suggests that differences between the EPED profiles using the

old EPID kernel, K 1̂ , and those using the new version, K^pfp , are relatively
old new

insignificant.
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Figure 3.4. Comparison of diamond and EPID-derived fluence profiles for (a) 2 x 2 and 4 x 4  cm2 
and (b) 10 x 10 and 20 x 20 cm2 open 6 MV fields.
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Figure 3.5. Same as Fig. 3.4, except for 15 MV. As illustrated, the differences in the profiles 
between using the “new” or “old” EPID kernels in the deconvolution are negligible.

The EPED and diamond relative fluences are also compared in Fig. 3.7(a) ( 6  MV) 

and 3.7(b) (15 MV) for in-plane profiles taken through the segment of the step-and-shoot 

IMRT field depicted in Fig. 3.6(a). The numbers 1-6 are used to identify different 

regions of this IMRT segment in both the diagram of the segment and in the 

corresponding profiles. The EPED profiles are again in good overall agreement with the 

diamond profiles. However, the EPID profiles again exhibit sharper slopes in the 

penumbral regions, at the edges of the different regions. For example, the troughs 

between regions 2 and 3, and 3 and 4, are not as deep for the diamond profiles; as before, 

this is a consequence of the blurring from the diamond’s build-up cap. Also because of
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this blurring, the diamond fluence amplitude for the narrow region # 1  is significantly less 

than for the other wider regions; in contrast, the EPID-based prediction of the fluence for 

region #1 is nearly the same as for the other regions. In general, the EPID fluence profile 

is slightly more uniform in the open-field sections of the field, particularly for the 15 MV 

case. For these reasons, it is believed that the EPED profiles represent the actual shape of 

the incident fluence slightly better than the diamond profiles for IMRT fields, as was also 

found for the open-fields. An additional comparison of 6  MV diamond and EPID 

profiles, which shows similar results, is depicted in Fig. 3.7(c) for the multi-leaf 

collimated field shown in Fig. 3.6(b).

Figure 3.6. (a) Image of the IMRT segment field corresponding to the profiles shown in Fig. 
3.7(a & b). The profiles are taken along the dashed line, and the numbers identify the regions 
of the segment described in the text and indicated in Fig. 3.7. (b) Image of the multi-leaf 
collimated segment field corresponding to the profile (along the dashed line) in Fig. 3.7 (c).
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fields, (a) 6 MV and (b) 15 MV profiles along the dashed line through field shown in Fig. 
3.6(a). (c) 6 MV profiles along the dashed line through field shown in Fig. 3.6(b).
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ii. Sensitivity o f  EPID profiles to the amount o f  backscatter used in the EPID model

For the 6  MV case, the sensitivity of the EPID-derived fluences to the amount of 

backscatter used in the EGSnrc EPED model was investigated. For this purpose, different 

dose-deposition kernels ( Kdose) corresponding to different thicknesses of uniform water 

backscatter were generated; the different “backscatter” EPED kernels were created 

without implementing any empirical kernel correction, i.e. K b a c k -g ia r e ~  ar*d thus

KEPID = Kdose. EPID fluences were then extracted using each of these “backscatter”

kernels for both a small 4 x 4  cm2 and a large 2 0  x 2 0  cm2 field, and compared to the 

corresponding diamond profiles. The diamond profiles were re-sampled at the points of 

the EPID pixels using a MATLAB cubic spline interpolation routine. For each 

"backscatter" kernel and field size, two figures of merit (FOM) were calculated to 

characterize the degree of agreement between the EPID and diamond profiles. The first 

FOM is the sum of the squared difference between the EPID and diamond profiles for all 

pixels within a region of interest (ROI):

SSR 0I= £  (EPID(i) -  diamond {i))2 . (3.2)
i'e ROI

The ROI, shown in Fig. 3.8(a), included the tail region and a portion of the open-field 

nearest the field edges. However, this ROI excluded the high-gradient penumbra part of 

the profiles, since disagreement between the diamond and EPID profiles is expected (and 

to some extent desired) here because of the build-up cap blurring evident in the diamond 

profiles. In general, SSroj provides a good indication of the quality of the EPID-to- 

diamond fit. However, it is not always sensitive to a short-range “over-deconvolution” of 

a profile, which manifests as a spurious under-prediction of the fluence at the base, and 

an over-prediction at the top of a sharp edge. Thus, a second “transient-detecting” FOM, 

A,ranj > was calculated that is the mean of the absolute differences of the amplitude of the 

diamond and EPID profiles calculated at the base and peak of the profiles at both field 

edges (Fig. 3.8(b)). As a baseline, the two FOMs SSroi and Alram were also calculated 

for the comparison between the diamond profiles and the EPID fluences derived with the 

“best” final version of theKEPID kernel (no backscatter, but using K b a c k -g la r e d  die 

version actually utilized for our IMRT verifications. Table 3.2 reports the ratios of the
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values of SSroi and A,rum for the “backscatter” kernels to the corresponding values 

calculated using the “best” kernel. These ratios are designated SSROl f “c* and Arra(IJ|^ * .

Values of these ratios much greater than 1 suggest a significantly worse EPID-to- 

diamond fit using the given “backscatter” kernel, while values near one indicate that the 

“backscatter” and “best” kernels yield a similar fit for that particular field size. Note that 

since the tail region has a larger amplitude for larger field sizes, and thus discrepancies 

between the diamond and EPID profiles in the tail region are potentially greater,

SSroi ratios will generally be more sensitive to poor fits of the “backscatter”

kernels for larger field sizes. Some measure of the breadth of each kernel was quantified

by calculating Kemsum = K (i,j) , the sum of the values of all 383 x 383 pixels
‘J

(spanning 30 x 30 cm2) for each kernel (K(i,j), where i,j = 1,2, ..., 383). Before 

calculating Kemsum, the kernels were first normalized so that the central pixel of the 

kernel has a value of one (i.e. K( 192,192)=1). The ratio of this sum for the “backscatter”

and “best” kernels, Kemsum\b,ack, is also given in Table 3.2.I best °

0.8

=  0.6 
LL.

0.2
diamond
EPID

10 15-15 -10 ■5 0 5

0.8

SS 0.4

0 2
diamond
EPID

-15 -10 -5 0 10 155
cross-plane coordinate (cm) cross-plane coordinate (cm)

Figure 3.8. Diamond and EPID (non-optimal) profiles through a 20 x 20 cm2 field, (a) The ROI 
(region of interest) used to calculate SSROt (Eq. (3.2)) includes the four regions demarcated by the 
four pairs of vertical lines, (b) A,rans is the mean value o f the differences between each of the four 
sets of horizontal lines, which are located at the tops and bases of the field edges.
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backscatter
thickness

(cm)

r,  | back Kernsurm,1 best

S S r o i
back
best ^ Irani

back
best

4 x 4
cm2

2 0 x 2 0

cm2

4 x 4
cm2

2 0 x 2 0

cm2

0 0.67 2 .0 37.9 1.4 6.5
0.5 0.71 1.3 28.5 0.7 5.0
1 .0 0.74 1.5 18.8 2 .1 3.5
1.5 0.77 2.4 1 0 .8 3.1 1.9
2 .0 0.80 3.6 5.4 3.9 0.9
2.5 0.83 5.1 2.4 4.5 0.9
3.0 0.85 6 .6 2 .0 5.0 2 .2

3.5 0 .8 8 8 .1 3.9 5.4 3.5
4.0 0.90 9.5 8 .0 5.7 4.7
5.0 0.94 1 2 .1 21.4 6 .2 6 .8

Table 3.2. Dependence of the fits of EPID fluence profiles to diamond profiles for 4 x 4 and 20 
x 20 cm2 6 MV open fields on the thickness of water backscatter material used in the EPID 
model (for EGSnrc simulations). The quality of the fits is characterized by the ratio of the SSroi 
and A,rtms values (described in the text) calculated for each “backscatter” kernel (without 

Kb a c k - g l a r e d to ana'°Sous values obtained using the “best” KEPID kernel (no backscatter, 
with Kback_siare). Ratio values less than one indicate a relatively better fit.

The results in Table 3.2 demonstrate the necessity of the empirical Kback_glare

kernel to adequately describe blurring in the EPID for the 6  MV case. None of the 

“backscatter” kernels, irrespective of how much backscatter was used in the EPID model, 

could alone {i.e. without use of a Kback_glare kernel) describe sufficiently both the 4 x 4

and 20 x 20 cm2 fields. The “backscatter” kernel that fit the smaller 4 x 4  field best was 

the one corresponding to 0.5 cm of backscatter. Use of this kernel resulted in values for

SSR0,\bbaeCS' and A,ranj| ^  of 1.3 and 0.7, respectively, for this field; on the other hand,

this kernel fit the 20 x 20 field very poorly (SSR0{ and A,roni| ^  = 28.5 and 5.0, 

respectively). The 2.5 cm backscatter kernel produced a reasonable, though not optimal, 

fit to the 20 x 20 field, yielding values of 2.4 and 0.9 for SSR0I^ ° ^  ^  A,ranj| ^ . The

fit to the 4 x 4 field using this kernel was, however, now unacceptable ( SSRqj \b£ c* and

&tram ^  =5.1 and 4.5, both »  1). Intermediate values of backscatter thickness gave

relatively poor fits for both the 4 x 4 and 20 x 20 field sizes. In Fig. 3.9, diamond 

detector profiles for both field sizes are compared to EPID-based profiles for the 0.5, 1.5
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and 2.5 cm “backscatter” kernels. It is noted that Siebers et a ir  found that 1.0 cm of 

uniform backscatter provided good agreement between simulated EPID images and 

measured portal images for a range of field sizes. However, they also used a much more 

complete model of the EPID detector than the simplified one used for our simulations 

(Fig. 2.4), which likely explains why they did not require explicit use of an optical glare 

kernel or an empirical kernel correction (e.g. Kback_glare).

I F I l'"'~ -■■■— —' - ' ' ■— ■

-\ ^naiii" ' **'' 1 ■
+ "" 11 4

4

0.8  - 1
ooc<D
J  0 .6  - 1 -
u_

.1
*  0 .4 1-
® -----------  EPID: 0.5 cm

h EPID: 1.5 cm
0.2 -----------  EPID: 2.5 cm

+ + diamond

0 - mi .........
1 , 1 ______ I______ I______ 1 ■ - »___
0 2 4 6 8 10 12

cross-plane coordinate (cm)

Figure 3.9. The effect of the amount of backscatter used in the EGSnrc model of the 
EPID on EPID 6 MV fluence profiles for 4 x 4 and 20 x 20 cm2 fields. The three
EPID profiles were generated with three different deconvolution kernels ( Kdose)
corresponding to 0.5, 13, and 2.5 cm of water backscatter.

Hi. Effect on EPID profiles o f  the short-range exponential term in Kback_g[are

We had hypothesized that the first exponential term in both the 6  and 15 MV 

Kback-glare empirical kernels may describe short-range optical blurring. For both

incident photon energies, the length parameter characterizing this short-range exponential 

was C; = 37.1 cm' 1 in Eq. (2.16). To investigate the sensitivity of the EPED profiles to 

this particular exponential term, we generated a second set of Kback_g[are kernels with Cy

= 1037.1 cm ' 1 and the other parameters unchanged. Use of this large value of Cy 

effectively makes the short-range part of the kernel a delta function, which would imply 

that there is no short-range blurring. The ratios of the SSroi and Afranj values calculated
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for the kernel (for each energy) with Cy = 1037.1 cm' 1 to the values using Cy = 37.1 cm'1, 

S S ^ f ™  and Alrunsl^37, are reported in Table 3.3. As indicated by these values and

displayed in Fig. 3.10, the dependence of the EPID profiles on Cy for the two photon 

energies is different. In the 15 MV case, changing the short-range parameter (i.e. Cy = 

1037.1 cm'1) in Kback_glare produces an over-deconvolution in the short-range of the 

fields. This is suggested visually in Fig. 3.10 and numerically by the values of 2.0 (4 x 

4) and 1.4 (20 x 20) for A ,^ ]^ 37. However, in the 6  MV case, increasing Cy to 1037.1 

cm' 1 has less effect on the short-range part of the fields; rather it has the greatest impact 

on the height of the tail for the 20 x 20 field ( S S ^ j f ^ 1 = 1.9), which implies a long-

range effect. Thus, short-range effects, such as optical glare, can be described by the Cy 

parameter alone only for the 15 MV empirical kernel, and not for our implementation of 

the 6  MV kernel. In retrospect, this is not surprising. There were no long-range 

components in , with the span of this kernel being restricted to radii less than

2.5 cm. In contrast, however, K ^ _ glare is dominated by long-range exponentials used to 

approximate the missing backscatter in the EPID model. As a result, the overall impact 

on K%£k_glaK of changing solely the Cy parameter is more complicated and more difficult

to predict, since K ^ _ slare is convolved with to get the overall Kgpjb kernel.

Photon
Energy
(MV)

Kemsum^j
SSroi

1037
37 ^  irons

1037

137

4 x 4
cm2

2 0 x 2 0

cm2

4 x 4
cm2

2 0 x 2 0

cm2

6 0.83 1.3 1.9 1.4 1 .0

15 0.84 1 .1 1 .1 2 .0 1.4
Table 33. Dependence of the fits of EPID fluence profiles to diamond profiles on the first 
exponential term in Kback-gtare - The quality of the fits is characterized by the ratio of the 
SSroi and Alrans values for a Kback-gtare kernel using Cy = 1037.1 cm'1 (i.e. short-range delta 
function) to those values with a kernel with Cy = 37.1 cm'1.
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Figure 3.10. Dependence of 4 x 4 and 20 x 20 cm2 EPID profiles on the first exponential term (Cy) 
in Khack-riarf ■ (a) 6 MV: use of Cy = 1037.1 cm'1 (Le. short-range delta function) instead of Cy = 
37.1 cm' primarily affects the height of the long-range tail for the 20 x 20 field, (b) 15 MV: use of 
Cy = 1037.1 cm'1 results in a short-range over-deconvolution for both the 4 x 4 and 20 x 20 fields.

iv. Sensitivity o f  the EPID profiles to different regions o f the EPID kernel

The sensitivity of the 6  MV EPID profiles to the different regions of the EPID 

kernel was studied by varying, one at a time, the best-fit parameters (a j... a7 in Table 3.1) 

of the quadruple exponential function (Eq. (3.1)) used to characterize the shape of 

K EPID. For example, assuming the original best-fit parameter values (parO) are (a10, a2o,

0 3 0 , ..., <370), one new kernel was generated using the parameters, par = (a]f a2o, a.3 0 , ..., 

a70), where a, =a10 ■Const. For each such kernel, Const is selected so that the Kemsum is 

approximately 10%  larger or smaller than the Kemsum calculated for the kernel based on 

the original parO parameters. The ratios of the SSroi and tsgrad values calculated for each 

kernel using a modified set of parameters (par) to those values for the original (parO) 

kernel are designated SSROj\ p̂ rQ and A,fanj| ^ 0. These ratios are given in Table 3.4. 

Also reported are the value of Const for each kernel, the corresponding Kemsum ratios, 

Kemsum\p̂ rr0, and whether the modified kernel resulted in more or less deconvolution 

than the unmodified kernel.
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Modified
Param.

deconv:
more/less Const Kemsum | ^ Q

s s roi
1 par 
\ parO ^ traits

par  

\ parO

4 x 4
cm2

20x20
cm2

4 x 4
cm2

20x20
cm2

a , less 0.91 1.10 0.8 2.8 0.5 3.4
a t more 1.12 0.90 1.9 1.9 1.9 1.8
a s less 0.001 0.93 0.8 1.1 0.9 1.4
a s more 2.50 1.10 1.3 2.4 4.7 1.5
a s more 0.64 1.11 6.5 1.8 7.3 3.6
a3 less 10.0 0.93 0.8 1.1 0.9 1.4
a4 less 0.01 0.90 4.0 7.2 3.3 7.2
0 4 more 2.00 1.10 8.3 3.3 5.1 5.3
as more 0.71 1.10 6.2 11.3 2.8 6.3
as less 6.00 0.90 4.0 7.4 3.3 7.2
as less 0.41 0.90 1.0 19.3 0.5 6.6
a6 more 1.58 1.10 1.8 14.9 1.4 4.6
a7 more 0.62 1.10 1.1 13.4 1.1 3.0
a7 less 1.85 0.90 0.9 18.4 0.8 5.9

Table 3.4. Sensitivity of the fits of 6 MV EPID fluence profiles to diamond profiles on the different 
parameters ( a / ... ai) in the quadruple-exponential function (Eq. (3.1)) used to describe the shape of
Kepid- The quality of the fits is characterized by the ratio of the SSroi and values for a kernel
with one of the parameters modified, to the values obtained with the original (parO) best-fit parameters: 
(23.6 cm'1, 3.66 x 10'3. 3.98 cm'1, 2.37 x 10"*, 0.840 cm'1, 1.47 x 10'5, 0.128 cm'1).

Fig. 3.11 shows the effect on the kernel shape of changing the a;, as, as, or <27 

parameters by the amounts tabulated in Table 3.4; the corresponding impact on the EPED 

profiles are illustrated in Fig. 3.12. Note that these four parameters characterize four 

length scales in the kernel. The original best-fit values of 23.6, 3.98, 0.840, and 0.128 

cm'1 represent nominal length scales of 0.0424 (“short” range), 0.251 (“short-mid”), 1.19 

(“mid”), and 7.81 cm (“long”). The amplitudes of the latter three length scales are 

characterized by the parameters <2 ?, 0 .4 , and as, respectively. As expected, there is a 

significant correlation between the amplitude and length parameter of each exponential 

term: for example, increasing the amplitude a? has a similar (though not identical) effect 

on the EPED profiles as decreasing the value of as (i.e. increasing the range of this term). 

For this reason, the as, a4 , and as parameters are not explicitly discussed below.
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Figure 3.11. Effect on the shape of the EPID kernel described by the quadruple-exponential fit 
function {Kfi, in Eq. (3.1)) when one of the parameters (a,, a3, as, or a7) is (a) decreased or (b) 
increased from its optimal fit value {a1(h a30> aso* or a70).
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Figure 3.12. Effect on the 4 x 4 and 20 x 20 6 MV EPID profiles when altering the shape of the 
EPID kernel by changing one of the parameters (a;, a3, a5, or a7) in Kf„ from its optimal value (see 
Fig. 3.11 above).
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Decreasing a3 results in a significant short-range over-deconvolution. This is 

evident in the dip at the base and spike at the top of the field edge in the profiles in Fig.

3.12(b), and also in the A(ra/U| ^ 0 values of 7.3 and 3.6 for the 4 x 4  and 20 x 20 field,

respectively. The shape of the EPID profiles is much more stable, however, with respect 

to an increase in a3. Increasing the best-fit as value, aso, by a factor of ten makes the 

kernel much narrower for radii between ~ 0.5 and 1.5 cm (Fig. 3.11(b)), but decreases the 

quality of the fit of the EPID profiles to the diamond profiles by only a small amount

{e.g. SSKOl\ ^ 0 and Afranj| ^ 0 values near one). It was also found that this kernel (with a3

= 10aso) can be fit well with a function that is the sum of three exponentials. This 

suggests that a triple-exponential function may sufficiently describe the blurring in the 

EPID practically, i.e. for the purposes of deconvolution to relative fluence.

Since the as parameter value characterizes the “mid” range of the kernel, 

changing its value does not produce as severe an over- or under-deconvolution near the 

base or top of the profile as does changing the a3 parameter. Instead, the as parameter 

most obviously affects the slope of the top and tail of the profile. The effects of changing 

as are manifest for both the 4 x 4 and 20 x 20 fields. In contrast, but as expected, 

modifying the “long” range <27 parameter affects primarily the larger 2 0  x 2 0  field, and 

tends to change the height of the tail of the profile. As observed for the short-range

exponential in K^ack-giore (Sect. 3.B.iii), the shortest range aj  parameter in the fit to the 

Krpid kernel does not display a clearly short-range behavior. Rather, its effect is 

probably closest to that of the long-range <27 parameter.

C. EPID phantom scatter factors: measured vs. kernel-based 

predictions
To verify the ability of the derived EPID kernels to describe scattering in the 

EPID, we compared measured EPID-phantom scatter factors (Sp£) to values predicted 

using our K EPID kernel, for the 15 MV case. The concept of field-size dependent Spe 

factors was introduced by Chang et al? to facilitate EPID calibration. The factors are 

used to relate EPED pixel values to doses measured with an ion chamber in a phantom on
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the central axis of an open beam. To measure S p e , EPID images were acquired for 

several square field sizes. The value of Spe for a field size/s, defined at 100 cm from the 

source (isocenter), was calculated as follows,3

MREP(feref) /S c(fsrtf)

In Eq. (3.3), MREP is the mean of the raw EPID pixel values in a small central region (11
0 ■> 

x 11 pixels, or 0.9 x 0.9 cm') of the field, fs ref  is 10x10 cm" at isocenter, and Sc is the

collimator scatter factor.4 The values of Sc were measured using an IC-10 ion chamber

with a 1.6 cm diameter brass build-up cap, and were the average of measurements made

on two separate occasions. To generate the predicted EPID phantom scatter values, a

simulated EPID image for each field size was produced by convolving an input fluence

image with KEPID. For comparison, simulated EPID images were created employing

both the “new” and the old versions of the 15 MV kernel (K ^pid and Kep}q-15 M V

new
).

old

The fluence map for each field size was obtained from the flood-field fluence distribution 

by truncating it to the field dimensions. Predicted Spe factors were calculated as the ratio 

of mean pixel values in the small central region of the simulated EPED images for each 

field size and the 10x10 cm2 field. A comparison of measured and predicted EPED- 

phantom scatter factors is summarized for several field sizes in Table 3.5. As indicated, 

there is reasonable agreement between measured and predicted values: the values agree 

within -  1 % for fields up to 16 x 16 cm2 in size for the “old”, and up to 20 x 20 cm2 for 

the “new” 15 MV kernel. Generally, the agreement for the “old” kernel is slightly better 

for the smaller field sizes (< 10 x 10), while the “new” kernel better predicts the Spe for 

the larger field sizes (> 10 x 10). This is a consequence of the slightly higher amplitude 

of the long-range tail component of the “new” kernel (see Section 2.D.v). The 

approximate 1 % discrepancy between measured and simulated values of S p e  is perhaps 

not insignificant given that the S p e  values deviate from one by only ± 5% for field sizes 

from 4 x 4  cm2 to 20 x 20 cm2; nevertheless, this level of consistency suggests that the 

ability of the convolution kernels to describe the scattering properties of the aS500 EPED 

is adequate for our dosimetric applications.
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Field Measured Simulated Field Measured Simulated
Size S p e S pe Size S p e S p e

(cm2) (±0.010) Kep,d l
l.15A/v|
t-EPlD Inew (cm2) (±0.010) y\5MV\ iMSMVl 

A-EP1D ,, A EPID1 old l«ew
3 x 3 0.920 0.927 0.911 12 x 12 1.013 1.009 1.011
4 x 4 0.947 0.950 0.937 14 x 14 1.023 1.013 1.016
5 x 5 0.963 0.964 0.954 16 x 16 1.032 1.022 1.028
6 x 6 0.974 0.974 0.966 18 x 18 1.041 1.027 1.034
8 x 8 0.991 0.988 0.985 20x20 1.049 1.030 1.039

10 x 10 1.000 1.000 1.000
Table 3.5: Comparison between measured and simulated values for the 15 MV EPID-phantom 
scatter factors for a range of square field sizes. Simulated values are calculated by convolution of 
an open beam primary fluence with the KppjQ kernel.

D. Dose calibration: step-window doses
The absolute doses measured with an ion chamber at 10 cm depth in a water 

phantom at the center of each of the twelve 4 x 4  “step-window” sub-fields (see Section 

2.E.ii) are provided in Table 3.6. These doses are used to calculate kca[, which converts 

arbitrary EPED dose pixel units to cGy, facilitating calculation of 2-D BEV dose 

distributions. kcai is the slope of the linear regression between ion chamber doses and the

doses predicted by the EPID at 10 cm depth in a water phantom using the EPID’s 

deconvolved fluence and a water dose deposition kernel (see Fig 2.11 in Chapter 2). 

Table 3.6 reports two sets of 15 MV and one set of 6 MV measurements. The first set of 

15 MV doses, measured in a solid water phantom, was used to generate the 2-D 

verification results. The second 15 MV and the sole 6 MV sets of doses were measured 

in a water tank and used for tests verifying the 3-D technique (see Section 3.F.i below). 

The “water-tank” doses are average values for two sets of experiments performed on 

different days.

There is good agreement between the “solid water” and the “water tank” 15 MV 

doses. The individual doses differ by at most 1.0 cGy, and the mean of the absolute 

deviation for the twelve doses is 0.5 cGy. The values of kca[ obtained with the “water

tank” and “solid water” doses differ by a negligible 0.1 %. The errors given for the 

“water tank” are the deviations in the means for the values measured on the two different 

days. The maximum and mean absolute differences between the two measurements are 

0.9 and 0.5 cGy for the 6 MV case, and 2.8 and 0.7 cGy for 15 MV. The uncertainties in
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the value of kcal arising from the deviations in the two sets of measurements are ± 0.2 % 

(6 MV) and ± 0.5 % (15 MV).

Step-
window
sub-field
(MUs)

solid water 
phantom doses 

(cGy)
15 MV

water tank 
doses 
(cGy)

15 MV 6M V
10 14.2 13.2 ±0.1 11.3 ±0.2
20 23.0 22.1 ±0.2 19.1 ±0.3
30 31.1 30.5 ±0.1 26.2 ±0.2
40 38.7 38.3 ± 0.0 32.4 ±0.3
50 46.9 46.3 ±0.6 39.8 ±0.1
60 55.5 55.8 ±0.0 47.8 ±0.2
70 64.7 64.7 ±0.2 54.7 ±0.0
80 71.8 72.3 ±0.1 61.3 ±0.1
90 79.7 78.8 ± 1.4 67.3 ±0.5
100 88.6 88.8 ± 0.5 75.9 ±0.4
110 97.3 97.5 ±0.3 83.0 ±0.3
120 104.0 104.5 ±0.6 88.2 ±0.4

Table 3.6. Absolute doses measured with an ion chamber at 10 cm depth in water for 
each of the 4 x 4 cm" sub-fields comprising the “step-window” field (240 MUs total).
The errors for the “water tank” doses are the deviations in the mean of two sets of 
measurements taken on different days.

Changes in the dose sensitivity of the EPID, during the course of an IMRT 

verification, may introduce uncertainties in the dose calibration factor, kca[. In our 

IMRT verification procedure, one step-window calibration image is acquired for every 

set of patient IMRT fields (typically eight fields). However, to quantify the uncertainty 

in kcal arising from changes in the EPID’s sensitivity, we performed “test” verifications 

where three step-window calibration images were acquired -  one before, one mid-way, 

and one after the irradiation of the patient IMRT fields. This experiment was performed 

on two different occasions. Averaging over these two occasions, the value of kcai before 

the patient fields was 1.5 % lower, and the value after the patient fields was 0.4 % higher, 

than the mid-way value. A reasonable estimate of this uncertainty in the dose calibration 

was thus considered to be 1.5 %. Ghosting effects are the probable cause of this change in 

dose sensitivity.5 The dose sensitivity does appear to stabilize somewhat eventually, as
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the last value of kca/ is much closer to the mid-way value than the first value. It is thus 

likely that the magnitude of this error could be reduced by pre-irradiating the EPID 

before acquiring the verification images.

Factors such as field size and MLC leakage are also potentially important in the 

calibration of the aS500 EPID because of the expected energy-dependence of the pixel 

response that may result from the high atomic numbers of the copper plate and 

gadolinium screen. The step-window is more representative of the actual IMRT fields 

being verified than simple open fields. Like IMRT fields, the step-window field is a 

multi-segment, MLC field. Also, the 4x4 cm' sub-fields that comprise the step-window 

are more similar in size to the sub-fields of an IMRT field than, for example, the 10x10 

cm2 field that is commonly used for calibration.

To investigate any possible errors in the “step-window” calibration, a second 

calibration curve was generated using a series of EPID images of a MLC-collimated 4x4 

cm2 beam centered on the central axis. For this field, the main collimator jaws were set 

considerably outside the MLC collimators (20.4 x 10.2 cm2) to mimic a typical sub-field 

in a step-and-shoot IMRT field. Each EPID image was obtained with a different dose 

ranging from 20 -  200 MUs. As illustrated in Fig. 3.13, the kcai obtained from a linear

fit to the individual 4 x 4  cm2 corrected-EPID images is nearly identical (within 0.5 %) to 

that obtained using the step-window technique. This provides confidence in the 

reliability of the step-window calibration. Fig. 3.13 also shows an additional data point 

corresponding to an open 10 x 10 cm“ field defined only by the secondary jaws. This 

point agrees within -1% with the straight-line fits of the step-window and “individual 

4x4” calibration measurements. This result tends to suggest that the calibration is not 

particularly sensitive to the type of field used to calibrate the detector response, and that 

any spectral differences between 10 x 10 cm2 and 4 x 4  cm2 fields do not lead to large 

uncertainties in the dose calibration.
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Figure 3.13: A comparison of the EPID dose-pixel value relationship when measured 
using a single irradiation of the multi-segmented “step-window” pattern, individual 
irradiations of an MLC-coliimated 4 x 4  cm2 field corresponding to different MUs, and a 
single 100 MU irradiation of a 10 x 10 cm2 field (without MLC). The linear fits to the 
“step-window” (solid line) and “individual 4x4” data (dashed line) are virtually
indistinguishable; the linear calibration coefficients ( kca[ ) are as shown.

To summarize, uncertainty in kcaS results from the uncertainties of approximately

0.5 %, 1.5 %, and 1.0 % in the ion-chamber absolute doses, the changes in the EPED’s 

dose sensitivity during IMRT verification, and in potential field-size and beam energy 

dependencies of the dose response, respectively

E. 2-D Verification Results
L Comparison between ion chamber and EPID relative dose profiles

Relative 15 MV profiles of the BEV dose at 10 cm depth in a water phantom were 

calculated for our EPED-based technique and compared to doses measured with an IC-10 

ion chamber in a scanning water tank. This serves as a check of the accuracy of the 

deconvolution/convolution processes that form the basis of the EPED-based dose 

calculation. The use of a convolution method rather than a superposition technique (c.f 

Eqs. (2.9) and (2.10)) assumes that the kernels describing blurring in the EPID and dose- 

deposition in the BEV phantom are spatially invariant. As discussed by Sharpe and 

Battista,6 the difference between superposition, which accounts for kernel tilting, and
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convolution, which does not, is generally small for smaller field sizes and larger SSDs 

(e.g. > 100 cm). However, for large field sizes there may be appreciable discrepancies 

between the two methods, particularly in the shape of the penumbral regions (e.g. 10 % 

near the beam edge of a 6 MeV 30 x 30 cm2 photon field with a 100 cm SSD6).

The EPID-to-ion chamber comparison for a small 2 x 2  cm ' open field is shown 

in Fig. 3.14(a). For this and the other open field comparisons, the profiles were 

normalized to the mean value of a small central part of each profile. As illustrated, there 

is good agreement between the EPID and ion-chamber profiles. The IC-10 profile is, 

however, slightly more rounded, because of the blurring caused by the finite dimensions 

of the IC-10 chamber (~ 3 mm radius, 6.3 mm length). Thus, to facilitate a more 

meaningful comparison, in addition to the ion-chamber and EPED profiles (Proftao(x) 

and ProfEPjo(x), respectively), we generated a third profile that is the 1-D convolution of 

the EPID profile with an IC-10 “blurring” kernel, K /cw (x ):

P rof  EPIDblur ( * )  =  P rof  EPID W  ®  % IC10 W  • (3 -4 )

For a small 2 x 2  cm2 field size it can reasonably be assumed that the difference between 

convolution and superposition is negligible. Hence, we attempted to find a K ,ci0(x) that 

produced an excellent match in the shapes of the Proficio(x) and ProfEPiDbiuAx) profiles 

for the 2 x 2 field; we then used the same K ici0(x) for other, larger field sizes. An

appropriate form for K ICW (x) was found to be,

K lcw (x) = exp(-x2 /  lite r  ), (3.5)

a Gaussian with 2na2= 3.32 mm2. The shape of this K fCl0(x) is compared to the shape

of the IC-10 blurring kernel that would be predicted from the nominal geometric 

dimensions of the detector (i.e. a circular cylinder with radius of 3 mm) in Fig. 3.14(b). 

In comparison to the “geometric” kernel, the tail of the -KT/cioM based on Eq. (3.5) is 

longer, but its width is otherwise very comparable.
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Figure 3.14. (a) Comparison of ion chamber (IC-10) and EPID-based (after deconvolution / 
convolution) profiles through a 2 x 2 cm" open field at 10 cm depth in water. After blurring the 
EPID profile by Kiao (Eq. 3.5) to compensate for the geometric blurring inherent in the IC-10 
profile, there is very good agreement between the IC-10 and EPID profiles, (b) Comparison of 
the Kjcio from Eq. 3.5 to the kernel shape predicted from simple geometric considerations.

Fig. 3.15(a) shows profile comparisons for a large 20 x 20 cm2 open field. As 

depicted, there is exceptionally good agreement between the EPID and the ion-chamber 

profiles, even for large fields. This suggests that potential errors introduced via our use 

of simpler convolution techniques, rather than more complicated superposition ones, are 

small and should have a negligible impact on our 2-D verifications results. One probable 

explanation for this is that any errors occurring in the deconvolution stage (EPID image 

—*• EPID fluence) may be largely offset by similar errors, but in the opposite direction, in 

the second convolution step (fluence —*■ dose) of the calculation.

The accuracy of the EPID-based dose calculation is further confirmed in Fig. 

3.15(b), which compares profiles through the IMRT segment field previously depicted in 

Fig. 3.6(b). Again Proficioix) and ProfEpmiuiix) agree very well. It is interesting to note 

that the original, un-blurred EPID profile, ProfEP!D(x), has slightly deeper troughs 

between the sub-fields in this field, and a significantly larger amplitude for the narrow 

sub-fields (the third and fourth peaks from the left in Fig. 3.15(b)). This suggests again 

that, as a result of the superior spatial resolution of the EPID detector, the EPID profiles 

are more representative of the delivered dose profile than the profiles measured with an 

ion chamber.

99

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



IC-10
-  EPID
- EPID (w/K,c10]

5 0.8

< 0.6

0.2

10 15-10 -5 0 5
in-plane coordinate (cm)

-15

0.8

0.6

0.2

-10 -5 0 .
cross-plane coordinate (cm)

105
■plane coordinate (cm)

Figure 3.15. Comparison of ion chamber and EPID-based (both with and without the additional 
blurring of Kiao) profiles at 10 cm depth in water, (a) 20 x 20 cm* open field profiles, (b) profile 
through the multi-leaf collimated segment field depicted in Fig. 3.6(b).

i t  Comparisons between TPS, film , and EPID doses fo r  open-fields

To demonstrate the feasibility of our EPID-based IMRT verification method, 2-D 

dose distributions measured with the EPID are also compared with analogous 

distributions from film (Kodak XV) measurements and TPS calculations. H&D curves 

for film calibration were generated using the step-window technique described earlier. 

Absolute dose distributions for each method of determining dose (TPS, film, or EPID) 

were first measured/calculated independently, and then for comparison purposes, all 

doses were converted to percent values by dividing by the maximum dose in the EPID 

image (assigned a value of 100%). To clearly illustrate potential disagreements between 

the three methods of determining dose, these comparisons are first presented for open 

fields (Figs. 3.16 -  3.18). Images of the absolute percent difference (relative to the 

maximum dose in the EPID image) between i) the TPS and film, ii) film and the EPID, 

and iii) the TPS and the EPID are shown for MLC-shaped 10 x 10 cm2 and 2 x 2  cm2 

fields. The mean and standard deviation of the percent differences for each of these three 

difference images are summarized in Table 3.7. These statistics are generated for two 

regions of interest: one defined 0.5 cm inside each nominal field edge to exclude the 

penumbra, and a second defined 0.5 cm outside each field edge to include the penumbra. 

Central cross-plane absolute dose profiles and the corresponding dose difference profiles 

for TPS, film and EPID measurements are also shown in Figs. 3.17 and 3.18 for the 10 x 

10 and 2 x 2  cm2 open fields. In the penumbra region, the agreement is best between film
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and the EPID; large discrepancies are evident between the TPS and the two 

measurement-based methods. The TPS/film and TPS/EPID penumbral agreements are 

particularly poor for the 2x2 cm2 field. These results emphasize the limitations of the 

treatment planning system in modeling penumbra and in its small-field dosimetry. This 

highlights the need for an independent verification of treatment planning dose 

calculations done for IMRT treatments. Figs. 3 .1 6 -3 .1 8  and Table 3.7 also indicate 

that the TPS and EPID mean doses agree quite well within the central region of the fields, 

while the TPS and film mean doses are in slightly worse agreement.

Figure 3.16. Images of the absolute percent difference (as a percent of the maximum EPID 
dose) between dose measurements made with the TPS, film, and the EPID for a (a) 10 x 10 cm2 
and a (b) 2 x 2 cm2 open field.

Field Size (cm2)
TPS -  
mean

Film (%) 
std. dev.

Film -  
mean

EPID (% ) 
std. dev.

TPS -  
mean

EPID (%) 
std. dev.

10 x 10 (excl. penumb.) 1.3 1.1 -1.6 0.9 -0.3 1.2
10 x 10 (incl. penumb.) 1.7 3.2 -1.6 2.4 0.1 4.0
2 x 2  (excl. penumb.) 4.1 1.6 -2.1 0.3 2.0 1.8
2 x 2  (incl. penumb.) 3.0 5.4 0.0 3.0 3.0 6.5
Table 3.7. Numerical comparison between doses measured with the TPS, film, and the EPID 
corresponding to the images in Fig. 3.16. Values for the mean and standard deviation of the % 
differences between the three methods of determining dose are provided for the 10 x 10 cm2 and 2 x 
2 cm2 fields, both when excluding (0.5 cm inside each nominal field edge) and when including (0.5 
cm outside each field edge) the penumbra region of the fields.
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Figure 3.18. Dose differences (as a percent of the maximum EPID dose) between the EPID, film, and 
TPS for the profiles of a (a) 10 x 10 cm2 and a (b) 2 x 2 cm2 open field shown in Figure 3.17.

iiL 2-D IM RT Verifications fo r  three patient treatment plans

The film, EPID, and TPS doses are compared for a clinical IMRT patient field in 

Figs. 3.19 and 3.20. The three BEV dose distributions and the three BEV dose difference 

distributions are shown in Fig. 3.19(a) and (b), respectively. In Fig. 3.20, profiles along 

the vertical dashed line in Fig. 3.19(a) are also depicted for these dose and dose 

difference distributions. For each dose difference distribution shown in Fig. 3.19(b), a 

dose difference histogram and associated mean and standard deviation statistics are 

calculated (Fig. 3.19(c)) for the pixels within the ROI (region of interest) delineated by 

the dashed line in Fig. 3.19(b). The ROI is positioned slightly outside the edge of the 

IMRT field to include the penumbra. The doses and dose difference values are again 

expressed as percentages of the maximum dose in the EPID image.
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The previous clinical method of IMRT verification consisted of the (TPS -  Film) 

comparison shown in Fig. 3.19. As illustrated by the (TPS -  EPID) comparison, similar 

verification results are obtained when using the EPID instead of film. More directly, the 

(Film -  EPID) dose difference distribution and histogram show that the film and EPID 

doses are in good agreement. For the IMRT field of this example, the standard deviation 

in the (Film -  EPID) difference is 2.0 %, compared with 3.1 and 3.2 % for the (TPS -  

Film) and (TPS -  EPID) differences, respectively. Small deviations between dose 

distributions can be attributed to sub-pixel misalignments of the two dose images. Thus, 

perhaps more indicative o f the superior film/EPID agreement is that there are fewer 

pixels with large deviations {e.g. > 5 %) between the film and EPID doses than found 

between the TPS dose and either o f the measurement-based doses. The large 

discrepancies found between the TPS dose and the measured doses are most prevalent in 

the penumbral regions, near the edges of the MLC leaves.

The r esults o f  2 -D IMRT v erifications for three c linical IMRT treatment p Ians 

comprising 24 fields (eight per plan) are summarized in Table 3.8. All verifications were 

performed with a 15 MV beam. As discussed above, there is good agreement between 

the film and EPID doses: averaged over the 24 fields, the mean and standard deviation in 

the (Film -  EPID) dose differences are 0.3 ± 1.0 % (one standard deviation) and 1.9 ± 0.3 

%, respectively. Consequently, there is little difference between the statistical results of 

the film-based verification and the EPID-based one.

patient
T P S -F ilm  (%) 
mean std. dev.

Film-EPID (%) 
mean std. dev.

TPS-EPID (%)
mean std. dev.

1 (8 fields)
2 (8 fields)
3 (8 fields)

-1.6 ±0.6 2.8 ±0.3 
-2.2 ±0.4  2.9 ±0.5 
-1.3 ±0.6 2.9 ±0.3

-0.1 ±0.5 1.8 ±0.2 
1.1 ±0.7 1.7 ±0.1 

-0.2 ±1.0 2.2 ±0.2

-1.7 ±0.7 3.1 ±0.3 
-1.1 ±0.7 3.1 ±0.4  
-1.5 ±0.9 3.0 ±0.4

Average 
(24 fields) -1.7 ±0.6  2.9 ±0.4 0 3  ±1.0 1.9 ± 03 -1.5 ±0.8 3.0 ±0.4

Table 3.8. Results from 2-D IMRT verifications o f three clinical IMRT treatment plans based on 
comparison of TPS doses to measured film or EPID doses. The BEV doses are expressed as 
percentages of the maximum dose in the EPID distribution. The dose difference statistics (mean 
and standard deviation) are calculated for pixels lying within a ROI defined just outside the 
perimeter of each IMRT field. The given errors are the standard deviation in the mean and 
standard deviation for each set o f values.
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(b ) |TPS-Film | (%) |F ilm -E P ID | (%) |T P S -E P ID | (%)

mean: -1.0: std.devmean: 0.3; std.dev.:2.0mean: -1.3: std.dev.:3.

-10 -5 0 5 10 -10 -5 0 5 10 -10 -5 0 5 10
dose difference (%) dose difference (%) dose difference (%)

Figure 3.19. (a) Dose distributions for an IMRT field based on EPID and film measurements and 
TPS calculations, (b) Dose difference distributions for: |TPS-Film|, |Film-EPED|, and |TPS-EPID|. (c) 
Dose difference histogram corresponding to each dose difference image directly above it in (b). The 
histograms are calculated for the ROI demarcated by the dashed line around the IMRT field in (b). 
Doses and dose differences are expressed as a percentage of the maximum dose in the EPID image.
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Figure 3.20. (a) Dose profiles along the dashed line through the IMRT field in Fig. 3.19(a) for EPID 
and film measurements and TPS calculations, (b) Dose difference profiles corresponding to the 
profiles in (a), expressed as a percentage of the maximum EPID dose.
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The results reported in Table 3.8 were generated using the older version of the 

Krpid kernel, K XÊ  . We re-generated these results with the newer version of the
old

kernel, K 1EpJq , to test the sensitivity of the 2-D verification to the exact form of
new

KEpid • As shown in Table 3.9, there is a negligible difference between the “new” and 

“old” verification results. The mean and standard deviation in the (TPS -  EPID) dose 

differences change by only 0.2 ± 0.1 % and 0.02 ± 0.05 %, respectively, when using the 

“new” kernel in lieu of the “old” kernel.

T P S -E P ID  (%)
V-X 5MV 

EPID new
mean std. dev.

jr\5MV
“ EPID old

mean std. dev.

Change 

mean std. dev.
Average
(24 fields) -1.3 ±0.8 3.0 ±0.4 -1.5 ±0.8 3.0 ±0.4 0.2 ±0.1 0.02 ±0.05

Table 3 S. Comparison of the 2-D EPID-based verification results when using the '  kernel
I new

instead of giSMVI to describe scattering processes in the EPID.
told

We also evaluated how the 2-D IMRT verification results would change if no 

processing (i.e. no deconvolution/convolution) of the EPID images of the step-window 

and IMRT treatment fields were performed. For this purpose, a verification of one 

clinical IMRT treatment plan was repeated assuming that£>£p/D was proportional to the 

raw EPID image -  i.e. Depid(x,y) = nframe ■ EPIDPV (x,y ) • kca[. A comparison (Table 

3.10) of “unprocessed” to “processed” ( Depid calculated using Eqs. (2.6), (2.14) and 

(2.17)) results illustrates the importance of the deconvolution/convolution procedure to 

the accuracy of the IMRT verification. Without image processing, the agreement 

between film and EPID doses is much worse, as evidenced by the near doubling of the 

standard deviation in the (Film -  EPID) dose difference from 1.8 % to 3.5 %. Similarly, 

the standard deviation of the (TPS -  EPID) difference increases from 3.0 % to 4.4 %, 

suggesting that the EPID-based 2-D IMRT verification would significantly over-predict 

the errors in the TPS dose calculations if the EPID doses were based solely on raw EPID 

images.
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patient 1 
(8 fields)

Processed EPID image Raw EPID image
Film-EPID TPS-EPID Film-EPID TPS-EPID

std. dev. (%) 1.8 3.0 3.5 4.4
Table 3.10. The impact of image processing on the results of 2-D EPID-based verifications. The 
“unprocessed" verification assumed that Depid is simply proportional to the raw EPID image, 
whereas the “processed” verification involved first executing image processing steps (cfi Eqs. (2.6), 
(2.14), (2.17)) that include deconvolution and convolution of the raw image.

An EPID-based IMRT verification can be completed within approximately one 

hour, for a typical treatment plan with eight fields. This is considerably shorter than the 

roughly two and one half hours required for film-based verification. For this reason, and 

since the EPID-based and film-based verification results are similar, the EPID-based 

technique is now used in clinical practice at our institution.

F. 3-D Verification Results
L Comparisons o f  2-D dose distributions: DEPIDjju, DEPID̂ u/pnt, DEPID,a n d  DTPS

To verify the accuracy of the 3-D method of dose calculation, DEPIDjiu (3-D 

method) BEV dose distributions at 10 cm depth in a water phantom are compared to the 

analogous Depid doses (2-D method), which the results in Section 3.E.ii suggest are 

accurate even for small field sizes. Recall that DEP1Dflu doses are based on measurement 

of 'Fnxxj, import of this modulation matrix into the TPS, and use of the TPS to perform 

the dose convolution. The DEPlDflu BEV dose distributions are converted to doses in 

cGy using the same normalization technique used to calculate absolute DTPS doses (see

Section 2.E.i): each IMRT field dose distribution is normalized to the isocenter of a 5 x 5 

cm open field, and a dose conversion factor is then determined from the measured dose 

for this 5 x 5  field. In contrast, Depid doses are based on calculation of *¥p using Eq.

(2.14), TPS-independent convolution (Eq. (2.17)), and the step-window absolute dose- 

calibration technique (Section 2.E.ii). Both DEPIDjlu and Depid doses are based on

EPID-measured fluences. Thus, any discrepancies between DEP]Djiu and Depid result

from differences between our method of dose convolution and our convolution kernel 

(Eq. (2.17)) and those of the TPS; and from any errors introduced in the (3-D method)
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process of importing the fluence modulation into the TPS. Hence, calculation of the 

difference, D£P/0^  -  Depid (or DEPfDjju/pnI ~ D epid), is one means of assessing the 

accuracy of the dose calculation step of the TPS, particularly for small fields.

The difference DTPS - D epid is used to quantify the combined effects of both 

differences between the TPS-optimized and EPID-measured fluences, and between the 

TPS-dependent and TPS-independent dose calculations. This DTPS - D epid comparison 

is the same one utilized for 2-D IMRT verification.

The 2-D BEV dose distributions DEP]E>jiu ,D EP1E>, and DTPS were generated for

both 6 MV and 15 MV photon beam energies for a number of fields: 2 x 2 ,  4 x 4 ,  lOx 

10, 15 x 15, 10 x 1, and 1 xlO cm2 open fields defined by the MLC with the secondary 

collimators set to 20x20 cm2; a single segment of a step-and-shoot IMRT field; and the 

entire IMRT fields of the three treatment plans for which 2-D (Section 3.E.iii) and 3-D 

IMRT (Section 3.F.iii) verifications were performed. The EPID images, required to 

calculate T>EPIDflu Depid-, were acquired using 40 MUs/image for the open and

IMRT-segment fields, and 100 MUs/image for the multi-segment IMRT fields (all at 100 

MU/min).

a. Open fields and IMRT- segment field

Comparisons of the DEPjDfiu ,D EPiE)> and DTPS BEV dose distributions are

summarized for open fields and a single IMRT-segment in Tables 3.11(a) and 3.11(b) for 

incident photon energies of 6 MV and 15 MV, respectively. The means and standard 

deviations of the 2-D dose difference maps are calculated for the three comparisons: 

DEPiDflu ~  D e p id  » Dtp s - D epjd, ^ d  DEP!Djju t pnt -  Depid . These statistics are

calculated for two regions of interest (ROIs): a ROI (ROI1) encompassing the central 

quarter of the open fields -  e.g. the central 5x5 cm2 for the 10x10 cm2 field; and a second 

ROI (ROI2) that includes the entire field and its penumbra, and is described by a 

perimeter positioned 0.5 cm outside the nominal field edge as defined by the MLC. The 

means and standard deviations are reported as a percentage of the maximum in theD ^y^ 

dose for the given field.
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(a) 6 MV
Field
(cm2)

D e p id / Iu ~  D e p i d  

mean std. dev. 
(%) (%)

D Tp s

mean
(%)

-  D e p i d  

std. dev. 
(%)

DEPiDjiuipm ~  D epid

mean std. dev. 
(%) (%)ROI

15x15 0.2 0.3 0.2 0.5 0.2 0.3

ROI1: 10x10 -0.1 0.5 0.1 0.6 -0.1 0.5
4x4 -1.1 0.3 1.5 0.4 -1.1 0.3Central quarter

/%* f*, a| J  A««A/\ 2x2 -1.6 0.3 4.8 0.3 -1.5 0.3or neia area 10x1 -1.7 1.1 5.9 1.2 -0.5 0.8
1x10 -0.5 0.6 -3.9 1.8 0.0 0.5
15x15 1.4 1.7 0.2 5.3 1.4 1.4

ROI2: 10x10 0.9 1.9 0.2 4.5 0.9 1.4
4x4 -0.4 2.9 0.4 5.0 -0.4 1.9entire field and 2x2 -0.6 3.7 -4.5 9.7 -0.5 2.5penumbra 10x1 -0.4 4.4 3.0 6.0 -0.3 3.0
1x10 -0.1 3.4 -16.2 11.4 0.0 2.1

IMRT segment 0.5 3.3 1.1 6.3 0.6 2.1

(b) 15 MV
Field
(cm2)

D e p i d j i u

mean
(%)

~  D e p i d  
std. dev.

(%)

D t p s
mean
(%)

“  D e p i d  
std. dev.

(%)

d e p i d j i u i  p m  ~  d e p i d  

mean std. dev. 
(%) (%)ROI

15x15 -1.1 0.6 -1.2 0.7 -1.1 0.6

ROI1: 10x10 -1.2 0.2 -1.1 0.3 -1.2 0.2
4x4 -0.6 0.4 0.1 0.7 -0.6 0.4Central quarter 2x2 2.4 1.0 3.7 1.8 2.7 0.7of field area 10x1 -0.8 1.6 3.7 1.2 0.4 1.6
1x10 1.4 0.9 -10.6 2.0 2.1 0.8

15x15 -0.2 1.9 -1.9 5.4 -0.2 1.7

ROI2: 10x10 0.2 2.2 -1.1 4.6 0.2 2.0
4x4 -0.1 2.8 -0.7 4.9 0.0 2.4entire field and 2x2 0.6 3.5 -4.8 8.4 0.7 3.0penumbra 10x1 0.6 3.8 3.3 6.2 0.7 3.0
1x10 0.9 4.1 -17.4 9.3 1.0 3.8

IMRT segment -0.1 3.9 ■ o u> 6.0 0.0 2.9
Table 3.11. Statistical comparison of different methods of calculating dose at 10 cm depth in a water 
phantom: DEPiDflu (EPID 4/mod, TPS convolution), DTPS (TPS xFmod, TPS convolution),

Depiojiu!pm (EPID , TPS convolution with a “point” source), and Depid (EPID vFmod,TPS- 
independent convolution). Mean dose differences and standard deviations as percentages of the 
maximum DEPid dose are calculated for two ROIs (regions of interest) and a number of different 
fields for photon beam energies of (a) 6 MV and (b) 15 MV.
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For the larger open field sizes - 4 x 4 ,  10 x 10 and 15 x 15 cm2 -  there is good 

agreement between all methods of calculating the 2-D dose in the central ROI (ROI1), for 

both photon energies. The mean dose differences are less than 2% in all cases, and the 

standard deviations are less than or equal to 0.7%. For the larger ROI (ROI2), which also 

includes penumbral regions, the standard deviations ranging from 1.7 -  2.9 % for the 

D rpidjiu -  Depid comparison do suggest a non-negligible difference between the two 

EPID-based methods of calculating dose. However, the standard deviations of 4.5 -  

5.4% for Dtps -  Depid indicate a significantly larger disagreement between the

reference DEP[D dose and the dose calculated by the TPS using the TPS-optimized vFmod.

This suggests that even for these relatively large field sizes, the penumbra modeling of 

the TPS is less than ideal.

Differences between DTPS and the two EPID-based doses are much more 

pronounced for the smaller field sizes ( 2 x 2 ,  10 x 1, and 1 x 10 cm2). The mean 

DEPiDfiu d°se differs from the mean Depid dose by at most 2.4 % and 0.9 % in ROI1 and

ROI2, respectively. In contrast, mean dose differences between DTPS and Depid are as 

large as 10.6 % in the central ROI and 17.4 % in the larger ROI2: in ROI1, the mean 

(D tps -  D EP[D) ranges from -3.9 % -  5.9 % for 6 MV and from -10.6 % -  3.7 % for 15

MV; in ROI2, these ranges are -16.2 % -  3.0 % (6 MV) and -17.4 % -  3.3 % (15 MV). 

Deficiencies in the TPS’s fluence modeling of small fields are further emphasized by the 

standard deviations in ROI2. These values range from 6.0 % -  11.4 %, much larger than 

the analogous values of 3.4 % -  4.4 % for DEP[Djju - D epid. Noteworthy is that the

apparent errors in DTPS are much worse when the narrow dimension of the field is in the 

direction of MLC leaf travel. For example, for the 6 MV case and ROI2, the mean dose 

difference and standard deviation in DTPS -  Depid are -16.2 % and 11.4 % for the 1 x

10 cm2 field, while only 3.0 % and 6.0 % for the 10 x 1 cm2 field. Results for the IMRT- 

segment field, a relatively large field with a highly irregular shape, fall in-between those 

obtained for the smaller and larger open field sizes. The standard deviations of 6.3 % (6 

MV) and 6.0 % (15 MV) for DTPS -  Depid are not as large as for the 2 x 2 and 1 x 10

109

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



cm ' fields, but still significantly larger than the corresponding values of 3.3 % and 3.9 % 

for the DEP!Djju -  Depid comparison.

For the three smaller open field sizes and the IMRT-segment field, the standard 

deviation in &EPiDjhxt p m  ~ De p i d  is on average 1.2 % and 0.6 % lower for 6 and 15 MV, 

respectively, in comparison to the DEPIDjiu ~ D epid case. Therefore, use of the point-

source model in the 3-D technique improves the agreement between the 2-D and 3-D 

EPID-based methods of dose calculation.

Fig. 3.21 illustrates the differences between the methods of calculating dose for 

the worst-case 1 x 10 cm2 field and a 6 MV beam. The 2-D dose difference maps are 

shown for DEPIDjju — Depid , DTPS -  Depid . and DEPIDjiu/pnt -  Depid , as well as a

cross-plane profile through the center of the field along the narrow dimension for each 

dose distribution. The broad line to the left of the 1 x 10 cm2 field in the DTPS -  Dep1d 

difference map also clearly depicts the failure of the TPS to model leakage radiation at 

the junctions of MLC leaves.

(a) 10
8

6
4

2

0

I^TPS " ^EPlJ IDE PID flu  “  ^ E P I J l D E P ID flu /p n t "  ° E P l J

100 EPID 
T P S  
EPIDflu 
EPIDflu/pnt.

(b)
jE 80
i 60

40 ■TPS

20

-1.5 -0.5
x-axis position (cm)

0.5 1.5

Figure 3.21. Results for a 1 x 10 cm2 field and a 6 MV beam: (a) 2-D dose difference maps 
(absolute values of the differences are shown) and (b) cross-plane profile through the center of the 
field. The doses and dose differences are expressed as percentages of the maximum Depid dose.
The DPPs dose deviates significantly from the other three doses based on EPID measurements.
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b. Multi-segment IMRT fields

Comparisons similar to those described for open fields in Section 3.F.iii.a above 

are summarized in Table 3.12 for the multi-segment, “step-and-shoot” IMRT fields 

comprising three clinical IMRT treatment plans. Statistics are calculated for ROI2, 

which includes the entire field and the penumbra. The mean ROI doses agree well 

among the different methods of dose calculation: when averaging over the three patients 

(irrespective of beam energy), DEPIDjiu and DTPS are 0.7 % larger and 1.1 % smaller,

respectively, than Depid. The average standard deviation of 3.4 % for the 

Dtps ~ D EPjd comparison, which is typical of 2-D IMRT verification results at our 

clinic, is approximately twice the 1.8 % and 1.5 % calculated for the DEPIDjiu - D epid 

a n d  D EPIDflu / p m  ~ d e p i d  dose differences.

Patient /  no. IMRT fields

DEPIDflu -

D e p id  
Avg. Avg. 
mean std. dev.
(%) (%)

D t p s  ~

D e p id  
Avg. Avg. 
mean std. dev.
(%) (%)

D  EPIDflu Ipn t -

D e p id  
Avg. Avg. 
mean std. dev.
(%) (%)

Patient 1 : 8 -  15MV fields 
Patient 2: 8 - 6 MV fields 
Patient3: 6 - 1 5 M V , 2 - 6 M V

0.93 1.68 
0.43 2.07 
0.86 1.67

-1.14 3.69 
-1.20 3.13 
-1.03 3.43

0.97 1.39 
0.51 1.82 
0.91 1.34

Table 3.12. Comparisons of different methods of calculating the 2-D dose (10 cm depth, water 
phantom) for the multi-segment IMRT fields comprising three clinical IMRT treatment plans. 
Statistics are calculated for ROI2, which includes the entire field and the penumbra.

ii. Comparison o f  3-D EPID doses with TLD Measurements

For further validation, our 3-D EPID-based verification technique was compared 

to an IMRT verification procedure employing TLD (thermoluminescent dosimeter) dose 

measurements. The latter verification had been performed as a requirement for 

participation in an IMRT protocol (RTOG H-0022), and involved generating and 

delivering an IMRT treatment plan for a hypothetical treatment of an anthropomorphic 

head and neck phantom. A dosimetry insert for the phantom contains regions describing 

primary, and secondary PTVs (planning tumor volumes), and a critical structure. 

(Further details of this phantom and the verification procedures can be found in Refs.

I l l
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[7,8].) After irradiation of the phantom, the doses recorded by the TLDs placed in each 

of these regions were measured by the RPC (Radiological Physics Center, M.D. 

Anderson Cancer Center, Houston, TX). The locations of the TLDs were also delineated 

on the CT scan of the phantom.

The TLD doses ( Dtld  ) reported by the RPC are compared to the analogous mean 

doses calculated by the TPS using the EPED-measured vPmCKi ( D epid /Iu ) anc* the TPS- 

optimizedvPmod ( DTPS) in Table 3.13. As indicated, there is slightly better agreement 

with the TLD doses for Depid^ u than for DrPS in the low-gradient regions located in the

primary and secondary PTVs, though there is substantial agreement between all three 

doses. However, in the high-gradient region where the TLD was placed in the simulated 

critical structure, the DTPS dose under-predicts the TLD-measured dose by 16%. In

contrast, th tD EP/Djju and Dtld doses agree within the RPC-estimated uncertainty of

± 3 % in the TLD doses. The results usingDEPID̂ u, pnt are nearly identical to those

obtained using DEPIDjiu .

Region of 
Interest

D t p s

(Gy)
DEPIDflu

(Gy)
D  EPIDflu Ipnt

(Gy)
D tld

(Gy)
D t p s

D tld

DEPlDflu

D tld

D EPIDflu Ipnt

® tld

Primary PTV 7.10 7.38 7.37 7.31 0.97 1.01 1.01
Secondary PTV 5.63 5.65 5.62 5.70 0.99 0.99 0.99
Critical Struct. 3.16 3.85 3.86 3.76 0.84 1.02 1.03
Table 3.13. Measured TLD doses (± 3 %) compared to TPS-calcuIated doses using fluences modeled 
by the TPS ( DTPS) and EPID-measured fluences (.DEPiDjju and DEpIDjjufpn[ ) for an IMRT
treatment of an anthropomorphic head and neck phantom.

One potential limitation of our method of verifying the 3-D dose distributions 

calculated by our TPS is that the calculation of our EPID-based 3-D doses ( DEPjDjiu )

relies on the TPS itself to perform the convolution step of the dose calculation. Thus, 

errors introduced in this step by the TPS will not be identified by our verification 

procedure. However, the good agreement between Dtld andD EPlD̂ u , and the large

discrepancy between either of these measurement-based doses and DTPS in a high 

gradient region, suggest that a large portion of the dose calculation errors of our TPS are
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introduced prior to the convolution step, e.g. in the fluence modeling stage of the 

calculations.

iii. 3-D IM RT Verification o f  clinical IM RT treatment plans

Analysis of the 3-D verification results was performed using an in-house software 

(Fig. 3.22) tool developed in the MATLAB programming environment to show the 3-D 

dose difference distribution overlaid on a patient’s CT anatomy. The software tool also 

allows display of the tumor and normal tissue contours delineated previously in the TPS. 

Dose differences in these volumes are summarized in terms of DVHs (dose-volume 

histograms) and dose difference statistics. Results are reported for 3-D verifications that 

were performed retrospectively on three clinical head-and-neck cancer IMRT treatment 

plans: one comprised of eight 15 MV beams, another of eight 6 MV beams, and a third of 

six 15 MV and two 6 MV beams.

VOI
DTps 
(Gy) 

mean std.dev.

D  EPIDflu -

DjpS (Gy)
mean std.dev.

D  EPIDflu Ip n t ~

DTps (Gy)
mean std.dev.

DEPIDflu 
DTps 
mean

D EPIDflu / pm
Dtps

mean
Patient 1
PTV 73.3 5.9 1.9 1.4 1.9 1.5 1.03 1.03
spinal cord 30.1 9.3 3.8 1.1 3.7 1.1 1.13 1.12
left parotid 24.0 16.9 4.3 1.9 4.2 1.8 1.18 1.18
right parotid 29.6 18.1 3.8 1.5 3.7 1.5 1.13 1.12
Patient 2
PTV 61.4 5.4 0.9 1.0 1.2 1.1 1.01 1.02
spinal cord 15.6 8.8 3.1 1.4 3.1 1.4 1.20 1.20
left parotid 23.6 12.7 4.1 1.2 4.2 1.1 1.17 1.18
right parotid 50.3 14.1 2.1 1.7 2.5 1.7 1.04 1.05
Patient 3
PTV 70.7 3.6 1.6 1.2 1.6 1.2 1.02 1.02
spinal cord 28.2 10.9 4.3 1.4 4.1 1.4 1.15 1.15
left parotid 36.9 22.6 4.9 2.6 4.9 2.5 1.13 1.13
right parotid 24.5 13.6 4.8 1.6 4.8 1.6 1.20 1.20

Table 3,14. 3-D IMRT verification results: comparison of TPS (DTPS) and EPID-based ( DppjDjju or

DEPIDflu / pm) 3-D dose distributions for three clinical IMRT treatment plans.
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Contoun LTParotid Slices: 36 : 53 Npts: 1035
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 ̂ 0.03
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Mean = 4.29 
Median =4.11 
Std Dev =1.86
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Dose Difference (Gy)
Means =24.0 28.3 
Medians = 16.7 21.3 
MatfS =77.1 78.7o

0.5<x>cc TPS
EPIDflu0

Dose (Gy)
Figure 3.22. Example output from the software developed for the analysis of 3-D IMRT verifications, 
(a) Original TPS dose distribution, DTPS. The thicker black line delineates the left parotid gland. The 
other lines are isodose lines, with the thinner black line representing the 70 Gy line (prescription dose = 
74 Gy), (b) Dose differences between TPS and EPID-based 3-D doses, DEPiDjiu — Djps . The thinner
white lines are the 4 Gy isodose contours for the dose difference, (c) Dose difference frequency 
distribution (top) and associated statistics, and the DVHs (bottom) for the selected volume of interest (left 
parotid) for the DTPS and DEPIDjiu distributions.
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Figure 3.23. Comparison of DVHs derived from TPS ( DTPS) and EPID-based ( D EPIDflu or 

DEPIDflu Ipm̂  d°se distributions generated during 3-D IMRT verifications of patient 3’s treatment 
plan.
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Results from the retrospective 3-D verification of three clinical head-and-neck 

cancer IMRT treatment plans are summarized in Table 3.14. For each patient, the 

original dose distribution calculated by the TPS, DTPS, and the dose difference

distribution, D£p/Dy7W - D TPS (or DEPiDflu/ pnt ~ Dtps )■> ^  characterized by mean and

standard deviation statistics for four volumes of interest (VOIs) -  PTV, spinal cord, right 

parotid and left parotid. The dose distributions were normalized such that the median 

doses in the PTV for DTPS were 74, 62, and 71 Gy for patient 1, 2, and 3, respectively.

As was found for the head-and-neck phantom, TPS and EPID-based doses agree well in 

the PTV, with the mean dose difference of 1.4 Gy (averaged over the three patients) 

corresponding to a 2 % difference. However, in the high-gradient regions of the critical 

structures, there is once again a large discrepancy: the EPID-based doses are on average 

3.7 Gy (16 %), 4.4 Gy (16 %), and 3.6 Gy (12 %) higher than the TPS doses for the 

spinal cord, left parotid, and right parotid, respectively. DVHs for the PTV and critical 

structures derived from the TPS and EPID-based dose distributions for patient 3 are 

compared in Fig. 3.23.

As was done for the 2-D IMRT verification (Section 3.E.iii), we also generated a 

3-D IMRT verification of patient l ’s treatment plan using unprocessed EPID images. In 

this case, no deconvolution was performed, and it was assumed that the incident fluences 

in Eq. (2.18) were proportional to the raw, integrated EPID image -  i.e. 

'¥p (x ,y) = riframe ■ EPIDPV(x ,y ) . In comparison to the processed doses, the

unprocessed DEPIDflu mean doses were 0.2, 2.2, and 2.0 Gy higher for the spinal cord, 

left parotid, and right parotid, respectively, and 2.7 Gy lower in the PTV. Also, the 

DEPiDflu /  Dtps ratios of 1-13, 1.18, 1.13, 1.03 (spinal cord, left parotid, right parotid,

PTV) in Table 3.14 changed to values of 1.13, 1.27, 1.19, 0.99 when the raw EPID 

images were used. Thus in this example, a 3-D verification using the unprocessed EPID 

fluence instead of the processed one would indicate a significantly larger (9 %) error in 

the TPS’s prediction of the mean dose in the right parotid gland. Akin to the similar 2-D 

verification comparison, this suggests that the EPID image processing steps are necessary 

to achieve accurate 3-D verification results.
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iv. Radiobiological significance o f 3-D verification results

Differential dose-volume histograms (DDVHs) for the critical structure VOIs 

listed in Table 3.14 were also generated and used to calculate radiobiological estimates of 

normal tissue complication probabilities (NTCPs) arising from the TPS and EPID-based 

dose distributions. NTCP calculations employing the Lyman sigmoidal dose-response 

model were performed using software and methods described in Chapter 4. Model 

parameter values for both the spinal cord and the parotid glands are available from the 

Burman et al. 9  fits to the Emami et a/.10 dose-response database; additional NTCP 

estimates for the parotids are possible using more recent Lyman model parameter 

estimates published in Eisbruch et al.11 and Roesink et al.12 Since large uncertainties are 

currently inherent in such radiobiological modeling exercises, these calculations are used 

only to provide insight into the potential consequences of TPS dose modeling errors.

The radiobiological predictions (Table 3.15) suggest that for these three treatment 

plans, the spinal cord is sufficiently spared such that the additional ~ 4 Gy predicted by 

the EPID-based dose for this structure has little impact on the predicted rate of 

complication -  the NTCP is < 2 % for all dose distributions. The NTCP estimates for the 

parotid glands vary widely, depending on which set of model parameter values are used. 

The Burman et al. parameters yield the lowest NTCPs. The approximately 4 Gy larger 

DEPiDflu d°se results in an increase in the predicted NTCP of < 5 % with one exception,

the increase from 22 % to 40 % for the right parotid of Patient 3. Much higher parotid 

NTCPs result from the more recent (and statistically-based) parameter estimates. A 

modest but potentially significant increase of between 3 and 13 % is predicted with the 

Roesink et al. parameters, whereas the much steeper dose-response described by the 

Eisbruch et al. parameters lead to NTCP estimates up to 39 % higher (Patient 3, right 

parotid) when using DEPlm u .

Despite the apparent improvement in the 2-D comparisons obtained with the 

“point-source” model (Section 3.F.iii), the results in Tables 3.13, 3.14 and 3.15 suggest 

the use of DEPID̂ u, pnt instead of DEPIDflu has little practical impact on the 3-D

verifications.
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VOI
model
param.
Ref.# D t p s

NTCP(%) 

D e PIDJIu. DEPiDflu 1 pnt

ANTCP (%)

D EPiDflu DEPIDfiu/pnt
■ d tps - Dtps

Patient 1
spinal cord [9,10] 1 2 2 1 1
left parotid [9,10] 0 1 1 1 1

[12] 9 28 28 20 19
[11] 16 22 22 6 6

right parotid [9,10] 4 8 9 4 5
[12] 60 79 82 19 23
[11] 30 36 37 6 7

Patient 2
spinal cord [9,10] 0 0 0 0 0
left parotid [9,10] 0 2 2 2 1

[12] 12 45 38 32 26
[11] 17 26 25 9 7

right parotid [9,10] 78 83 84 5 6
[12] 100 100 100 0 0
[11] 77 80 80 3 3

Patient 3
spinal cord [9,10] 1 2 2 1 1
left parotid [9,10] 22 39 40 18 18

[12] 94 100 100 5 5
[11] 44 56 56 13 14

right parotid [9,10] 1 4 4 3 3
[12] 23 62 63 39 40
[11] 21 30 31 10 10

Table 3.15. Comparison of radiobiological modeling predictions of the NTCP based on TPS (DTPS) and

EPID-based ( D£pIDjju & EPiDflu t p„t) 3-D dose distributions for three clinical IMRT treatment plans.

G. Comparison and summary of 2-D and 3-D IMRT verification 

procedures
The advantage of 3-D IMRT verification is that dosimetric uncertainties can be 

quantified directly with respect to anatomical volumes of interest, making possible a 

more direct evaluation of the clinical consequence of errors in TPS calculation. By 

comparison, the information provided by the simpler 2-D IMRT verification method is 

generally insufficient for such assessments. The beam-by-beam 2-D verification 

identifies potential problems by the presence of large “hot” (or “cold”) regions in the 2-D 

DEpid —Dtps dose difference map, or by mean difference and standard deviation
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statistics for this map that fail specified criteria (e.g. > 2 % and 4 % for the mean 

difference and standard deviation, respectively). The 2-D verification is thus effective at 

detecting larger errors, including procedural mistakes in the delivery -  e.g. incorrect 

transfer of a MLC leaf sequence file to the linac -  and planning -  e.g. alignment of MLC 

leaf junctions with a critical structure -  stages of an IMRT treatment. The 2-D method is 

ineffective, however, in quantifying the effect of smaller errors that, though present, do 

not arouse concern. For example, each field of the three IMRT patient treatments 

“passed” the 2-D verification tests, as supported by the average mean dose difference of 

-1.1 % and standard deviation of 3.4 % reported for these verifications in Table 3.12. 

Nevertheless, the results in Tables 3.14 and 3.15 imply that these small errors may lead to 

considerably larger than expected cumulative dose errors of up to 20% in the critical 

structures, and further, that they may have potential clinical implications as to the 

acceptability of these treatments.

The tests detailed in Sections 3.F.i and 3.F.II substantiate that the results of the 3- 

D verification method are not simply spurious. For the IMRT irradiation of an 

anthropomorphic head and neck phantom, the large TPS underestimate of the dose in the 

simulated critical structure suggested by the EPED-based 3-D dose was confirmed by a 

TLD measurement. Comparisons between D EPiDflu ’ DEP1D> ^  DTPS BEV dose

distributions in a water phantom for various open and IMRT fields were also instructive. 

There was reasonable agreement between the 2-D EPED-based method of calculating 

Drpid from an EPED-derived fluence and an independent dose convolution, and the 3-D 

method of using EPED fluences and the TPS dose algorithm to generate DEPiDflu • Much

larger discrepancies were found between either of these two EPED-based doses and the 

TPS dose, DTp s , particularly for small fields. These results support the conclusion that

the large errors in DTPS doses apparent in the 3-D IMRT verifications originate mainly 

from errors in the TPS’s modeling of the incident fluence. One potential source of error 

is the TPS’s inadequate modeling of the geometry of the MLC. Cadman et al. 7  cite the 

failure of their commercial TPS (Philips ADAC Pinnacle, Philips Medical Systems, 

Markham, ON) to model transmission through rounded leaf ends as the probable reason 

for their similar finding of TPS dose underestimation in critical structure regions.
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Evidence that this may also be a serious limitation of our TPS is that the largest errors in 

the Dy-ps BEV water phantom doses were observed for the 1 x 10 cm2 field, where 

opposing leaf pairs defined the narrow dimension of this field. Cadman et al. also found 

that better agreement between TPS-calculated and measured doses could be achieved by 

making the gaps between each pair of MLC leaves 1.4 mm narrower than the original gap 

widths in the TPS-optimized IMRT step-and-shoot fields. So far, this potential solution 

has not been investigated at our clinic.

Despite the limitations of the 2-D IMRT verification method, it is still a useful 

clinical quality assurance tool. In its current implementation, our 3-D method is 

hampered by the excessive time required to perform the verification. Although the time 

necessary for acquisition of the required EPID images is not long (~ Vz hour), the process 

of converting the calculated fluence modulation matrices to the appropriate 

“compensator” file format, and particularly the actual import of these “compensator” files 

on a beam-by-beam basis into the TPS is time-consuming and tedious. It is anticipated 

that the 3-D method could be streamlined considerably using a TPS with a “script-based” 

user interface. Such streamlining could make the 3-D IMRT verification method 

clinically feasible, and hence, an effective complement to the existing 2-D technique.
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Chapter 4: TCP-NTCP Estimation Module
This chapter discusses a computer module used to estimate, using current 

radiobiological models, the TCP (tumor control probability) and NTCP (normal tissue 

complication probability) values resulting from radiotherapy treatment plans. Thus, the 

focus of this chapter is the application of radiobiological modeling. A more elaborate 

discussion of fundamental radiobiological modeling concepts, and some studies exploring 

current topics of interest to the further development of radiobiological models, are 

presented in the next chapter (Chapter 5).

A. Introduction
Radiotherapy treatment plans are assessed by evaluating the 3-D dose 

distributions calculated by a treatment planning system (TPS). Typically, the evaluation 

process includes: 1) looking at the dose distribution superimposed on images of the 

patient anatomy; and 2) examining DVHs (dose-volume histograms), which are 1-D 

representations of 3-D dose information, for each organ or tumor volume of interest. 

With these methods of assessment, acceptance or rejection of a plan relies on an implicit 

estimation of the TCP and NTCP arising from the dose distribution. This estimation is 

based on clinical experience with respect to appropriate target doses and corresponding 

dose-volume constraints. The advent of more sophisticated radiotherapy techniques such 

as intensity-modulated radiotherapy (IMRT) has led to more complex and heterogeneous 

dose distributions, making such implicit evaluations more difficult. For example, 

different treatment plans may lead to dose distributions having similar gross dose 

measures (such as mean dose), but characterized by DVHs with very different shapes. To 

determine the best plan in this case, clinicians may need to rely on relatively vague 

notions of dose-volume characteristics of different tissues.

Clearly, a natural application of radiobiological modeling to radiotherapy is the 

ranking of treatment plans, via a more explicit calculation of TCP and NTCP values 

using models that automatically incorporate the available clinical data regarding the dose- 

volume characteristics of different tissues. Unfortunately, the predictive capabilities of
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current radiobiological models in this regard are still limited.1,2 Presently there is still 

insufficient clinical data on the dose-response characteristics of human tissues and tumors 

on which to base reliable estimates of model parameters. This precludes the use of model 

predictions as a primary evaluative tool. However, such predictions are still a valuable 

complement to clinical experience. Further, as a result of increased archiving of 3D dose 

distributions and corresponding treatment outcomes, the quality and quantity of clinical 

data has begun to improve significantly in the last few years. Since this will surely 

enhance the reliability of model predictions, it is plausible that radiobiological modeling 

will play an important role in treatment plan evaluation and optimization in the future.3

We developed a convenient software tool for estimating the TCP or NTCP arising 

from differential (frequency) dose volume histograms (DDVHs).4 The program, 

TCP_NTCP_CALC, was designed to amalgamate relevant current radiobiological 

modeling knowledge, and make it accessible to clinicians, treatment planners, and 

researchers. It serves the following functions: 1) as an aid in the prospective evaluation 

of rival treatment plans, by allowing evaluation and comparison of different model 

predictions; and 2) as an analysis tool in the retrospective study of radiotherapy 

treatments that may help establish or repudiate the predictive capabilities of different 

model/parameter sets.

During the development of this software, we became aware of a software package 

(BIOPLAN) designed with a similar intent published by Sanchez-Nieto and Nahum.5 

Although the two packages share some similarities, a number of differences also exist. 

For example, our module includes the Critical Volume (CV) NTCP model6"8 and the 

recent Zaider-Minerbo/LQ TCP model9 which axe not available in BIOPLAN. 

TCP_NTCP_CALC also includes several different parameter databases, and provides a 

convenient method of archiving (and using) newly published parameter databases. Thus 

this additional software is a useful complement or alternative.

B. Methods 
L Radiobiological Models

In general, clinical dose-response data only have sufficient diversity to support the 

use of relatively simple radiobiological models; use of complex models with many
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parameters typically results in significant parameter correlation, and ambiguity in 

biological interpretation. Our NTCP and TCP calculation module incorporates a total of 

four radiobiological models. Included are two NTCP models: the Lyman model, and 

individual-based and population-based variants of the Critical Volume (CV) model; and 

two TCP models: a two-parameter Poisson-based model, and a model employing linear- 

quadratic cell kill and the formalism developed by Zaider and Minerbo9 to account for 

repopulation. The simple Lyman and Poisson models have been most frequently applied 

in the analysis of normal tissue complication and tumor response data, respectively. The 

CV NTCP and the Zaider-Minerbo TCP models are slightly more complex, but are 

founded on more specific biological descriptions. The four models are briefly discussed 

in the following paragraphs, and the parameters used in each of the models are 

summarized in Table 4.1.

NTCP param . descriptor of: 
Model

TCP param. descriptor of: 
Model

dose-volume
relationship

Lyman
in  slope of dose-response

r. position of dose- 
30 response

£)50 position of dose- 
response

Poisson j 50 slope of dose-
response

critical relative 
Per volume

3 3  no. of FSUs in organ

(individual) ceIlular
radiosensitivity

P3 0  no. of cells in FSU

j3  no. of tumor 
clonogens

Zaider- «,/5 radiosensitivity -  
Minerbo LQ parameters

xA repopulation rate

n no. of fractions in 
treatment

f l cr critical volume 

O  population variation
CV

(population) n FSU position of FSU dose- 
50 response
FSU slope of FSU dose- 

'’50 response
Table 4.1. A list of the parameters and their description for each of the models used in the module. 
Abbreviations: FSU = functional sub-unit, CV=Critical Volume, LQ = linear-quadratic.
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a. Lyman (Sigmoidal Dose Response) NTCP model

The Lyman model10 describes the sigmoidal dose-response curve of normal 

tissues using the following probit form,

NTCP = O

where <D(x) is the probit function,

r E U D -D s
mD 50

(4.1)

<D(x) =  - J =  Jexp(-r2 /2)dr = i l+ erf 'j l } (4.2)

with x  = (E U D -D 5 Q)/m D 5 Q. In Eq. (4.1), EUD is the equivalent uniform dose, which

represents the dose that if delivered uniformly to the entire organ would produce the same 

effect as the given heterogeneous dose distribution, as specified by the DVH. Here it is 

assumed that the EUD is equal to a generalized mean dose (GMD), calculated from the 

dose-volume pairs {A,v, } of the DDVH using:

2 V‘- D? n ]  . (43)GMD =

For the Lyman model, the above method of DVH reduction, which reduces a full DVH 

to a single dose (GMD) delivered to the entire volume, is equivalent11*12 to the “Kutcher- 

Burman” reduction method,13 which reduces a DVH to a reference dose delivered to an 

effective fractional volume. Other methods of reducing dose-volume histograms to a 

single dose or volume parameter have been proposed. The work of Cozzi et a/.14 

suggested that most current DVH reduction schemes are somewhat error-prone, as they 

can lead to DVH reductions inconsistent with the expected biological effect. The 

“Kutcher-Burman” (KB) method was found to be one of the more robust of the available 

DVH reduction schemes.

The Lyman model has three parameters, n, m and Dso - n determines the dose- 

volume dependence of a tissue and thus accounts for differences in tissue architecture; m 

controls the slope of the dose-response curve (in the case of homogeneous irradiation); 

andZ>50 represents the dose at which there is a 50% chance of complication, and thus 

dictates the position of the dose-response curve. Though largely phenomenological, the
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Lyman model can be interpreted as predicting the NTCP for a population where 

individuals each have a threshold-like dose-response behaviour, and the different values 

of the dose threshold within the population are normally distributed.

b. Critical Volume (CV) NTCP model

The Critical Volume (CV) model6,7 is based on the premises that organs are 

composed of functional sub-units (FSUs), and that organ function is compromised when 

a certain critical fraction ( jicr) of these FSUs are damaged. For a uniformly irradiated 

organ with N  FSUs and a reserve capacity of L-l FSUs (Le. ficr = U N ), the probability 

of complication can be expressed mathematically as,

NlN
NTCP = y  - pfsu (D) ( \ - PFSUm N~M (4.4)

where p FSV (D) is the probability of damage to an FSU after receiving a dose D. Since 

the number of FSUs is always quite large, the cumulative binomial distribution in Eq. 

(4.4) can be approximated by a cumulative normal distribution,15

(  'JTf {ppSU (A  -  Per )NTCP = <P (4.5)
V P f s u  ( A  (J-  P f s u  (A )  

where the <I> (probit) function is as defined in Eq. (4.2). For the case of a 

heterogeneously irradiated organ, the probability of complication becomes,

NTCP = <D

-Jn X  v» P f s u  ( A ) -  P e r

W '
/ P f s u  ( A ) 0  ~  P f s u  ( A ))

(4.6)

Eq. (4.6) assumes that the total damage to the organ can be treated as the sum of damage 

to independent sub-volumes. In Eq. (4.6), the sum ^ v (- p F$u (A ) can identified as
i

the mean relative damaged volume, Jid . For our implementation of this CV model, the 

probability of damage to an FSU is calculated using,

P f s u W = (  (4.7)
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The parameters a  and No describe the cellular radiosensitivity and the number of cells in 

the FSU, respectively, and it is assumed that the FSU is only irreparably damaged when 

all cells are killed.

The above CV model is appropriate for description of the dose-response of an 

individual patient; clinical data, however, describe dose-response averaged over a 

population of individuals. We have thus incorporated in our module a “population” 

variant of the CV model8 which takes into account inter-patient variability in normal 

tissue dose-response. This CV model assumes that the NTCP for an individual is step

like,

NTCPind= \ l ? d - Mcr , (4 .8 )
[0 M d < V c r

i.e. a complication will occur (and only occur) if the mean relative damaged volume is 

greater than or equal to the critical relative volume. Using the DDVH to calculate JId , 

we now assume that the damage to an FSU can be described by a probit (O) function 

parametrized using position and slope parameters, D[qU and y ™ :

D;
Pd  =  2  V‘ PFSU (D i ) = 2  V| 0 In

D50
(4.9)

The “population-averaged” CV model is then formulated by further assuming that inter

patient variability is limited to the critical relative volume (mean = jicr), and that values 

for this parameter are log-log normally distributed in the population with a standard 

deviation of a  {a ~ - o Mcrf ( f icr InJicr)). It can be shown that NTCPpop can then be

represented by a probit function,8

NTCPpop
f —ln(—In fid) + ln(- In jicr ) ̂

<T
\  J

which is the form that we used for calculation purposes.

c. TCP model based on Poisson statistics

TCP models generally rely on the assumption that tumor control requires the 

killing of all tumor clonogens. Poisson statistics predict that the probability of this 

occurring is
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TCP = exp (-JV (£>)), (4.11)

where V is the initial number of clonogens and ps(D) is the cell survival fraction after a 

dose D. If it is assumed that cell survival can be described by single-hit mechanics,

ps (£>) = exp(-oD ), (4.12)

the expression in Eq. (4.11) can be re-written in terms of the two parameters describing 

the dose and normalized slope at the point of 50 % probability of control, D5Q and7 50:

/ ,  \exp[2j'50(l-D/D50)/ln2]

ra>=(i ■ (4,13)
Using the assumption of independent sub-volumes, for the case of heterogeneous 

irradiation, the overall probability of tumor control is the product of the probabilities of 

killing all clonogens in each tumor sub-volume described by the DDVH,

T C P ^ Y lT C P & i'V i)  . (4.14)
I

Thus, for a given DDVH {A,v,}, the TCP can be calculated using the following two 

parameter TCP formula:

/ i  \ Z V ;  e x p [ 2 y 5 0 ( l - £ ) , / 0 5 o ) / 1n 2 ]

TCP = \ - V  (4.15)
I 2 ;

The above formula originates from an attempt to predict the TCP for an individual patient 

from a mechanistic perspective. However, because of its relative simplicity, Eq. (4.13) 

(or Eq. (4.15) for the case of a heterogeneous tumor dose) is often conveniently used to 

fit clinical data describing the tumor response of a population of individuals. In this case, 

the parameters D50 and j50 are phenomenological in nature.

d. TCP model incorporating radiobiological data

Since the application of Eq. (4.15) is mainly phenomenological, we believed it 

would be useful to include a second TCP model that is parametrized in terms of 

fundamental cellular radiation response characteristics. Recently, Zaider and Minerbo9 

derived a conceptually robust expression for tumor control probability that incorporates 

the effect of tumor repopulation. The original Zaider-Minerbo expression, valid for any 

temporal protocol of dose delivery, has been adapted for the case of a fractionated
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delivery with varying time intervals between fractions by Stavreva et al.16 This adapted 

expression predicts that the TCP after the delivery of n fractions is, 

r  -\N

where A is the rate of cellular repopulation, Tk is the time between the fdh fraction and the

first fraction, and p s (Tk) is the cell survival after the k!h fraction. Here cell survival was

predicted using the familiar linear-quadratic (LQ) model. Assuming that there is 

complete repair of sub-lethal cellular damage between fractions, the LQ prediction of cell 

survival after the kth fraction is,

where a  and fi are cellular radiosensitivity parameters, D is the total dose delivered in 

the n-fraction treatment, and it is assumed that the dose delivered in each fraction is the 

same. To treat the case of heterogeneous irradiation, Eq. (4.16) is used in conjunction 

with Eq. (4.14), with each 7'CP(D;,vf)in Eq. (4.14) being calculated by evaluating Eq.

(4.16) after making the substitution N  —» Nv; , and using D —> D-t in Eq. (4.17).

i t  Parameter Databases

One of the main purposes of the TCP_NTCP_CALC program is to provide a’ 

convenient means of accessing and archiving current and future radiobiological 

knowledge as it pertains to treatment plan evaluation. The program contains parameter 

databases for three of the models described above: the Lyman NTCP model, the CV 

NTCP model (“population” variant only), and the Poisson TCP model. For each of these 

three models there are two databases: a “default” one which can not be altered by the 

user, and a “user” database, for which the user is allowed to add and delete database 

entries via a menu-driven interface. Each database entry includes the following data: 

model name, organ/endpoint or tumor/grade descriptor, parameter values (and

(4.17)
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corresponding confidence intervals if desired), and descriptors of the parameter database 

and the clinical data on which it is based.

Although there are published parameter estimates for the “individual” CV model 

for a few single organs, a comprehensive database of parameter estimates for a large 

number of normal tissues is not available. Thus no databases for this model are included 

in our module. However, if the user is more familiar with or prefers the “individual” CV 

model, the user has the option of using this model by specifying their own parameters.

There are no estimates of the various parameters used in the Zaider-Minerbo/LQ 

TCP model for clinical tumor response data. Again, however, users may utilize the 

Zaider-Minerbo/LQ model by specifying their own parameter values. This may be 

valuable when investigating Jhe sensitivity of TCP predictions to parameter uncertainties 

(e.g. in the values of the LQ radiosensitivity parameters, a and p), and the effects of 

repopulation defined with parameter X.

a. Lyman databases

For normal tissues, the first and still largest compilation of dose-response data is 

that published by Emami et al.xi in 1991. This data provides estimates of up to six dose- 

volume points -  doses leading to 5 and 50% complication rates for irradiation of one- 

third, two-thirds and all of an organ -  for many different normal tissue types. Based on 

this data, estimates of the Lyman model parameters for 27 of these normal tissues were 

provided by Burman et al.18 This parameter set comprises the “default” Lyman database 

in our module.

Until recently, works estimating normal tissue complications have almost 

exclusively relied on the Burman/Emami Lyman parameter set. Unfortunately, the 

Emami et al. data are not statistical in nature, being based on limited data and estimates
17made by clinicians as to appropriate dose values; as a result, uncertainties in the 

parameter values are indeterminate, as are the corresponding uncertainties in the 

calculated NTCPs. The development of 3D treatment planning systems and the resulting 

potential for archival of 3D dose distributions with treatment outcome has much 

improved the quality of clinical data sets, making them more amenable to radiobiological 

analysis. In recent years, a number of works have provided parameter estimates, 

including statistical uncertainties, for several different normal tissues. Recent Lyman
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model parameter estimates include those for the parotid gland,19'21 the heart,22 the 

lung,23'25 and the liver.26,27 For further details (e.g. treatment techniques, parameters) 

about the clinical data on which each of these parameter estimates are based, the reader is 

referred to the original papers. These parameter sets have been included in the “user” 

Lyman database, so that the user can delete them if desired, e.g. if the user prefers a given 

parameter set for a specific organ.

b. Critical Volume ( “population”) databases

The default database for the population-averaged CV model incorporates the 

parameters published by Stavrev et al.8 for sixteen types of normal tissue. Since these 

estimates are again based on the Emami et al. data, no parameter uncertainties are 

available. Stavrev et al. noted that the CV model was flexible enough to describe the 

data not only of “traditional” CV organs such as liver and lung, but also of organs such as 

spinal cord and stomach that are believed to have a more “critical element” architecture. 

However, they caution that though the CV model has a biological foundation, extracted 

parameter values should be considered phenomenological, owing perhaps to a large 

degree of parameter correlation inherent in the model. There are a few works that 

provide estimates for the CV model for single organs. Parameters (including 

uncertainties) for this particular variant of the CV model based on liver data published by 

Jackson et al. 6  were also extracted in Ref. [8], and have been included in the “user” CV 

database of our program.

c. Poisson TCP databases

A large collection of tumor dose-response parameters ( Ds 0  an d j50) extracted

from single- and multi-institution tumor data sets from a variety of sources for many 

different tumor sites and grades has been compiled and published by Okunieff et a lP  

Sixty-two of the Okunieff et al. entries are included in our “default” Poisson database. 

D5 0  andy50 values for non-small-cell lung cancer (NSCLC) from Willner et al. 2 9  and for

prostate cancer from Cheung et a/.30 and Levegriin et a/.31 are included in the “user” 

database.
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Hi. Program Architecture

The TCP_NTCP_CALC software has been developed in the MATLAB (The 

Mathworks Inc., Natick, USA) programming environment, and has been designed for use 

on a Windows-based computer (Pentium 3 or faster recommended) with MATLAB 

(version 6 or greater) software installed. TCP_NTCP_CALC has a menu-driven user 

interface, designed for convenient, straight-forward use. The framework of the program 

is simple: the user inputs a differential dose-volume histogram (DDVH); based on user 

selection from parameter databases or from user input, appropriate parameters for the 

available radiobiological models are retrieved; NTCP or TCP calculations are performed 

based on these parameter values; a convenient display of the relevant model predictions 

and the DVH are provided. Further details of the program functionality are provided 

below.

a. Input

The program accepts DDVHs in either of two formats:

1) the DVH file output from the HELAX-TMS (Nucletron B.V., Veenendaal, The 

Netherlands) commercial treatment planning system, or

2) a two-column text file of {D,-, v, } values.

DDVHs can be evaluated either on an individual basis, in which case a single DDVH file 

is specified by the user, or as a group, in which case the user need only specify the 

directory in which the DDVH files are located. The former option (“single-mode”) is 

suited for using the program as an aid in treatment plan evaluation, while the latter option 

(“group-mode”) is convenient when retrospectively comparing actual treatment outcomes 

of a cohort of patients with radiobiological model predictions.

b. Parameter Selection/Retrieval

After selecting the input DDVH file(s), a menu prompts the user to 1) identify the 

file as either a normal tissue or a tumor DDVH file, and to 2) choose between using 

parameters stored in the parameter databases or specifying their own values for one or 

more of the models for calculation of the NTCPs or TCPs. For normal tissues, the user 

can access the parameter databases in one of two ways. The first method is to select an
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organ type from a list of the normal tissues present in the databases. If the DDVH is in 

HELAX-TMS format, the program will attempt to automatically identify the organ and 

ask for user confirmation. After determining the organ type, the program retrieves all 

available parameter estimates in the databases for this organ, which may include 

parameters for different complication end-points and for one or both of the Lyman and 

CV (“population”) models. The user can also access the normal tissue databases in a 

second way, by selecting any number of entries from listings of the four normal tissue 

databases (Lyman-default, Lyman-user, CV-default, CV-user). For tumors, user 

selection from the databases is facilitated by listings of the 62 Okunieff et al. entries 

entered in the default Poisson TCP database, as well as the entries residing in the user 

database.

As mentioned above, the user can instead choose to specify their own parameters 

for any of the models: Lyman, CV (“population”), CV (“individual”), Poisson TCP, and 

Zaider-Minerbo/LQ. Confidence intervals for each of the parameters and the confidence 

level (e.g. 68% or 95%) can be also be entered. This option allows users to test the 

sensitivity of radiobiological model predictions of NTCP or TCP to different parameter 

sets and/or parameter uncertainties.

c. Calculation o f the NTCP/TCPs

Using the retrieved parameters and the DDVH {D,-,v,}, NTCPs are calculated 

using Eqs. (4.1) and (4.3) for the Lyman model, Eqs. (4.6) and (4.7) for the individual 

CV model, and Eqs. (4.9) and (4.10) for the population CV model. TCP predictions are 

based on Eq. (4.15) for the Poisson model, and Eqs. (4.14), (4.16), and (4.17) for the 

Zaider-Minerbo/LQ model.

When parameter uncertainties are available, the corresponding uncertainties in the 

TCP or NTCP are estimated using the following Monte-Carlo method. A large number 

(500) of sets of parameter values are generated by randomly sampling a probability 

distribution of values for each parameter of the model. A distribution of NTCP (or TCP) 

values is then generated by evaluating the NTCP (or TCP) for each of the sampled 

parameter sets. The standard deviation of this NTCP (or TCP) distribution is calculated 

to furnish a measure of the uncertainty in the predicted NTCP (or TCP) value. As 

described by Schilstra et al., the probability distribution for each parameter should be
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related to the value of the likelihood function in a maximum likelihood fitting analysis. 

The shape of the likelihood contour is, however, unavailable in this case, since only the 

confidence interval and confidence level is specified. We thus assumed that parameter 

values were normally distributed, equivalent to assuming that the likelihood function has 

a normal shape with respect to the model parameters. The confidence interval and level 

are used to determine the width of the distribution. Since the above assumption is not 

always valid, the provided NTCP (or TCP) uncertainties should be treated as approximate 

indicators of the degree of confidence one should have in the different model predictions.

d. Calculation o f the probability distribution o f the expected number o f complications

When the user chooses to input a group of DDVH files for analysis (“group

mode” of the program), in addition to calculating the mean NTCP (or TCP) for this 

cohort, the program will also calculate the probability of observing any number of 

complications (or controls). This provides an additional and more in-depth 

characterization of the radiobiological modeling predictions than use of the mean NTCP 

(or TCP) alone. The complication (or tumor control) probability distribution is generated 

using a Monte-Carlo method outlined in Ref. [8]. For a cohort with npat patients, for 

each DDVH file a corresponding model prediction of the NTCP is calculated, NTCPi (i=l 

to npat), and a random number between zero and one is generated, RNi. The random 

numbers are used to represent pseudo-data of a clinical trial with npat patients. A 

complication for patient i is assigned if RN, < NTCPi, and thus the number of 

complications in this trial is equal to the number of times this inequality is true for the 

npat random numbers. This procedure is then repeated a large number of times (10,000 

trials) to generate a probability distribution for the number of complications. This 

probability distribution provides another useful means of retrospectively comparing 

model predictions to actual treatment outcomes. The described Monte-Carlo method of 

calculating this distribution is a much faster surrogate for explicit calculation of the 

corresponding multi-variate binomial probability distribution.

e. Display and output

The main output of the TCP_NTCP_CALC is a figure containing the following

items:
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1) a plot of the cumulative DVH. In “group-mode” analysis, the mean 

cumulative DVH is displayed.

2) text describing the location of the DDVH file (or directory) being analyzed.

3) a table which includes: calculated NTCP/TCP predictions for each of the 

models for which parameters were available/specified; descriptors of the 

parameter database and the clinical data relevant to each model prediction; 

database descriptors of the tissue/tumor for each prediction.

More than one DVH and corresponding set of model predictions can be displayed in one 

figure, if desired. Fig. 4.1 is representative of the output figure for a case where the user 

has chosen to display DVHs for a prostate target, and the normal tissues of the bladder, 

rectum and spinal cord. The figure conveniently summarizes the analysis, and is suitable 

for printing. This may be useful for archiving or consultation purposes. Analysis results 

are also output to a text file.

1
CD |  0.8 
"o 
> 0.6
co
§  0.4
o

20 30 40 50 60 70
Dose (Gy)

DVH File 1: C:\USERS\TMP\DDVHs\PTV.DVH
2: C:\USERS\TMP\DDVHs\BLADDER.DVH 
3: C:\USERS\TMP\DDVHs\RECTUM.DVH 
4: C:\USERS\TMP\DDVHs\spinalcord.DVH

DVH# Model TCP/NT CP (%) Param. DB Data Src. DB descriptor
l Poisson 84.44 Okunieff95 various Prostate: T3. multi
2 Lyman 6.71 Burman91 Emami91 Bladder
2 CV (pop) 6.58 StavrevOl Emami91 bladder
3 Lyman 7.14 Burman91 Emami91 Rectum
4 Lyman 0.07 Burman91 Emami91 spinal cord
4 CV (pop) 0.25 StavrevOl Emami91 spinal cord

Figure 4.1. Example output from the program for a case where the user has chosen to display and 
analyze DDVHs for the bladder, rectum, spinal cord, and a prostate tumor.
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When using “group-mode” analysis, TCP_NTCP_CALC will also display an 

additional figure showing the predicted probability distribution for the number of 

complications in the cohort of patients described by the supplied set of DDVHs. This 

probability distribution is calculated and can be displayed for each of the 

models/parameter sets evaluated.

C. Results and Discussion
A few brief examples of potential uses of the TCP_NTCP_CALC module are 

demonstrated in this section.

L Retrospective analysis o f  treatments fo r  a cohort o f  patients

The analysis of a group of DVHs corresponding to a cohort of patients treated 

with a given treatment technique is one useful application of the module. The display 

output for such an application is illustrated in Figs. 4.2 and 4.3. Fig. 4.2 shows the results 

of a comparison of the lung toxicity arising from two different breast-cancer treatment 

techniques -  “five-field” and “wide-tangent”.33 The same set of 16 patients was 

retrospectively planned using both techniques. In Fig. 4.2, the mean cumulative DVH for 

each technique is shown, and indicates that for this example, a larger fraction of the lung 

is exposed to both very small doses and to large doses with the “wide-tangent technique” 

(DVH #2): e.g. approximately 25% less lung is exposed to doses exceeding 5 Gy, but 

about 8% more lung is exposed to doses exceeding 40 Gy with the “wide-tangent” 

technique. For each set of DVHs, Fig. 4.2 also displays the mean NTCP model 

predictions based on Lyman parameter sets from four different sources18,23'25 and one 

Critical Volume parameter se t8 For the parameter sets shown, the estimated mean 

probability of lung pneumonitis ranges from 0.4 to 4.3 % for the “5-field” technique; a 

similar probability of pneumonitis is predicted with the “wide-tangent” technique, with 

corresponding mean NTCPs ranging from 0.4 to 4.0 %. For both techniques, the NTCP 

predictions based on the Emami et al. (Lyman and Critical Volume models) are 

appreciably lower than the complication probabilities estimated using more recently 

published Lyman parameter sets.
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Patient (Last DVH file): VOI label (Last DVH file): Lt Lung

DVH # 1 
DVH H 20.8

> 0.6

o  0.4

20 30 50 7040
D ose (Gy)

DVH Directory 1: C:\USERS\TMP\DDVHs\LTLUNG\5FLD\
2: C:\USERS\TMP\DDVHs\LTLUNG\WIDET\

DVH# Model NTCP (%) Param. DB Data Src. DB descriptor
l Lyman 0.66 Burman91 Emami91 lung/pneumonitis
l Lyman 1.82 ±0.47 Kwa98 5 institute lung/pneumonitis
l Lyman 4.04 ±31.53 Moiseenko03 Moiseenko03 lung/symp pneum
1 Lyman 0.21 ±25.81 Moiseenko03 Moiseenko03 lung/symp fibrosis
1 Lyman 4.28 ± 3.55 Seppenw03 Seppenw03 lung/pneumonitis
1 CV (pop) 0.36 StavrevOl Emami91 lung/pneumonitis
2 Lyman 0.50 Burman91 Emami91 lung/pneumonitis
2 Lyman 1.62 ±0.45 Kwa98 5 institute lung/pneumonitis
2 Lyman 3.19 ±36.86 Moiseenko03 Moiseenko03 lung/symp pneum
2 Lyman 0.13 ±36.16 Moiseenko03 Moiseenko03 lung/symp fibrosis
2 Lyman 4.04 ±4.44 Seppenw03 Seppenw03 lung/pneumonitis
2 CV (pop) 0.37 StavrevOl Emami91 lung/pneumonitis

Figure 4.2. Program output after analysis of lung DVHs generated from the retrospective 
treatment planning of a cohort of 16 breast-cancer patients using two different treatment 
techniques. DVH #1 (solid line) is the cumulative DVH (averaged over the 16 patients) for a “5- 
field” technique, while DVH #2 (dotted line) is the corresponding DVH for a “wide-tangent” 
technique. For each set of DVHs, radiobiological model predictions of the mean NTCP are 
displayed for a number of different parameter sets available in the literature.

As shown in Fig. 4.2, there are considerable uncertainties in the NTCP predictions 

based on the Moiseenko et al. and (to a lesser extent) the Seppenwoolde et al. Lyman 

model parameters. These parameters were derived from analyses of clinical data sets 

consisting of 55 and 382 patients, respectively. This once again underlines the challenge 

in generating precise radiobiological predictions: the statistics and diversity of clinical 

data are in general insufficient to define narrow confidence intervals for parameter 

estimates. The uncertainties in the NTCP predictions based on the Kwa et al. model 

parameters are significantly lower than the other error estimates. However, this is at least 

partly due to the fact that Kwa et al. fixed the parameter n -  1, which also led to tighter 

confidence intervals for the other two parameters, m and D5 0 . The validity of these 

NTCP predictions is thus implicitly dependent on the validity of the assumption that the
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mean lung dose (MLD) is an accurate predictor of lung response to a heterogeneous dose 

delivery. Note also that the Kwa et al. NTCP predictions shown do not incorporate the 

offset of 0-11% in the NTCP reported in their work.

Fig. 4.3 shows the second program output, the predicted probability distribution 

of the number of complications, when a group of ten DDVHs describing dose 

distributions in the mandible is analyzed. For this normal tissue, the program database 

contains the Lyman and Critical Volume parameter sets based on the Emami et al. data. 

As shown, the complication distributions are similar for these two parameter sets: using 

the Lyman parameters, the program predicts probabilities of 73,24 and 3 % for observing 

zero, one, and two or more complications; using the Critical Volume parameters, the 

corresponding probabilities are 69,27, and 4 %. The mean, standard deviation, and 95% 

confidence interval of these distributions are also included in the output, and are as 

shown.

N um ber of C om plications: Probability Distribution 
0.8

no. patients =  10 
<N>=0.305; 0 ^ 0 .5 3

95% C l-[0.1]

N prob.
0 0 .727
1 0 .243
2 0 .0282
3 0 .0019
4 0.0001

Num ber of Com plications: Probability Distribution 
0.8

no. patients = 10 
<N>=0.367; c N=0.59

95% C l-[0.2]

.  . 2 3 4
number of complications (N)

(a) Model/Database: Lyman /  Burman91

-o 0.4
N prob.

0 0.686
1 0 .267
2 0 .0439
3 0 .0034
4 0 .0004
5 0
6 0.0001

A erV cc 3 4 5 6-number of complications (N)
(b) Model/Database: CV (pop) /  StavrevOl

Figure 4_3. Program output displaying the distribution of the number of complications 
predicted from the DVHs for the mandible for a group of 10 patients based on two sets of
radiobiological predictions based on the Emami et al.11 data: (a) Lyman model, Burman et al. 
parameters (b) “population” Critical Volume model, Stavrev et al. 8 parameters.

is
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ii. Testing o f the sensitivity of model predictions to parameter values

The TCP_NTCP_CALC program is also useful to those seeking to test the 

sensitivity of model predictions to different model parameter values. Fig. 4.4 displays the 

program output for the case when a user has chosen to specify four sets of parameter 

values for the Zaider-Minerbo/LQ TCP model, in the analysis of a given tumor DDVH 

file. The first time the following parameters have been specified: LQ cellular 

radiosensitivity values of a  = 0.30 Gy'1 and (3 = 0.03 Gy'2 (i.e. ot/p = 10 Gy); N  = 106 for 

the number of tumor clonogens; X = 0.05 days'1, which corresponds to a potential

doubling time (|n% )  of about 14 days; and n = 25 fractions. These parameters lead to a

predicted TCP of 91.5 %. For the second set of parameters, the radiosensitivity is 

reduced by 10 %, with values of a  = 0.27 Gy'1 and [3 = 0.027 Gy'2 being specified (all 

other parameters the same as the first set). This reduces the predicted TCP by 22 % to 

69.5 %, demonstrating the considerable sensitivity of the TCP calculation to small 

changes or uncertainties in the cellular radiosensitivity. A similar reduction of 24 % in 

the TCP (to 67.5 %) is also predicted if instead of changing the radiosensitivity, the 

repopulation rate is doubled to X = 0.10 days'1 (parameter set #3). Use of the fourth set of 

parameter values -  a  = 0.17 Gy'1, (3 = 0.017 Gy'2, N  = 103, X = 0.05 days'1, n = 25 

fractions -  is used to describe a much smaller tumor with increased cellular 

radioresistance. The predicted TCPs of 91.2 % and 91.5 % for the fourth and first sets of 

parameters, respectively, are nearly the same. This indicates that the 1000-fold decrease 

in the size of the tumor can be offset by a reduction in the radiosensitivity parameters of 

only 43 %. Indirectly this also suggests, as has been observed in numerous 

radiobiological modeling works, that in a heterogeneous tumor, tumor response is 

determined mainly by the most radioresistant sub-population within the tumor.
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VOI label (Last DVH file): PTV1Patient (Last DVH file):

DVH #1, #2, #3, #4
0.8

> 0.6

o  0.4

7030
Dose (Gy)

DVH File 1: C:\USERS\TMP\DDVHs\PTVLDVH
2: C:\USERS\TMP\DDVHs\PTVI.DVH 
3: C:\USERS\TMP\DDVHs\PTVl.DVH 
4: C:\USERS\TMP\DDVHs\PTVl.DVH

DVH# Model TCP (%) Param. DB Data Src. DB descriptor
l Zaid-Min/LQ 91.49 user specified N/A oc=0.30,N=106, 7=0.05
2 Zaid-Min/LQ 69.54 user specified N/A a=0.27,N=106, 7=0.05
3 Zaid-Min/LQ 67.53 user specified N/A a=0.30,N=106, 7=0.10
4 Zaid-Min/LQ 91.20 user specified N/A 0=0.17^=10^, 7=0.05

Figure 4.4. Program output displaying TCP predictions for the same DDVH for four sets of user- 
specified parameters: (i) a = 0.30 Gy'1, P = 0.03 Gy'2, N = le6, X = 0.05 days'1, n = 25 fractions;
(ii) same as (i), but with slightly decreased cellular radiosensitivity, a= 0.27 Gy'1, p= 0.027 Gy'2;
(iii) same as (i), but with the rate of repopulation doubled, X = 0.10 days'1; (iv) or= 0.17 Gy'1, P=
0.017 Gy'2, N = le3, A=0.05 days'1, n = 25 fractions.

D. Conclusion
An NTCP-TCP estimation module, TCP_NTCP_CALC, was developed which 

can be used as a research tool and as a clinical aid. Our module can assist in the 

evaluation of treatment plans by conveniently providing access to current radiobiological 

model predictions. It also provides a means of assessing the reliability and utility of 

common radiobiological models, both by facilitating comparison of model predictions 

(based on available clinical data) to actual clinical outcomes, and by testing of the 

sensitivity of model predictions to uncertainties in the model parameters.
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Chapter 5: Investigations of Current 
Radiobiological Models

Studies involving current radiobiological models are presented in this chapter. 

The further development of such models will, it is hoped, lead to a greater integration of 

radiobiological considerations in radiotherapy treatment planning, aimed towards 

improved customization of patient treatments. This chapter is divided into three sections. 

The first (Section A) provides theoretical background about cell survival and dose 

response models that is necessary to understand the projects discussed in Sections B and 

C. Section A culminates with a description of our derivation of explicit expressions 

relating the shape (position and slope) of dose response curves to parameters describing 

fundamental radiobiological properties. The project presented in Section B examines the 

potential ambiguities in biological interpretation introduced by the population 

heterogeneity that is inherent in clinical data. In the final section (Section C), we 

endeavor to investigate the descriptive capabilities of the LQ model, and the importance 

of incorporation of dynamic tumor processes in TCP modeling, with respect to the 

description of fractionation effects.

A. Theoretical Background: Cell Survival and Dose Response 

Relationships
L Linear Quadratic Cell Survival Model

The linear quadratic (LQ) model employs the following equation to predict the 

probability of cell survival, ps , after delivery of a dose D in a single fraction:

p s = exp ( - a  D - (3D2). (5.1)

The parameters a  and (3 are used to characterize the intrinsic radiosensitivity of a 

particular cell type. On a conventional survival curve, where log(p5)is plotted versus 

dose, the a  term will describe the initial linear part of the curve, while (3 will produce a 

downward bend in the curve. In general, the shape of cell survival curves for mammalian 

cell lines can be well described by the LQ equation.1,2
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A fairly conventional mechanistic interpretation of the LQ model is as follows. 

The ct term describes a “single-hit” mechanism where an un-repairable lethal cell lesion 

{e.g. a DNA double-strand break) results from dose deposited by a single particle track. 

The number of such lethal lesions is assumed to be proportional to the amount of dose 

deposited. The 0  term is associated with lethal damage resulting from the combined 

effect of two sub-lethal lesions. Assuming that the production of sub-lethal lesions is 

also proportional to dose, the probability of a lethal lesion arising from the interaction of 

sub-lethal lesions will be proportional to the square of the dose. The value of 0  is thus 

related to the efficiency with which sub-lesions are produced per unit dose, and the 

likelihood that sub-lethal lesions will interact to produce lethal damage.

There is still considerable debate about how correctly the LQ model can be 

identified with a simple biological interpretation,1,3'5 such as that given above. As 

discussed in (for e.g.) Refs. [2,6,7], more complex cell survival models formulated on 

specific biological assumptions can often be approximated by an LQ expression under
o

certain conditions. It is further noted that Brenner et al. have found that the LQ 

prediction of fractionation dependencies is consistent with the predictions of more 

complex mechanistic models. An example of a more complex mechanistic model is the 

lethal-potentially lethal (LPL) model of Curtis.9 This model again incorporates two types 

of damage, lethal and potentially lethal lesions (PLLs). The PLLs can either be repaired, 

or be converted into lethal lesions by improper repair involving interaction of two PLLs. 

Individual parameters are used to describe the proportionality constant between dose and 

the number of PLLs produced, the rate of enzymatic repair of PLLs, and the rate of 

interaction of the PLLs to form lethal lesions.6 Using a low-dose approximation of the 

LPL model, these three parameters can be related to the LQ 0  term.6 An alternative 

explanation of the LQ shape of cell survival curves that differs conceptually from the 

simplified interpretation given in the previous paragraph is provided by repair saturation 

models.2 In these models, in contrast to the LPL model, the interaction of potentially 

lethal lesions is not a mechanism of cell death. Rather, cell death results from a single 

type of lesion produced by single-hit mechanics. A certain fraction of these lesions can 

be enzymatically repaired, and initially, at lower doses, the rate of this repair is 

proportional to the amount of damage. However, the repair capacity is limited -  e.g. due
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to the limited number of available repair enzymes. Therefore, as the dose increases, the 

rate of repair will no longer be able to keep pace with the accumulation of the damage. 

Eventually, the rate of repair will saturate -  i.e. reach a constant value. Thus, in these 

models, it is the saturation of cellular repair that dictates the downward bend of the 

survival curve (and hence the LQ fi value). For convenience, when referring to the 

mechanism of the LQ model in the following paragraphs, we will adopt a simplified LQ 

interpretation involving interaction of sub-lethal lesions.

Though its applicability to radiotherapy is still disputed by some,10 the LQ model 

is likely the most commonly used cell survival model in radiotherapy. In addition to its 

mathematical simplicity, use of the LQ expression is also very convenient because it 

leads to a simple parameterization of fractionation effects11 in terms of odfi ratios. If it is 

assumed that the percentage cell survival for each dose fraction is independent of the 

dose delivered in prior fractions, the LQ model predicts that the net cell survival after 

delivery of a total dose D in n fractions of dose d is:

p s = J"J exp {-ad - f i d  ) = exp 
1=1

- 0 D - — D 1  |=exp 
n

-cdD 1 + ^ — 
v a n j )

(5-2)

This assumption is equivalent to presuming that all sub-lethal lesions are repaired 

between fractions, i.e. that no sub-lethal lesions remain from previous fractions that can 

interact with the sub-lethal lesions produced by the current fraction. From Eq. (5.2) it is 

clear that as the number of fractions increases, the cell survival increases in comparison 

to the delivery of the same dose D in a single fraction, which would produce cell survival 

of exp(-crZ)- f iD 2). The size of this fractionation effect is larger for smaller odfi 

(larger fit a) values. The response of most tumor types can be characterized by a large 

odfi value (e.g. 10 Gy), while the late effects of normal tissues are typically described by 

smaller (e.g. 0.5 -  6 Gy [Ref. 12,13]) cdfi values. Exploiting these differences between 

tumor response and normal tissue late effects is the basis of fractionation in radiotherapy. 

A convenient concept developed to compare the doses delivered using different 

fractionation regimens, is that of Biologically Effective Dose (BED), which can be 

defined as:11

BED = - — s- .  (53)
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Thus, for the LQ expression of Eq. (5.2), the BED becomes,

BED = D (5.4)
a l p )

In principle, the suitability of different fractionation regimes can be assessed by 

calculating how the BED values for the tumor and surrounding normal tissues change

D
when the dose per fraction, d  = — , is vaned.

n

The expression in Eq. (5.2) represents the simplest variant of the LQ model for 

fractionated treatments. It is time-independent, and therefore is unable to incorporate any 

dynamic cell processes. A common extension of this LQ model is one that introduces an 

explicit time-dependence into the repair mechanism, by assuming that the repair of sub- 

lethal lesions is governed by the rate equation,

= , (55)
dt z

where N$l is the number of sub-lethal lesions and t  is the repair rate constant. It can be 

shown14,15 that the cell survival for fractionated treatments then becomes,

Ps = eXP - 2 /? £  £<f, exp(-A7\/r)
/=! 1=1 j=i+l j

(5.6)

where di is the dose for fraction z and AT- is the time interval between fractions i and j.

The third term in the exponent in Eq. (5.6) describes additional cell death resulting from 

the interaction of newly produced sub-lethal lesions with sub-lethal lesions remaining 

from previous fractions. Eq. (5.6) is thus referred to as the “incomplete repair” LQ (LQ- 

IR) model. When the time intervals between fractions are very large compared to the 

repair rate constant, this incomplete repair term in Eq. (5.6) will be negligible, and Eq. 

(5.6) reduces to the time-independent form in Eq. (5.2). Since estimates of r fo r  normal 

tissue late reactions are of the order of a few hours,12 use of Eq. (5.2) is typically assumed 

to be sufficient when applied to most conventional fractionation schemes, where there is 

at least one day between fractions. However, the LQ-IR model may be necessary for 

hyper-fractionated regimens, where multiple fractions are delivered in the same day. 

Consideration of the time-dependence of repair mechanism is particularly important for 

treatments involving continuous dose delivery, such as brachytherapy, where repair is on-
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going during the irradiation. However, in this case, the form of the LQ model is 

significantly different than that in Eq. (5.6), and is given by,

p s (Z>) = = exp(- aD - pG {t)D 2), (5.7)

where, if T  is the total time of irradiation, then 15

G(r) = - ^ - T [(r /r )- l+ e x p (-r /r ) ] . (5.8)
(77 r)2

Additional modifications to the simplified LQ model of Eq. (5.2) have also been 

proposed to account for dynamic processes other than repair. For example, an attempt to 

incorporate cellular repopulation into the LQ model is represented by the following 

expression:11,16

Ps  = exP -< xD -— D 2  + 1  max(r -  ,o )\[ lag I’ (̂ *̂ )
n  J

where m ax(r-7}ag ,0) is equal to T - T [ag if T> Tuig, and 0 otherwise. In Eq. (5.9), X is

the rate of repopulation, which can also be expressed in terms of the potential doubling 

time (Tp): X = \n2 /T p. The Tiag parameter is used to accommodate a potential delay

between start of treatment and the onset of tumor repopulation.17,18 Often this type of 

repopulation term is not included in the cell survival expression used in conjunction with 

a tissue dose response model. Instead, an LQ expression such as Eq. (5.2) or (5.6) is 

used, and repopulation is incorporated explicitly in the equation describing the tissue 

dose response model. Repopulation in tumor response models is discussed in more 

detail in Section 5.C.ii.

Efforts have also been made to incorporate into the LQ model the dynamic 

resensitization processes of reoxygenation and redistribution,19 the remaining two of the 

four “R’s” of radiotherapy, in addition to repair and repopulation. Resensitization 

processes can alter the radiosensitivity characteristics of a tumor and/or normal tissue. 

The potential effects of redistribution of the percentages of cells in the different stages of 

the cell cycle stem from the dependence of a cell’s radiosensitivity on where it is in the 

cycle: e.g. cells undergoing mitosis are more sensitive to radiation than those in the S 

stage of the cell cycle, when DNA is actively being synthesized. The reoxygenation of 

initially hypoxic tumor cells is advantageous for tumor control because of the increased
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radiosensitivity of cells within oxygenated environments. Reoxygenation occurs when 

the outer layers of the tumor are killed and removed during radiotherapy, allowing 

oxygen to diffuse to previously inaccessible inner layers of the tumor. In Section 

5.C.ii.c, we discuss use of a time-dependent expression for the a  radiosensitivity 

parameter to accommodate potential reoxygenation effects.

One consequence of modifying the simple time-independent LQ expression of Eq. 

(5.2) to include dynamic cell processes is that fractionation effects can no longer be 

characterized solely by the single parameter, the alf$ ratio. For example, if the LQ 

expression incorporating repopulation, Eq. (5.9), is used, the corresponding expression 

for the BED becomes:

In this case, the BED is dependent on odfi, oc, X, and T ^ .  Thus, if repopulation is not 

negligible, description of fractionation effects requires knowledge of not only alfi, but 

also of the cellular radiosensitivity parameter a  and the constants X and Tlag 

characterizing cell proliferation.11

ii. Tumor and Normal Tissue Dose Response Models

a. Phenomenological Expressions

Plots of the dose response probability P (either tumor control probability, TCP, or 

normal tissue complication probability, NTCP) as a function of dose (D) are 

characterized by a sigmoidal shape. As discussed by Bentzen and Tucker,20 this 

sigmoidal shape is often described by one of three types of mathematical expression: 

Poisson, logit, or probit. An example of each of these expressions is shown below.

££0=Df1+̂ l “ max(7'-Jw-°) (5.10)

Poisson: (5.11a)

Logit: P{D) -  <t> -a /2 tt7 5o 1— —
L  V  D$o/

(5.11b)
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1 x
where <&(x) = —j== Jexp(-r2 1 2 )dt

Probit: P(D) = -

1 + exp 4 /5 0 V - 5 - '
D$q v JU y

(5.11c)

Note that the Poisson expression in Eq. (5.1 la) is the same as the TCP model described in 

Eq. (4.13), and that the logit expression is identical to the Lyman NTCP model for a

1
uniform irradiation, with Eq. (5.11b) being equal to Eq. (4.1) with m = - In

f i x  750 '

each of the three expressions, the shape of the probability curve is determined by two 

parameters, one each describing the position and slope of the curve. The position 

parameter Dso is the dose at which the probability is equal to 50 %. The slope 6  of a 

probability curve at dose D  is, 

dP(D)9(D) = ■
dD

(5.12)

while the normalized slope,21 y, is defined as the slope 6  multiplied by the dose D, 

dP(D)
7 (D) = D

dD
(5.13)

and thus has units of (e.g.) Gy. The slope parameter yso utilized in the expressions of Eq.

(5.11) is the normalized slope evaluated at the Dso dose:

r » = » s o ^ ^ |  ■ (5-14)
0=£>jo

The sigmoidal shapes described by the three expressions in Eq. (5.11) are not identical. 

This is shown in Fig. 5.1, where probability curves for each of the three models are 

shown for identical Dso and yso values. However, in general, the shape of actual dose 

response data can be reasonably well described by any one of the three models.
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Figure 5.1. Probability curves as calculated with the Poisson, logit, and probit models defined 
in Eq. (5.11) and using identical parameter values of Dso = 50 Gy and yso = 3 Gy.

b. Mechanistic Models

The expressions in Eq. (5.11) are essentially phenomenological. However, it is 

often desirable to use more mechanistic dose response models, since these may directly 

relate dose response probabilities to inherent radiobiological characteristics of tissues. 

This is particularly important for potential customization of radiotherapy treatments, 

since at least in theory, radiobiological characteristics such as cellular radiosensitivity and 

tumor doubling times can be estimated using radiobiological assays. The incorporation 

of patient-specific values for parameters such as a, 0  and X in mechanistic models would 

then lead to predictions of the NTCP and/or TCP values resulting for a given treatment 

that are valid for an individual patient. A few mechanistic models are briefly described 

below for the simple case of uniform dose delivery to an organ or tumor.

The Critical Volume (CV) NTCP model23'25 was introduced in Chapter 4. To 

review, it can be approximated by a probit-type equation,

/  4 n  (p p s u  W )  ~  M cr )NTCP = <D
V PFSU  (£*) (1 “  P f su  (D ))

(5.15)

150

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



where N  is the number of functional sub-units (FSUs) comprising the organ and p cr is the 

critical fraction of the volume that must be damaged before a complication occurs. 

Assuming that an FSU is irreparably damaged only if all of the No cells contained in the 

FSU are killed, the probability of FSU damage, p FSU (£>), can be calculated using,

p ra„ ( Z ) ) = ( l - p s (D))A,«. (5.16)

f
using one of the LQ cell survival expressions, e.g. ps (D) = exp

The dependence of the NTCP on cellular radiosensitivity parameters is introduced by

- a D - £ - D 2 X
n  J

A special case of the CV model occurs when it is assumed that an organ has no 

reserve capacity, and thus a normal tissue complication occurs if any of the N  FSUs are 

damaged. Such an organ is said to have a Critical Element (CE) architecture.24 

Formally, an NTCP expression for a CE organ can be derived by setting L = 1 (where L -  

1 represents the number of reserve FSUs) in the basic CV model expression given by Eq. 

(4.4) in Chapter 4.26 The resulting equation can be simplified to yield the following 

formula describing the CE “model” prediction of the NTCP,

NTCP =  1 -  (1 -  p FSU ( D ) f , (5.17)

where (1 - P fs u (^ ) )N can De identified with the probability of survival of all AT FSUs. 

In Eq. (5.17), the probability of FSU incapacitation can again be described by Eq. (5.16) 

in conjunction with one of the LQ cell survival models (e.g. Eq. (5.2)).

Based on the assumption that all N  tumor clonogens must be killed to achieve 

tumor control, a “binomial” formulation of a TCP model is given by,

TCP = ( l - Ps( D ) f . (5.18)

The probability of cell survival can again be described by one of the LQ expressions. To 

incorporate repopulation in the TCP model, Eq. (5.9) could be implemented to 

describe p s (D ). An alternative method of accommodating repopulation is to make the

replacement N  —» Nexp(AT) in Eq. (5.18) to yield,

TCP = (l - p s ( D ) f ^ f ) , (5.19)
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with p s (D) being described by an LQ expression without repopulation, e.g. Eq. (5.2) or 

Eq. (5.6). In Eq. (5.19), it is assumed that there is no delay between the start of treatment 

and the onset of repopulation (i.e. Tiag = 0), or equivalently that T represents the duration 

of treatment after the onset of repopulation (i.e. T - T lag -> T ). A Poisson

approximation to the binomial expression of Eq. (5.19) is,

when Eq. (5.2) is explicitly substituted for p s (D). Though convenient, the simple

method of including repopulation in a TCP model represented by Eqs. (5.19) and (5.21) 

does suffer from some limitations. These limitations and an improved TCP model 

incorporating repopulation are discussed in Section 5-C.ii.

Hi. Expressions relating Dso and yso to Radiobiological Parameter Values

We derived expressions explicitly relating the radiobiological model parameters 

present in the mechanistic models outlined above to the position and slope parameters 

Dso and yso often used to describe the shape of dose-response curves. The first step in 

deriving a relation for Dso is to set the NTCP or TCP expression equal to one-half, and 

then to solve for the corresponding value of the cell survival, p s (D5 0). Thus for the 

binomial and Poisson TCP model cases, the equations,

TCP = exp(- iVexp^T) p s (D)). (5.20)

This becomes,

(5.21)

Binomial TCP: 0.5 = (l - p s (D50))Wexp(;l7)

Poisson TCP: 0.5 = exp(- N  exp (AT) p s (D50)),

are solved to yield:

Binomial TCP: p s (D5 0 ) = 1 -  (0.5)1/(/Vexpar>) (5.22a)

Poisson TCP: Ps^Ps o) N  exp (XT)
(5.22b)

For the CE and CV NTCP models, the equations to be solved are:

CE NTCP: 0.5 =  1 - (1 - p FSU (D50) f
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CV NTCP: 0.5 = <D J N  i p  FSU (& 5 0  ) ~  P e r )

This leads to expressions for p FSU (Z)50),

CE NTCP: P FSU( D 50) = 1-(0.5)1/n (5.23a)

CV NTCP: Pf s u  & 5 o )  = Men (5.23b)

where the latter CV expression makes use of the fact that 0(0) = 0.5. Using Eq. (5.16), 

expressions for p s (D5Q) can then be derived:

(5.24a) 

(5.24b)

vl tNCE NTCP: p s(D50) = 1 -  ^ l - ( 0.5) 1

CV NTCP: Ps(D50) = \ - n̂ .

For all four model expressions (binomial and Poisson TCP, CE and CV NTCP), the time- 

independent LQ expression (Eq. (5.2)) was used to describe cell survival, which can be 

re-written as,

$-D 2  +ccD + \n(ps (£>))=0. 
n

(525)

Evaluating Eq. (5.25) at the dose Dso and then solving for Dso yields,

n
20

- a + ^ a 2  -4 -^ ln (p s (D50)) (526)

The Dso relevant for each of the four models can be obtained by substitution of the 

appropriate p s (Dso) expression (Eq. (5.22a), (5.22b), (5.24a), or (5.24b)).

To calculate expressions relating yso to radiobiological parameters, we first 

calculate the (un-normalized) slope (Eq. (5.12)) for each of the models. First, taking the 

derivative of Eq. (5.19) with respect to dose yields the slope for the binomial TCP model,

Binomial TCP: d(D) = N  exp (AT)
TCP(D)

(1 ~ P s ( D ) )

dps(D) 
dD

(5.27)

The derivative of the LQ cell survival expression (Eq. (5.2)) can be expressed as:

dps(D) _  
dD

- P s ( D ) a + (5.28)
n

Evaluating Eq. (5.27) at D -  Dso and using Eq. (5.28) and Eq. (5.22a), the slope can be 

simplified to:

153

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Binomial TCP: 05Q = — Xp-̂—  - i j f g  + M ^ ) ,  (5.29)
2 I " )

By taking the derivative of Eq. (5.21), it is easy to show that the slope for the Poisson 

TCP model is,

Poisson TCP: 0(D) = -TCP(D) In (JCP(D)) f  a + ^  D \ (5.30)

which for D = D$o becomes

Poisson TCP: #50 ~
In 2 a  + ̂ - D 50\  (531)

"  >
Continuing with the CE NTCP model, the derivative of Eq. (5.12) gives the slope:

CE NTCP:

(1 -NTCP(D )) ( d p FSU(D ) '

6 (D) = PFSU^ y *  ( d PFSU(-P)^
O -  P f s u ( D ) )  k d &  )

= N
(l -N TC P iD )^ IN dD

(532)

Eq. (5.16) and Eq. (5.28) can be used to derive the relation,

d  P f s u  ( ^ )  _ Ps(D) (

JO =NoP ™ m { l - p s (D))
a + - I—D . 

n J
(533)

Then substituting expressions for p F$u (D5 0 ) (Eq- (5.23a)) and p s (D50) (Eq. (5.24a)) 

into Eq. (5.33), the following expression for 6 5 0  can be derived from Eq. (5.32):

CE NTCP: 050 =
N N n

(2UN - l ) 1

^ 1  -  (0.5)1 IN
' 1

n 50 (534)

Finally, the slope of a dose response curve described by the CV model is

d®(;c)
CV NTCP: 0(D) =

P f s u  ~ P e r )

1 . 2 x dx  P = ex p (-x  )—  ,
dD dD

(535)

where, x  =

dx

V P f s u  §■-  P f s u )
, and

4 n dppsu

d D  -yjPf s u  0  -  P f s u  ) dD
1 - Efsv b ’— \  -  2prsu ) j . (5J6)

2 P f s u ^ ~ P f s u ) j

Eqs. (5.23b), (5.24b), and (5.33) facilitate the calculation of the slope at the dose 

corresponding to a 50 % probability of complication, yielding:
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CV NTCP: 8 S0 = N 0
N m„ (  1 (5.37)

2tu(1 - M c r ) { N̂

Expressions for the normalized slope, yso, for each model are obtained by multiplying the 

un-normalized slope, 8 5 0  -  Eq. (5.29), (5.31), (5.34) or (5.37) -  by the expressions for 

Dso -E q . (5.26) in combination with Eq. (5.22a), (5.22b), (5.24a), or (5.24b).

The final expressions for Dso and yso are tabulated in Table 5.1. Their use is 

appropriate when characterizing the position and slope of a dose response curve 

comprised of points that all correspond to the same number of fractions, n, i.e. the dose 

per fraction varies for each point describing a different total dose D. Equivalent 

expressions can also be derived for the case when all dose points correspond to the same 

dose per fraction, d, i.e. the number of fractions varies for the different dose points. In 

this case, the appropriate time-independent LQ model expression is 

p s (D ) = exp(- D(a  + fi d)). Also, since d is a constant, the equations corresponding to

tumor repopulation is to be included in the TCP expressions, the implicit dependence of 

dose on the treatment time T  would also require consideration, since the different dose 

points would likely correspond to different values of both T, as well as n. The Dso and yso 

expressions for both cases -  (1) when n is constant, and (2) when d  is constant (assuming 

no repopulation) -  along with further details of the derivations, are reported in our 

published work, Ref. [27]. When the number of FSUs (N) and the number of cells in an 

FSU (No) are large, the approximation l i m ^  x(aUl -1 ) = In a , with x  representing N  or

No, can be used to render expressions for the CE and CV NTCP models that are in 

slightly more convenient forms than those provided in Table 5.1. These expressions are 

also included in Ref. [27].

Eqs. (5.26) and (5.28) would become, Dso = ^ 0 )) ^  (a  + /3d). If
a  + fid dD
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Model

Binomial

TCP

Dso

n
/  I ■ '

■ J a2 - — ln(l- (0.5)1/(A,expar))) - a  
'IV n

Poisson

TCP

r
n

2P
2 4^1 \a  — —In

n
In 2

N txp (lT )
- a

Critical
Element

NTCP

n
IP

Îa2 -  1 -  (0.5 j^ ) -a

Critical
Volume

NTCP

n
Tp

Model Yso

Binomial

TCP

n V exp(/ir) |
4J

n^C 05>1/(Wexp<̂ ))) - a

Poisson

TCP

n In 2
4 P a z — ^ ln

4p j  In2
n n[  V exp(Ar)

l o r 2 - — m l ln2
n ^ N exp(2.T) J

u

Critical
Element

NTCP

nN N ,
AP

O ^ I / A T  . j )

Ntfl- (0 .5 )UN
Ja2 -M m ^ -  ̂  1 - (Q.5)17̂ )

x b ' - ' i m (i-Â i- (0 .5 )I/" )-

nN0 NMcr
f

1
2 p i
f j—

2 * 0 - i O
Critical
Volume

NTCP

2r  " T ln!

Table 5.1. Expressions relating the position and slope parameters, Z)# and yso, for dose response 
curves calculated using the binomial TCP, Poisson TCP, Critical Element NTCP, or Critical Volume 
NTCP models to the radiobiological parameters for each of these models. The expressions are valid 
assuming that cell survival is described by the time-independent LQ model (Eq. (5.2)), and that all 
dose points in the dose response curves correspond to the same number of fractions, n.
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The expressions in Table 5.1 are useful if one wants to determine the change in 

the position or slope of a TCP or NTCP curve when a given model parameter is varied, 

without having to calculate an entire TCP or NTCP curve for each new parameter value. 

An example of this application is illustrated in Fig. 5.2, where the value of Dso is plotted 

as a function of n, the number of fractions. The four curves shown in Fig. 5.2 correspond 

to calculations for the following models and parameter values: (1) CV NTCP model, 

with parameter values of a -  0.07 Gy'1, a!ft = 2 Gy, N  = 106, N0  = 103, and jucr = 0.10;

(2) CV NTCP model, with a -  0.12 Gy'1, alfi -  10 Gy, and N, No, and ficr having the 

same values as in (1); (3) Poisson TCP model, with a - 0.30 Gy'1, alfi = 10 Gy, N  = 106, 

X = 0 (i.e. no repopulation); and (4) Poisson TCP model, with a, cc/J3, and N  the same as 

in (3), but with X -  0.10 days'1 (i.e. potential tumor doubling time of ~ one week). Note 

that the a  and cdfi values for (1) and (2) yield the same survival fraction at 2 Gy, defined 

as SF2 = exp(-2<2 -4 /5 ), with or and /? in units of Gy'1 and Gy'2, respectively. Fig. 5.2 

depicts how the lower alfi values for normal tissues lead to a fractionation benefit. The 

curves for the TCP and NTCP models when the value of a!ft  is the same (= 10 Gy) 

exhibit a similar dependence of Dso on the number of fractions. However, when the 

normal tissue odfi ratio is reduced from ten to a more realistic value of two, the dose at 

which a complication rate of 50 % occurs increases much more rapidly, manifesting the 

fractionation advantage. The negative effect of tumor repopulation is also illustrated in 

Fig. 5.2. As shown, increasing X from 0 to 0.10 days'1 results in a substantial increase in 

the dose required to achieve 50 % tumor control when a large number of fractions is 

used. Notice also that for this example, the curves corresponding to cases (1) and (4) 

above have nearly the same general shape, implying that a repopulation rate of X = 0.10 

days'1 essentially negates any fractionation benefit that could be realized from the low 

a lp  ratio of the normal tissue.

The expressions in Table 5.1 may also yield other useful insights on the shape of 

the dose response curves predicted by the different models. One example is that the Dso 

expression for the CV NTCP model has no explicit dependence on N , the number of

FSUs in the organ. The normalized slope (yso), however, varies according to -J~N . This
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would imply that, for organs with a “critical volume” architecture, the position of the 

NTCP curve is independent of the size of organ irradiated, but the normalized slope of 

the curve will get steeper as the size of the organ increases.

70

40
oU)

  NTCP: a/p = 2
  NTCP: a/p = 10
 TCP: a/p = 10, X = 0
—  TCP: a/p = 10, X = 0.10

40
n (fractions)

Figure 5.2. Dependence of Dso on the number of fractions (n), as predicted by the expressions 
in Table 5.1 for the CV NTCP model and the Poisson TCP model. The two NTCP curves 
illustrate the effect of changing the cdfi ratio, while the two TCP curves show the impact of 
repopulation (A = 0 —► no repopulation.) The other parameter values for each of the four curves 
are given in the text.

B. Evaluation of a TCP model incorporating population heterogeneity 
L Introduction

The motivation for using radiobiological modeling in radiotherapy lies in the 

potential to use such models to customize radiotherapy treatments for each individual 

patient, in order to maximize the probability of a positive clinical outcome. Ideally, 

accurate in vitro assays of the clonogen density, radiosensitivity, and repopulation 

capabilities would be used in conjunction with appropriate radiobiological models to 

accurately predict an individual’s radiation response to any given treatment regime, and 

to suggest appropriate adjustments to a treatment plan. Significant effort has thus been 

invested in studying how closely current in vitro assays (e.g. SF2) are correlated to in vivo
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tissue radiation response [e.g. Refs. 28-39]. A number of works have used models to 

assess the potential gains in TCP (tumor control probability) achievable with assay-based 

treatment customization.40'42 The potential advantage of using radiobiological models for 

treatment customization was highlighted in one such work by Buffa et al. 40 which 

illustrated that a TCP model incorporating individual assay results has greater prognostic 

power than the in vitro assays alone.

Clearly, the understanding of the relationship between in vitro and in vivo 

radiosensitivities is an important objective. It is expected that in vitro and in vivo 

radiosensitivities will differ due to the impact of in vivo hypoxia, and differences in repair 

capabilities. The extent of influence these and other factors have is difficult to assess. 

Comparisons between in vitro and in vivo data are unfortunately complicated by factors 

that make the extraction of radiosensitivity parameters (a  and /?) from clinical data 

difficult. As is well-known, clinical data is composed of a population of individuals 

having a distribution of radiation responses. As discussed by a number of authors,43"46 

the shallow dose-response observed in clinical data sets may be attributable to variability 

in radiation-response parameters within the population. Until recently, however, clinical 

data was fit using tissue-response models characterizing the response of an individual. 

Failure to account for inter-tumor heterogeneities in the TCP model used to fit a clinical 

data set can lead to distortion of the extracted parameter values. It has been suggested 

that this is one reason why values of a  extracted from clinical data sets have been lower 

by a factor as large as ten than values of a  derived from in vitro data 47

The incorporation of inter-tumor heterogeneities into TCP models has been 

addressed in the works given in Refs. [47-49]. In this work we evaluate one of these 

attempts, a model developed by Roberts and Hendry,47 in order to further explore this 

model’s applicability. We fit this population model to various sets of pseudo-data that 

we generated, to determine how closely and reliably the fit values match the parameter 

values used to generate the pseudo-data. Our results serve as an illustrative example of 

the limitations common to the use of population models in general. Specifically, we will 

show the difficulty in extracting reliable estimates from fits to clinical data sets of either 

the degree of heterogeneity present in a clinical data set, or of the value of the f i /a  ratio, 

which is often used to characterize the fractionation sensitivity of a cell line.
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i t  Theory

The Poisson TCP model given in Eq. (5.21) describes the dose response of an 

individual patient. This equation can be re-written in a slightly different form to give, 

TCPind = exp(- ex p ( k - o D - (3D2 /n  +A maxCT -  Tlag ,0))), (538)

with JCbeing defined as the natural logarithm of the initial number of clonogens: 

k  = In N .

In Eq. (5.38), k ol, 0, A, and T\ag are the (previously-defined) parameters characterizing 

the individual’s tumor, and the symbol TCPtnd is used to explicitly indicate that this 

represents an individual TCP model. As mentioned above, the fitting of an individual 

TCP model such as this to clinical data can lead to apparently unrealistic values for the 

radiation response parameters (K a, /?, A, and T[ag). To extract meaningful estimates of 

these parameters from fits to clinical data requires that patient-to-patient variations in 

these parameters be incorporated in the formulation of the TCP model. Typically this is 

done by integrating the individual tumor response function with respect to each of the 

parameters, weighted by the probabilities of finding given parameter values in the 

population of individuals -  f K{tc)y f a(o), fp ( f i ) ,  /^(A ), / ^ ( T ^ ) .  Thus, 

accommodating variation in the k ol and A parameters, the general expression for a 

population TCP model {TCPpop) is:

TCPm  = J d a  f a (a) ] dX f x (X) J  d ic jK (*-) T C P ^ a ^ X J ^ ) .  (539)

Assuming (for mathematical convenience, and as is conventionally done) that the 

radiation response parameters are normally distributed within the population, the 

population-averaged TCP response can be written as:4

1

.47

TCPW =
(2*03/2

x exp
f  r  ■> x2 \-(x -’-x-)-

-  exp| K -a 'D  -  + A’m ax(r -  Thg ,0)

2cr;
exp

2 o l
exp

-  (X -A ) 
2

dK'doCd'jI’.

(5.40)
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In Eq. (5.40), o K, o a , and o x are the variances, and k, a, and X are the population

means of the normal distributions of each of the parameters. This population model will 

be referred to as TCP3 0 , since it involves an explicit 3-dimensional integration.

The effect of population heterogeneity on the shape of TCP curves is illustrated in 

Fig. 5.3. A TCP curve generated using the individual TCP model (Eq. (5.38)) is 

compared to TCP curves calculated using the population model (Eq. (5.40) for different 

values of o a . For this exercise, it is assumed that there is no variability in the other

parameters, i.e. o K = 0, o x-  0. The parameter values common to the individual and 

population TCP curves are the same: k -  13.8, a  = 0.30 Gy'1, /? = 0.03 Gy'2, X = 0.10 

days'1, and Tiag — 0, with a  referring to the mean value in the case of the population 

model. As evident from Fig. 5.3, the main effect of an increase in population variability 

is to make the slope of the TCP curve shallower.

100

—  ca = 0.03
—  a  =0.06a
  a  =0.12

80

60

40

20

200 40 60 80 100
Dose (Gy)

Figure S3. Effect of patient-to-patient variation in a on the shape of TCP curves. The 
population model in Eq. (5.40) was used to generate curves corresponding to increasing values 
of oa (i.e. increasing heterogeneity). The other parameter values were v =  13.8, a= 0.30 Gy'1,
P = 0.03 Gy'2, X = 0.10 days'1, and T̂g = 0 (and <7r = 0, a  = 0). The curve labeled <7a=0 was 
generated using the individual TCP model (Eq. (5.38)) and the same parameter values for K, a, 
p. X. and Tiag.

The main drawback to the population model in Eq. (5.40) is the introduction of 

three new independent fitting parameters ( o K, o a , o z ) , bringing the total number of
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model parameters to eight. Clinical data sets do not have sufficient diversity to support 

the use of such a model without introducing considerable parameter correlations. When 

correlations occur, different sets of parameters will provide equally good fits to the 

clinical data. Attempts to extract biological information from the fits then often become 

ambiguous, essentially rendering the fits phenomenological.

An approximate “closed-form” solution to Eq. (5.40) was proposed by Roberts 

and Hendry.47 This solution represents an attempt to provide a population TCP model 

that, in comparison to the TCP3 D model, is simpler mathematically, requires fewer 

parameters, and yet preserves the main dependencies of TCP on the effects of population 

variability. The first assumption of the Roberts and Hendry derivation is that the most 

important source of heterogeneity is variability in a, and that heterogeneity in the other 

parameters (e.g. ra n d  X) can be neglected. On this basis, Eq. (5.40) can be reduced to a 

population model, TCPw, that requires only a one-dimensional integration:

TCPW = 1

x exp

Jexp
r r 
-ex p

\

B D 2 „K -a 'D  -  —— + X max(T -  Thg ,0)
n

/ - ( a ' - a ) 2 ^
2 <71

d a '

(5.41)

For the case of large o a , Roberts and Hendry then approximated the first exponential 

(i.e. the individual TCP function) in the integrand by a Heaviside step function,

p D 2
exp(-expz)

Jl if z < 0
[0 if z > O’

where z = K - a D - -
n

■+X max(T -  Tkg ,0)

(5.42)

This is equivalent to assuming that the slope of the individual TCP dose-response curve is 

infinitely steep. Using Eq.(5.42), the integral in Eq. (5.41) can be expressed in terms of 

the complementary error function (erfc),

 ̂k - aD -  fiD 2 /  n + X m a x (T - T k .,0)^
TCP„ =±erfc

-j2D(Ja
(5.43)
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where erfc(x) = J ex p (-r )d r . The number of parameters in the population TCP model

is further reduced by introducing a heterogeneity parameter, 

a
M = — , (5.44)

and by expressing the parameters N, /?, and X as ratios relative to a. The Roberts and 

Hendry population TCP expression, now designated TCPrh, is thus a function of five 

parameters,^, K./a , / a  , X/a , and Tu,s :

M
4 i d

K p D  X rr  t  r\\  D -  — ---- + —max(T -  ,0)
a  a n a

\

(5.45)

The number of parameters used in this population model is the same as found in the 

individual TCP model given by Eq. (5.38). Roberts and Hendry proffered that fits 

employing the ratios n j a , f i / a ,  and X/a are more stable and perhaps more 

biologically meaningful than fits done with the absolute values of the parameters. This 

assumption is consistent with the findings of previous authors43,50 regarding the 

advantages of using ratios of parameter values.

The predicted Dso in terms of the radiobiological parameters for the TCPrh 

expression can be calculated using the observation that TCPrh = 0.5 when the argument 

of the erfc function in Eq. (5.45) is zero. This gives:

D, n
50 ( RH) 2 p / a

1+
4 p  a  (  k  a. _

 + —max(r
(.a an

(5.46)

The position of the TCPrh curve is independent of both the absolute value of a, and the 

level of heterogeneity, fi. Taking the derivative of the expression in Eq. (5.45) and 

evaluating at the Dso dose given in Eq. (5.46) provides the value of $so characterizing the 

(un-normalized) slope of the curve:

0.50 ( RH) ■JxjrD^
J  D .1 +  2
a n

50 (5.47)
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iii. Methods

Like any TCP model, a population model can be evaluated with respect to two 

considerations: (i) the ability to fit the shape of clinical TCP data with the model, and (ii) 

the ability to extract parameter values that accurately reflect the radiobiological 

characteristics inherent in the data. Roberts and Hendry found that in fitting two clinical 

data sets, their closed-form heterogeneity model produced slightly better fits than those 

achieved with a standard individual TCP model. They also suggested that their model 

yielded biologically significant parameters: values for the radiosensitivity, clonogen 

number, and repopulation parameters that were consistent with relevant in vitro 

measurements, in addition to a stable estimate for the parameter characterizing the degree 

of population heterogeneity. One disadvantage of using real clinical data to test a model 

is, however, that the “true” parameter values of any clinical data set are never known 

with a great degree of certainty. It is thus not always easy to assess whether the best-fit 

parameter values obtained using a given TCP model are “biological”, or should rather be 

considered more “phenomenological” in nature. In an effort to establish more 

definitively the capabilities of the Roberts and Hendry (RH) closed-form population 

model, we fitted TCPrh (Eq. (5.45)) to different sets of “pseudo-data”26 that have been 

generated with known parameter values

a. Generation o f Pseudo-data

The pseudo-data was generated by writing MATLAB computer code to 

implement the following technique.26,51 First values for the parameters k; a, /?, A, Tu,s, 

o K, o a , ando^, which describe the means and variances of the radiobiological

characteristics of a population, were selected, as were values for n and T, which specify 

the fractionation regime(s). Also chosen were an appropriate set of dose points, D} with j  

= 1 to ndpts, and the number of patients per dose point, npat, contained in the pseudo

data set. The data set thus consisted of a total of ndpts x npat patients. A set of 

parameters describing the radiation response of each individual patient was generated: 

for the ith patient these parameters are designated Kiy (%, /?„ A,-, 7^.,-. The same /? and Tiag 

values were used for each patient, while the values of x;-, (%, and A,-, were randomly 

sampled from normal distributions described by the population mean and variance
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parameters. Based on each individual’s parameters, the dose delivered and the 

fractionation regime, an individual TCP value, TCPi, was calculated with Eq. (5.38). To 

simulate statistical fluctuations in the data set, each TCPi value was compared to a 

random number RN-, sampled from a uniform distribution defined between zero and one: 

the instances where TCPi > RNi were assigned as treatment successes (i.e. tumor 

controls), the others as treatment failures. We will designate the number of “controls” 

and “failures” at a given dose point j  as nconj and nfailj, respectively. The TCP at each 

point is thus given by TCP^,0 (Z) •) = ncorij / npat..

Different pseudo-data sets were generated using the sets of parameter values 

given in Table 5.2. Though not derived from any particular clinical data set, they 

represent plausible radiobiological values; they are similar, but not identical, to those 

used by Roberts and Hendry during their preliminary testing of their model. Set #1 is our 

“base” set of parameters. The population heterogeneity for this set is characterized by the 

values of o K = 2, o a = 0.075 Gy'1 and o x= 0.05 days'1. Theo*. value is the same as that

assumed by Roberts and Hendry, while the o a and o x values are somewhat smaller. 

However, our o a and a x values still represent considerable population heterogeneity, 

corresponding to a coefficient of variation, CV = x jo x (where x  is a parameter), equal to 

25 % for both or and X. The parameters of set #2 were chosen to reflect a data set without 

population heterogeneity (o  K, o a and o x =0). Sets #3 and #4 are used to explore the 

dependence of the fitting results on the LQ model’s /? term, and differ from set #1 only in 

the values of K and p. Set #3 assumes no /^-mechanism is present, whereas set #4 

assumes a much larger P  strength corresponding to an a l p  ratio of three, instead of the 

value of ten assumed for set #1. The values of xrfor sets #3 and #4 were decreased and 

increased with respect to the k = 16 of set #1 to maintain a similar value of Dso for a 

treatment consisting of 30 fractions in 39 days.

Two types of pseudo-data sets were generated; those including only a single 

fractionation regime of n = 30 fractions in T  = 39 days; and those consisting of data for 

three fractionation regimes -  15, 30, and 45 fractions delivered in 18, 39 and 60 days, 

respectively. Note that when there is no variation in the treatment time between the data
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points of a set of TCP data, fits will not be able to discriminate between the — and
a

%
—max(T -  T, ,0) terms in Eq. (5.45). The parameters describing the clonogen number 
a

and repopulation characteristics are thus inherently correlated in this case. For this 

reason, when fits were done to the single fractionation sets of pseudo-data, we fixed the 

values of A/a  and Tiag to zero, which effectively combined these two parameters and 

k / a  into a single fitting parameter,

— = — max( T- T. ,0). (5.48)
a  a  a  g

The data sets with three fractionation regimes were used to investigate how

diversification of the data with respect to the n and T  variables affected the fitting results.

These diversified data sets allowed the n/a  , A/a  , and Tu,g parameters to be treated

independently for fitting purposes.

Except as noted below, the pseudo-data sets were generated assuming a sample

size (npat) of 50 patients at each of the dose points, which were defined at 2 Gy intervals

between 30 and 90 Gy for the single fractionation sets, and 30 to 100 Gy for the multiple

fractionation sets. These dose ranges were selected to generate full TCP curves that had

points covering essentially the entire range of TCP values from 0 to 100 %. An

additional pseudo-data set was also created that had fewer dose points -  seven, rather

than thirty-six, for each of the three fractionation regimes -  to determine how the results

would change if fits were performed to a more clinically realistic data set. The effect of

sample size was also studied by generating a set with a sample size of 20 patients per

dose point

Set# K O k a

(G y1)
o a

( G /1)
A

(days'1)
Ox P 

(days'1) (Gy'2)
Tiag

(days)
#1 16 2 0.30 0.075 0.20 0.05 0.03 25

#2 11 0 0.20 0 0.20 0 0 25

#3 13 2 0.30 0.075 0.20 0.05 0 25

#4 23 2 0.30 0.075 0.20 0.05 0.10 25

Table 5.2. Radiobiological parameters used to generate the pseudo-data sets employed
in the fitting exercises designed to test the RH heterogeneity model.
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b. Fitting Techniques: Maximum-Likelihood and p-values

The fits to the pseudo-data employed a maximum-likelihood fitting 

methodology.25,51 The specific method, outlined below, is one detailed in the work of 

Stavrev et al. 2 5  For a given set of fitted model parameter values, p , the corresponding

TCP values, TCPfil{p ,D j) , are calculated for all dose points Dj. In the case of the RH 

model, the fit parameters are p= (jl, K/a , / i /a , X/ a , Tu,g). If it were assumed that 

these are the “true” parameters describing the data, the “likelihood” L (i.e. probability) 

predicted by binomial statistics of observing the generated pseudo-data set, described by 

the nconj and nfailj values, is
ndpts , v

L = Y lB (ncon j,nfailj) TCPfu(p ,D j)KOni {l-TCPflI(p ,D j )J'fad- , (5.49)
j-1

where B(ncon nfail j)=  (nconj + nfail j)\/(neon j\ nfailjl) is the binomial coefficient. 

According to this method, the set of “best-fit” parameters, p Us!, is the one that maximizes 

the likelihood function L. For optimization purposes it is more convenient and 

conventional to work with the natural logarithm of this function, In L . Also, since the
ndpts

product of the binomial coefficients, ]^[ B(nconj, nfailj) , represents a common factor in
>1

Eq. (5.49) that is independent of the parameter values, this factor can be removed and the 

function to be maximized can be written as:
ndpts . .

\n L fs, = Y j nconj T C P ^ D j )  + nfailj (l- T C P ^ D j ) ) .  (5.50)
7-1

If an “ideal” fit were achieved, the fitted and data TCP values would coincide exactly, i.e. 

TCPfa(p ,D j) = TCP^a(Dj) . The log-likelihood function in this case, In L ideal, is:

ndpts . .

T C P ^ D j)  + nfail, ( l - T C P ^ D j ) ) .  (S S I)
>1

A fit deviance parameter, DevfUy can be then defined,

D«vJB=-20iiX .J. - l n t a - ), (SS2)

and used to quantify the quality of the fit. In our fitting technique, minimization of the 

Devfit metric was utilized to steer the fits. A Monte Carlo method was used to search the
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parameter space, with the new parameters for each fitting iteration being sampled 

randomly from normal distributions centered at the parameter values giving the best fit 

up to that point in the optimization. This fitting algorithm was executed using code we 

wrote in MATLAB.

The fit deviance metric is expected to follow an approximate chi-square (jf)  

distribution.25 Under this assumption, the probability of observing a given Devfi, is equal 

to the value of the chi-square function, z l iD e v ^ ) ,  where v is the number of degrees of

freedom, and is equal to the number data points minus the number of free fitting 

parameters. This then allows Devflt to be related to the p-value metric, defined as
CO

p  -  value = J^f2(x )dx , (5.53)
Devfil

the probability of finding a Devfis value larger than the one obtained for the given set of 

parameters. The p-value ranges from zero to one, with larger values suggesting a better 

fit. Consistent with convention, fits yielding a p-value less than 0.05 are considered 

statistically unacceptable.

To test the reliability of the RH model parameter p. as a quantitative measure of 

the heterogeneity present in a clinical data set, we used the maximum-likelihood fitting 

technique described above to fit single sets of pseudo-data multiple times. In this fitting 

procedure, p  was fixed at a specified value, while the other parameters were treated as 

free fitting parameters. This was repeated several times for different fixed values of p  to 

determine a range of p  values for which a fit with a p-value of at least 0.05 could be 

found, i.e. p  values that satisfactorily describe the given pseudo-data set from a statistical 

perspective.

A second type of fitting exercise was also performed to illustrate the presence of 

parameter correlations in the RH population model. For this exercise, a large number 

(1000) of different sets of pseudo-data were generated for the same set of values for the 

population radiobiological parameters (k; cl, /L, Tiag, o K, o a , andoA). Each of these

sets was then fit to the RH heterogeneity model. For the sake of speed and automation in 

fitting this number of different sets, we used a built-in MATLAB function for multi

dimensional minimization (fminsearch) based on a Nelder-Mead simplex search
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method52 to minimize Devf,t. In an attempt to assist the routine in finding reasonable fits, 

the parameters were constrained to the limits, ju € [0.4,40], a ' / a e  [20,200], and 

f i / a e [ 0,2]. For each fit, the best-fit parameters and the corresponding value of Devf„ 

were stored. Since it is not guaranteed that the minimization routine will always return a 

suitable fit, those fits returning a Devflt corresponding to a p-value of less than 0.05 were 

discarded. The remaining fits were used to form histograms showing the number of fits 

returning a best-fit value within a specific range of values for a given parameter.

iv. Results

а. Evaluation o f the Validity o f the RH Approximation: Comparison o f T C P rh , TCP id 

and TCP 3D

We first examine how closely the Roberts and Hendry closed-form solution, 

T C P rh (Eq. (5.45)), reproduces the TCP predictions of the population models involving 

explicit one- or three-dimensional integration, T C P \d  (Eq. (5.41)) or TCPjd (Eq.

(5.40)), respectively. Roberts and Hendry suggested that the expression in Eq. (5.45) is 

valid in cases of high heterogeneity (large o f ) .  However, as noted by Buffa et al.,5Z

explicit ranges of o a for which this reasonably holds were not provided. To illustrate 

the limitations of the RH solution, Buffa et al. compared TCP curves calculated using 

T C P rh and TCP i d  for two values of o a , 0.03 and 0.10. A similar comparison is shown 

in Fig. 5.4. For this example, TCP curves were generated for T C P rh , T C P id , and 

TCP 3D based on the following radiobiological and treatment parameter values: tc= 16, 

a ~  0.30 Gy'1, f  = 0.03 Gy'2, X = 0.20 days'1, Tu,g = 25 days, n = 30 fractions, and T  = 

39 days. A variation in a  characterized by o a -  0.075 Gy'1 was incorporated for all 

three TCP models, and additional population variability described by o K = 2 ando/l= 

0.05 days'1 was also included for the TCP3 D curve. Fig. 5.4 shows an appreciable 

difference in the shapes of the T C P rh  and TCP3 D curves, with a maximum difference of

б.6 % in the TCP predictions. Some of this discrepancy results from the fact that the 

RH expression neglects variability in K and X, as illustrated by differences between 

TCP id and TCP3 0 - However, most of the discrepancy arises from differences between 

T C P rh and TCPw -  the maximum difference between these TCP values is 5.5 %. This
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indicates that the RH approximation of the one-dimensional integral may not be 

sufficient for this value of a a .

100
3D Integral 
1D Integral 
RH approx

a.oI-

30 70 80 9040 50 60
Dose (Gy)

Figure 5.4. Comparison of population model predictions of TCPrh . TCP id, and TCPsd for a 
population characterized by parameter values of k= 16. a= 0.30, /? = 0.03, X- 0.10, 7 ^  = 25, 
<ya— 0.075, oK— 2, and Cx -  0.05 for a treatment of n = 30 fractions in 7 =  39 days.

  0 = 0 .3 0 ,0 ^ = 5 5
  0 = 0 .1 5 .0 ^ = 5 5
  a= 0.15, D „ =  83

  0 = 0 .3 0 ,0 ^ = 5 5
  0 = 0 .1 5 ,0 ^ = 5 5
  0 = 0 .15 . D „ =  83 .

0.05 0.1 0.15

Figure 55. The maximum difference between TCPrh and TCP id , AT CP, as a function of (a) Ga 
and (b) fi . Curves are generated for three sets of radiobiological parameters corresponding to 
different values of a and/or Dso values. The dash-dotted line demarcating the ATCP -  5 % level is 
used for reference purposes.

As a means of quantifying the accuracy of the RH approximation, in Fig. 5.5 we 

plot the maximum difference between TCPrh and TCPjd as a function of (a) o a and 

(b) H for values of // ranging from 1.5 (high heterogeneity) to 8 (low heterogeneity). 

The TCPrh and TCPid curves were generated for three sets of parameter values. All
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three sets used identical values of 0.03, 0.20, 25, 30, and 39 for the parameters /?, A, 

Tiag, n, and 7, respectively. For a  and k, the first set used values of 0.30 and 16; the 

second set used 0.15 and 8, which gave dose response curves with approximately the 

same Dso values (~ 55 Gy) as the first set of parameters; the third set used a -  0.15 and 

k  = 16, which produced considerably larger Dso values of ~ 83 Gy.

The curves corresponding to the three sets of parameters show that the error in 

T C P rh decreases as  o a increases, as expected. The curves describing this decrease as

a function of o a  are essentially identical for the first two parameter sets, despite the 

fact that the a  values differ by a factor of two; in contrast, the error in T C P rh is much 

smaller for a given a a for the third set of parameters, corresponding to a larger Dso. 

These results can be explained by examining the approximation in Eq. (5.42) used to 

generate the RH solution. As noted by Roberts and Hendry, this approximation 

assumes that the individual TCP model -  exp(-expz) with

z = { k - a D -  fiD 2 1n + A.max(T-Thg,0)) -  goes from zero to one over a range of a  

values that is small compared to o a . Since the range of z values for which T C P m  

increases appreciably is a constant, Az, and since changes in z are proportional to aD, 

the corresponding range of relevant a  values, A a , is proportional Az / D ,  or simply 

MD  (Az being a constant). Thus, very roughly, the appropriate lower limit of o c for

which the RH approximation is reasonable is also proportional to 1 I D,  but is not 

explicitly dependent on the absolute value of cc. A consequence of this is that the 

accuracy of the RH approximation as a function of p. (where/r = a l o a ) will depend

on the absolute value of a . 5 3  For example, Fig. 5.5(b) illustrates that to ensure that the 

maximum difference between T C P r h  and TCP id  is no more than 5 %, the value of fi 

can be as high as ~ 3.6 {i.e. CV = 27 %) if a =  0.30, but only as large as -  1.8 (i.e. CV 

= 54 %) i f  a  = 0.15 (for the sets with the same Dso of -  55 Gy). In other words, this 

suggests that the reliability of the RH approximation will depend to some extent on 

how well a  is known, and that use of the RH model may only be appropriate for
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populations manifesting large levels of heterogeneity when the true value of a  is 

relatively small.

Curves depicting the difference between the slope value, 6 5 0 , predicted by 

TCPrh, as compared to the slope from TCP 1 0 , are shown in Fig. 5.6. These slope errors 

are shown for the same three sets of parameters used to generate the results in Fig. 5.5, 

and displayed as a function of o a and p.

Buffa et al. have suggested a small modification to the Roberts and Hendry 

expression that somewhat improves the agreement between the closed-form solution 

and the explicit one-dimensional integration. These authors also point to an 

alternative population TCP model that one of them developed,48 and which they suggest 

yields more accurate results. This latter model, however, is more complex 

mathematically than the RH solution. Neither this model, nor the proposed 

modification of the RH model is analyzed in this work.

3.53.5
—  ct= 0.30. Djq= 55
  0=0.15.0^=55
  a=0.15. D„= 83

■ a= 0.30, Dgg= 55
  a=0.15.0^=55
  a= 0.15, D„= 83

® 1.5

05

0.150.05 0.1

Figure 5.6. The difference between the slope (#*>) of the TCPrh  and TCP 10  curves, A$so, as a 
function of (a) ca and (b) //. Curves are generated for three sets of radiobiological parameters 
corresponding to different values of a and/or D$o values. For reference, the 6$o values for the 
TCP id curves range from 1.5 to 6.7 %/Gy for fi values increasing from 1.5 to 8 for the first set; the 
corresponding ranges for the second and third sets are 1.9 -  6.6 and 1.5 -  6.4 %/Gy, respectively.

b. Fits to Pseudo-Data Consisting o f One Fractionation Regime

Fits of the RH model to pseudo-data generated for a single fractionation regime 

in = 30, 7  = 39) using the parameter values of set #1 in Table 5.2 are shown in Fig. 

5.7(a). The value of the heterogeneity factor,// = a [o a , for this pseudo-data is four
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{i.e. CV = 25 %). However, if no constraints are put on the free fitting parameters 

k ' / o . (Eq. (5.48)) and /5/a , statistically acceptable fits can be found to this data set 

with values for p  ranging from almost 0 to 4.3. Depicted in Fig. 5.7(a) are three fitted 

curves with p  values of four, two, and one that are equivalent to coefficients of 

variation of 25,50 and 100 %, respectively. The three fits thus suggest widely different 

degrees of population heterogeneity, yet fit the pseudo-data almost equally well from a 

visual perspective. Statistically, it is in fact the fit using the “correct” (i.e. equal to that 

used to generate the pseudo-data) value of p  = 4 that fits the pseudo-data worst, as this 

fit yields a p -value of 0.07 that is appreciably smaller than the values of 0.21 and 0.28 

for the p  = 2 and p. = 1 fits, respectively. If the level of heterogeneity present in the 

pseudo-data set is kept the same, but the assumed strength of the /^-mechanism is 

increased, estimates of p  from fits to the pseudo-data are even more uncertain. This 

was demonstrated in fits of the RH model to pseudo-data based on parameter set #4, 

which assumes the same p  = 4 as parameter set #1, but use s fija  = 0.33 instead of 

0.10. The range of statistically acceptable p  values for this data set was from nearly 0 

to 9.7. Fits to this pseudo-data using the RH model with fixed p  values of one and 

eight are shown in Fig. 5.7(b). These fits yielded particularly high p-values of 0.95 and 

0.89.

80

O p-data (CV=25%): 4.0. 6 3 ,0 .1 0
------ CV=25%: 4.0. 5 8 ,0 .0 4
— • CV=50%: 2.0, 8 8 ,0 .3 4
■ ■ s CV=100%: 1.0 ,148,0 .94

oJk
^0° 

4* 0

Q * 3

(a) c/
o

» ■ » •
30 40 50 60

D ose (Gy)
70 80 90

o  p-data  (CV=25%): 4.0. 86 ,0 .33
  CV=100%:
  CV= 13%:

1 .0 .2 2 8 .1 .7 5
8.0, 54 ,0 .00

120

100

p  60

50 70 8030 4 0 60 90
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Figure 5.7. Fits (lines) of the RH model to pseudo-data (circles) generated for one fractionation 
regime and using parameter set (a) #1 and (b) #4, the latter set assuming greater fi strength. The 
numbers in the legend correspond to the assumed (pseudo-data) or fitted values of the parameters p. 
k ’/o ,  and p/a. As shown, fits with very different values for the heterogeneity parameter p  can fit the 
pseudo-data well. (The fit lines are nearly indistinguishable visually).
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The fits shown in Fig. 5.7 manifest a correlation between the fitting parameters, ju, 

x'/a and f ifa  : the values of x '/a  znd fi/a  both increase as pi decreases. These 

correlations are perhaps more clearly seen in Figs. 5.8 and 5.9. These figures provide 

results from the second type of fitting exercise described in the Methods section (Section 

5.B.iii), where a large number of different pseudo-data sets, all generated from set # l ’s 

parameter values, were fit individually. The histograms in Fig. 5.8 show the frequency of 

observing a given best-fit value for pi. Although the exact shape of the histogram derived 

from this fitting exercise was found to depend somewhat on the start parameter values 

used for the MATLAB fitting routine, useful trends in the fits could still be deduced. 

First, Fig. 5.8(a) shows that, as implied by the previously discussed results, the best-fit 

values of pi include a large range of values. Fig. 5.8(b) illustrates the correlation between 

the heterogeneity factor and the /2-strength. Fits returning a small best-fit f i ja  value 

less than 0.10, also yielded pi values between about 3.5 and 4.5, near the pi -  4 of the 

pseudo-data itself; fija  values between 0.1 and 0.5 corresponded to pi's of between 1.5 

and 3.0; and large fija  values of greater than 0.5 suggested large degrees of 

heterogeneity, with pi being consistently less than 1.5 for these fits. The correlations 

between x '/a  and each of the other two fitting parameters are shown in Fig. 5.9. Fits 

returning x '/a  values less than 60 also gave high pi values and fi ja  values near zero; 

when x '/a  was greater than 60 but less than 120, pi and fi / a  values were intermediate; 

and for large x '/a  values greater than 120, pi was low and/5/a was large. The 

correlation between x'/a and fi/a  can be easily explained. Increasing fi/a  values will 

move a TCP curve towards lower doses, while larger clonogen numbers and/or more 

repopulation (z.e. larger x ' /a ) will move the TCP curve in the opposite direction towards 

higher doses. As noted in the Theory section (Section 5.B.ii), the position of a TCP curve 

is also essentially independent of the heterogeneity parameter pL Thus, to correctly fit the 

position (i.e. Dso) of a given set of TCP data, the use of large (small) values for f i /a  can 

be offset by large (small) x '/a  values.
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Figure 5.8. Best-fit values o f p obtained from fits to a large number o f pseudo-data sets, (a) 
Histogram showing the frequency o f observing given values of p. (b) Histogram of p divided into 
three sub-groups corresponding to three different ranges of best-fit p/a values. This illustrates the 
correlation between the p and p/afit parameters.
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Figure 5.9. Histograms o f the best-fit parameter values o f (a) p and (b) p/a, from fits to a large 
number o f pseudo-data sets. Each histogram is divided into three sub-groups corresponding to three 
different ranges o f best-fit x'/a values. This illustrates the correlation between x’/a and the other 
two fit parameters.

The observed correlation between p. and f i /a  can be elucidated from the equation 

for the slope of a TCP curve calculated using the RH model (Eq. (5.47)) -  

_  f *  f i  , - >  P  ^ s o
6 ,50 (.RH) 4l7TD.

1 +  2
50 a n . The value of 05O{Rfr) depends explicitly only on the

Dso position of the curve, and on the fi and f i /a  parameters. Increases in either of these 

parameters lead to an increased slope value. Thus, a smaller fit value of // can always be 

compensated by a larger fit value of P /a  to achieve the actual 0 SO slope of the clinical
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data being fit: this is why, without placing a constraint on f i / a  (or K .'/a  ), essentially no 

lower limit was observed for jJ. in the fits to individual sets of single-fractionation 

pseudo-data. From Eq. (5.47) it is also obvious that the upper limit for // is observed 

when fila. = 0 . Note that if the actual /5/a value inherent in a set of clinical data is 

larger, the slope of the TCP curve will also be larger. When fitting the RH model to such 

clinical data, the upper limit of acceptable fit fi values will thus also increase, as observed 

in our fitting exercises.

Not only can fits with a population model suggest an incorrect amount of 

population heterogeneity when the data does contain heterogeneity, but it is also 

possible that fits may suggest population heterogeneity when the data actually has none. 

This is evidenced in Fig. 5.10 that shows fits of the RH model to pseudo-data that is 

based on set #2’s parameter values, and thus contains no heterogeneity. The three fits 

illustrated correspond to significant coefficients of variation of 20,30, and 40 % (or ju = 

5.0, 3.3, and 2.5). All three fits yield remarkably good p-values of greater than or equal 

to 0.50. This result can be explained from the slope equation for the individual Poisson

TCP model (Eq. (5.31)) -  6 ^  = — a 1+ 2 -
cc n

. An individual TCP curve (or

a curve for a population without heterogeneity) will have a shallow slope if a  is small, 

and /5/a is close to zero. The shallower the slope of individual TCP dose-response 

data, the greater the degree of population heterogeneity that could be suggested by fits 

to this data using a population model. The value of a  = 0.20 used to generate the 

pseudo-data represented in Fig. 5.10 is not, it is noted, especially small, yet this data 

could be confused with data containing a significant amount of heterogeneity.
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Figure 5.10. Fits (lines) of the RH model to pseudo-data (circles) based on parameter values 
(set #2) that describe a population without heterogeneity. The numbers in the legend correspond 
to fit values of /A k’/oc, and fi/a. Fits suggesting considerable population heterogeneity -  e.g.
CVs of 20,30, or 40 % -  all describe this data set well (fit lines are nearly indistinguishable).

There are potential clinical consequences to the apparent inability to distinguish 

between population heterogeneity and the strength of the ^mechanism when fitting 

clinical data. An example is illustrated in Fig. 5.11, which shows four theoretical TCP 

curves calculated using two sets of radiobiological parameters for each of two different 

fractionation regimes. The two sets of parameter values are: (i) k=  11.6, o K = 0, a  = 

0.20, o a = 0.05, P  = 0.008, X =0, ando x -  0, which correspond to RH model parameters 

of/z = 4, p /a  =0.04, and k'/(z =58;and(ii) k=  17.6, o K = 0 , or=0.20, o a = 0 . \ 0 , P =  

0.064, X =0, anda^ = 0, equivalent to / /  = 2, p/a = 0.32, and Kja = 88. The two sets

of parameters give nearly identical TCP curves for the first fractionation regime of rc = 30 

fractions in T = 39 days, but quite different TCP curves for the second regime of n = 45 

fractions in T  = 60 days. Now, consider the case of a clinical data set where the true 

radiobiological characteristics of the patient population are given by the second set of 

parameters -  pi -  2, p /a  = 0.32, and all patients in this data set were treated with 

approximately 30 fractions. If this clinical data were fit, and it was mistakenly assumed 

that the p /a  ratio was low, a “best-fit” might return values similar to the first set of 

parameters above - J i  = 4, y6 / a  = 0.04. Using this fitting result to predict the TCP for a 

prolonged treatment having 45 fractions would errantly suggest that, to maintain a TCP 

of 80 %, the total dose would have to be increased by only ~ 2 Gy, when in fact it would
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need to be increased by ~ 10 Gy. Of course, failure to adequately increase the dose level

would reduce the expected TCP substantially.

 n = 4.0, p/a = 0.04: 30 tract
H. = 2.0, p/a = 0.32: 30 tract

  p. = 4.0, p/a = 0.04: 45 tract
♦ p. = 2.0, p/a = 0.32: 45 tract

120

100

80

60

40

20

90 10060 70 8030 40 50
Dose (Gy)

Figure 5.11. TCP curves generated for two parameter sets corresponding to different levels of 
heterogeneity and P strength, for each of two different fractionation regimes. The curves 
illustrate that if fitting to a clinical data set without sufficient diversity with respect to the 
number of fractions, the inability to distinguish between the fi and p/a fit parameters would lead 
to large uncertainties when predicting the TCP for a different fractionation regime.

c. Fits to Pseudo-Data Consisting o f Three Fractionation Regimes

Fits to pseudo-data sets containing data for three fractionation regimes (n = 15, 

30, and 45) indicate that, though reduced, the correlation between the p. and 

p  / a  parameters is still a problem when fitting more diversified data sets. The results 

are shown in Figs. 5.12 and 5.13, and Table 5.3. Fits with p  values ranging from 1.4 to 

4.9 can be statistically supported when fitting the RH model to the diversified pseudo

data set generated from parameter set #1. The inclusion of three fractionation regimes 

in the data set does allow a lower limit of p  to be established, in contrast to the fits to 

pseudo-data with only a single fractionation regime. Still, the range of p  is quite large, 

suggesting that the coefficients of variation may be as low as 20 %, or as high as 70 %. 

A fit corresponding to a CV of 50 % to this pseudo-data with an inherent CV in a  of 

25% is shown in Fig. 5.12. We also fit this data set using TCP id, which utilizes an 

explicit one-dimensional numerical integration over a. It is interesting to note that for 

the latter model the range of statistically acceptable p  values is considerably larger, 

from 1.1 to > 25 {i.e. CV’s of < 4% up to ~ 90 %). This is likely a result of additional
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parameter correlations inherent in this model, which contains one more parameter than 

the RH model.

140 •  p-data 15 fract: 4 .0 ,53 ,0 .10 .0 .67 .25
; p-data 30 fract

120 o p-data 45 fract
  fit (CV=50%): 2.0, 82, 0.33, 0.62, 29

100
o o

40

2 0 -

30 40 70 80 90 10050 60
Dose (Gy)

Figure 5.12. Example o f a fit using the RH model assuming a CV of fi = 2.0 to pseudo-data 
generated for three fractionation regimes (n = 15, 30,45) that inherently contains heterogeneity 
characterized by ju = 4.0. The />value o f the fit is 0.19. The numbers in the legend correspond 
to the parameter values p, K/a, p/a, A/a, and Tfog.

The impact of the sample size (i.e. number of patients), the number of dose points 

in the data set, and the relative strength of the /2-mechanism are summarized in Table 5.3. 

Reducing the sample size from 50 to 20 patients increased the acceptable range o f pi 

values slightly from [1.4,4.9] to [1.0,5.4]. Decreasing the number o f data points had a 

larger effect on the reliability of the pi value extracted from fits: Fig. 5.13 shows fits 

corresponding to the lower and upper limits of the statistically acceptable range o f 0.9 

and 8.0 for this case. This pseudo-data set with fewer points is more representative of a 

real clinical data set, since it covers a TCP range of approximately 30 to 80 % for each 

fractionation regime, rather than the 0 to 100 % for the larger data set. The /2 strength 

inherent in the pseudo-data also has a large influence on the range o f acceptable pi values. 

The range increases from [1.4,4.9] to [~0,8.7] when the /2/or o f the data increases from 

0.10 to 0.33. Noteworthy is that when there is a strong /2 component in the data, the 

lower limit of pi is no longer well constrained, indicating that fits to such data can 

plausibly suggest large degrees of population heterogeneity. When the actual /2 

component o f the data is zero, the heterogeneity factor is constrained to a significantly 

smaller range of pi e  [1.8,3.9] {i.e. CV of between ~ 26 to 55 %); the range is however, 

not negligibly small. The initial fitting exercises undertaken by Roberts and Hendry
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using clinical data assumed a value of ft  = 0. This is a potential reason why they 

extracted values of p  with reasonably small uncertainties: p  e  [1.5,2.3] and

p  e [1.9,4.1] for the two clinical data sets they fit.

140 

120 

100 

g  80 

^  60 

40 

20

30 40 50 60 70 80 90
Dose (Gy)

Figure 5.13. Fits to pseudo-data (three fractionation regimes, /j = 4.0) with a smaller number of 
dose points. Statistically acceptable (p-value > 0.05) fits to this data can be found with p values 
as low as 0.9 and as high as 8.0. The numbers in the legend correspond to the parameters p,
K/a, p/a, ?Ja, and Tag-

description

pseudo-data fit
parameter

set# M
f i / a

(G y1) n p a t n d p ts
fit

model
fit range:

default data and fit 1 4.0 0.10 50 108 T C P rh [1-4,4.9]

fit: uses T C P id 1 4.0 0.10 50 108 T C P id [1.1,25+]

data: smaller n p a t 1 4.0 0.10 20 108 T C P rh [1.0, 5.4]

data: fewer dose pts 1 4.0 0.10 50 21 T C P rh [0.9, 8.0]

data: no /? 3 4.0 0 50 108 T C P rh [1.8,3.9]

data: larger /? 4 4.0 0.33 50 108 T C P rh [0, 8.7]

Table 5 3 . The effect o f different variables on the statistically acceptable range o f fit values for the 
heterogeneity factor p extracted from fits to pseudo-data generated for three fractionation regimes. 
The variables investigated are the model (TCPID or TCPrh) used to fit the pseudo-data, and the 
characteristics o f the pseudo-data: the number of patients per dose point (npat), the number o f data 
points (ndpts), and the inherent strength o f the /2-mechanism.

v. Discussion and Conclusion

A number of conclusions can be drawn from our fitting exercises. First, the 

results suggest that use o f the Roberts and Hendry model to extract accurate estimates of
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•  p-data 15 fract: 4.0, 53. 0.1, 0.67. 25
p-data 30 fract 

o p-data 45 fract
  fit (CV =111 %): 0.9,143,0.84,0.93,41

fit (CV = 13%): 8.0, 34,0.00,0.57, 1
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the population heterogeneity inherent in a clinical data set may be error-prone. This 

problem is, however, not a unique feature of the RH model, but would also likely plague 

any other population model. The reason is that, populations representing very different 

radiobiological characteristics can produce data sets that are, within statistical errors, 

very similar. This was illustrated, for example, by the fact that TCP curves generated 

with the T C P id  model corresponding to very dissimilar amounts of heterogeneity could 

adequately describe a TCP data set containing data from three different fractionation 

regimes. The underlying explanation for this is the correlation between heterogeneity (ju) 

and cellular radiosensitivity (a, and particularly ft) with respect to tumor dose response. 

The changes in slope of TCP curves that result from differing amounts of population 

heterogeneity can generally also be effected by differing levels of ftja  .

An obvious corollary to the first conclusion is that, accurate estimates of f t /a  can 

not be made from fits to clinical data without knowledge of the inherent heterogeneity of 

the data set. A similar point was made recently in the work of Carlone et al. 5 4  The 

relation between heterogeneity and estimates of the a f  ft ratio is of some current interest. 

Typically, it has been assumed that most tumors have an a /ft  ratio of ~ 10 Gy. There 

have been several recent reports that prostate tumors have a low a / ft ratio (large ft f a ) 

of approximately 3 Gy,55,56 with one report giving a value as low as 1.2 Gy.57*58 Such low 

a /ft  ratios would make estimation of tumor heterogeneity more difficult. Conversely, 

Carlone et al. indicated that population heterogeneity introduces large uncertainties in the 

determination of a /ft  : in their study, the upper 95 % confidence limit for a / ft was ~ 7 

Gy for the case when the best estimate for this ratio was only 2.5 Gy.

A distinction between heterogeneity and f t  strength could be made if the other 

fitting parameters were constrained to rather tight limits. Knowledge of the clonogen 

number and repopulation characteristics would largely fix the fit value of f t /a  , which 

would in turn constrain p.. However, constraints on the other parameters would require 

accurate in-vitro assays assessing these radiobiological characteristics, and knowledge of 

the true relationship between in vitro and in vivo parameter values. Sufficient parameter 

constraints can not be imposed simply on the basis of plausibility. This is particularly 

true when using a model that is parameterized in terms of ratios of parameters. For
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instance, it is difficult to determine appropriate limits for the parameter x fa  . Without a 

priori knowledge of a, a range of k/ cc of e.g. 40 to 180 can not be dismissed as 

biologically unreasonable. A value of a  = 0.10, would mean that K.Ja -  180 gives a 

clonogen number (AO of 6.6 x 108, whereas if a=  0.30, n/a  = 40 suggests N  = 1.6 x 105, 

which is also credible. As shown in e.g. Fig. 5.7, this range of k/ q. values admits at least 

a four-fold difference in pi values, and f i /a  values that range from nearly zero to about 

one.

A familiar conundrum in radiobiological modeling has thus been illustrated: we 

would like to be able to extract radiobiological parameter values from clinical data so that 

they can be compared to estimates from in vitro assays; however, the unambiguous 

extraction of these parameters themselves relies on the use of accurate and representative 

in vitro  assays.

C. Application of Robust TCP Models Incorporating Tumor Dynamics 

to Describe Fractionation Effects 
L Introduction

Radiotherapy treatments are fractionated to take advantage of the greater recovery 

capabilities of many normal tissues as compared to some types of tumors. Tumor control 

probability (TCP) models can be useful in aiding in the design of optimal fractionation 

regimes.

The most common TCP models used to predict fractionation effects are based on 

use of the linear-quadratic (LQ) model of cell survival in conjunction with a Binomial or 

Poisson TCP expression. Frequently, the simplest time-independent variant of the LQ 

model assuming complete repair of sub-lethal damage between fractions is applied. If 

tumor repopulation is also assumed to be negligible, fractionation effects are then solely 

characterized by the familiar a / ratio. Reliance on such a simple characterization of 

fractionation is of course inadequate, however, if the dynamics of cellular repair, and the 

processes of repopulation and resensitization (reoxygenation and redistribution) are an 

important contributor to fractionation effects.59
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In this work, we seek to elucidate the role of these time-dependent mechanisms in 

TCP models, and the predictive capabilities of the LQ model. To this end, we will fit a 

diverse set of fractionated dose response animal data published by Fischer and Moulder45 

using various TCP models. Specifically, a time-dependent repair expression, a TCP 

formulation derived by Zaider and Minerbo60 that represents a theoretically robust 

treatment of repopulation, and a time-dependent expression describing cellular 

radiosensitivity that potentially accounts for reoxygenation effects, will be investigated.

i t  Theory

a. Repopulation: Limitations o f the Poisson or Binomial TCP models

As noted in Section 5.A.ii.b, the conventional approach of accommodating 

repopulation in TCP models is through use of a simple exponential re-growth term via the 

substitution N  -»  N  exp (AT) in either of the basic TCP formulations based on Binomial 

or Poisson statistics (cf. Eqs. (5.19) and (5.20)):

TCP,,

T C P = exp(-JV expar)p ,(D )).

(For simplicity, we will ignore the Tu,s parameter in the above and subsequent formulas). 

The theoretical weaknesses of this approach have been discussed by Tucker et al. 61  

Tucker et al. used numerical simulations to show that when repopulation is present, the 

distribution of surviving clonogens is not always well described by Binomial (or Poisson) 

statistics. The Binomial (or Poisson) formulation will in fact under-predict the true TCP. 

The reason stems from the fact that both the Binomial and the Poisson expressions are 

founded simply on mean cell survival probabilities ( p s(D)), with the result that the 

stochasticity of cell kill and birth in combination is not properly modeled. Implicitly the 

Binomial (or Poisson) expression implies that repopulation continues even if all tumor 

clonogens are killed (i.e. after tumor control has been achieved).

Results from simulations similar to those done by Tucker et al. 61 are depicted in 

Fig. 5.14. A population of 104 identical tumors with radiobiological parameter values of 

N  = 104 initial clonogens, a  = 0.30 Gy'1, /? = 0.03 Gy'2, and X = 0.17 days'1 (potential 

doubling time of ~ 4 days) was simulated for a treatment requiring T  = 32 days to deliver
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n = 25 fractions of 1.7 Gy dose each. To simulate the stochasticity o f cell kill, random 

numbers were generated and compared to the mean survival probability to determine if 

each remaining clonogen (in each tumor) would survive or be killed after each fraction of 

dose delivery. Similar Monte Carlo methods were also used to decide if  each surviving 

clonogen would repopulate or not on any given day during the treatment. The 

distribution of the surviving number of clonogens at the end of treatment for the 

simulated population of tumors is compared to the corresponding predictions based on 

Binomial statistics in Fig. 5.14(a). The simulation suggests that the TCP, the probability 

of observing zero clonogens, is 53 %, which is 10 % higher than the Binomial prediction.

A second problem with the simple Binomial and Poisson TCP expressions is that 

they do not allow an evaluation of the TCP at times after treatment. Both these 

expressions predict that the TCP will approach zero as T increases towards infinity. In 

reality, in the absence of spontaneous tumor recurrence, the TCP should remain constant 

after treatment, since once killed, a tumor will remain killed. This is illustrated in Fig. 

5.14(b). A simulation identical to the one above, except that the value of T is increased 

from 32 to 46 days, suggests the same value of 53 % for the TCP; in contrast, the model 

based on binomial statistics predicts a TCP of 0.01 %.

■  simulated (b ) 
□  Binomial

■  s im u la te d  
□  B inom ial

no. surviving clonogens no. surviving clonogens

Figure 5.14. Comparison o f simulated surviving clonogen distribution and corresponding 
predictions of binomial statistics for radiobiological parameter values o f N= 104, a= 0.30, p = 0.03, 
and k = 0.17, and a treatment o f 25 fractions o f 1.7 Gy delivered in 32 days, (a) TCP immediately 
after treatment: simulated = 0.53, Binomial = 0.43. (b) TCP 2 weeks after treatment: simulated = 
0.53, Binomial TCP = 0.
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b. Zaider-Minerbo TCP model: A Robust Method of Including Repopulation

Zaider and Minerbo60 derived a TCP expression incorporating repopulation that 

accounts for the stochasticity of both cell death and birth. Their TCP model is a solution 

to the following differential equation62 describing the rate of change in Pi, the probability 

of i remaining clonogens, when the cell birth and death rates are X and S:

= (i - 1) m  (o - n x + s ]  p., i t )+ a + 1 ){S] pM « .
dt

(5.54)

The rate of cell death is composed of two terms, 6  = 6 ^  + 6 radi t ) , one each describing 

death from natural cell processes (&<,,) and from radiation-induced damage (Srad(t)). The 

Zaider-Minerbo solution to the differential equation is,

-i N

TCP(t) = 1- -

1 + X p s(t)eU~6na' ) J-
dty

)f*

(5.55)

0 PsiP)e

where, t is the time from the start of treatment, ps(t) is the probability of cell survival at 

time t, and as before, N  and X are the initial number of clonogens and the repopulation 

rate. Eq. (5.55) is a general expression that can be adapted for any temporal protocol of 

dose delivery. In our work, Ref. [14], we use Eq. (5.55) to derive the following 

expression applicable to the case of fractionated radiotherapy:

N

TCPm iTn) = 1 —
i -  p . a - . u " ’ S — ^ r r ^ 1 1

k=1 PsVk)

(5.56)

In Eq. (5.56), n is the number of fractions, 7* is the time from the start of treatment of the 

kfh fraction, and it is assumed that the rate of natural cell loss (<$w) is negligible in 

comparison to the rate of repopulation. It is important to note that our expression does 

not assume that the time interval between all fractions is the same, as is commonly done 

in TCP expressions for fractionated radiotherapy. By using the appropriate values for Tk, 

Eq. (5.56) will more accurately account for the repopulation that occurs during a realistic
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fractionation schedule, e.g. one fraction per day during weekdays, with a three-day 

interval between Friday and subsequent Monday fractions.

Though more complicated, the Zaider-Minerbo TCP model is theoretically more 

robust than the Binomial TCP expression. As illustrated in Fig. 5.15, the Zaider-Minerbo 

model reduces to the Binomial expression when there is no repopulation, but also predicts 

the appropriate deviation from Binomial statistics when repopulation is present. In 

addition, it can be shown14 that the Zaider-Minerbo model predicts that the TCP remains 

constant at times after completion of treatment (t > Tn\  as desired.

The magnitude of the error in the Binomial prediction of the TCP is depicted in 

Fig. 5.16, which plots the difference, TCPm  -TCPBinomial , as a function of X for several

different values of N. This difference was evaluated at the Dso dose for the TCPBinomial 

curve, which was calculated for each pair of X and N  values (and fixed values of a  = 

0.30, (3 = 0.03, n = 25, and T  =32). The under-prediction of the Binomial TCP model is 

most severe for rapidly proliferating tumors with fewer clonogens. Since it has been 

shown that the TCP of a larger tumor may be predominantly determined by the 

characteristics of a small radioresistant subpopulation within the tumor, the under

prediction of the Binomial expression may also be relevant for somewhat larger tumors 

than strictly implied by Fig. 5.16.

1 0 0100 - © -  Binomial 
—  Zaider-Minerbo

O  Binomial 
—  Zaider-Minerbo

a.

4545 50 55 60 
D ose (Gy)

65 7025 30 
D ose (Gy)

35 4015

Figure 5.15. Comparison of Zaider-Minerbo and Binomial TCP model predictions for parameter 
values of JV= 104, ct= 0.30, 0.03, n = 25,T= 32 and (a) 2 = 0  or (b) 2=0.35.
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Figure 5.16. Magnitude of the error in the TCP based on Binomial statistics. The 
difference between the reference Zaider-Minerbo TCP, TCPzm  and the Binomial TCP,
TCPBim is plotted as a function of X  for various values of N . TCPzm and TCPBin are 
evaluated at the predicted Dso dose for the TCPBi„ curve.

c. Repair

Cellular repair is incorporated in TCP models via the expression for cell survival, 

ps(D). As discussed in Section 5.A.i, the simple time-independent LQ model in Eq. (5.2) 

is most commonly used when fitting data for fractionated treatments. To consider the 

dynamic nature of repair, the time-dependent incomplete repair LQ expression given in 

Eq. (5.6) is an alternative. This expression introduces the additional parameter t ,  which 

characterizes the rate of repair of sub-lethal damage.

d. Reoxygenation: Incorporation o f time-dependent radiosensitivity

Tumor reoxygenation may cause cellular radiosensitivity to vary during the 

course of a treatment. In this study, we employ a time-dependent expression for the a  

radiosensitivity parameter,

a if)  =  a 0 e x p ( - C j t - c 2 tZ /2 ) + e x p ( - q t - c 2 t 2  /2)), (5-57)

to account for reoxygenation. The basic assumptions used to derive this expression are as 

follows. (A detailed derivation is given in Ref. [63]). The tumor is modeled as 

consisting of an inner hypoxic core of cells surrounded by an outer region of oxygenated 

tumor cells. It is assumed that the radiosensitivity of the entire tumor is determined by 

the value of aft) of the inner core of cells, with ao representing the initial value (value at
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time, t = 0) of this radiosensitivity. A uniform flux of oxygen diffusing from the outer to 

inner tumor regions, and a uniform oxygen concentration in the inner tumor core is 

assumed. The rate of change in the oxygen concentration of the inner core is then 

proportional to the difference in the oxygen concentrations of the inner and outer layers 

of the tumor, and is dependent on the permeability between the inner and outer layers. It 

is assumed that this permeability constant, kperm, which is determined by the thickness of 

the outer tumor layer and the diffusion coefficient of oxygen, increases linearly with 

time: kperm(t) = cx+c2 t . Eq. (5.57) is also based on the further assumptions that the 

rate of change in the value of ait) is proportional to the rate of change in the oxygen 

concentration of the inner region, and that the a  values themselves of the inner and outer 

tumor regions are proportional to the oxygen concentrations in each region. Since the 

oxygen concentration in the outer, fully oxygenated region is assumed to remain constant 

(being equal to the concentration outside the tumor), the radiosensitivity of the outer 

region is also assumed to have a constant value, designated (Xm. The radiosensitivity of 

the inner region, «(r), approaches a maximum value equal to (Xm asymptotically in time 

(i.e. as t—► <*>). The biological interpretation of ait) —> otm is that eventually enough of 

the tumor is destroyed to allow the entire tumor to become fully oxygenated. Although 

other processes besides reoxygenation (e.g. cell cycle redistribution) may alter cellular 

radiosensitivity during a treatment, these additional factors are not investigated in this 

work.

Hi. Methods

a. Experimental Data

The importance of including different dynamic cell processes -  repair, 

repopulation, and resensitization -  in TCP models used to describe fractionation effects 

was studied by fitting experimental in vivo dose-response data for rat rhabdomyosarcoma 

tumors (strain BA1112) published by Fischer and Moulder.45 This data offers a number 

of advantages for modeling investigations. First, the population heterogeneity that is 

present in human clinical data should be largely absent from this animal data set. Since 

the rats came from the same genetic strain, it is expected that there will be minimal 

variability between the rats with respect to their radiosensitivity characteristics. Further,
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as discussed by Fischer and Moulder, the initial tumor sizes for all the rats were very 

nearly the same, since the size of the tumors could be measured. For these reasons, it 

should be appropriate to use individual TCP models to fit the data. Thus, much of the 

ambiguity of biological interpretation potentially introduced by population heterogeneity 

(see Section 5.B) should be avoided.

Also useful is the diversity of the Fischer and Moulder data set. Included is 

data for seven different fractionation regimes -  1, 3, 5, 7, 10 15, and 22 fractions 

delivered (Monday-Wednesday-Friday) in 1, 5, 10,15, 22, 32, and 50 days, respectively. 

The Dso doses range from 57 to 118 Gy for these x-ray treatment regimes. An interesting 

feature of this data set is an “inverse” dose behavior manifest in the dose-response of the 

three and five fraction treatments. Increased fractionation generally leads to an increase 

in the dose required to achieve a given level of tumor control. However, the opposite is 

true for the three and five fraction schedules, with the three-fraction TCP data lying to the 

right (instead of the left) of the data corresponding to five fractions. It is noteworthy that 

a similar “inverse” fractionation behavior has also been observed for mouse mammary 

tumors by Fowler et al. 64,65

We fit two different sets of the Fischer and Moulder data: one that excluded the 

three fraction data, and thus did not exhibit the inverse fractionation effect; and a second 

that included all seven fractionation regimes, and thus did show the effect. As 

demonstrated in the Results (Section 5.C.iv), the inverse behavior of the three and five 

fraction data could only be satisfactorily described if resensitization was explicitly 

incorporated in the TCP model.

b. Fitting Technique

For our fitting exercises, TCP models incorporating different combinations of the 

repair, repopulation, and resensitization mechanisms were constructed using 

combinations of the Binomial or Zaider-Minerbo TCP expressions in conjunction with 

various cell survival expressions. For example, to consider only repair processes, the 

Binomial TCP expression (Eq. (5.18)) was used with either the complete (Eq. (5.2)) or 

incomplete repair (Eq. (5.6)) LQ expressions. Using the Zaider-Minerbo (Eq. (5.56)) 

model, repopulation was incorporated. Repopulation effects were studied in combination
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with repair, by using one of the aforementioned LQ models, or in isolation, by using a 

“single-hit” cell survival model where it is assumed that /? is zero. Replacing the 

constant a  in the single-hit or LQ cell survival expressions with the time-dependent a(f), 

given in Eq. (5.57) and parameterized by Oo, ctm, c/ and C2, accommodated potential 

resensitization effects.

The same fitting methodology -  maximum-likelihood evaluation / Monte Carlo 

search -  described in Section 5.B.iii.b was implemented here to derive best-fit parameter 

values. The quality of each fit was again assessed by calculating a p-value (cf. Eq. 

(5.53)), which requires knowledge of the statistics for each data point. However, the 

exact number of animals irradiated to each dose was only specified in Ref. [45] for one (5 

fraction/10 days) fractionation schedule. An average of 12 rats per point was used for 

this five fraction data, and a total of 616 rats at 53 dose points (11.6 per point) were used 

for all seven fractionation regimes. Thus, we assumed statistics of twelve rats for each 

dose point of the six regimes for which statistics were not explicitly provided.

iv. Results

a. Repair and Repopulation

The effect of repair and repopulation processes on tumor control is clarified by 

the fits to the set of data which consists of six fractionation regimes, but excludes the data 

from the three fraction schedule. These fits are depicted in Fig. 5.17, with the 

corresponding best-fit parameter values presented in Table 5.4. We first fit the simplest 

TCP model, the Binomial TCP model without repopulation combined with the LQ 

expression assuming complete sub-lethal repair between fractions. This model contains 

no time-dependence, with fractionation effects being determined solely by the relative 

strength of the /^-mechanism (i.e. the a /fi ratio) and the number of fractions. It is 

obvious both visually (Fig. 5.17(a)) and from the extremely low best-fit p-value of 

6 x 10'15 that this model is unable to describe this fractionated TCP data. The second 

model also neglects repopulation, but adds an explicit time-dependence through use of 

the LQ-IR expression, which allows for partial repair of sub-lethal damage between 

fractions. The fit using this model (Fig. 5.17(b)) was statistically acceptable (p-value = 

0.36). However, the corresponding parameter values do not seem biologically realistic.
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The fit suggested a tumor with 2.4 x 102 clonogens, extreme radioresistance as indicated 

by the very low values of 5.6 x 10-4 Gy'1 and 0.0018 Gy'2 for a  and /?, as well as a very 

slow rate of recovery from sub-lethal damage ( r=  8.5 days).

The Zaider-Minerbo (ZM) model, which incorporates repopulation, describes the 

Fischer-Moulder data very well. In contrast to the fit using the Binomial model without 

repopulation, the best-fit parameters from the fit with the ZM model and the LQ-IR cell 

survival expression are much more realistic. With the ZM model, the value of N  is 

approximately fifty times larger, the cr value of 0.165 is biologically reasonable, as is the 

value of A = 0.187, which corresponds to a potential doubling time of 3.7 days. The p- 

value of 0.73 for this fit is also somewhat higher. As evidenced by the low value of f3 = 

7.7 x 10’5, this fit also suggests a weak /^-mechanism for this tumor type. This result 

prompted us to repeat the fit with the ZM model, this time assuming single-hit cell 

survival. This “single-hit” fit is nearly identical to the previous fit including the fi- 

mechanism, yielding very similar best-fit values for N, a, and A, and a /?-value of 0.80 

that is in fact slightly higher, resulting from the reduction in the number of free fitting 

parameters by two. These results suggest that repopulation, and not repair, is the 

dominant determinant of fractionation effects for this tumor type.

TCP model Description N  a , A t  p_vaiue 
(G y1) (Gy'2) (days'1) (days)

Bin- /L<3 (comptae) 

Bin./ LQ-IR “ g *

ZM /LQ-IR ^ epair + 
Repop.

ZM /SH  Rep?p- only

75 0.052 7.0 xlO-4 = 0  = 0  6.2 x lO '15 

239 5.6x 10^ 0.0018 = 0  8.5 0.36 

10662 0.165 7 .7 xlO '5 0.187 3.4 0.73 

10428 0.169 = 0 0.194 = 0  0.80

Table 5.4. Best-fit parameter values corresponding to the fits shown in Fig. 5.17.

A fit (not shown) to this set of data was also performed using a model comprised 

of the Binomial TCP expression incorporating repopulation (Eq. (5.19)) and the LQ-IR 

survival model. This was done to facilitate a comparison between the conventional 

repopulation approach involving the simple substitution N  N  exp(Ar), and the more
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theoretically robust approach inherent in the Zaider-Minerbo model. For this particular 

case, there was little difference in the two repopulation approaches: the fit with the 

Binomial repopulation model gave similar best-fit parameter values, and a p-value of 

0.71 that was nearly as good as the ZM fit. Despite the fact that the Binomial approach 

may be sufficient in many circumstances, the general applicability of the Zaider-Minerbo 

model still makes its use preferable.

Dose (Gy)Dose (Gy)

Dose (Gy) Dose (Gy)
Figure 5.17. Fits (lines) of TCP models to six fractionation regimes (n as indicated in the legend) of 
the Fischer-Moulder data (symbols), (a) Binomial TCP /LQ survival: complete sub-lethal repair, no 
repopulation, (b) Binomial TCP / LQ-IR survival: partial sub-lethal repair, no repopulation, (c) 
Zaider-Minerbo (ZM) TCP / LQ-IR survival: partial sub-lethal repair, with repopulation, (d) Zaider- 
Minerbo TCP /  single-hit (SH) survival: no repair, with repopulation.
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In addition to best-fit values, we also determined ranges for the parameters N, a, 

P, and X that gave statistically acceptable fits, as conventionally defined by a p-value 

greater or equal to 0.05. For the purpose of this exercise, the Zaider-Minerbo model with 

the complete repair LQ survival expression was used. The ranges are as follows: 

JV e [3 x l0 \8 .4 x l0 5], ct e [0.10,0.25], p e [0,0.0006], and X e  [0.10,0.29]. The 

value of (5 is constrained primarily by the data corresponding to the regimes with few 

fractions. For example, for the acute treatment, the /Jterm in the LQ expression becomes 

very large at the doses involved (D50 = 57 Gy for the acute treatment) unless P  is small. 

The range of N  from our fits is not consistent with the value of log10 N=  7.55 ± 0.21

calculated by Fischer and Moulder for their rat tumors. Although only conjecture, one 

plausible explanation for the low N  values extracted from our fits is that they represent 

the number of clonogens from the most radioresistant subpopulation within each tumor. 

It would also be of interest to compare our radiosensitivity parameter values to other in 

vitro or in vivo estimates. Fischer and Moulder provide in vitro cell survival parameters 

for this cell line; however, these parameters are for a multi-target cell survival expression, 

and are thus not directly comparable to our LQ parameters. A cell survival curve 

generated with the Fischer-Moulder multi-target parameters does seem to suggest a 

significantly more curved cell-survival shape, indicative of a relatively stronger (5- 

mechanism than indicated by our fit values. LQ parameters for a tumor cell line 

(rhabdomyosarcoma R1H) derived from the BA1112 line used in the Fischer-Moulder 

experiments are given in the work of Vogler and Beck-Bomholdt.66 These values are a  

= 0.20, p  = 0.041 for in vitro cells, and a =  0.010, /?= 0.0081 for in vivo hypoxic cells. 

Though likely not directly comparable to the values from the BA1112 tumor line, it is 

noteworthy that the in vitro and in vivo estimates differ substantially. A general comment 

made by Vogler and Beck-Bomholdt was that in vivo fractionation effects can not likely 

be accurately extrapolated from results of in vitro single-dose or split-dose experiments 

used to characterize cellular dose response.
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b. Resensitization

The results of fits using the Zaider-Minerbo model to the entire Fischer-Moulder 

data set (all seven fractionation regimes), are shown in Fig. 5.18 and Table 5.5. For the 

first fit shown (Fig. 5.18(a)), the complete repair LQ model was used, and a  was kept 

constant with respect to time. The p-value of 0.13 for this fit indicates that it is 

statistically acceptable. However, the value is much lower than that obtained for the fit 

with the same model to the set excluding the three fraction regime. The reason is that this 

model is unable to account for the inverse fractionation behavior expressed by the three 

and five fraction regimes -  note that the fitted line for the three fraction regime lies to the 

left of the five fraction regime, opposite to the trend exhibited by the data. We then used 

a model employing the same LQ expression, but with the constant a  replaced by the 

time-dependent expression for ait) given in Eq. (5.57). As illustrated (Fig. 5.18(b)), the 

use of this resensitization expression provides an excellent fit (p-value = 0.79) that now 

can describe the inverse fractionation present in the data. The best-fit parameter values 

for N  and X are smaller, but comparable to those obtained from the Zaider-Minerbo fits to 

the reduced (six-regime) data set. The parameters describing ait) are cio = 0.085 Gy'1, 0 Cm 

= 0.136 Gy'1, cj = 0 days'1, and C2  = 0.076 days'2, which produce the curve shown in Fig. 

5.18(d). The value of C; was fixed to zero for this fit, since fits with c} = 0 and those with 

Cj allowed to vary freely produced nearly identical a(t) curves. The biological 

interpretation of the resensitization curve is that initially the tumor radiosensitivity is 

dictated by a radioresistant hypoxic core characterized by an a  value of 0.085 Gy'1. As 

the outer layers of the tumor are killed and the previously hypoxic inner regions become 

reoxygenated, the value of a  increases, reaching a substantially higher value of 0.136 

Gy'1 at about day ten, which corresponds to the completion of the five fraction schedule. 

After day ten, the fitted value of a  plateaus, as would be expected, since no inverse 

fractionation effect is evident in the data for the regimes with more than five fractions.

The best-fit value of /?=  0.0011 Gy'2 for the resensitization fit (Fig. 5.18(b)) is 

still very low, implying an a /fi  ratio of -  100, but is larger than the statistically 

permissible values obtained by fits to the reduced (six-regime) Fischer-Moulder data set. 

In fact, this small component plays an integral role in the fits to the full (seven-regime)

194

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



data set. This is demonstrated by the fit depicted in Fig. 5.18(c), based on use of a single

hit survival model incorporating the time-dependent resensitization expression for a. In 

this case, the fit (p-value = 0.10) is unable to account for the inverse fractionation effect. 

It may seem surprising that this apparently insignificant /? component can significantly 

affect the results; however, it is again simply a function of the constraint placed on the fit 

by the data from the acute (1 fraction) treatment. As implied by the resensitization 

parameter values (see also Fig. 5.18(d)) for the fit with /? = 0, the acute treatment 

essentially forces a rather large initial value of 0.15 for a. This is also consistent with the 

fit in Fig. 5.18(b), where is allowed to vary freely: the best-fit values of <% = 0.085 

Gy'1 and = 0.0011 Gy'2 combine to produce an “effective” a  value (a 0 + fiD ^)  of

approximately 0.15 Gy'1. The fact that the acute treatment is constraining the appropriate 

value of J3 is also confirmed by another fit (not shown) that was performed to a set of data 

which excluded the acute treatment. In this case, the inverse fractionation effect could be 

described while assuming single-hit mechanics (i.e. f5 = 0), and suggested a 

radiosensitivity that increased from a=  0.078 to a=  0.170.

TCP model N a
(G y1)

P
(Gy2)

X
(days'1)

T
(days) />-value

ZM /LQ 5204 0.146 1.5 x 10-4 0.152 = 0 0.13
ZM / LQ / Resens. 4091 0.085-0.136 0.0011 0.149 = 0 0.79
ZM / SH /  Resens. 5839 0.151-0.158 = 0 0.182 = 0 0.10

Table 5.5. Best-fit parameter values corresponding to the fits shown in Fig. 5.18
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Dose (Gy) time (days)
Figure 5.18. Fits (lines) with the Zaider-Minerbo (ZM) TCP model to all seven fractionation 
regimes of the Fischer-Moulder data (symbols), (a) Without resensitization (aconstant) and LQ cell 
survival, (b) With resensitization using time-dependent expression for or (Eq. (557)) and LQ cell 
survival, (c) With resensitization and single-hit cell survival (j3 = 0). (d) Radiosensitivity or as a 
function of time corresponding to plots in (a), (b), and (c). The radiosensitivity parameters for fit (b), 
the only one which can describe the inverse fractionation effect manifest between the three and five 
fraction data, are Ob = 0.085 Gy'1, C4n = 0.136 Gy'1, Cj = 0 days'1, and c* = 0.076 days'2.

v. Conclusion

The present work examined the role played by various dynamic tumor processes 

(repair, repopulation, and resensitization) in accounting for fractionation effects by fitting 

various TCP models to a diverse set of animal data.45 A theoretically robust TCP 

expression derived by Zaider and Minerbo was used to study repopulation effects, while 

reoxygenation effects were incorporated with an explicit time-dependent expression for
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the radiosensitivity parameter a. The results in this study suggested for this tumor type 

the presence of only a weak /^-mechanism, which only had a significant impact on the 

description of acute treatments. The observed fractionation pattern of this in vivo data 

could not be characterized simply by an a//5 ratio. Rather, for the multi-fraction 

treatments, repopulation seemed to be the dominant factor determining the effect of 

fractionation on dose-response. It is also interesting to note that the relative f5 strength 

suggested by our fits to the in vivo data is much smaller than would be predicted from in 

vitro experiments. This emphasizes that caution must be exercised when attempting to 

predict in vivo fractionation effects from in vitro estimates of the LQ cell survival 

parameters. This set of data also manifest an inverse fractionation effect which could be 

described by our resensitization model. Our fits suggested a radiosensitivity that 

increased during the first few fractions, consistent with an interpretation based on 

reoxygenation. Though this resensitization effect may not have a large influence on the 

observed dose response of treatments delivered with a large number of fractions, it could 

impact treatments that have few fractions, or those (such as brachytherapy) where the 

dose is delivered over a relatively short time period.
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Chapter 6: Conclusion

In the first part of this work we have described the development of 2-D and 3-D 

pre-treatment procedures for dosimetric verification of IMRT (intensity-modulated 

radiotherapy) treatments using an amorphous silicon flat-panel electronic portal imaging 

device (EPID). Such procedures are used to identify differences between the predicted 

dose distribution calculated by a treatment planning system ( TPS) and t he actual dose 

delivered, resulting from systematic procedural errors, dose delivery inaccuracies, or TPS 

dose calculation errors.

Both the 2-D and the 3-D verification techniques we developed rely on our 

deconvolution t echnique a llowing t he m easurement o f  2 -D p rimary f  luence p rofiles o f  

IMRT fields with the EPID. To characterize signal spread in the EPID due to radiation 

and optical scattering, we used deconvolution kernels derived using Monte Carlo 

simulations of dose deposition in the EPID and empirical fitting methods. Relative 

fluence profiles measured with the EPID were found to be in very good agreement with 

the corresponding measurements of fluence made with a diamond detector. In the 2-D 

verification, 2-D beam’s eye view (BEV) dose distributions were generated for each 

IMRT field in a treatment by convolving the EPID-measured fluence with a kernel 

describing dose deposition in a water phantom. For absolute dose calibration, EPID- 

based doses were cross-calibrated with ion chamber measurements made in water. The 

beam-by-beam 2-D verifications of three step-and-shoot IMRT treatments using the 

EPID were in good agreement with those performed with a similar film-based technique, 

with a mean percent difference of 0.3 ± 1.0 % (24 fields).

We also developed a complementary 3-D verification technique that provides a 

full 3-D dose distribution in the patient anatomy based on EPID measurements. In the 

3-D technique, EPID-measured 2-D fluence modulation profiles for each IMRT field are 

used as input for the TPS, which then generates the 3-D dose distributions. Verification 

is accomplished by comparing the EPID-based 3-D dose distribution to the original 

planned dose distribution calculated by the TPS. TLD point dose measurements for an 

IMRT irradiation of an anthropomorphic phantom were in good agreement with the
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EPID-based 3-D doses; in contrast, the planned TPS dose under-predicted the TLD 

measurement in a high-gradient region by approximately 16 %. Similarly, large 

discrepancies between EPID-based and TPS doses were also evident in dose profiles of 

small fields incident on a water phantom. These results suggest that our 3-D EPID-based 

method is effective in quantifying uncertainties in the dose calculations of our TPS for 

IMRT treatments. For three clinical head and neck cancer IMRT treatment plans, our 

TPS underestimated the mean EPID-based doses in the critical structures of the spinal 

cord and the parotids by approximately 4 Gy (11 -  14 %). Radiobiological modeling 

calculations performed with the computational module we developed indicate that such 

underestimates may lead to clinically significant under-predictions of normal tissue 

complication rates. It is interesting to note that the corresponding 2-D verifications o f the 

same IMRT treatments were deemed acceptable based on clinical criteria. The 3-D 

verification results thus imply that small errors in the 2-D BEV fluence distributions may 

in some cases lead to larger than expected errors in the patient 3-D dose distribution.

We have thus developed two EPID-based verification procedures useful in 

ensuring the efficacy and safety of IMRT treatments. Our 2-D EPID-based technique is 

much more convenient and requires approximately half the time to perform as a similar 

film-based one, and for this reason, has replaced it in clinical practice at our clinic (Cross 

Cancer Institute (CCI)). Though our 3-D EPID-based technique is not currently utilized 

clinically, it also is a potentially valuable quality assurance tool that allows a much more 

direct evaluation of the clinical consequence of dosimetric uncertainties in IMRT, 

providing information not easily accessible with more conventional 2-D methods. 

Additional automation of our 3-D verification, perhaps through use of a different TPS, 

would make the 3-D method more attractive as a clinical technique. If either the 2-D or 

3-D verification method were to be used in conjunction with IMRT treatments employing 

dynamic multi-leaf collimation (DMLC), detector ghosting effects and corrections would 

have to be considered in more detail. There are no current plans, however, to employ 

DMLC in clinical practice at the CCI. In an extension to this project that is currently 

being pursued (by another graduate student), a potential method of facilely incorporating 

daily patient positioning errors and internal tumor or organ motion effects in the 

estimates of dosimetric uncertainties of IMRT treatments is being investigated.
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Further refinements and extensions of our EPID-based verification methods are 

also possible. The results generated in this work were generated using the pencil-beam 

convolution dose calculation algorithm of one TPS. Thus, if other TPS’s were available, 

further testing could establish how representative the magnitude of the 2-D and 3-D dose 

uncertainties we observed are of modem treatment planning systems in general. In 

addition, we could investigate the dependence of the verification results on the type of 

dose calculation algorithm, by performing verifications with the other dose calculation 

algorithm available with this TPS -  a collapsed cone algorithm. (This collapsed cone 

algorithm is not in clinical use at our institute, which is why we generated our results 

with the pencil-beam algorithm.) Perhaps of most current interest would be studies 

involving Monte Carlo-based treatment planning systems, which are now becoming 

commercially available. Monte Carlo systems directly simulate radiation transport from 

the linac target, through the linac head (including the MLC), and into the patient volume 

(as characterized by CT data). Thus, their dose calculations should be much more 

accurate than convolution/superposition algorithms in regions where charged particle 

equilibrium does not exist -  e.g. in high-gradient regions or in small IMRT sub-fields. 

Also, the uncertainties in the modeling of the incident fluence which appear to hamper 

the accuracy of our TPS should be greatly reduced with Monte Carlo systems, provided 

the materials and geometry of the linac head and MLC are correctly specified. Thus, it is 

hoped that their will be greater consistency between IMRT verification measurements 

and TPS calculations when using Monte Carlo systems. This will lead to greater 

confidence in treatment planning decisions based on TPS dose distributions.

The second part of this thesis consisted of a number of studies investigating the 

application and development of radiobiological models. Radiobiological modeling has a 

potentially significant role to play in the optimization, adaptation, and patient-specific 

customization of radiotherapy treatments, particularly those involving IMRT. However, 

the limited reliability of current radiobiological model predictions severely restricts the 

use of such models.

In one o f our radiobiological modeling projects, a convenient computational tool 

was developed that furnishes current modeling predictions o f tumor control probability
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(TCP) and normal tissue complication probability (NTCP) for 3-D dose distributions. In 

essence, this tool is designed to amalgamate and make accessible current radiobiological 

knowledge as it pertains to treatment planning, and to serve as a useful complement to 

clinical experience in treatment plan evaluation. In addition to its use in assessing the 

potential c linical s ignificance o f  the dose c alculation u ncertainties a ssayed b y o ur 3 -D 

IMRT verification technique, the program has also already been used in a research 

capacity at our clinic in studies requiring the retrospective evaluation of treatment plans. 

As warranted, additional radiobiological models and clinical databases can be added to 

this NTCP-TCP calculation module.

We also conducted more fundamental investigations of issues of recent interest in 

radiobiological modeling. In one study, we evaluated a recently proposed TCP model 

incorporating population heterogeneity, and used it to illustrate some of the inherent 

difficulties in extracting reliable estimates for biological parameters from fits to clinical 

data. For example, the results of this analysis suggest that model parameter correlations 

make it difficult to discriminate between the level of heterogeneity intrinsic to a clinical 

data set and the strength of the /2-mechanism of cell kill. Such ambiguities complicate 

attempts to extract estimates of the aJ[i ratio from fits to clinical data, which may be 

important if  one wishes to use these estimates to predict fractionation effects. In a 

separate work, we examined the role of the dynamic processes of repair, repopulation, 

and resensitization in TCP models by fitting different variants of TCP models to a diverse 

set of fractionated animal dose-response data. To incorporate repopulation effects, we 

used a theoretically robust TCP formulation recently derived by Zaider and Minerbo. For 

the particular tumor line represented in this data set, the fitting results suggested the 

dominance o f repopulation in determining the fractionation pattern, and a weak /2- 

mechanism (relative to the a  (or single-hit) mechanism). Since the implied strength of 

the /2-mechanism is much weaker than would be predicted from in vitro experiments, one 

conclusion o f this fitting exercise was to re-affirm that in vitro estimates of the linear- 

quadratic (LQ) model parameters are not in general sufficient descriptors of fractionation. 

We also found that an inverse fractionation behavior manifest in the data for treatments 

with a small number of fractions could be accounted for by incorporating resensitization
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(specifically reoxygenation) effects in the TCP model via a time-dependent expression 

for the radiosensitivity parameter a.

In general, a main contributor to the unreliability of radiobiological modeling 

predictions is the paucity of data, and the lack of diversity and large statistical 

uncertainties in the data that does exist. For example, there is still insufficient data 

available to draw definitive conclusions about the dose-volume relationships of different 

tissues. This is particularly limiting for applications of models to IMRT treatments, since 

IMRT dose distributions are characterized by large heterogeneities. Increased archiving 

o f 3-D dose distributions of treatment plans and corresponding treatment outcomes 

should produce more numerous, high-quality treatment databases. Such data-sets will 

allow more precise determination of dose-response parameters for various normal tissues 

-  e.g. n, m, and D50 for the Lyman model. This will provide clinicians additional 

guidance as to appropriate dose tolerance levels.

Acquisition of such “macroscopic” dose-response data, however, essentially helps 

enhance the descriptive capabilities of radiobiological models, and usually only with 

respect to characterizing population-averaged responses. This is hopefully only a small 

first step in the full realization of the potential benefit of radiobiological modeling to 

radiotherapy. Greater progress will rely on the development of the predictive  capabilities 

of models, so that they can be used to customize radiotherapy treatments for individual 

patients, and to adapt for changing treatment conditions. This will require a fuller 

understanding of radiation response mechanisms, and methods of accurately measuring 

the parameters associated with them. However, as illustrated by our investigations, 

simple dose-response data is inadequate in this regard, since population heterogeneity 

confounds attempts to extract mechanistic model parameters. Further development o f in 

vitro radiobiological assays is promising, although their use requires establishment of the 

relationship between in vitro measurement and in vivo response.

Exploiting the increasing role of various imaging technologies in radiotherapy 

provides an alternative (or complementary) approach that may allow direct measurements 

of in vivo dose response characteristics,1 which will also enable a more precise 

knowledge of the heterogeneity of such characteristics within a population. For example, 

the imaging of a patient every day of treatment with an image-guided adaptive
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radiotherapy protocol allows tumor size to be tracked during the course of treatment. 

From this it may be possible to glean information about cellular radiosensitivity or tumor 

proliferative capabilities. Even more exciting is the emergence of molecular and 

functional imaging modalities,2 such as positron emission tomography (PET), and 

functional and spectroscopic magnetic resonance imaging (MR1). These modalities can 

provide data about tissue functioning and cellular activities, which complement the 

anatomical information provided by a conventional imaging modality such as CT 

(computed tomography). For instance, it may be possible to predict changes in 

radiosensitivity during treatment based on functional MRI images measuring the 

oxygenation status o f a tumor. Using PET techniques to measure the metabolic activities 

of a tumor may provide another means of characterizing in vivo dose response. Further, 

it may be possible to identify the types and locations of radiation damage via the imaging 

of molecular markers correlated with specific biological processes (e.g. apoptosis, 

angiogenesis, metastasis, etc.). Measurements using these and other (e.g. genetic 

profiling) emerging technologies should facilitate extraction of biologically-meaningful 

parameter estimates that can subsequently be used in predictive models, allowing 

radiobiological modeling to play a fruitful role in truly adaptive and individualized 

radiotherapy.
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