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Abstract

The objective of this study was to map the relationship between soil and landtform
at a scale and resolution suitable for environmental modelling and site-specific farming.
The current approach to high-resolution soil mapping is airphoto interpretation in
combination with a grid survey. The result of this thesis is an automated mapping
technique that allows for the accurate characterization of the soil landscape based on the
relationship between soil type and landform.

The study was conducted in east-central Alberta, Canada. svuth-cast of the city of
Edmonton. at 53° 33" north latitude and 113° 28" west longitude. The DEM used in this
research was surfaced from contour lines extracted from a [:5000 orthophoto with |
metre contour lines. available to the public from the City ot Edmonton. Alberta.
Analytica' surfacing techniques were used to genecrate a DEM of the study area. Using
the results of the geostatistical analysis. a spatial resolution of four metres was selected
to produce a DEM with sufficient spatial resolution to capture the variability of the
landscape.

In this study, geomorphometric measures derived from DEMs were used to
classity and map landforms. Traditional methods of landform classification are based on
the fivld experience of the researcher doing the classification (Dalrymple ef al., 1968;
Young. 1972; Pennock et al., 1987; Pennock and Delong, 1987, 1990; Martz and

Delong., 1987, 1991; Martz, 1992). The method used to classify landform in this study

w. tased on the concept of the geometric signature developed by Pike and Rozema
(19¥7z:  Pike and Rozema (1975) conceptualized the geometric signature as & set of

measurements that abstracts the essential shape of each type of topographic surface and

distinguishes it uniquely from other surfaces.



Measures of classification accuracy based solely on the training field data are
usually calculated at the time of the classification procedure and many observers report
this measure as a means of assessing map accuracy. What this statistic measures is the
accuracy of the classification and has little to do with the accuracy of the map. In this
study the overall correct classification was 99.3%. This statistic measures the degree of
statistical separability in the data. Therefore, the landform classes were statistically well
defined.

The most oftcn overlooked measure in studies of this type is map accuracy. In
this study. map accuracy was assessed using the soil type data surveyed using
differentially corrected GPS locations. These points were then overlayed on the
landform classification map. The landform class information was then added to the table
of soil attributes. The relationship between these data was then analysed using a
combination of Chi-square to test for a significant relationship at the 0.001 significance
level and Spearman rank correlation to test the strength of the relationship. The
Chi-square test showed a significant relationship between soil type and landform. The
result of the correlation analysis was an r value of 0.87009 which indicates that the
relationship between soil type and landform is strong and positive and landform explains
75.7% of the total variance (r’) in the soil type classes.

The results of this study indicate that there is a strong correlation between the
landform units that were derived from the classification procedure and the soil types that
were surveyed in the field. This technique should prove useful in soil mapping and other
forms of mapping that require some form of landform analysis. This procedure is an
improvement over the traditional methods as it provides an vibiased and replicable

technique for mapping landforms.
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CHAPTER 1

INTRODUCTION

Soil. next only to water. is our most important resource. A soil is a natural part
of the surface of the earth. characterized by layers or horizons paralicl to the surface
resulting from the modification of parent materials by physical. chemical and biological
processes operating under varying conditions during varying periods of time (Thornbury.
1969, p. 68). Standard soil surveys are not designed to provide the high resolution soil
information required in environmental modelling and site-specific farm management
(Petersen, 1991). Conventional approaches to soil mapping produce maps that delincate
neither the inherent variability of the soil nor the variation of the attributes mapped.
These approaches to mapping the spatial variability of this fundamental resource have
proven expensive and often unreliable (Moore ef al., 1993). There is, therefore, a need
for the development of accurate and mexpensive methods of mapping the spatial
variability of the soil system.

In the last 30 years. agriculture has undergone several revolutionary ¢has:z. s, the
latest being the ever increasing use of personal computers to help in the management and
planning of farm practices. This increase in personal computer use and the associated
Geographic Information Systems (GIS) for farm based planning requires high resolution
soil base maps containing useful information about the nature of the soil (Arnold, 1987).
Developments in the field of precision farming make it possible to vary the rates of
fertilizer and herbicide application based on the ability of a soil to use these inputs at
maximum efficiency (Moore et al., 1993). In order to achieve this level of precision

and accuracy, high resolution soil maps and reliatle application methods are necessary.



Soil surveys undertaken for large scale mapping. using grid survey methods. arc a
labour-intensive and cost-prohibitive process (Beckett and Burrough 1971a. 1971b).
Traditionally. soil surveys at the soil association level are conducted over large areas for
regional planning purposes. Soil mapping at tnis resolution is often conducted using air
photo interpretation and sparse field observations. This coarse rcsolution of soil
information is not adequate for modern farm management and planning.

The current approach to high resoiution soil mapping is airphoto interpretation in
combination with a grid survey. Using this technique. the sampling effort of the area
surveyed determines the precision of soil maps. Beckett and Burrough (1971) have
noted that “if the purpose of a soil map is to cquip its user to make more precise
statements about soils than he could have done without it. then the success of a given
survey may be assessed on the extent to which the variability of the soil properties within
mapped units is less than their variability in the landscape™ (Beckett and Burrough.
1971a. p.468).

For local areas in environments similar to those found in the Canadian prairies.
where moisture is the limiting environmental factor, the strongest factor controlling soil
development is topography (Milne, 1935; Jenny, 1941; Furley, 1968; Huggett. 1975,
1982; Birkeland. 1984; Miller et al., 1985; Gerrard, 1992). Topography has the effect of
altering the local distribution of moisture. Topographic form is also a strong controlling
factor on the spatial distribution of erosional and depositional environments.
Topographic control of these two factors results in different soil types developing in
different topographic areas. For example, in topographic depressions the relative
increase in soil moisture and an accumulation of eroded material may lead to the

formation of gleyed soil types.



Studies attempting to quantify and map the relationship between soil type and
landform using digital methods have had iimited success (Pennock ef al.. 1987 Lee o1
al.. 1988: Swanson. 1990a). The primary difficulty encountered in these studies was the
site-specific nature of the soil-landform relationship. Soils form in response to similar
environmental conditions. but due to different farm practices and levels of conservation.
different soil types may be expressed. Studies conducted in the three major agricultural
soil zones in the Canadian prairies have demonstrated that there is a significant amount
of variation in the topographic variables which control soil development within a single
soil zone (Pennock er al.. 1987).

The objective of this study was to map the relationship between soil and
topography at a scale and resolution suitable for environmental modelling and
site-specific farming (1:10.000). This study is different from other published studies in
the soil distribution field because it secks to develop a methodological approach to
modelling landform in an unbiased and reproducible manner that allows for the

characterization of the soil landscape in local area as a function of topographic form.



CHAPTER 2
LITERATU. E REVIEW
Introduction

This thesis deals with concepts and techniques developed in three separate bodies
of knowledge: soil science, remote sensing. and geomorphology. From the field of soil
science and geomorphology the concept of the relationship between soil type and
topographic position was used. Remote sensing studies contributed to the definition of
the relationship between soil and topography in large scale soil distribution studies.
Terrain classification was the fundamental technique used for landform analysis in this
thesis and was developed in the field of geomophometry. a sub-discipline of geomorphol-
ogy. Itis. therefore. necessary to review the pertinent literature in these areas.

The founding principle upon which the conceptual framework for this thesis was
developed comes from the catena concept developed by Milne in 1935. Milne visualized
soil distribution as a system of soils developing in the same sequence as a response to
topography. Following Milne's work, Speight (1974) developed the concept of the
toposequence. the landform analogue of a soil catena, as a method of classifying
landform. Several early studies developed two-dimensional landform classifications
(Milne. 1935; Wooldridge. 1950; Ruhe, 1956; Acton, 1965; Dalrymple et al., 1968). One
of the difficulties encountered with two-dimensional classifications is they are unable to
adequately characterize many landforms due to their simplicity (Evans, 1972).

The development of fast and efficient computers made research into three-
dimensional landform classifications using digital elevation models possible (Evans.
1972; Pike et al., 1975; Pennock et al., 1987; Pennock and DelJong, 1987, 1990; Pike
1988: Martz and Delong, 1987, 1991; Martz, 1992). Recent research into the

4



relationship between three-dimensional landform classifications and soil type has shown
that landform classification can be a useful tool in mapping soil types (Huggett. 1975,
1982; Pennock er al., 1987; Lee er al.. 1988, Swanson. 1990a. 1990b; Moore ef al..

1993).  More recent work on the automation of landform classification. based on
frequency-based contextual measures (Schmid-McGibbon. 1993). has shown that the use
of frequency-based contextual classifiers can discriminate between subtly-differing

landform types.

Topography Soil Relationship

In 1935. Milne introduced the concept of the soil catena. Since the development
of this concept the relationship between soil distribution and topography has been studied
extensively. According to Milne a catena is a grouping of soils that are different in a
morphological sense but occur in the same sequence under similar topographic conditions
(Milne, 1935). This concept has led to many two-dimensional models of the soil-
topography relationship (Milne. 1935; Jenny, 1941: Wooldridge. 1960; King et al..
1983). More recent works conceptualize soil as a spatial system (Speight, 1974, 1976;
Huggett, 1975, 1982; Pennock er al., 1987; Lee et al.. 1988; Swanson, 1990a).

Soils form in response to a variety of environmental factors. One of the first
efforts to conceptualize this relationship was proposed by Jenny (1941). Jenny proposed
a series of soil-forming ractors in the form of the fundament>' equation of soii-forming
factors; S = f{cl,o,r,p,t). In this equation, soil (S) is a function of climate (cl), organisms
(0), topographic relief (r), parent material (p), and time (t). Several authors (Jenny,
1941, Gerrard, 1992) noted that, because many of the variables have a great deal of

inherent complexity, and no absolute values, attempting to find a solution to the equation
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is meaningless. Therefore, it is more useful to see the equation presented by Jenny as a
conceptual framework for the study of soils (Gerrard, 1992).

Speight (1974, 1976) introduced the concept of the toposequence. Speignt
defined a toposequence as the iopographic sequence of elements passed over by a
conceptual particle moving down-slope under the influence of gravity. This concept is a
continuation of the catena concept proposed by Milne (1935), differing in that it contains
no specific soil information. Speight thought that as landform elements are better
defined in a numerical classification, the predictive power of the toposequence in the
determination of soils will increase and. in so doing. the toposequence and catena
concepts will converge (Speight, 1974).

In a later paper. Speight (1976) specified that the position of a landform element
in a fully specified toposequence implies a number of contextual attributes of the
clement, such as soil type, or slope stability. Speight also proposed that an empirical
landform element classification is more realistic because the landform elements arise as a
product of local characteristics. This approach to landform classification in local areas
may show more subtle distinctions than in broader indices, such as the nine-unit
landscape model presented by Dalrymple et al. (1968).

King et al. (1983) conducted a regional study of the relationship between soil
type and topography. In this study, they surveyed slope profiles and evaluated detailed
soil properties. While considering the two-dimensional effects of slope curvature on the
development of soil they found that there was a relationship between: 1. upper convex
slopes and regosolic soil series, 2. mid-slope positions and orthic soil series, and 3.

concave lower slopes and gleysolic soil series.



Gregorich and Anderson (1985) studied the effect of cultivation on the distribu-
tion of various soil properties. They found that erosional processes were strongest at
upper slope positions. The upper slope areas showed weakly developed A-horizons that
eroded to lower slope positions. The study was conducted in native prairie and cultivated
land and showed that cultivated land showed a greater degree of crosion and depletion in
various chemical constituents of the soil over time.

Moore et al. (1993) conducted a study that showing that terrain attributes can be
used to characterize soil types at a scale of 1:6000. This rescarch used heuristic methods
to class various terrain measures. The terrain mcasures were then used to model soil
attributes. The resultant soil map explained 41 to 64% of the variability of measured soil

attributes,

Remote Sensing Use In Large Scale Soil Distribution Studies

Air photo interpretation and remdtely sensed images are used widely in the study
of soil distribution (Acton, 1965; Crown et al., 1971; Harrison et al., 1987). The current
technique for mapping soil distributions is to dcliﬁeate soil boundaries manually on aerial
photographs (Acton, 1965). Other studies have used video scanning of.acrial photo-
graphs and digital methods to manually delineate soil boundaries based on image tonal
variations (Crown et al., 1971; Harrison er al., 1987). These interpretative approaches to
soil mapping rely on the investigator’é tacit knowledge to determine soil boundaries.
Tacit knowledge is acquired through practice and experience. This type of knowledge is
not easily defined because interpretative decisions are based on ruics of thumb (Hudson.,

1992).



Acton (1965) mapped the relationships between soil colour and soil type from
large-scale aerial photographs. Acton demonstrated that using traditional, although
subjective. interpretation methods reliable large scale soil maps can be made. This
research also shows that there is an association between soil type and gradient, although
it does not present any means for quantifying this relationship. Shields et al. (1968)
studied the relationship between soil colour, soil moisture, and organic matter. This
study found that soil colour differs between soils that are air-dry and soils that are at field
capacity. As the soil moisture content increases from air-dry to field capacity the colour
darkens.

Crown and Pawluk (1971) quantitatively measured the tonal variation of soil types
within fizlds from colour infrared and panchromatic photography south east of Edmonton.
They obscrved that the variation in tone was a result of different surface colour, organic
matter and moisture content. This study also found significant differences between the
spectral responses of various soil types that would help with soil classification at the soil
type level.

More recent research has attempted to converge LANDSAT thematic mapper
(TM) data (30 metre resolution) with DEM data to determine soil characteristics (Lee et
al.. 1988). In this study, a spectral classification from the TM data was added to slope
measures from the DEM. A classification was then developed using unsupervised train-
ing field data. The resultant map had a 72% agreement between the soil map and the
classification.

Agbu and Nizeyimana (1991) used SPOT data to classify soil map units based on
image texture analysis. This study was conducted to assess the usefulness of SPOT MLA

(20 metre resolution) data for mapping the variability of soil properties. Classification
8



results showed percent overall agreement of discriminate map units from soil propertics to
be 61 percent. This level of accuracy is inappropriate for this level of soil mapping.
although it was similar in accuracy to the field soil map tested. The data demonstrates that
image analysis can be used for initial reconnaissance phases of soil surveys (Agbu and

Nizeyimana, 1991).

Terrain Classification

Traditionally. terrain classification was performed by manual and visual interpreta-
tion and measurements of maps and airphotos (Strahler. 1956; Evans, 1972: Speight,
1976).  Strahler (1956) was one of the first researchers to quantitatively compare
landforms. Strahler (1956) compared areas of different terrain using the distributions of
terrain derivatives (slope. across-slope curvature and down-slope curvature). In this
paper, Strahler suggested that altitude matrices (DEMs) may provide a useful means of
terrain evaluation. Until relatively recently. the classification of terrain based on measures
derived from a DEM was a theoretically possible but seldom implemented technique.

Evans (1972) proposed a systematic methodology for the description of landform
based on measurements derived from DEMs. In this system Evans described two levels of
mapping landforms: general geomorphometry and specific geomorphometry. General
geomorphometry is the measurement and analysis of the characteristics of landform which
are applicable to any continuous rough surface. The basic measures used for general
geomorphometry are altitude, gradient, curvature, distance, area, and hypsometry.

Specific geomorphometry is the measurement and analysis of specific landforms. The

9



measurement of specific landforms implies that there are clear criteria of delimitation that
set certain landforms apart from others a priori (Evans, 1972).

The fundamental difference between general and specific geomorphometry is that
specific geomorphometry involves more arbitrary decisions and leaves more room for
subjectivity than does general geomorphometry. General geomorphometry provides a
basis for the quantitative comparison of qualitatively different landscapes. The advantage
of specific geomorphometry over general geomophometry is that specific ggomorphome-
try allows the researcher to tailor the variables used to processes (Evans, 1972).

Pike and Rozema (1975) developed an approach to the analysis of landforms based
on the geometric signature of the landform. The goal of this approach is to develop a
comprehensive description ~f landforms from which various topographic types can be
compared. They conceptualized the geometric signature as a set of measurements that
abstracts the essential shape ¢f each type of topographic surface and distinguishes it
uniquely from other surfaces. Towards this end, there is no single “magic number", such
as average slope or relative relief, that adequately expresses !andform for taxonomic
purposes (Pike and Rozema, 1975).

In a later paper, Pike (1988) expanded his original conceptualization of the
geometric signature to include the geomorphic signature. A geomorphic signature is a
broader and largely undeveloped concept that includes much imore than topography. A
geomorphic signature can characterize the entire physical landscape, including soils. Pike

mentions that the position of a landform element in a fully specified toposequence
implies a number of contextual attributes of the element that are likely to be of geomor-

phic significance.
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Geomorphometric measures derived from DEMSs arc at the foundation of the
automated classification of geomorphic surfaces. The process most commonly used for
the extraction of these variables is neighbourhood processing. Neighbourhood processing
involves the roving of an odd-numbered window through a matrix of elevations. As the
window is moved to each successive position. the result of the computation is assigned to
the centre cell position of the window in a new convolved data set.

Evans (1972) was the first author to propose that parameters derived from altitude
matrices (DEMs) showed potential as significant parameters in the measure of gecomorphic
processes. The parameters measured by Speight (1974) provide a rigorous method of
terrain classification and terrain mapping in land evaluation surveys. To this end, Speight
proposed two broad categories: landform elements and landform patterns. Landform
elements are areas of land that can be distinguished on the basis of the measurement of
surface geometry, for example, slope. aspect. curvature and derived context. Landform
elements are conceptually similar to Evan’s (1972) measure of general gcomorphometry.
Landform patterns, on the other hand. are more complex areas of land composed of many
landform elements arranged in toposequences. Speight also notes that the use of such
rigorous measures enhances the predictability of soil from landform elements.

Several researchers in the fields of soil science and hillslope geomorpholngy have
developed landform classifications from DEM derivatives (Pennock er al., 1987,
Pennock and DeJong, 1987, 1990, Martz and DelJong, 1987, 1991, Martz, 1992). The
primary focus of this research was to identify erosional and depositional elements of the

landscape with respect to topographic position. Results indicate that there is an associa-

1



tion between depositional elements of the landscape and depressional landforms and
between upper slopes and erosional elements.

A few studies specifically focused on the relationship between soil distribution
and topography in a three-dimensional system. Pennock er al. (1987) developed a
quantitative land form classification based on the relationship between landform and soil
distribution. This study found a significant relationship between landform elements and
soil distribution.

Weibel and DeLotto (1988) proposed a methodology for the classification of
terrain based on measures derived from DEMs using multivariate statistical methods
commonly implemented in the field of remote sensing. One difference in the methodology
proposed is that the variables used are the derivatives of elevation, rather than the record
of spectral reflectance or emittance. The authors note that the variables used in the classi-
fication procedure should reflect the known properties of the phenomena in question. The
variables selected should also be tested for independence because, if the variables selected
are highly inter-correlated then these variables may not be measuring different terrain
parameters.

Schmid-McGibbon (1993) demonstrated that frequency-based contextual classifi-
ers are an effective method for automating the process of landform mapping. Frequency-
based contextual classifiers use frequency counts of ciassed morphometric descriptors
calculated from neighbourhoods. These counts are then used in a discriminant analysis to
classify landforms (Schmid-McGibbon, 1993). This method provides a objective method

for the classification of landform.
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Summary

From the early work by Milne (1935). and other later researchers (Jenny. 1941;
Wooldridge, 1960; Speight, 1974, 1976; Huggett, 1975, 1982; King er al., 1983;
Pennock er al., 1987; Lee er al.. 1988). it is evident that there is an association between
soil properties and landform elements. The field of remote sensing provides two signifi-
cant contributions to this study. First. the advanced classification techniques developed
in remote sensing makes it possible to classify landform in an objective, replicable
manner (Weibel and DeLotto. 1988). Studies using air photographs and remotely sensed
images show that different soils have unique spectral signatures and that these soils occur
in definable landscape positions (Acton. 1965; Crown et al., 1971; Harrison er al., 1987).
Using DEM, it is possible to compute, in an unbiased fashion, the necessary variables to

classify landform as a geomorphic signature (Evans, 1972; Pike and Rozema, 1975; Pike,.

1988).
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CHAPTER 3
STUDY AREA AND DATA COLLECTION
The purpose of this chapter is to describe the nature of the study area, define data
requircments, and outline the methods used for the collection of the data. This study
focuses on the automated mapping of landform and the association between soil type and
landform. A detailed DEM of the study area was the basis for the differential landform
measures. The second type of data required was information on various soil properties.
These data was collected from the study area and spatially registered to the DEM with

the use a of Global Positioning System (GPS).

Description of Study Area

The study area is located in east-central Alberta. Canada, south-east of the city of
Edmonton, at 53° 33" north latitude and 113° 28" west longitude (Figure 3.1). Figure
3.2 is a subset of the soil map for the Edmonton map sheet 83-H, located between 53°
and 54° north latitude and 112° and 114° west longitude showing the range of soil
associations in the Edmonton area. The study area is located in township 51, range 23,
on six quarter sections located on sections 19, 20, 29, 30 (Figure 3.3). The soils in this
area formed on the Cooking Lake moraine deposit. The area is described as “undulating
to hilly, primarily of the knob and kettle variety” (Bowser et al, 1962, p.11).

The climate of the Edmonton area is continental with warm summers and cold
winters. The average frost-free period is 100 days. The mean annual precipitation is
between 40 and 45 centimetres with, on average, half of the precipitation falling during

the summer months of June, July, and August (Bowser et al, 1962). In general, the
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Figure 3.1. Study Site Location Map With Soil Zones.
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Figure 3.3 Soil associations in study area, Township 51, Range 23.
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study site is in the black « ' zone. The area is almost —mpletely dominated by an
cluviated black chernozer iation known as the Angus Ridge Loam (Figure 3.3).
The Angus Ridge Loam is formed in medium textured (loam to clay loam) material that
contains stones. This association occurs on level to rolling topography and is often
associated with Orthic Black chernozems (which lack a light coloured subsurface (Ae)
horizon) and Solodized Solonetz (which have a hard round topped columnar subsoil
(Bnt) horizon). The native cover of this soil association is described as Parkland.

consisting of tall grasses. shrubs and deciduous trees.

Digital Elevation Model Data

The DEM used in this research was surfaced from contour lines extracted from a
1:5000 orthophoto with | metre contour lines. available to the public from the City of
Edmonton, Alberta. Orthophoto products are corrected for terrain, camera, and
perspective distortions. and are transformed to an orthographic projection. The contour
lines plotted on the surface of the orthophoto were stereo-compiled.  The
stereo-compilation process requires a stereoplotter operator to set a floating dot at a
specific elevation and then to trace the dot along the contour. All contours are
systematically traced in a clockwise or in a counter-clockwise direction in order to avoid
stereo-compilation errors that over- or under-estimate the location of the contour (Avery
and Berlin. 1992).

The orthophoto was scanned at a resolution of 200 dots per inch (dpi). This
resolution was sufficient for the scanning software to find enough matching features to

combine the various swaths into one large scanned image. This data set was then
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resanipled to a resolution of 100 dpi in order to make the image a manageable size for

image processing on an IBM 486 personal computer.

Contour Line Extraction

The scanner used is a form of charged coupled device (CCD) which is a silicon
array sensing system. It scans in 12 cm swaths and the scanning software correlates the
swaths and then combines the swaths to create a final image. The correlation procedure
works best if the swaths are parallel and have a 2 cm overlap. A special scanning table
was constructed to ensure that these criteria were met. A frame of 2.54 ¢m by 2.54 ¢cm
aluminium-angle was constructed to keep the scanner tracking in a straight linc. The
frame has 1.5 cm pins that mount into a backing board; holes were then drilled into the
board at the correct 2 cm spacing providing the required optimal overlap.

The CCD sensing system detects varying grey tones through the breaking of
molecular bonds in the silicon array sensor. When molecular bonds are broken electrons
are released and maintained in a region called a potential well. The degree of molecular
breakage is then digitally recorded as a pixel. The intensity of the pixel is, therefore,
proportional to the amount of light that hits the area being scanned.

The contour lines are a uniform black tone on the original orthophoto. Due to
varying background intensities, the CCD recorded the contour lines with varying
intensities. The contour lines are, however, still regionally the lowest grey level value
(GLV). To account for this variation a number of different threshold values were
applied to the image. Digital masks for each of the threshold values were selected and
the non-contour information deleted. The contours which remain were then reclassed to

a GLV = 0 while all non-contour areas were assigned a GLV = 255. All of the contour
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lines were checked for completeness and separation. The final result of this process is a

binary contour map (Figure 3.4a).

Coding and Automated Digitizing of Contours

Each contour line was then coded with a GLV that corresponded to elevation
above a predetermined reference level. In the study area, the lowest contour is 727
metres; therefore. a reference level of 700 metres was selected. All contour lines were
coded sequentially from this reference level; for example, the 727 metre contour line was
given the GLV = 27. The coding of the contours progressed from the lowest to the
highest elevation (Figure 3.4b). After each contour was coded, the mask threshold was
incremented by one so that the last contour was masked. This technique ensures that the
coding is accurate, especially in areas of close contour spacing, as it prevents areas that
are already coded from being mistakenly re-coded. “

This raster image was the input for the RAST2XYZ (Hemenway, 1995a)
program. RAST2XYZ automatically digit.. v . a unique X, Y, in either UTM or latitude
longitude, for every grid cell not coded with a GLV = 255 or GLV = 0. A Z-value is
recorded that is equal to the GLV of the pixel and is added to the reference level to
obtain the proper elevation of the contour line. The program assumes that the grid cell
spacing is equal and square. The automation of this traditionally manual process is
thought to be as accurate as the manual process and reduces the probability of operator
CITOr.

The output was an X, Y, Z file that contained 230,805 observations. As the

sample was large, the points file was filtered to remove points within specific small
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Figure 3.4. A and B. Contour Extraction and Coding. Figure 3.4a shows the process of

contour extraction. Figure 3.4B shows the process of contour coding where
the contours are digitally labeled according to their elevation above a
predetermined reference level.
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distances. The PFILTER (Hemenway, 1995b) program was used to reduce the total
number of points to 13,848 points, a 94% reduction in the amount of points. The
reduction of point density is necessary in order for the surfacing program to efficiently

compute the DEM.

Geostatistics

The study of geostatistics is based on the principle of the regionalized variable
which has properties intermediate between a truly random variable and a completely
deterministic variable. Many features that have geographic distributions show this type
of relationship. for example. elevation (Evans, 1972; Oliver and Webster, 1986). There
is local spatial dependence expressed in the way changes in elevation occur. This
property is referred to as spatial auto-correlation, which means that the closer two
variables are to each other in space the more likely they are to be related. The problem
with variables that exhibit this property is the way in which the change is expressed. The
change in the variable is so complex that it cannot be described adequately by any
deterministic function (Oliver and Webster, 1986; Davis, 1986).

The concept of spatial auto-correlation is the basis for all surfacing routines that
involve the interpolation of an elevation from functions (as in analytical surfacing
methods) or directly from the distribution (as in numerical surfacing methods). This fact
links geostatistics to surfacing. A question often asked is “what is the appropriate
resolution that the data should be surfaced at in order to adequately represent the
feature?” The current approach to the solution of this problem is to use rules of thumb
or to surface at a number of different resolutions and use the elevation model that

“looks" the best (Burrough, 1986).



The theory of geostatistics and the concept of the regionalized variable make it
possible to define the criteria for an appropriate spatial resolution. More importantly.
geostatistical theory can define the nature of the variance of the landform. The
geostatistical measure that describes the rate of change of the regionalized variable is
known as the semivariance. Semivariance is measured for a specific orientation and
gives a measure of the degree of spatial dependence of the variable along this orientation.
The variable measured can be any continuously varying property. for example, elevation,
water content, or organic matter. If the spacing between variables along a line is some

distance A. the semivariance can be estimated for distances that are multiples of A
Vi = 2}7_} "X — Xisn )?/21 where X; is a measure of the regionalized variable taken

at location I and X, is another measurement taken A intervals away. The equation,

therefore, represents the sum of the squared differences between pairs of points separated
by the distance Ah. The number of points is n, so the number of comparisons between
pairs of points is n-h (Dzvis, 1986).

The usual way to represent the relationship between semivariance and distance is
in the form of a semivariogram, where semivariance is the Y axis and & (distance) is
represented on the X axis. Semivariance can be displayed graphically along any
orientation. For example, if there was a specific orientation to the data, the semivariance
can be measured with respect to any orientation. A further extension of the theory
makes it possible to measure the semivariance with respect to every orientation (referred
to as direction 0).

Figure 3.5 shows a number of idealized semivarigrams. By analysing the shape

and a few critical features, the underlying structure in the data can be resolved. Figure

9
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Figure 3.5. 1dealized Semivariograms. Source: Davis, 1986.



3.5a shows a parabolic semivariogram shape: in this case. the regionalized variable
shows excellent continuity. Figure 3.5b shows the linear form where the regionalized
variable has moderate continuity. The horizontal form. Figure 3.5¢. shows a random
variable with no spatial auto-correlation. Figure 3.5d shows the nugget cffect. which
indicates the apparent failure of the semivariogram to go through the origin. This
condition indicates that the regionalized variable is highly variable over a distance less
than the sampling interval.

In Figure 3.5a, the point where the semivariance levels off is called the sill (o).

The sill implies that there is no spatial dependence between the data points becausc all

estimates of variance differences are invariant with distance. The distance at which the

sill occurs (@) is called the range. Within the range. the closer the sites are the more

likely they are to be similar. Another important and unseen feature of the semivariogram
is the lag over which the variance is estimated. The size of the lag is important, as it
indicates over what scale the most useful pattern can be extracted from the background
noise (Davis, 1986).

One current limiting factor in the application of geostatistics is the finite limit of
the data points that may held in computer memory. The current limit is around 1,000
points. In this study, the DEM was surfaced from a point data set of 13,848 points. This
number exceeds the semivariance program’ s functional limits. For analysis, a program
was written to reduce the number of points to 802 points (Figure 3.6). A systematic
sampling scheme was used in place of other point reduction schemes which are based on
distance, as distance is essential to determining the nature of the semivariogram.

Figure 3.7 shows the semivariogram computed for the 802 point data set. This

semivariogram shows that the regionalized variable is fairly representative of the
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idealized parabolic form (Figure 3.5a). This graph is displayed with the standardized
semivariance. In this case. a standardized semivariance of 1.2 is equal to a semivariance

of 25 metres. The standardized data are displayed because the relative changes are
casily interpreted in this form. The semivariogram shows good continuity over the entire
area with the semivariance equal to the topographic relief in the area. The other feature
of this diagram is the number of areas within the semivariogram where the regionalized
variable is behaving with continuity over certain distances, for example, from 0 to 160
metres and from 420 to 600 metres. These points on the semivariogram indicate the
dimension of the small- and medium-scale landform in the area.

Figure 3.8 is an enlargement of the region from O to 180 metres. The most
important feature of this graph is the point where the semivariance is close to zero and
rises sharply. This is the distance between points that grid cells have to be to show the
variance in the data. In this case, the distance is 4.05 metres. This is the most
appropriate resolution for surfacing the data in order to capture the large -scale variation
in the data.

The spatial continuity that the semivariogram displays in the first sub-range
describes the average scale of the landform in the area. Th: semivariogram shows that
any point in the data set is most like its neighbours up to a distance of 160 metres and
that the variation between these points is at most 3 metres. Interpretation of the original
orthophoto indicates the hummocks are around 160 metres apart and they average 3
metres in height.

The final observation is that the lag, or distance that the regionalized variable was

sampled, was 40 metres to extract the maximum information with the least noise. This
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distance, although arrived at by trial and error, is the appropriate distance that the data

should be samyled at to obtain a reasonable representation of the nature of the landscanre

DEM Generation

The X. Y. Z file was surfaced using QSURF (Hemenway, 1995¢) which finds the
solution to a set of multiquadric equations of topography. Multiquadric equations of
topography. given a discrete set of data on a topographic surface, reduce the discrete data
to a continuous function. The solved set of functions exactly fits all of the original
points and provides a reasonable interpolation at intermediate points. In areas where
there is little data, the derived equation treats the surface as neutral (Hardy, 1971).
Using the results of the geostatistical analysis. a spatial resclution of four metres was

selected to produce a surface grid of elevations.

Field Methodology

The purpose of the field methodology was to obtain geo-referenced sample
locations where data were collected. These sample data were then used to check the
accuracy of the model. The other purpose of the field phase of the project was to check
that the landform classification was accurate.

The first step was to select one of the six quarter sections in the study area at
random and to seek permission to conduct a soil survey from the land owner. The
section selected was the south-east quarter-section of section 19, township 51, range 23,
see Figure 3.3. The samples were collected on two days, September 30 and October 1,

1995. Weather conditions were good for both days. The locations of the sample points
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were chosen by starting at one field corner and then walking to a point. Figure 3.9
shows the distribution of points in the field.
The following procedures were conducted at each sample point:

1. the location of the sample site was recorded using a Trimble Basic Plus

6 channel Global Positioning System (GPS) recciver.

notes were taken on the landscape position (crest. side slope. or

depression),

3. using a Dutch auger, the depth of A-horizon and the depth to
C-horizon were measured.

4. using a standard soil probe. a surface soil sample was taken and
bagged.

19

Laboratory Analysis

Lazboratory analysis of the soil samples was conducted to meet two objectives: to
accurately classify the soil types, and to check model assumptions. The soil samples
were classified using the Canadian System of Soil Classification (Agriculture Canada.
1987). The second reason for the laboratory analysis was to check to sce if the parent
material was the same at all of the sites so that the assumptions made in the model were
realistic.

The first phase of the lab analysis was to gather diagnostic information on the
physical properties of the soil samples for classification. The following physical
properties were measured:

1. soil moisture content.
2. soil organic matter content,
3. percent sand,
4. soil colour.
The laboratory techniques used to measure these variables followed the Methods Manual

for forest soil and plant analysis published by Forestry Canada (Kalra et al., 1991). This

manual describes the techniques in detail.
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Soil moisture content is determined by weighing a field-fresh sample of soil and
piacing the sample in a forced-air oven at 105° C for 48 hours and then re-weighing.
The loss in weight is expressed as a percentage of the original soil weight. There may be
some loss of organic matter. but this source of error is not considered serious (Kalra er
al.,, 1991),

Samples were then taken from the oven dry soil and used to measure soil organic
matter content. Organic matter is oxidized at a temperaturc of 375° C and can be
measured as a function of sample weight loss. The samples were placed in preheated
porcelain crucibles and weighed. The crucibles were then placed in a furnace at room
temperature and the heat was raised to 375° C. The samples were left in the furnace for
24 hours. The furnace was then cooled and the samples were weighed to obtain a
measure of the amount of organic matter by loss on ignition (LOI). This technique gives
a reasonable estimate of organic matter that is accurate for most descriptive purposes
(Kalra et al.. 1991).

Soil colour was measured using a Munsell colour chart. The oven dry soil was
used to determine the colour as this removes any differences in soil colour that is
indicative of moisture differences. It is also advisable to conduct this procedure in the
lab as lighting conditions are uniform.

Percent sand was measured by sieving the samples used to measure organic
matter content by LOI. These samples were ground with a mortar and pestle, weighed
and passed through a 250um sieve. The amount of sample that passed through the sieve
was then re-weighed to measure the amount of sand that was screened by the sieve. This

gives a measure of the medium and coarse sand :raction of the sample.
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Particle size analysis was conducted to obtain a measure of the relative
proportions of particles in dimension classes. The basis for all sediment analysis is
Stokes’ law which states that a particle falling due to gravity. in a viscous liquid, is acted
upon by three forces: a gravitational force acting downward, a buoyant force acting
upward, and a drag force acting upward.

Particle size analysis is based on the fact that the measured equilibrium velocity
of a particle through a viscous medium, resulting from the action of gravitational force
can be related to the size of the particle by Stokes’ law. For spherical particles, Stok~s’
law is: D = kv!72
where D is the diameter of the particle. v is the equilibrium sedimentation velocity. The
expression of the medium that the particles are suspended in is k which relates the fluid's
viscosity and density. In general. this equation is correct if the particles are spherical. In
practice this condition is rarely the case and results in the introduction of some error,
usually no greater than three percent (Kalra et al., 1991).

The most common way of determining sediment size distributions is to disperse
particles in a fluid and stir to ensure that the mix is homogeneous. The mixture is then
left undisturbed while it undergoes sedimentation. The density of the fluid is measured
at a number of different time intervals to measure the amount of sediment produced;
trom this the diameter is calculated.

In this study a Sedigraph 5100 was used to measure the particle size distribution.
The Sedigraph uses a finely collimated X-ray beam to measure particle concentration in
terms of the transmitted intensity of the X-ray beam through the suspension relative to

the suspension fluid without sediment.
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This technique is useful as the X-ray beam is fincly calibrated and is extremely
small to precisely measure the sediment in suspension. The X-rays also do not disturb
the suspension during sedimentation. As the process is relatively automated. the
potential for errors is reduced. The other benefit is that the process is fast and accurate
as several duplicate samples can be processed in one run.

Coakley er al. (1991) conducted an analysis of the accuracy of the Sedigraph
5100. This study showed that the instrument is accuratc to within £ 1%. The only
significant deviation to this measure was for particles in the silt fraction that showed an
under-prediction of 3% to 5%. This error is accounted for by restriction in the original
pump design not maintaining sufficient velocity and turbulence to keep particles of this

size in suspension (Coakley et al., 1991).

Summary

This chapter has described the nature of the study area. defined data
requirements, and outlined the methods used for data collection. The section on
geostatistics describes the use of geostatistical theory as a tool to define the topographic
parameters of the study area. Using the results of the geostatistical analysis, an objective
approach was used to select the resolution of the DEM. This technique, though the
analysis of semivariance, allows for the selection of an optimal resolution for surfacing
point distributions. The soil survey and laboratory analysis provide data for testing the

hypothesis that soil type is a function of landform in localized areas.
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CHAPTER 4
MODELLING

The purpose of this chapter is to present the methodology used to classify
landforms based on geometric signatures. Modelling is a subjective process; therefore.
the definition and concept of a model used in this thesis are discussed. The techniques
used to extract model parameters and classification procedures are also covered in an
in-depth fashion. The last section of this chapter describes the method used for
classification of soil type. This section is important as it defines the evidence used to
verify that the association between landform and soil type is present and that in this area
the measure of landform is sufficient to explain the soil types present.

Models are defined as *“‘selective approximations whick. by the elimination of
incidental detail, allow some fundamental, relevant or interesting aspects of the real
world to appear in some generalized form™ (Chorley and Haggett, 1967, p.23). One
fundamental feature of a model is that its construction involves a highly selective
approach towards information content. Most models in geography seek not only to
eliminate noise but less important signals as well.

Models are constructed so that the variables selected are retained as they
contribute to an overall view of an underlying structure or pattern which may not be
otherwise apparent. In this respect models are often thought of as “pattern seeking”
(Chorley and Haggett, 1967). Chorley and Haggett point out that the pattern-seeking
nature of models leads to an inherently suggestive quality. The authors point out that this
suggestive nature leads the investigator to some greater insight, this implies that the
model structure has greater implications than the study of the component parts (Chorley

and Haggett, 1967).
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Huggett (1975) proposes two different. but partly complementary, means of
modelling the sui! Zvstem. The first approach is to implement an isomorphic model so
that every variable in the system is an element in the model. The alternative approach is
a homomorphic model. A homomorphic model groups or combines variables to form a
single element. Huggett states that the homomorphic model is the most appropriate
model because it views the soil system from a macroscopic (general structure)
perspective rather than focusing on detail.

The principal difficulty encountered with this type of research approach is
defining mod~! parameters. In the soil system, variables change in response to many
different spatial and temporal dimensions. Soil properties vary not only in space but also
through time. and often respond rapidly with the level of soil conservation practised
(Huggett, 1975; Gregorich and Anderson, 1985). Traditionally these conditions have
made the parameterization of isomorphic soil type models impractical, if not impossible
(Huggett, 1975).

A method for determining homomorphic model parameters is to look at existing
studies that have attempted to classify the relationship between topography and soil
distribution with the use of DEMs (Pennock et al., 1987; Lee er al., 1988). These
studies found an association between landforms and erosional or depositional elements in
the landscape. The variables that are common to all of these studies are the first and
second derivatives of elevation (slope and curvature). The usual approach to
classification of landform in these studies is based on the heuristic classing of the groups
in a GIS (Moore et al., 1993).

Traditional methods of landform classification are often based on the ficld

experience of the person doing the classification (Dalrymple et al., 1968; Young, 1972;
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Pennock er al., 1987; Pennock and Delong, 1987, 1990; Martz and Delong, 1987, 1991;
Martz, 1992). A more recent approach to landform classification is based on using
frequency-based contextual classifiers. These classifiers use frequency counts of classed
morphometric parameters calculated from neighbourhoods. These counts are then used
in a discriminant analysis to classify landforms (Schmid-McGibbon, 1993). This
technique is different from traditional landform mapping techniques because it is

statistically based and is replicable.

Extraction of the Geometric Signature

The selection of appropriate variables to be input into a classification model is the
most important step in the classification procedure. Geomorphometric measures derived
from DEM’s are at the foundation of the automated classification of geomorphic
surfaces. The process most commonly used for the extraction of these variables is
neighbourhood processing.  Neighbourhood processing involves the roving of an
odd-number sized window through a grid of elevations. As the winuow is moved to each
successive position, parameters are calculated and assigned to the location of the centre
cell of the window in a new convolved data set.

Differential calculus is the study of rates of change. Using the method of finite
difference calculus developed in mathematics it is possible to terive useful information
from DEMs. There are several different methods for the calcutauon of the derivatives of
elevation. Evans (1972) suggests that analytically calculating the derivatives from fitting
a third order polynomial to a three-by-three matrix is the most appropriate method. This
analytical approach to calculating the derivatives has been widely implemented

(Franklin, 1987; Zevenbergen and Thorne, 1987). The other method involves finite
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differences from calculus. There are two different numerical methods for calculating
derivatives using finite differences. The first method is a direct applicaiion of finite
difference calculus and involves the vector sum of the partial derivatives in X and Y
(Eyton, 1991). This method is often referred to as the four nearest neighbour approach.
The other method uses the eight neighbours in a 3 by 3 matrix and a weighting to account
for the different distances between the centres of the cells. The difference between cells
along rows or columns is 1 while the difference on the diagonal measures is | 2 (Eyton,
1991).

The first derivative of elevation describes the rate of change of elevation, or the
slope of the landform. Slopes are easily calculated from DEMs, as a DEM represents a
systematic sample of the continuous landscape. Slope is the fundamental measure of
landscape classification indices. Slope steepness, which determines the intensity of the
shear stress acting upon a surface, is the controlling factor on such processes as soil
erosion. runoff, and soil creep. Slope, therefore, defines the direction and magnitude of
geomorphic work (Strahler, 1956).

Second derivative measure of elevation, the rate of change of slope, represents the
curvature of the landform. This measure defines the convex, concave, and straight
segments of the landform. To avoid directional bias associated with the computation of
the second derivative in the row and column direction, as proposed by Pike (1988), the
second derivative is calculated in the direction of maximum slope and then orthogonal to
the down slope measure. This technique, therefore, yields two useful measures of
curvature: one down-slope and the other across-slope (Eyton, 1991).

Hodgson (1995) tested the accuracy of the different methods of calculating the

derivatives and found that the method based on the correct application of finite difference
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calculus gave the best estimate of the slope. Although Hodgson did not directly test the
method proposed by Evans (1972) of fitting a third order polynomial, tests have shown
that this method is similar in accuracy to the computation of the derivatives using the
cight neighbours. The method of calculating the derivatives of elevation, using finite
difference calculus, proposed by Eyton (1991) was implemented in this work using
TERRA FIRMA (Eyton, 1992).

The next step in the process is to class the individual maps. There are two
reasons for classing the derivative measures: 1. the process of homomorphic modelling
requires that the model variables are grouped into functional elements; 2. the second
reason for using classed maps is that they provide a macroscopic (general structure)
perspective rather than focusing on incidental detail. The result of this approach is that
the class selection for the maps is the most important variable.

In this thesis the approach that was used was to find a number of different
methods of classing slope, and the two curvatures (across-slope and down-slope
curvature). The result of this study indicates that there is one common method of
representing measures of curvature while there is a great deal of variation in the method
of classifying slopes. A general interpretation of landform curvature classification has
been presented by Young (1971), where curvature classes are based on degree of
curvature per 100 metres.

The classification of slopes into functional units is dependent on the environment
where the slope classification was developed (Dalrymple et al., 1968). Measures of
curvature are more generai in nature and are not seen as limiting factors in the landscape.
Given this fact. the slope classification implemented was suggested by the Expert

Committee on Soil Survey (1987).  Figures 4.1, 4.2, and 4.3 are the classed maps of the
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derivatives of clevation. Theses figures show that all of the mapped classes display
significant spatial continuity. Figures 4.4, 4.5, and 4.6 are the histograms of each of the
classed maps. It is important to check if the distributions of the variables meet with
current understanding of the nature of the distributions, Figure 4.4 is the histogram of
slope classes. The histogram shows that slope, in this environment. is as expected with
the largest frequency of slopes from 1.1 to 5.0°. The interpretation of the two curvature
histograms shows what is expected. The distribution of curvature, either across slope or
down slope, should be somewhat bimodal. The reason for this is that there are few
natural features that display any flatness.

The other important consideration is the independence of the variables. Before
any classification is undertaken it is necessary to check that the data input into the
classification procedure is measuring different parameters (Evans, 1972; Weibel and
DeLotto, 1988). This at first glance seems obvious; however, since the data have been
classed it is a necessary procedure. In order to check for independence, principle
components analysis (PCA) was implemented. The objective of PCA is to reveal a
simple underlying structure present in a set of multivariate data. The structure in the data
is expressed in the pattern of variances and covariances between the variables and the
similarity between observations. In this analysis it is important to make sure that the data
are not inter-correlated and are therefore representative of different features (Davis.
1986).

In this case PCA analysis provides two useful tools for interpretation. The first is
the correlation matrix, shown in Table 4.1a; the correlation matrix shows the strength of
relationship among the variables. This table shows that there is little correlation among

the variable with the highest coefficient of correlation being r = 0.5527 for variable 2
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Table 4.1 A and 3. Results of PCA.

A. Corrciation Matrix:

! | 2 3
1 1.0000 0.3082 0.0233
2 0.3082 1.0000 0.5527
3 0.2331 0.5527 1.0000

B. Eigenvalues:

Eigenvalue Variance Explained

PC1 1.7489 0.583
PC2 | 0.8104 0.2701
PC3 | 0.4407 0.1469

Labels:

1=Slope

2 = Across Slope Curvature
3 = Down Slope Curvature
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versus 3 which explains 30.54% of the total variance (*). Table 4.1b shows the
eigenvalues and the variance explained by the cigenvalues. An eigenvaluc is the measure
of the length of each component.

In PCA each of the components is plotted orthogonally to all other components:
therefore, the interpretation of the length of the components, as expressed by the
eigenvalue. can explain the strength, or lack thereof, of the correlations. For example, if
the first and second principle components a~2 approximately the same length, then the
ellipse that cou!  be drawn to describe the two components would be circular. This
would show ‘.. 1ere was litile correlation between the two components and the
variables are therefore measuring different features (Davis. 1986). In Table 4.1b. the
eigenvalues do show some correlation. but the correlation i weak. From this it was
concluded that the variables used as inputs into the classification procedure were

measuring different aspects of the geometric signature.

Classification of Geometric Signature

The classification of geomeuwic signature is based on the image classification
techniques used in the field of remote sensing. The concept of a spectral signature states
that the spectral response of a feature is sufficient to accurately distinguish different
targcts. The classification of features in remote sensing is conducted through the use of
statistical classifiers. The training fields are areas where data are collected to build
statistical classifiers. There are two basic approaches to the selection of training fields,
supervised and unsupervised.

Supervised training field selection requires that the analyst select areas where data
are gathered to develop classification functions. The analyst, thercfore, defines useful

classes and then examines their statistical separability. This technique requires a
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thorough knowledge of the geographic area and substantial reference data to which the
data apply (Lillesand and Kiefer, 1987).

In the unsupervised approach, the number of legend categories or classes is not
known a priori but, rather, cluster analysis is used to find natural groupings. Using this
approach to training field selection, the classifier identifies the distinct classes present in
the data. The classes are based on statistical separability (natural groups) and their
information utility is defined a priori (Lillesand and Kiefer, 1987).

There are several approaches to sampling data in unsupervised training field
selection. The method implemented by TERRA FIRMA (Eyton, 1992) consists of two
procedures: a systematic sampling design where the analyst selects the sa-npling effort.
and cluster analysis to determine the optimal number of natural groupings in the data.
The meihod for defining an appropriate distance to sample the data at is often arrived at
through experience and has no real quantitative validity. The approach used in this thesis
was to sample the data at the same distance interval (lag) used to model the semivariance.
This distance was 40 metres, therefore, the images were sampled every 10 rows and
every 10" pixel along the row. This resulted in a data set with 2280 observations.

There are numerous clustering algorithms that can be used to determine the
natural groupings in a data set. The clustering method used by TERRA FIRMA is called
the K-means approach. Using the K-means approach the analyst defines the initial
number of clusters (k); these clusters are then designated as initial “centroids™ of clusters.
A matrix of similarities between the k centroids and the n observations is calculated; the
observations are then assigned to the cluster whose arbitrary mean vector is closest.

After all of the observations have been placed in clusters, new centroids for the k points
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are calculated and the process iterates until there is little change in the location of the
centroid positions (Davis, 1986).

Further analysis of the nature of the variance gives an indication of the optimal
number of clusters or groups that exist in the data set. One method of determining the
optimal number of groups based on variance measures is a plot of the f-ratios. The plot

of the f-ratios shows how the value of the f-ratio changes with the number of clusters

between group variance

(Figure 4.7). An f-ratio is defined as: F= Optimal

within group variance

groupings for cluster analysis occur when the within-z.oup variance is minimized and the
between-group variance is maximized (Johnston, 1991). This means that there is more
“distance™ between the groups or clusters than the intra-group distances. When this
situation occurs the plot of the F-ratios increases towards an optimal solution, then drops
sharply as a sub-optimal condition occurs. Figure 4.7 shows that optimal solutions
occurred at 9 and 11 groups.

It is possible to have more than one optimal grouping because, by definition,
cluster analysis is meant to indicate natural groupings in the data set. Natural groupings,
in this case, are a function of the level of generality imposed on the data. For example, if
9 was selected as the optimal number of groupings, the output would be a relatively
generalized map. If there is any inherent structure within these 9 groups you could select
11 or any other higher numbered optimal solution will yield a more complex
classification (Davis, 1986).

While cluster analysis defines the optimal number of natural groups present in the
data, it does not define the relationship between the groups. There is a wide variety of

multivariate statistical techniques that can be used to define this relationship (Lillesand
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and Kiefer. 1987). The CLASS module in TERRA FIRMA (Eyton. 1992) was used to
develop discriminant analysis classification functions. Discriminant analysis is a
powerful multivariate technique that is ofter used to discriminate between two or more
classes. Discriminant analysis finds rules or classification functions that partition data
space to classify all other unclassed data (Davis. 1986).

The result of the discriminant analysis classification is a map that represents the
optimal number of landform classes in the area based on the shape signatures that were
extracted from maps of slope. across-slope curvature and down-slope curvature (Figure
4.8). The last step in the procedure is to develop a post-classification legend so that the
classes have meaningful names. The area outlined in Figure 4.8 is shown as a series of
perspective plots in Figure 9. Figure 4.9a is the hillshade  .ped over the DEM while
Figure 4.9b is the landform classification draped over the DEM. It is useful to view the
landform classification as a perspective plot in conjunction with the hillshade perspective
plot as it shows the relationship between the landform as seen in the hillshade and the

classification. Using this plot meaningful names were given to the classes.

Soil Classification
The objective of the field phase of the project was to classify the soils present in
the area. Using the 1:250 000 soil map sheet 83-H the soil associations were identified.
The soil association information is valuable as a tool to assess the probable mix of soil
tvpés at a higher level of soil mapping. In the study area the only difference in the soil
Jssuediadons is the mix of two components (Figure 3.3). This difference is a reflection of

the differing mix of landforms in the area.
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The 1:250 000 soil map indicates that the parent material from which the soil was
developed is glacial till. Field observations and laboratory analysis indicate that the
surficial deposit present is not a till but rather a glacial lacustrine deposit. By definition
tills arc unstratificd and unsorted, consisting of clay, sand, gravel and boulder-sized
particles in any proportion. The sediment samp!=1 in the area consists of well-sorted
silt-sized particles. There were no boulders or gravel-sized particles present in any of the
study sites. Therefore, the sediment was most probably deposited by water in a glacial
lake. It is possible that the lacustrine deposits have been deposited over top of till at a
depth greater than 120 cm (the maximum depth that was sampled). In this case there
would be little difference in the soil types that formed on the lacustrine deposits.

Using the Canadian System of Soil Classification (CSSC) the samples were then
classified. The CSSC uses a number of different diagnostic criteria specific to the soil
order. In the CSSC there are three different levels of soil description. The highest level
of generalization is the soil order; soil orders are then broken down into great groups, and
the great groups are then further subdivided into subgroups. Soils are most commonly
mapped at the association level, a level of generalisation not defined in the CSSC. Soil
associations are mixes of subgroups where the terminology is specific to geographic
location rather than taxonomic differences.

The level of soil mapping used in this study was the subgroup or soil-type level.
The 1:250 000 soil map of the area defines the soil great group, soil order, and soil
ass, lations in the area. The soil association information indicates the range of expected
soil types that can be found in the area. Table 4.2 is a list of the CSSC diagnostic criteria

for the four soil types found. Using these criteria the samples were classified. Appendix

56



1 is a table of the data collected and used to classify the soil types. Appendix | is a table

of the data collected and used to classify the soil types.

Summary

This chapter presented the methodology used to classify landforms based on
geometric signatures. Traditionai methods of landform classification are based on the
field experience of the researcher doing the classification (Dalrymple er al.. 1968:
Young. 1972; Pennock er al., 1987; Pennock and DelJong, 1987, 1990; Martz and
Delong. 1987, 1991; Martz, 1992). Pike and Rozema (1975) conceptualized the
geom . 2nature as a set of measurements that abstracts the essential shape of each
type ot topographic surface and distinguishes it uniquely from other surfaces. In this
study. geomorphometric measures derived from DEMs were used to classify landforms.
The last section of this chapter describes the method used for the classification of soil
type. The soil classification was used to verify that the association between landform and
soil type is present and in this area the classification is sufficient to explain the soil types

present.
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Table 4.2. Soil Types and Diagnostic Criteria.

Soil type

Diagnostic criteria

orthic black chernozem

B-horizon at least 5 cm thick and lacks
alkaline earth carbonates. Lacks an Ae
horizon at least 2 c¢cm thick and shows no
evidence of gleying within 50 cm of the
surface.

cluviated black chernozem

Ae horizon greater than 2 cm thick.
Weakly to moderately illuvial Btj or Bt
horizons.

calcareous black chernozem

Weakly developed B horizon that contains
alkaline earth carbonates (Bmk).

gleyed black chernozem

Faint to distinct mottles within 50 cm of the
surface.

Source: Agriculture Canada Expert Committee on Soil Survey, 1987.
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CHAPTER 5

ANALYSIS
The purpose of this chapter is to test the hypothesis that there is a relationship
between soil type and landform and that the relationship can be characterized as a
function of terrain derivatives. In this study several different types of data have been
collected. Tt is therefore necessary to use several statistical techniques to analyse the
nature of the various relationships. The significance level used to distinguish significant
from non-significant relationships is 0.001. This conservative level was selected as the
qualitative relationship between soil type and topographic position is well defined. If the
relationship can be quantitatively measured then the same strong relationship should

exist.

Statistical Testing of Sediment Particle Size Distribution

At the foundation of all modelling experiments are a number of base assumptions.
The conceptual model of soil formation indicates that a soil is a function of climate, time,
organisms, relief and parent material (Jenny, 1941). At the spatial resolution involved in
this study, it is reasonable to assume that the climate, time and organisms are constant.
Therefore, the only influential variables are topographic relief and soil parent material.
When possible, all assumptions should be tested to ensure that the assumptions made arc
valid.

Statistical testing was conducted to verify that the sediment samples were drawn
from the same population. As the data are not normally distributed the usual method of
testing for a significant difference, analysis of variance (ANOVA), is statistically invalid.

The non-parametric equivalent of an ANOVA is the Kruskal-Wallis H-test. The K-W
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H-test is designed to determine whether there is a significant difference araong three or
more samples. The H-test assumes that the underlying variable has a continuous
distribution, and requires at least an ordinal level of measure. The null hypothesis is that
the data arc from the same population (Ebdon, 1990).

Figure 5.1 is the log/normal graph of sediment size versus percent weight in the
fraction as measured by the Sedigraph 5100. This distribution shows that the majority of
the sediment samples are in the silt fraction (62.5 to 1pm). The samples are composed of
glacto-lacustrine sediment and not glacial till. The results of the K-W H test revealed a
value of the H statistic (corrected for ties) of 5.8717 with 24 degrees of freedom. The
relationship is significant at the 0.001 level. The samples are, therefore. from the same
population. The within-group differences rhat are evident in Figure 5.1 are not relaied to
geographic position. but rather to the error associated with the Sedigraph 5100 in the silt

traction as described in Chapter 3.

Classification Accuracy

In this study. two types of analysis are necessary to test the hypothesis that soil
types are a function of topographic shape. The first measure is an estimate of
classification accuracy; the other necessary measure is map accuracy. These two
measures are not often undertaken. Measures of classification accuracy based solely on
the training field data are usually calculated at the time of the classification procedure
and many observers report this measure as a means of map accuracy. What this statistic
measures is the accuracy of the classification and has little tv de with the accuracy of the
map. The usual method of assessing classification accuracy is a measure called overall

correct classification. Table 5.1 shows the classification confusion table with an overall
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correct classification of 99.3%. A confusion table is a measure of Mahalanobis distance.
The number of misclassifications is calculated by counting the number of observations
closer to another group's mean (or centroid) )than to their own (Davis, 1986).

Table 5.1 also indicates the arcas of confusion as arcas of misclassifications as a
percent of the pixels that may have been misclassified. The following groups show some
degree of misclassification: depressions, mid-slopes. and toe slopes.

The group cluseified as depressions showed 2.67% confusion with groups that
were classifizd as saddles. This can be explained as these two arcas have similar
characteristics in across-slope and dow/n-slope curvature and are mainly discriminated
based on magnitude of slope. In this case. the depressions have low slopes while the
saddles have medium slopes.

Mid-slopes were confused 1.27% with upper mid-slopes. These two landforms
are similar in many respects with the upper mid-slopes having a greater degree of
dov.n-slope curvature. The last group that showed confusion was the toe slope group.
Toe slopes were confused 0.37% with crests. This is explained as toe slopes are located
at the base of hummocks and have a low slope and little across-slope curvature and some
down-slope curvature. As a functional description, this shape this differs little from the
description of crests. Crests differ from toc slopes by having a greater degree of
across-slope curvature. If shape alore is considered, toe slopes could be thought of as

small size basal crests.

Map Accuracy
The sample sites involved in this study were surveyed using differentially

corrected GPS points. These points were spatially registered to the DEM and, therefore,
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to the landform classification. Figure 5.2 shows the distribution of sample points
overlaid on the landform classification. The map classification was checked by
overlaying the vector GPS points on the landform classification map and recording the
landform unit where the GPS point was recorded. The landform class information was
then added to the table of soil attributes. The objective of testing is to ensure that the
variability of the soil properties within mapped units is less than their variability in the
soil landscape as stated by Beckett and Burrough (1971).

The hypothesis tested was:

Ho= The two samples have come from a population in which there is no
relationship between soil type and landform unit. The observed
difference is mereiy due :c chance in the sampling process.

H, = There is a real relationship in the population between soil type and
landform unit.

Chi-square was the statistical technique used to test the strength of the
relationship between the two distributions. The chi-square test is restricted to nominal
(frequency) data and is non parametric. It is. therefore, an appropriate method of
evaluating map data (Campbell, 1991). The significance level used to distinguish
significant from non-significant relationships was 0.001.

Campbell (1991) suggests that an appropriate method for measuring the strength
of association between twe maps is the quadrat approach, where the maps to be tested are

divided into areas and the class that dominates the area is recorded. This technique is
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Figure 5.2. Landform Classification Subset With GPS Soil Survey Points.
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analogous to taking a vector point, such as GPS data. and converting it into raster data.
This was the technique used to place the GPS surveyed point in the correct pixel on the
landform classification.

The GPS data points were differentially corrected using Trimble Navigation’s
PFINDER software. The PFINDER software performs differential correction on the
input data and averages all of the corrected points. The base station used for the
differential correction information is located in Red Deer. Alberta and is operated by
Alberta Transportation and Utilities.

Out of the 35 sample sites, 2 (5.7%) fell between two pixels. The sample points
were assigned to a pixel based on soil characteristics and landform position recorded in
the field. For example. at one site the sample was taken on a slope shoulder. On the
map, the GPS sample point plotted between a shoulder and a depression; therefore, the
point was assigned to the shoulder class. This is a reasonable procedure as the error
associated with the GPS points was #2m. Therefore, with 4 m pixels if the point is
moved +2m it will move from t*~ e-ige to the centre of the pixel.

The chi-square test compares the observed frequencies of a variable with a set of
computed expected frequencies. In this test Hy is rejected if the computed value of chi-
square is greater than the critical value. In this study the critical value was 42.31 and the
calculated value of chi-square is 51.547; therefore, Hy is rejected at the 0.001 significance
level. Therefore, the relationship between soil type and landform is significant.

What this statistic does not address is the strength of the relationship. In order to
calculate the strength of the relationship Spearman rank correlation was calculated.
Spearman rank correlation is a non-parametric version of the Pearson product-moment

correlation. Spearman rank correlation is appropriate for ordinal or interval data that do

66



not satisfy the normality assumption. The coefficient computed has a range from -1 to
+1 where the sign of the coefficient indicates the direction and the valuc indicates the
strength of the relationship. Figure 5.3 is a graph of the landform units versus suil types.
The result of the correlation analysis was an r value of 0.87009. The correlation is

therefore not only significant but strong and positive.

Summary
This chapter has demonstrated. through the use of several different statistics that
the relationship between soil type and landform can be mapped for local arcas based on
the classification of landform. It has also shown that the assumptions used in the model

were reasonable.
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CHAPTER 6
DISCUSSION AND CONCLUSIONS

Geographers are trained to divide the landscape into discrete units and visualize
whe interactions and processes affecting the landscape. Manual methods of soil mapping
recuire tacit knowledge. Tacit knowledge is knowledge acquired through practice and
experience. Interpreters who have acquired this type of knowledge usually cannot casily
define the rationale for decisions used in the mapping process (Hudson, 1992). The
development of automated landform mapping techniques will allow for the quantification
and obje.:ive implementation of this type of geomorphic mapping.

The objective of this study was to map the relationship between soil and landform
at a scale and resolution suitable for environmental modelling and site-specific farming.
The current approach to high-resolution soil mapping is airphoto interpretation in
combination with a grid survey. The result of this thesis is an automated mapping
technique that allows for the accurate characterization of the soil landscape based on the
relationship between soil type and landform.

In this study, geomorphometric measures derived from DEMs were used to
classify and map landforms. Traditional methods of landform classification are based on
the field experience of the researcher doing the classification (Dalrymple et al., 1968;
Young, 1972; Pennock et al., 1987; Pennock and Delong, 1987, 1990; Martz and
DeJong., 1987, 1991; Martz, 1992). The method used to classify landform in this study
was based on the concept of the geometric signature developed by Pike and Rozema
(1975). Pike and Rozema (1975) conceptualized the geometric signature as a set of
measurements that abstracts the essential shape of each type of topographic surface and

distinguishes it uniquely from other surfaces.
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An important consideration when conducting automated landform classification is
the approach used to select training fields. Training field selection is important because
the data gathered from training fields are used to build the statistical classifier. An
unsupervised approach to training field selection was used in this research for two
reasons. First, using this approach to training field selection, the classifier identifies the
distinct classes present in the data. The classes are based on statistical separability
(natural groups) and their information utility is defined a priori (Lillesand and Kiefer,
1987). The second reason for the selection of this approach to training field selection is
that this approach is unbiased. The “iructure in the data is, therefore, not forced by the
rescarcher.

Measures of classification accuracy based solely on the training field data are
usually calculated at the time of the classification procedure and many observers report
this measure as a means of assessing map accuracy. What this statistic measures is the
accuracy of the classification and has little to do with the accuracy of the map. In this
study the o >rall correct classification was 99.3%. This statistic measures the degree of
statistical : = yarability in the data. Therefore, the landform classes were statistically well
defined.

The n -t often overlooked measure in studies of this type is map accuracy. In
this study, map accuracy was assessed using the soil type data surveyed using GPS and
overlaying these points on the landform classification map. The landform class
information was then added to the table of soil attributes. The relationship between these
data was then analysed using a combination of Chi-square to test for a significant
relationship at the 0.001 significance level and Spearman rank correlation to test the

strength of the relationship. The Chi-square test showed a significant relationship
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betwren soil type and landform. The result of the correlation analysis was an r value of
0.87009 which indicates that the relationship between soil type and landform is Lrong
and positive and landform explains 75.7% of the total variance (r) in the soil typ.:
classes.

The results of this study indicate that there is a strong correlation between the
landform units that were derived from the classification procedure and the soil types that
were surveyed in the field. This technique should prove useful in soil mapping and other
forms of mapping that require some form of landform analysis. This procedure is an
improvement over the traditional methods as it provides an unbiased and replicable

technique for mapping landforms.
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